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EDITORS’ BIOGRAPHIES

John W. Fuquay, Professor Emeritus of Dairy Science at Mississippi State University,
served on the faculty there from 1969 to 1999. His areas of emphasis in teaching and
research were environmental physiology and reproductive physiology. He received his BS
and MS degrees from North Carolina State University and his PhD degree from
Pennsylvania State University, all in the area of dairy science. After completing the PhD
degree in 1969, he accepted a teaching and research position at Mississippi State
University, where he progressed through the ranks from assistant professor to professor
before retiring in 1999. Professor Fuquay served as Coordinator for the Graduate Program
in Animal Physiology from 1986 to 1999. He was a Visiting Professor in the Animal
Sciences Department, University of California-Davis in 1979 and in 1985-86.

Professor Fuquay was active in his professional society, The American Dairy Science
Association. He was a member of the editorial board of Fournal of Dairy Science for seven years, an editor for four years,
and served as the first Editor-in-Chief for six years (1997-2002). For his professional contributions and service to the
Association, Professor Fuquay was recognized as a Fellow in the American Dairy Science Association in 2001 and
received the Association’s Award of Honor in 2002. Other recognitions include the World Association of Animal
Production Jean Boyazoglu Award in 2003, the Distinguished Dairy Science Alumnus Award from Pennsylvania State
University in 2003, and several teaching and research awards from his university.

Professor Fuquay has participated in a variety of international activities. He has presented short courses and lectures
as well as provided consultations in a number of countries, primarily in Asia and Latin America. In addition to his
research publications, he is the coauthor of a textbook, Applied Animal Reproduction (Prentice Hall), that has been widely
used by universities in the United States and internationally. The first edition was published in 1980 and the last (sixth)
edition in 2004. In 2010, he published a memoir, Musings of a Depression-Era Southern Farm Boy (Vantage Press), which
reflects on how the experience of growing up on a farm in the southern United States during the great depression instills
one with an understanding of the importance of strong family bonds and a sound work ethic in meeting the challenges of
the adult world.

Patrick F. Fox was Professor and Head of the Department of Food Chemistry at University
College, Cork (UCC), Ireland, from 1969 to 1997; he reured in December 1997 and is now
Emeritus Professor of Food Chemistry at UCC. Prof. Fox received his BSc degree in Dairy
Science from UCC in 1959 and PhD degree in Food Chemistry from Cornell University in
1964. After postdoctoral periods in Biochemistry at Michigan State University and in Food
Biochemistry at the University of California, Davis, he returned to Ireland in 1967 to take up a
research position at the Dairy Products Research Centre at Moorepark before moving to UCC
in 1969.

Prof. Fox’s research has focused on the biochemistry of cheese, the heat stability of milk,
physicochemical properties of milk proteins, and food enzymology. He has authored or
coauthored about 520 research and review papers, and authored or edited 25 text books on
Dairy Chemistry. He was one of the founding editors of the lnternational Dairy Fournal.

In recognition of his work, Prof. Fox has received the Research & Innovation Award of the (Irish) National Board for
Science and Technology (1983), the Miles-Marschall Award of the American Dairy Science Association (1987), Medal
of Honour, University of Helsinki (1991), the DSc degree of the National University of Ireland (1993), the Senior Medal
for Agricultural & Food Chemistry of the Royal Society for Chemistry (2000), the ISI Highly Cited Award in
Agricultural Science (2002), the International Dairy Federation Award (2002), Gold Medal of the UK Society of
Dairy Technology (2007), and an autobiography published in Annual Review of Food Science & Technology (2011).

Prof. Fox has been invited to lecture in various countries around the world. He has served in various capacities with the
International Dairy Federation, including President of Commission F (Science, Nutrition and Education) from 1980 to 1983.
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Paul McSweeney 1s Professor of Food Chemistry in the School of Food and Nutritional
Sciences, University College, Cork, Ireland (UCC). He graduated with a BSc degree in
Food Science and Technology in 1990 and a PhD degree in Food Chemistry from UCC
in 1993 and also has an MA in Ancient Classics. He worked for a year in the University of
Wisconsin (1991-92) as part of his PhD and as a postdoctoral research scientist in UCC
(1993-94). He was appointed to the academic staft of UCC in 1995. The overall theme of
his research is dairy biochemistry with particular reference to factors affecting cheese
flavor and proteolysis during cheese maturation including the role of non-starter lactic
acid bacteria and smear microorganisms, the ripening of hybrid and non-Cheddar
varieties, the specificity of proteinases on the caseins, proteolysis and lipolysis in cheese
during ripening, and characterization of enzymes important to cheese ripening
(proteinases, peptidases, amino acid catabolic enzymes). He is the coauthor or coeditor of eight books, including
the third edition of Cheese: Chemistry, Physics and Microbiology (Amsterdam, 2004) and the Advanced Dairy Chemistry Series
(New York, 2003, 2006, 2009), and has published numerous research papers and reviews. Prof. McSweeney is an
experienced lecturer and researcher and has successfully managed research projects funded through the Food
Industry Research Measure and its predecessors administered by the Irish Department of Agriculture and Food,
the EU Framework Programmes, the US-Ireland Co-operative Programme in Agriculture/Food Science and
Technology, and Bioresearch Ireland and Industry. He was awarded the Marschall Danisco International Dairy
Science Award of the American Dairy Science Association in 2004 and in 2009 a higher doctorate (DSc) on published
work by the National University of Ireland.
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STRUCTURE OF THE ENCYCLOPEDIA

The material in the Encyclopedia is arranged as a series of entries in alphabetical order. Some entries comprise a single
article, whilst entries on more diverse subjects consist of several articles that deal with various aspects of the topic. In the
latter case the articles are arranged in a logical sequence within an entry.

To help you realize the full potential of the material in the Encyclopedia we have provided three features to help
you find the topic of your choice.

1. CONTENTS LISTS

Your first point of reference will probably be the contents list. The complete contents list appearing in each volume will
provide you with both the volume number and the page number of the entry. On the opening page of an entry a
contents list is provided so that the full details of the articles within the entry are immediately available.

Alternatively you may choose to browse through a volume using the alphabetical order of the entries as your guide.
To assist you in identifying your location within the Encyclopedia a running headline indicates the current entry and
the current article within that entry.

2. CROSS REFERENCES

All of the articles in the Encyclopedia have been extensively cross referenced. The cross references, which appear at the
end of an article, have been provided at three levels:

1. To indicate if a topic is discussed in greater detail elsewhere.
ii. To draw the reader’s attention to parallel discussions in other articles.
iii. To indicate material that broadens the discussion.

Example

The following list of cross references appear at the end of the entry entitled Bacteria, Beneficial | Lactic Acid Bacteria:
An Overview

See also: Bacteria, Beneficial: Bifidobacterium spp.: Applications in Fermented Milks; Bifidobacterium spp.. Morphology and
Physiology. Lactic Acid Bacteria: Citrate Fermentation by Lactic Acid Bacteria; Lactic Acid Bacteria in Flavor Development;
Lactobacillus spp.: General Characteristics; Lactobacillus spp.: Lactobacillus acidophilus, Lactobacillus spp.: Lactobacillus casei Group
Lactobacillus spp.: Lactobacillus delbrueckii Group; Lactobacillus spp.: Lactobacillus helveticus, Lactobacillus spp.: Lactobacillus plantarum;
Lactobacillus spp.. Other Species; Lactococcus lactis; Leuconostoc spp., Pediococcus spp.; Physiology and Stress Resistance;
Proteolytic Systems; Streptococcus thermophilus; Taxonomy and Biodiversity. Pathogens in Milk: Enterobacteriaceae.

3. INDEX

The index will provide you with the volume number and page number of where the material is to be located, and the
index entries differentiate between material that is a whole article, is part of an article, or is data presented in a table or
figure. Detailed notes are provided on the opening page of the index.
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4. COLOR PLATES

The color figures for each volume have been grouped together in a plate section. The location of this section is cited in
the contents list. Color versions of black and white figures are cited in figure captions within individual articles.

5. CONTRIBUTORS

A full list of contributors appears at the beginning of each volume.

6. GLOSSARY

A glossary of terms used within the work is provided in Volume Four before the Index.



PREFACE

W e are pleased to present the second edition of the Encyclopedia of Dairy Sciences. The first edition was published in
2003 by the Major Reference Works Division of Academic Press, now part of Elsevier Sciences, and it
comprised 427 articles. The objective was to satisfy the need for an authoritative source of information for people
involved in the integrated system of production, manufacture, and distribution of dairy foods. It was realized from the
beginning that a program of revision would be needed to keep the Encyclopedia up to date. This goal has been met in the
second edition through 503 articles, of which 121 are new articles and 382 are revised articles. We express appreciation to
the Editorial Advisory Board for its role in evaluating articles for needed revision, reviewing new and revised articles,
and for help in identifying new topics to be included along with appropriate authors. Likewise, we are grateful for the
contributions of the many authors who have either revised their articles or prepared new articles.

The main topics related to milk production and dairy technology are addressed in addition to providing information
on nutrition, public health, and dairy industry economics including aspects of trade in milk and dairy products. All
species that produce milk for human consumption have been included in this work. Some of these species are of regional
significance only, but they have been included because of the essential role that their milk plays in the nutrition of people
inhabiting various regions of the world. A significant addition to the second edition is four introductory articles
addressing the history of Dairy Science and Technology. A synopsis has been prepared for each article in the second
edition and will appear with the online listing of the articles in this publication.

The primary aim of the Encyclopedia is to provide a complete resource for researchers, students, and practitioners
involved in all aspects of the dairy sciences as well as those involved with economic and nutritional policy and members
of the media. We have tried to do this with a writing style that is easily comprehended by persons who are not highly
trained in the technical aspects of the Dairy Sciences. Users should be able to access information on topics that are
peripheral to their areas of expertise.

We express appreciation to the staff of the Major Reference Works Division, responsible for this Encyclopedia, for
their timely responsiveness to the needs of the editors and their essential administrative role in keeping this major
reference work on-track toward a satisfactory completion within the desired time schedule. We remember Nancy
Maragioglio, Senior Life Sciences Editor, who initiated the work and was ever responsive to queries by the editors, as
well as Sera Relton, Esmond Collins, Milo Perkins, and Claire Byrne, Development Editors, and Charlotte (Charlie)
Kent, Publishing Administrator, who kept things moving through their communication with editors, authors, and
reviewers and who exhibited almost flawless administrative skills. Sera Relton was particularly helpful as she assisted
us in moving through the final submission and review stages. Laura Jackson is recognized for her contributions as
Production Manager of the Encyclopedia.

Special recognition is due to Ms Anne Cahalane, Senior Executive Assistant, School of Food & Nutritional Sciences,
University College, Cork, whose stylized representation of a cow, a milk can, and a wedge of cheese adorns the cover of
the first and second editions of the Encyclopedia of Dairy Sciences.

John W. Fuquay
Patrick F. Fox and
Paul L. H. McSweeney
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FOREWORD

The cow is the foster mother of the human race. From the days of the ancient Hindoo to this time have the thoughts of
men turned to this kindly and beneficent creature as one of the chief sustaining forces of human life.

William Dempster Hoard (1836-1918)
Former governor, state of Wisconsin, USA (1889-1891)
Founder of Hoard’s Dairyman (1885)

e must never forget that milk and milk products are and will always be important sources of basic food nutrients

for humans both young and old. The more scientific facts we can discover, understand, and apply related to
producing, processing, and marketing milk and milk products, the better we will serve the nutritional needs of humanity
throughout the world.

More than 2000 years ago Aristotle noted, Everyone honors the wise and excellent. We are indebted to those wise enough to
conceptualize and envision the favorable global impact that is certain to follow by bringing together this exhaustive, rich
collection of 503 pertinent articles written and reviewed by more than 700 world-renowned disciplinary experts
representing 50 countries — persons each of whom bears the mark of excellence. Happily these timely topics are now
recorded in four informative, important, engaging volumes. We thank, commend, and salute the prodigious efforts of the
wise and excellent authors who generated, compiled, and put the spotlight on the useful information and data, and who
now share them through their well-written articles.

One noteworthy value and enduring virtue of these articles is bringing into clear perspective the context of both the
state-of-the-art and the future of dairy sciences. When the history and contributions of scholarly publications related to
the all-important global dairy industry are recorded, the second edition of the Encyclopedia of Dairy Sciences will be cited
often and with great respect and appreciation.

Fundamental to continued progress and success in the dairy industry have been the signal service, cooperation, and
collective contributions of dedicated scientists, teachers, agricultural advisors/extension workers, and representatives of
governments and industries. Additional exciting breakthroughs in applying new findings and developments in research
and technology to the production and processing of milk are sure to follow as we move surefootedly through the twenty-
first century. This continued growth and success will be aided immensely by the vast and extraordinarily useful
knowledge base made available by the idea-rich, insightful authors, editorial advisory board members, editors, and
publisher of the second edition of the Encyclopedia of Dairy Sciences.

Indeed, by perusing the comprehensive and authoritative articles of this greatly needed and monumental encyclopedia,
readers will be made even more aware of the tremendous progress that has occurred in the basic and applied sciences
underpinning the global dairy industry.

Ours is an internationally competitive and incredibly technological world. And unless talented, creative scientists
continue to work together in researching and applying the most effective and economical ways and means of providing
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an abundant, safe supply of milk and milk products for an ever-increasing world population, we will never reach our
noble goal of adequately feeding all the earth’s people.

May we utilize the comprehensive scientific knowledge base made available through this second edition of the
Encyclopedia of Dairy Sciences as we pledge to realize advances in the health and well-being of the undernourished millions
— including many who need and deserve to be rescued from the ugly grip of hunger — by increasing the availability of
nature’s most nearly perfect food — milk!

Pure milk from bealtly animals is a luxury of the rich, whereas it ought to be the common food of the poor.

Mohandas Gandhi (1869-1948)
Indian nationalist leader

9. R- W
John R. Campbell, Ph.D., D.Sc. (Hon.)
President Emeritus and Professor of Animal Science

Oklahoma State University

Dean Emeritus and Professor Emeritus of Animal Sciences
College of Agriculture, University of Illinois

Professor Emeritus of Animal Sciences
University of Missouri

Past President, ADSA (1980-81)

April 2010
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As described in the entry Milk: Introduction, milk is the
characteristic secretion of female mammals, intended for
use as the sole source of nutrients for their young.
Mammals evolved from certain reptiles, synapsids (ther-
apsids), during the Early Jurassic period, about 200 million
years ago; however, milk was not used in the human diet
until the domestication of certain species, initially sheep
and goats (about 10 000 years ago), and then cattle and later
buffalo, camels, and horses. Since then, milk and dairy
products have become major items in the human diet,
especially in Europe, North and South America, the
Indian subcontinent, Australia, and New Zealand.

Presumably, some fresh milk was consumed from the
beginning of dairying but since milk is very susceptible to
microbial spoilage, there was a major incentive to develop
more stable products. Initially, the principal products
were as follows:

1. Butter, produced from fat-rich cream, obtained by
gravity creaming and preserved by salting (since butter
can be produced simply by agitating milk, it is likely
that it was produced accidentally shortly after the
domestication of milk-producing animals, probably
initially from sheep and goat milk). Although butter
was known to the Classical Greeks and Romans, it was
not popular as a food in Greece and Rome because it
spoils relatively easily; however, it was popular with

the ‘Barbarians’ of cooler northern Europe. In India,
ghee, which is more stable than butter, was, and still is,
the principal high-fat dairy product.

2. Fermented milk products and cheese, preserved by a
low pH and salt; these products were also probably
discovered accidentally and were well established in
Ancient Egypt, Classical Greece, and Rome. Several
Roman authors, Cato, Varro, Pliny the Elder, and
especially Columella, have described cheesemaking
in considerable detail.

Although a few research papers on the chemistry of milk
were published at the end of the eighteenth and early
nineteenth centuries, milk processing was entirely farm-
based until about 150 years ago and was not scientifically
based. Although butter, cheese, and fermented milks had
been produced since prehistoric times and Nicolas Appert
attempted to produce heat-sterilized milk in 1809, milk
processing was not industrialized until the second half of
the nineteenth century. Thus, although dairying has a
long history (~10000 years), it has been industrialized
for only about 150 years. These articles attempt to
describe the key events in the history of the dairy indus-
try, under four sections — (1) dairy farming, (2) dairy
products and processes, (3) dairy chemistry, and (4)
dairy bacteriology — and provide an introduction to the
articles that follow in this encyclopedia.
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Introduction

Cows, goats, sheep, and camels are mentioned in the Old
Testament of the Bible as sources of milk for humankind.
There 1s evidence that cheese and yogurt were made as
far back as 7000 BC. Goats and sheep were probably the
first domesticated animals used for milk, meat, and skins.
Cows were domesticated in the Fertile Crescent by 4000
BC. From these early beginnings, cattle moved into
northern Europe (Bos primigenius) and southeastern Asia
(B. namadicus). These cattle were the ancestors of the
B. taurus and B. indicus cattle, respectively, of today.

Cattle account for over 90% of the world’s milk pro-
duction. The most popular dairy breeds within B. raurus
include Holstein-Friesian, Jersey, Brown Swiss, Guernsey,
Ayrshire, and Milking Shorthorn. Some dual-purpose
breeds, for example, Montbeliarde and Simmental, are
used for both milk and meat production. A brief description
of each of the major dairy breeds is given below.

Breeds of Dairy Cows
Ayrshire

The foundation of Ayrshire cattle originated in the
County Ayr, Scotland, between 1750 and 1780. It is the
only breed of dairy cattle developed on the main Isles of
Great Britain. The mature cow is of medium frame and
averages 550—600 kg. Ayrshire cattle were first imported
into the United States in 1822.

Brown Swiss

Brown Swiss were developed in the Alps of Switzerland.
Brown Swiss began as small- to medium-framed cattle —
its larger frame size of today was probably influenced by
the Pinzgauer, a dual-purpose breed in the Austrian Alps.
The summer tradition of grazing in the high meadows of
the Alps, which contributed to its vigor and ruggedness,
continues to this day. The first Brown Swiss appeared in
the United States in 1869.

Guernsey

The Guernsey breed was developed by monks more than
1000 years ago on the island of Guernsey in the English

Channel. The breed developed from the crosses between
cattle from Brittany and Normandy. Guernsey milk has a
golden hue attributed to B-carotene, a precursor of vita-
min A, which is transferred directly from the diet into
milk. Admiral Byrd took Guernsey cows with him on his
expedition to Antarctica in 1933. Guernsey cattle
appeared in the United States in the early 1830s.

Holstein-Friesian

The Holstein-Friesian is the largest of the dairy breeds; it
produces the largest amount of milk and is the most
popular. The breed has its origin in the northern pro-
vinces of North Holland and West Friesland of the
Netherlands. In the early stages, the cattle were either
black and white or red and white. The black and white
characteristics of the breed developed after 1750 as farm-
ers selected only black and white bulls for herd sires;
however, the gene for red color remains in the breed to
this day. The cattle grazing the lush polders of North
Holland contributed to the selection of cows with high
genetic merit for milk production. Several Holstein-
Friesian cows have produced over 27000 kg of milk in a
305-day lactation period in the past 30 years.

Jersey

The Jersey breed was developed on the island of Jersey in
the English Channel. Like the Guernsey, the Jersey breed
developed from the crosses between cattle from Brittany
and Normandy. The Jersey breed ranks the highest
among all major breeds in milk fat and protein percen-
tages. It is prized by cheese makers for its rich creamy
texture and outstanding yield of cheese. The jersey breed
1s the smallest and the earliest maturing dairy breed; it is
more heat-tolerant than its counterparts and is recognized
for its reproduction and longevity.

Milking Shorthorn

The Milking Shorthorn developed from the same founda-
tion stock as the Beef Shorthorn. In England and
Australia, the breed is called the Dairy Shorthorn. The
breed developed in northeastern England in the middle of
the previous millennium. Milking Shorthorns are a mix of
red, white, and roan in color, possess a medium frame size,
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and generally tolerate cold temperatures better than
warm temperatures. Shorthorn genes are found in the
ancestry of some 30 breeds of cattle worldwide.

Zebu Cattle

Zebu (B. indicus) cattle, characterized by a large hump above
the shoulders, originated in Southeast Asia and are dual
purpose. Zebu is more heat tolerant and resistant to insects
because of its thicker skin and is found primarily in tropical
climates. Breeds for dairying include Gir and Red Sandhi.

The Industrial Revolution - The
Beginnings of Modern Agriculture

Agriculture was a huge benefactor of the Industrial
Revolution. Steam power reduced dependence on animal
power and iron replaced wood as the material for imple-
ments. Several key inventions and processes developed
between 1850 and 1900 expanded the utilization of
milk beyond the farm. The cream separator, invented by
G. P. de Laval, and the production of condensed milk
by Gail Borden, were key in the early expansion of dairy
farming. Pasteurization, machines for filling and capping
bottles of milk, and refrigeration brought the demand for
milk to urban areas. Milk was moved to urban areas by
trains for the making of cheese and butter. These events
expanded the opportunities for dairy farming as an
economic enterprise. By 1900, there were over 5 million
farms and 18 million cows in the United States.

Systems of Dairy Farming

Dairy production methods around the world are a conti-
nuum of feeding and housing practices. Pasture has been
the basis for milk production from the beginning and
remains as the primary source of nutrients for milk produc-
tion in many parts of the world today. In some countries,
most notably New Zealand, over 90% of the milk produced
1s based solely on pasture. The annual production cycle and
length of milk production by the cow are superimposed on
a geography that provides a moderate climate for a long
growing cycle of rich grasslands. At the other extreme, cows
are confined in environmentally facilitated dry lots and
barns in hot, dry areas such as the western United States,
portions of Mexico, and the Middle East. Cows in this
system depend solely on stored feeds. Between the
extremes are an assortment of dairy farms in Europe,
Australia, Central and South America, and parts of North
America. Cows on these dairy farms may be at pasture
during parts of the year and receive stored forage concur-
rently and in winter months, along with varied levels
of supplemental concentrates throughout the year.

Milk production requires an excellent forage base.
Grasses, cool-season and warm-season annuals and per-
ennials, and legumes, for example, alfalfa and clover, are a
must for achieving high production and maintenance of a
healthy cow. Grasses and legumes grown in temperate
and desert areas support a diversity of farm sizes. Grasses
are the major source of forage for dairy cattle in northern
areas of the northern hemisphere and southern areas of
the southern hemisphere. These are harvested as grass
silage for the most part, because of unfavorable drying
conditions. High-moisture silages (less than 30% dry
matter) are susceptible to clostridial organisms that pro-
duce butyric acid. These silages suffer considerable
spoilage and may reduce animal performance. Corn silage
is a recent introduction on the timeline of dairy produc-
tion brought about by mechanization in harvesting.
However, the length of the growing season that is
required for corn silage limits the geography where it
can be planted and harvested successfully.

Confinement Systems for Dairy Cattle

Dairy cattle are provided some degree of protection from
the elements in all but the total pasture-based systems.
Total confinement systems began as stanchion and later
tie-stall barns where cattle were tethered to individual
stalls. Stalls were bedded for comfort with straw or other
adsorbent materials. Cows were fed and milked while in
the stall and were allowed an exercise period for 2—6h a
day in a nearby lot or pasture. While cows were outside,
stalls were cleaned and rebedded. Animal waste was
removed by hand labor or mechanically with scrapers.
This system of housing was labor intensive and generally
limited the size of the dairy herd. Confinement housing of
this type remains the primary management system of
dairy production in terms of the number of farms in
many countries throughout the world. In northern
Europe, the family house and dairy barn was often a single
unit. The lowest level housed the cows in stalls or cubicles
especially during winter months. Family living quarters
occupied the upper levels.

The introduction in the 1950s of free-stall barns and
corral dairying in hot, dry climates changed dramatically
the face of dairy farming. These innovations allowed
managing cows in groups. Cows could be fed in groups
and milked in parlors. Dairy cow numbers on farms began
to increase. The innovations created a demand for newer
approaches to managing and feeding dairy cows.

The first free-stall barn built in the United States was in
Washington in 1958. Free-stall barns enabled cows to lie
down and gave them free access to feed and water.
Individual stalls had three elements to control where the
cow laid within the stall. A partial barrier at the front of the
stall called a brisket board and a bar (neck rail) positioned
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forward in the stall about the height of the cow’s withers
and perpendicular to the long axis of the stall regulated how
far cows could lay in a stall. Extensions from the front of the
stall, often called loops, defined the lateral boundaries of the
stall. Cows were positioned in stalls so that urine and feces
fell into the alley of the barn. Feeding was either in a center
lane running through the middle of the barn or on each side
of the barn. Cows were moved to a milking parlor for
milking. Since that time, the majority of new housing has
incorporated free-stalls in the barn design.

Dry lot dairying began in the western United States in
the late 1950s. This method of confining dairy cows
worked well in hot, dry climates with low humidity and
was the beginning of dairy farming in traditionally non-
dairy areas throughout the world. Cows were free to
move in a corral that often had only a structure that
provided shade from direct solar radiation. Feeding was
by fence-line bunk and milking occurred in a parlor.

The introduction of dairying into hot, dry climates
posed special challenges to lactating dairy cows, which
are exacerbated by high relative humidity (RH). The
term temperature humidity index measures the relative
levels of the effects of the environment on cow welfare. At
any given temperature, increases in RH have a curvilinear
effect on animal welfare. For example, a temperature of
30°C (86 °F) at 0% RH has little effect on animal welfare.
At the same temperature and an RH of 50%, the impact
on welfare may be borderline to severe.

Heat abatement for dairy cows is a necessary strategy for
animal well-being in hot climates and in areas that experi-
ence high temperatures for a few weeks. Air movement,
water (soaking or high-pressure mists), and minimization of
the transfer of radiant energy into a facility are used alone
or in combination for heat abatement. These strategies are
strategically located over free-stalls and feeding areas and in
the holding areas of milking facilities. Newer, long and
narrow barns incorporate tunnel ventilation where air is
blown through tubes with holes for air exhaust into the
living space of the cows. Barns with three sides enclosed and
sprinklers located at intervals throughout the length of the
barn have fans in the closed end that pull air through the
barn for heat abatement. Cross-ventlation barns employ
the same strategies for cooling but air movement is across
the short axis of the barn. These barns have the capability of
having all sides of the barn enclosed. Cross-ventilated barns
are more popular in areas that may experience tempera-
tures well below 0°C.

Feeding Practices

The evolution of feeding practices followed improve-
ments in the genetic ability of dairy cows to produce
milk, increases in land prices, and the transition from
numerous small dairy production units to larger

production units. For many years, dairy cows were bred
to calve in the spring and reach peak milk production
coincident with peak grazing conditions. Limited concen-
trate (primarily a mixture of cereal grains and oilseed by-
products) was offered at milking time. Hay and corn silage
were harvested and stored for use during the winter
months when milk production was at its lowest point.
However, increased demand for milk during the school
year resulted in monetary premiums for milk during the
fall and winter months and encouraged producers to shift
their breeding programs such that cows reached peak
production during late summer or early fall. This change
reduced the use of pasture in the United States and
increased the use of harvested and stored forages.

The use of confinement housing facilities and auto-
mated forage and concentrate feeding equipment became
the standard on modern dairy farms. Corn silage and
alfalfa hay were favorites with dairy producers because
corn silage served as a high-energy feedstuft, while alfalfa
served as a high-quality and high-quantity protein source.
Concentrated feedstuffs containing additional energy,
protein, vitamins, and minerals were offered in granular
or pellet form in the milking parlor. The increased use of
proven bulls via artificial insemination (Al) led to rapid
advances in the milk-producing capability of dairy cows,
which increased their nutrient requirements. The average
dairy cow consumes approximately 0.2—-0.3 kg of concen-
trate per minute in the parlor and spends about 15 min per
milking. This time frame limited feed consumption to
6—9 kg concentrate per day. To ensure adequate nutrient
intake, dairy producers with stanchion or tie-stall facil-
ities provided additional concentrate on an individual
cow basis in accordance with the amount of milk pro-
duced. Producers that utilized free-stall or loose housing
facilities either retained high producers in the parlor
longer or top-dressed the forage offered in an outside
bunk. Both methods of supplementation increased labor
and feed costs because of longer time in the parlor (a slow
milking cow in a parlor also allowed extra time for other
cows to eat) and consumption of concentrates by cows
managed in groups. Hence, the computer feeder was
developed so that producers could provide additional
concentrate to only high producers.

The complete raton, later called the total mixed
ration (TMR), concept was developed following the
movement of cows into group housing situations. The
premise of the TMR was that each mouthful of feed
contained a balanced mix of feed that supplied all the
nutrients required for high milk production. Initially,
cows were maintained in groups of similar production
and several rations varying in nutrient density were fed.
In time, the single mix TMR was fed to all cows with the
assumption that cows would consume feed according to
their level of production. In other words, low producers
would consume less than high producers. The was
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important because overfeeding of concentrated feedstuffs
could lead to fat cows and increased feed cost. The use of
a TMR provided the opportunity to offer all feedstufts in
a bunk located outside the milking parlor. Parlor feeding
increased cow time in the parlor, feed wastage, and parlor
cleanup time compared to a TMR offered in an outside
bunk.

Automatic feeders came on the market in the mid-
1970s. The principle of automatic feeders was that man-
agers identified high-producing cows that required
supplementation beyond the herd average. The first auto-
matic feeders utilized a magnet on a chain around the
neck of the cow. As she approached the feeder, the magnet
engaged a mechanism that dispensed concentrate into a
bowl for the cow. These types of feeders were followed by
computer feeders that identified individual cows by a
transponder hanging from the neck. The amount of con-
centrate available for each cow over a 24h period was
programmed from an office and often limited meal size to
ensure several feeding bouts during the day. The era of
automatic feeders lasted for about 10 years.

Changes in the way cows were fed had a dramatic
influence on the feed industry. Feed companies, local,
regional, and national, provided complete feeds to com-
plement on-farm forages. A farmer might grind his corn
and mix with a supplement that contained protein,
energy, minerals, and vitamins. Belt and auger delivery
systems for silages were replaced by mixer wagons and
trucks. Producers were able to purchase by-products, for
example, hominy, citrus pulp, beet pulp, and soybean
meal, from milling and food-processing industries.
These commodities were delivered and stored on the
farm. The producer purchased a concentrated supple-
ment of minerals, vitamins, and specialty feedstuffs such
as buffers, bypass fats, and bypass protein from a feed
company. In some cases, commodity feeds might be con-
tracted ahead for a full year, ensuring a constant source of
feed ingredient at a constant price.

A major advancement in dairy cattle husbandry
occurred in the 1980s with the demonstration of the
importance of the dry period (non-lactating state) with
respect to health and production during the lactation
period. Health issues such as milk fever, ketosis, dis-
placed abomasum, and retained placenta were found to
be related to improper feeding programs during late
lactation and the dry period. For example, milk fever
or hypocalcemia, long thought to be caused by excess
calctum 1in the diet of pre-partum cows, was associated
with elevated dietary potassium. These findings led to
significant improvements in the dry cow feeding pro-
gram: limited potassium, increased vitamin E and
selenium, and a two-stage feeding program during the
dry period. Non-lactating cows were separated into
far-off (60-30 days pre-partum) and close-up (29 days

pre-partum to parturition) groups and offered diets con-
taining different nutrient concentrations.

Feed Storage

Early settlers harvested hay with a hand scythe. The
Industrial Revolution introduced the horse-drawn mow-
ing machine and hay rake. Cut hay was stacked and
shaped around a tall pole such that the stack would shed
water and the hay would retain most of its quality. Early
barns were constructed with a hay mow or loft for hay
storage during winter months. Many barns were equipped
with a rail down the centerline of the roof to accommo-
date a pulley with a harpoon-like hay fork attached by
ropes to the rail. The center rail extended out from the
barn loft such that stacked hay from the field could be
moved by ropes and pulleys into various areas of the loft
for storage. The process was reversed during hay feeding.

Tractors, mowers, rakes, and the hay baler further
reduced the time and labor associated with haymaking
and storage. The small square bales from the early hay
balers could be stacked in the barn loft, and the bale
density increased the hay storage capacity of the loft.
Haymaking still required considerable labor, but became
easier with the invention of the large round baler in the
early 1970s. This machine wrapped the hay in a large
round bale that could be stored outside until fed. Outside
storage of large round bales was more successful in the
drier western states than in wetter climates, so barns were
constructed without lofts for storage in wetter areas.
Large round bales reduced the amount of hay that could
be stacked on trucks, so the equipment industry
responded with large square balers that provided bales
weighing 700-1000 kg (1540-2200 pounds). Large plastic
bags and plastic sheeting were introduced around 2000 for
storage of high-moisture forages and wet by-products.

Corn silage was first used in the United States by
F. Morris in 1876. The use of fermented corn silage was
not favored by many producers because it contained
alcohol — it was thought that it would be harmful to
cows and that the resulting milk would be hazardous to
humans. By the early 1900s, corn silage was a staple on
many progressive dairy farms.

Concrete stave and glass-lined oxygen-limiting tower
structures or silos were developed as storage units.
Unloaders within the silo moved silage onto belts or augers
for feeding or mixing with other ration components.

As herd size increased, a move to large bunker silos
allowed low-cost storage of huge amounts of feed.
Feeding became even more mechanized with front-end
loaders and mixer wagons fitted with load cells for rapid,
accurate feed preparation. More recently, large plastic
bags have gained popularity for storing corn silage and
hay crop silage. The bags are filled by dumping the
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chopped material in a self-propelled bagger that packs the
material tightly in the bag. Many of these long, white
cylinders can be viewed as one travels through farm
country.

In summary, advances in dairy cattle nutrition, feeding
practices, and feed storage and handling techniques have
dramatically improved feed efficiency and milk produc-
tion capacity of the dairy cow while reducing operational
cost associated with feeding on dairy farms throughout
the world. These advances have allowed producers to
remain in business while supplying consumers with a
relatively low-cost, highly nutritious product.

Harvesting of Milk

Milking cows by hand was a twice-daily task that likely
limited the size of early dairy farms. Milking was a chore
that included all family members. Early farms had several
pieces of equipment that enabled dairy farm families to
harvest and process milk. The three-legged stool, milk
bucket, milk strainer, and milk can were essentials for the
task of milking. The cream separator operated by centri-
fugal force separated milk into cream and skim milk.
Cream was churned into butter or sent to market. Skim
milk was often fed to young stock.

Many patents were granted for milking machines
between 1850 and 1900. However, it was not until about
1918 that milking machines became commercially
available. Several milking machine companies provided
milking equipment to the dairy industry. A Hinman
milking machine was used for milking approximately
10 Jersey cows at the North Carolina dairy farm on
Biltmore Estate in 1919. de Laval introduced a milking
system in 1922 that was powered by a gasoline engine.
The Alpha Dairy Power Plant generated electricity for
the milking equipment and cream separator, heated water
for washing, and provided electricity for lighting the
milking area. Babson Brothers introduced the Surge
Milker in 1922. Many of the principles of the early milk-
ing machines, for example, detachable pulsators and
flexible liners, continue in use today.

The side-opening milking parlor was introduced in the
mid-1920s. The rotolactor was a rotary milking parlor
installed in 1930 in Plainsboro, NJ. An observation deck
allowed guests to watch milking unobtrusively as cows
rode on the platform below. The Rural Electric
Administration of the Roosevelt presidency provided
electricity to farms in the mid-1930s. Still, by 1950, only
about 50% of the dairy cows in the United States were
milked by machine and mostly through pipelines
mounted above the stalls where the cows were housed.

The herringbone parlor was introduced in the late
1950s at a time when new housing methods began to

appear. The central area or pit of the parlor was the
operation center. Cows entered for milking on either
side of the pit on an elevated platform. As the parlor
filled, cows turned approximately 30° to the right or left
to position them for milking. The number of milking units
was equal to the number of milking positions on a side or
in total for the parlor. When all cows were milked, cows
exited from the front of the parlor. Milking efficiency in
terms of the number of cows milked per hour increased
dramatically.

The rapid exit parlor has similar characteristics of a
herringbone parlor with three differences: cows turn 90°,
milking units are attached to the udder between the hind
legs, and all cows are released simultaneously when milk-
ing is finished.

Rotary or carousel parlors designed after the rotolactor
became popular as herd size expanded. Rotating plat-
forms capable of milking 60-80 cows per turn appeared
on large dairies. These became popular in New Zealand
and Australia before moving to large dairies in the north-
ern hemisphere. A 106-cow rotary parlor was installed in
Texas in 2009.

On-Farm Storage of Milk

Milk at the farm was transferred to galvanized cans
usually about 10 gallon (approximately 401) on the farm.
Milk was not cooled mechanically except for the occa-
sional instances where a nearby spring supplied water for
cooling. Much of the milk was still transported in cans to
‘dumping stations’ where milk from many farms was
collected. Refrigerated milk coolers for bulk and can
storage appeared on farms as electricity became available
in the 1930s. Trucks with insulated tanks replaced rail
cars during this time for transporting milk to factories for
processing into ice butter, and cheese.
Improvements in on-farm cooling of milk and passage of
strict laws on pasteurization greatly enhanced the use of
fluid milk and dramatically reduced the number of cases
of food poisoning caused by fluid milk.

Bulk tank storage grew rapidly on dairy farms. The
growth was spurred when on-farm plate coolers were
installed to lower milk temperature below 4°C for sto-
rage. The growth of on-farm bulk tanks outpaced trucks
with tanks such that some bulk tanks were elevated and
after cooling, milk was emptied into cans for transport to
milk plants. Tanks large enough for 2 days of milking
became the norm. Tank size grew along with farm size.

cream,

On many large farms today, milk is cooled and pumped
directly into waiting tanker trucks capable of holding
22000kg and then transported immediately to the milk
plant.
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Udder Health

Mastitis remains as the most costly disease of the dairy
cow. Losses occur through treatment cost, lost milk pro-
duction, and culling. Prior to 1950, control and treatment
programs varied widely, often contained conflicting ele-
ments, and were based on inadequate scientific studies.

Major advances in the understanding of the causes of
mastitis, for example, environment and milking machines,
and use of hygienic procedures during milking occurred
between 1950 and 1980. The California Mastitis Test,
introduced in 1957, was a cow-side test that identified
infected quarters. Milk from each quarter was stripped
into individual wells of a paddle and a solution was added.
Coagulation of the milk indicated the presence of infec-
tion. Additional cow-side practices implemented during
this period included cleaning teats prior to milking, use of
sanitizing solutions for hands and teat cups, and post-
milking teat dips. Injection of long-acting antibiotics at
the beginning of the dry period reduced new infections at
calving by 75%.

Mastitis control programs were introduced in the
1980s. The use of somatic cell count (SCC) in milk as a
measure of overall herd and individual quarter and udder
health became a cornerstone of these programs. New dry
cow antibiotic therapies, introduction of vaccines against
certain classes of bacteria, and the use of teat-end sealants
placed emphasis on the dry period as a control point for
mastitis control. Finally, new classes of antibiotics were
introduced for the treatment of clinical mastitis.

Breeding and Reproduction

The pregnant cow remains the most valuable animal on
the dairy farm. Breeding by natural service was the norm
for many years. However, genetic progress in dairy breeds
was slow. Al was one of the first technologies that began
to change the dairy farm. The first Al organization began
in the United States in 1938 and gained acceptance
quickly. Fresh semen was delivered to farms by mail,
automobile, rail, and even by air using parachutes to
drop canisters of semen to Al technicians. By 1950, almost
100 Al organizations existed in the United States. During
this time, J. L. Lush of lowa State University introduced
the science of statistics to the science of genetic selection.

A major breakthrough in Al occurred in 1950 with the
discovery in England that sperm remained viable after
freezing with the addition of glycerol to semen extenders.
By the mid-1950s, Al organizations made the switch to
frozen semen. During this time, automated systems were
developed for processing Dairy Herd Improvement
Association (DHIA) records. Animal geneticists devel-
oped quantitative methods to enhance genetic progress

made possible through the widespread use of bulls
brought about by the technologies of the Al industry
and DHIA records.

Frozen semen led to a consolidation of the Al industry.
It also allowed international transport of semen for
genetic improvement of dairy cattle throughout the
world. Semen from superior bulls remained in service
long after the bull was deceased.

While much attention on animal breeding was focused
on the male, getting cows pregnant by Al in a timely
manner remained a major challenge in herds regardless of
size. As herd size increased, heat (estrus) detection became
the bottleneck. Programs for identfying cows in heat
included chin-ball markers (an apparatus beneath the jaws
of the bull that spread an ink-like substance on the tail-head
of a cow when ridden by the bull), grease markers applied
to the tail-head, and patches that released a dye onto the
tail-head when ridden by another animal. In some cases,
time-lapse photography that recorded nighttime activity
was viewed the next morning to identify cows in heat.

In the early 1970s, two compounds, prostaglandin F»,,
(PGF) and gonadotropin-releasing hormone (GnRH),
were recognized as causing regression of the corpus
luteum and growth and release of ovarian follicles,
respectively. Research led to approval of these com-
pounds by regulatory agencies worldwide for use in
estrus synchronization in cattle.

It is now possible to manage estrus in cows to improve
reproductive efficiency of the dairy herd. Protocols have
been developed that allow ‘synchronization’ of the estrous
cycle of multiple animals and to reasonably predict the
occurrence of ovulation. Several variations of these pro-
tocols exist. The basics are to administer PGF to a group
of animals and breed on observed heats. If no heat is
observed, the cow receives a second PGF injection 14
days later and bred on an observed heat.

More sophisticated synchronization programs called
Ovsynch and Cosynch combine the effects of GnRH
and PGF. In both programs, GnRH is administered on
day 0. Seven days later, cows receive a PGF injection
followed by a second GnRH injection 48 h (Ovsynch) or
48—64h (Cosynch) later. Cows are bred without heat
detection 8-18h following GnRH in Ovsynch and at
the time of GnRH injections in Cosynch. Overall, preg-
nancy rate may be 50% or greater on first inseminations.
Cows that fail to settle will return to estrus in a predict-
able 19-21 days later.

Sexed semen is the most recent technology introduced
on the dairy farm. Sperm are separated in the laboratory
into sperm with the X chromosome and sperm with the Y
chromosome. The X chromosome sperm are preserved
like non-sorted sperm for Al. The fertility of sexed semen
is lower (60-70% of normal) than that of non-sorted
sperm and is used most successfully on virgin heifers.
About 90% of calves born from sexed semen are female.
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Disease Control

The veterinary profession had a major impact on the
control, treatment, and eradication of diseases in dairy
cattle during the twentieth century. The profession initi-
ally dealt with eradication of infectious diseases such as
foot-and-mouth disease (FMD) and tuberculosis (TB).
These diseases had a significant impact on Brown Swiss
herds in the United States between 1910 and 1920. Many
parts of the world are FMD-free. An outbreak of FMD
occurred in the United Kingdom in 2001, which required
the slaughter and burning of carcasses. The disease
remains a threat to cattle in Asia, Africa, and parts of
South America. Bovine TB remains a threat to cattle
populations in many countries. [t may be transferred to
cattle by a number of species including deer, badgers, and
opossums.

Antibiotics and vaccination programs were developed
for treatment and prevention of many diseases from pneu-
monia to brucellosis in the 1940s to the 1960s. As
confinement systems changed, so did the role of the
veterinarian. The profession became proactive in devel-
oping whole herd health programs and in making regular
farm visits although emergency calls to the farm for
cesarean delivery or for intravenous therapy for milk
fever remained a significant part of the dairy veterinary
practice.

Production medicine became the emphasis of veter-
inary practice in the past 30 years. Interpretation of
records to identify bottlenecks in reproduction, meta-
bolic disease, or aspects related to parturition continues
to change the on-farm role of the veterinarian. In some
countries, the cost of a veterinary education, the long
hours of the practitioner, pay, and other casual factors
reduce the number of veterinarians that enter large ani-
mal practice.

Raising Replacement Animals - Calves
and Heifers

Calf rearing was an occasional topic of writers for news-
papers in New Zealand at the beginning of the twentieth
century. One article in 1902 describes a protocol where
over a 6-year period, 110 out of 112 newborn calves
survived to maturity. The calf was removed from the
calving area immediately following birth, ‘rubbed down’
with and then covered in straw, and fed ‘about a pint
(~0.51) of its mother’s first milk’ Calves were fed
increasing amounts of milk 3 times a day until 8 weeks
of age. Hay was offered in the third week and a linseed
soup in the fifth week. The linseed soup was prepared
by soaking linseed in 4 US gallons (~151) of water,
overnight. The next day, the soup was boiled for
30 min and one half pound (225 ¢g) of flour (source not

given) added in the last 5min of boiling. A tablespoon
(~12¢g) of sugar and a half teaspoon (~5 g) of salt were
added to the soup prior to feeding. Gilruth Calf Food
was advertised as ‘a perfect substitute for whole milk
and much cheaper’ in New Zealand papers during this
time.

Calves and heifers are the foundation for the
future dairy herd. This statement is important today
and during the beginning of the dairy farm. The issue
in that era revolved around the increased use of
whole milk for human consumption as being immedi-
ately more profitable than for feeding a calf. Calves
were left to survive on minimal amounts of skim milk
daily and on a mash of grains soaked in water and
introduced at an early age. Hay and pasture were
offered but poorly wutlized. A weight gain of
1 pound (454¢g) per day for the first 6 months of
life was acceptable.

Many protein sources were tried as substitutes for milk
protein in milk substitutes or replacers. Calf performance
and appearance from non-milk protein sources never
matched that of milk protein-based substitutes. Even a
small percentage of substitutions for milk proteins
reduced gains because of the inability of the proteolytic
enzymes of the stomach and small intestines to digest
these ‘foreign proteins’.

For several decades, when a heifer survived to 3
months of age, her growth and development were
assumed rather than managed. Rapid growth was dis-
dained because of the fear of creating ‘fat heifers’ and
decreased lifetime production. It was not uncommon, in
the 1980s, for heifers to calve the first time at 30 months of
age or older.

Several factors that changed the landscape of dairy
farming had a dramatic influence on heifer rearing.
First, nutritionists recognized that heifers required ade-
quate amounts of protein for lean tissue growth,
especially prior to puberty for normal growth of the
mammary gland, a major consideration ignored by early
feeding of high-grain diets to heifers. Goals for age at
first calving by 22-24 months were deemed reasonable
and produced the most profitable cow based on the
metric, milk per day of life. Second, as dairy farms
grew in cow numbers, it became more profitable to
raise heifers away from the farm and dedicate limited
resources of feed, labor, and capital to the lactating
herd.

Many former dairy farmers began utilizing older facil-
ities for custom-raising of heifers from as early as 2—3 days
after birth untl a couple of months before calving. The
fad became a profession as heifer growers developed pro-
tocols and benchmarks for all phases of heifer rearing.
The heifer in many instances had performance records,
medical histories, and improved quality when they
returned to the home farm.
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Computers and information technology

The development of the computer opened the door to the
application of technology to all phases of dairy production.
As mentioned earlier, sire evaluations benefited greatly
from the computerization of records. Ration balancing
allowed for the solution of rations based on least-cost
ingredients. This technology was limited to university per-
sonnel with access to mainframe computers until the
introduction of programmable handheld calculators.
Ultimately, the personal computer became a necessary
tool for the feed sales person or the consulting nutritionist.
Computer programs, for example, Spartan, developed by
Michigan State University, for ration balancing were rela-
tively simple and easy to operate. These programs greatly
improved ration quality and resulted in overnight improve-
ments in animal productivity. The programs replaced
pencil, paper, and calculators for ration development.
New complex models were developed that accounted for
environmental factors, kinetics of digestion, and rates of
passage of different feeds based on feed composition and a
host of other factors that affect animal productivity.

Computers began to show up at the dairy manager’s
office and changed his role from managing cows to mana-
ging people and tasks. Milk weights were transferred from
the milking parlor to the office computer. Later, technol-
ogy allowed electronic capture of the weight of individual
feeds going into TMR mixes. Software was developed
that enabled monitoring of rations for consistency of
ration preparation from feeding to feeding.

Instrumentation in the milking parlors permitted
individual animal observation of indicators of cow health,
reproductive status, and worker performance. Management
by exception or by deviation from a cow’s recent historical
data was built into software, which produced output that
enabled the manager to identify cows in the early stages of
disease based on their previous production. Pedometers
attached to the cow’s ankle recorded walking activity
between milkings. Activity reports identified cows with
increased walking since the last milking, an indicator of
estrus. In many cases, heat detection periods throughout
the day were abandoned and pregnancy rate improved
because of the accuracy of the pedometers. Increased
electrical conductvity of milk identified cows in the early
stages of mastitis.

Technology challenges old paradigms. During the
authors’ careers, raising calves has progressed from
twice a day feeding of individual calves in strict isolation
to housing calves in groups and feeding a milk substitute
from an automated, programmable community milk feed-
ing unit. The unit consists of a mixing station that mixes a
prescribed amount of milk replacer and water for each
calf. As a calf enters a feeding station, she is identified by
the ear tag or neck tag. The information is transferred to a

computer that passes instructions for mixing the proper
amount of milk and water for dispensing at the feeding
station. It most cases, the station protects the calf from
other calves trying to steal a meal. A mixing station
properly constructed can feed from about 40 — 140 calves
daily. The units are self-cleaning throughout the day and
greatly reduce labor and cleaning supplies. In properly
maintained units, calf health is not compromised.

The milking center is one of the most costly compo-
nents of the dairy enterprise in terms of capital investment,
labor, and daily operating costs. Large operations justify
costs by spreading the total operational cost across more
cows. Farms of 150 cows or less may have 2—4 times the
cost associated with milking as operations of 400 or more
cows. The question, ‘can the technology of robotics be
applied to milking equipment such that machines replace
human labor in the harvest of milk’ was addressed by the
Dutch in the 1980s. These efforts led to the introduction of
the robotic milking machine in the early 1990s. Several
milking equipment companies now offer robotic milkers
for dairies. The initial cost of a robotic milking unit may
exceed (US) $100 000 for a unit capable of milking 60-100
cows. Although this cost may seem expensive, payback
time for a robotic milking unit may be less than half the
time required to pay for a properly sized milking parlor
because of labor and other cost savings. The robot is also
more dependable than a person since it stands ready to
milk a cow 24 h a day, 7 days a week, and the potential for
human error is eliminated once programmed properly.

The robotic milker is a fixed staton consisting of a
milking unit attached to a swing arm, a stall for the cow to
stand (and be fed in some models), and a control center that
governs all the actions during milking. Cows entering the
stall are identified electronically to the control center. The
milking unit swings into place and the udder is prepared in
the usual way of cleaning, predipping, and massage for milk
letdown. Individual teat cups of the milk cluster are
attached to teats using laser technology to identify teat
location. During milking, milk moves for cooling and sto-
rage as with conventional systems. Indicators of abnormal
milk cause the milk to be stored in a holding compartment.
Managers can choose to add to the bulk tank or withhold
when truly abnormal. Systems record each visit, milk
weight, components, milk temperature, SCC, and milk
conductivity on individual quarters and read pedometers
for actvity for identifying cows in heat. Reports also list
cows that are not milked as often as desired.

Each station is capable of handling between 60 and 100
cows per day. Cows must be trained to enter the stall, a
process that may take a few days for heifers or 2—3 weeks
for older cows. Some cows never train to enter and have
to be removed from the herd. Cows choose when they
want to be milked and average between 2 and 5 times per
day. As with any system, changing of filters and cleaning
must be done a couple of times per day by farm personnel.
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An Efficient Industry

Statistical information on the dairy industry by countries was
sourced from the Food and Agriculture Organization (FAO)
of the United Nations. Milk production and cow numbers
in 2008 and change in numbers from 1961 (first year of
available data) are presented in Table 1 for six countries.

India and Brazil are world leaders in the total number
of dairy cows. Most cows in India and Brazil remain on
small dairy farms (total daily production of less than 50 kg
per day) but as with other countries consolidation of farms
characterizes the dairy industry. For example, the number
of farms in Brazil has decreased by over 600000 in the
past 15 years. Both countries have increased milk output
by over 400% since 1961, a testimony to improved man-
agement and new technology adopted by the dairy
industry in the past 50 years. India had about the same
number of buffalos and cows in 2008. In India in 2008, the
buffalo produced 60.9 million metric tonnes of milk, for
an average of 1584 kg per lactation.

New Zealand has shown the smallest increase in pro-
duction per cow between 1961 and 2008. This statistic is
somewhat misleading because a severe drought plagued
that country in 2008. For example, milk output per cow in
2000 averaged 465 kg more than in 2008. These numbers
highlight two constraints to New Zealand dairy produc-
tion: timeliness of rainfall and the near 100% dependence
on pasture for supply of nutrients to the cow. Forage
production in other countries has similar constraints but
forage provides only 40-70% of the nutrient require-
ments of the cow in many countries.

From the 1960s to present, dairy farm numbers in
Japan have decreased from approximately 380000, with
an average of 3—4 cows per farm, to about 26 000 farms,

with 60—65 cows per farm. Dairy farming is second to rice
in terms of value of agriculture crops in Japan. Production
per cow ranks behind world leaders, Israel and the United
States. The industry in Japan is based on mostly home-
grown forages and importation of concentrate feeds such
as corn and soybean meal. Hokaido, the northern-most
major island, i1s home to over 40% of the nation’s cows.
Production is pasture-based with supplementation.

The Israel dairy industry is relatively small with about
1000 farms and 128 000 cows. Israel leads all countries in
average production per cow. It has achieved this ranking
through innovation in equipment and facilities, especially
in the area of heat abatement, use of technology, and
management of information. The Israel Dairy Board reg-
ulates annual milk production through a quota system and
government grants designed to improve the efficiency of
the total industry.

A shift in milk marketing to a quota system in the
European Union in the mid-1980s resulted in a major
shift in the direction of milk production in the European
Union. Information in Table 2 uses 1980 as the baseline
and compares the impact of the quota on dairy production
in Germany with that of the United States in 2008.

Total annual milk output in Germany decreased by
10.6% after the introduction of the milk quota in the
European Union in the mid-1980s. Total cow numbers
decreased by 44% while output per cow increased 60%
during this period. Dairy farm output increased by 48.1%
in the United States during this time, aided by the intro-
duction of a new ‘free-market’ system for milk pricing in
2000. Cow numbers decreased by a modest 14.6% but
output per cow increased 73.2% in the United States.
Interestingly, the impact of technology and expanding
herd size had similar effects on milk per cow.

Table 1 Total milk production, number of cows, and milk yield per cow for selected countries in 2008 and

percentage change from 1961

Annual milk production Number of cows Milk yield per cow
Country (MMT) (x1000) (kg yr™")
Brazil 27.80 21198 1309
Percentage change from 1961 431 187 85
India 441 38 500 1145
Percentage change from 1961 404 86 170
New Zealand 15.2 4347 3499
Percentage change from 1961 192 125 29
Germany 28.7 4218 6792
Percentage change from 1961 16 —47 119
Japan 7.98 1081 7382
Percentage change from 1961 277 92 97
United States 86.2 9224 9340
Percentage change from 1961 51 —47 183
Israel 1.3 128 10 105
Percentage change from 1961 343 88 135

MMT, million metric tonnes.

Data from FAO (Food and Agricultural Organization of the United Nations).
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Table 2 Total milk production, number of cows, and milk yield per cow in Germany and the United States in

1980 and 2008

Germany United States
Item 1980 2008  Percentage change 1980 2008 Percentage change
Annual milk production (MMT)  32.1 28.7 -10.6 58.2  86.2 48.1
Number of cows (millions) 7.57 422 443 108 9.22 —-14.6
Milk yield per cow (kg yr—') 4234 6792 60.4 5392 9340 73.2

MMT, million metric tonnes.

Conclusion

Dairy farms have undergone tremendous change in the
past century. Many areas in the world now have a modern
industry where none was present at the beginning of the
twentieth century. The ability of the dairy cow to trans-
form plants with little or no value for human consumption
into one of Nature’s most versatile food products will
promote future growth and development of dairy farms
in many countries, especially in Asia and Africa, where
sustainable animal protein production is limited.

Mechanization drove initial growth in the size of
dairy farms. Output per cow on dairy farms was limited
in the first half of the twenteth century until the
sciences of genetics, nutrition, control of diseases, and
reproduction helped expand the milk production poten-
ual of the dairy cow. New methods of housing and
management complemented the science of dairy farming.
These, coupled with computers and information man-
agement, offered the ability to successfully manage cows
in large holdings often at the demise of the smaller dairy
farm. Automation of milking and other labor-intensive
tasks, such as feeding, potentially enables the smaller
dairies to become more cost-competitive with their lar-
ger counterparts.

See also: Animals that Produce Dairy Foods: Bos
indicus Breeds and Bos indicus x Bos taurus Crosses;
Major Bos taurus Breeds; Minor and Dual-Purpose Bos
taurus Breeds. Dairy Farm Management Systems: Dry
Lot Dairy Cow Breeds; Non-Seasonal, Pasture
Optimized, Dairy Cow Breeds in the United States; Non-
Seasonal, Pasture-Based Milk Production Systems in
Western Europe; Seasonal, Pasture-Based, Dairy Cow
Breeds. Diseases of Dairy Animals: Infectious Diseases:
Brucellosis; Infectious Diseases: Foot-and-Mouth
Disease; Infectious Diseases: Leptospirosis; Infectious
Diseases: Tuberculosis. Feeds, Ration Formulation: Dry
Period Rations in Cattle; Lactation Rations for Dairy Cattle
on Dry Lot Systems; Lactation Rations in Cows on

Grazing Systems; Models in Nutritional Management;
Transition Cow Feeding and Management on Pasture
Systems. Gamete and Embryo Technology: Artificial
Insemination; In Vitro Fertilization; Multiple Ovulation and
Embryo Transfer; Sexed Offspring. Genetics: Selection:
Concepts; Selection: Economic Indices for Genetic
Evaluation; Selection: Evaluation and Methods. Mastitis
Therapy and Control: Automated Online Detection of
Abnormal Milk; Management Control Options; Medical
Therapy Options; Role of Milking Machines in Control of
Mastitis. Milk: Introduction. Milking and Handling of
Raw Milk: Effect of Storage and Transport on Milk
Quality; Milking Hygiene. Milking Machines: Principles
and Design; Robotic Milking. Milking Parlors.
Replacement Management in Cattle: Breeding
Standards and Pregnancy Management; Growth Diets;
Pre-Ruminant Diets and Weaning Practices.
Reproduction, Events and Management: Control of
Estrous Cycles: Synchronization of Estrus; Control of
Estrous Cycles: Synchronization of Ovulation and
Insemination; Mating Management: Artificial Insemination,
Utilization; Mating Management: Detection of Estrus.
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Jones CM (ed.) (2006) One Hundred Years of Inquiry and Innovation. An
lllustrated History of the American Dairy Science Association. Long
Prairie MN: Banta Publications. ISBN 0-9634491-1-7.
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Press Inc.
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Although some dairy products, for example, butter,
cheese, and fermented milks, have been produced since
at least 3000 BC, milk processing was not industrialized
untl the mid-nineteenth century. Various factors cre-
ated the environment for this to occur, including the
general move to industrialization at that time, but the
key event was the development of the centrifugal
separator for the continuous removal of fat from milk
by Gustav de Laval in 1878. Within a few years, butter
making began to change from a farm-based operation to
factory scale. Gradually, the production of traditional
dairy products became industrialized and new products
were developed. Today, the whole business of produ-
cing milk and dairy products, from the producing farm
to the consumer, is highly organized and operates on an
international scale; the milk is processed in very large
highly mechanized and automated factories. The objec-
tive of this article is to describe the development of the
principal dairy products: concentrated and dehydrated
milks, cheese and fermented milks, butter and spreads,
sterilized milks, infant foods, ice creams, and milk frac-
tions (proteins, fats, and lactose) to be used as food
ingredients. Three processes, centrifugal separation,
pasteurization, and homogenization, that facilitated
industrialization are also described. The principal tech-
nological innovations are described more or less in
chronological order.

Sweetened Condensed Milk

Nicolas Appert attempted unsuccessfully to produce heat-
sterilized milk in 1809. Apparently, an attempt to produce a
sweetened condensed milk (SCM)-like product was made
by Dr. Heine (in England) as early as 1810 — a mixture of
milk and sugar was heated in an open vessel but the
product was not successful. SCM was first produced com-
mercially by Gail Borden at a factory at Wolcottville, CT,
in 1856. This venture failed but Borden opened a second
(successful) factory at Wassiac, NY, in 1858. Borden had, in
fact, attempted to produce heat-sterilized concentrated
(evaporated) milk but the product frequently coagulated
on heat sterilization and he switched to SCM, which is
preserved by reducing its water activity by the addition of
sucrose rather than by heat sterilization. Initially, the milk
for SCM was concentrated in a steam-jacketed kettle at
atmospheric pressure. Severe heating was required, which

caused damage to the organoleptic characteristics of the
milk and was expensive in terms of energy. Borden used a
vacuum kettle, which solved both problems; apparently,
Borden got the idea of using a vacuum pan from the
Shakers, who used such pans to concentrate fruit juices.
The Borden Company prospered in the United States
and sall survives as Eagle Brand Foods, now owned by
J. M. Smucker Company, Orrville, OH. The vacuum eva-
porators have been improved over the years. SCM had
become a major product by the end of the nineteenth
century and remained so during the first half of the twen-
tieth century; it then declined as pasteurized and ultrahigh-
temperature (UHT)-sterilized milks and milk powders
became more readily available. SCM is still produced for
certain niche markets. The modern production protocol
for SCM is described in the entry Concentrated Dairy
Products: Sweetened Condensed Milk.

Dulce de Leche 1s quite similar to SCM; it 1s produced
in South America by traditional methods, which involve
severe heating, causing extensive caramelization and
browning. This product is described in the entry
Concentrated Dairy Products: Dulce de Leche.

Evaporated Milk

Apparently, Nicolas Appert attempted to produce heat-
sterilized concentrated milk in 1809. He concentrated the
milk by boiling it in a water bath over an open fire and
attempted to sterilize the concentrate in glass bottles by
heating in a boiling water bath for 2 h. The process was
very inefficient in terms of energy input but the principal
problem was that the concentrate frequently coagulated
during sterilization. Heat-sterilized concentrated (evapo-
rated) milk was first produced successfully by John
B. Meyenberg, from Switzerland, who emigrated to the
United States, where he patented a production process in
1884. He established the Helvetia Milk Condensing
Company at Highland, IL, in 1885. Evaporated milk
was a major product in the early twentieth century
but since about 1950 has been replaced by milk powders
for many applications and by UHT-sterilized milk for
others. Today, it represents about 2% of total milk pro-
duction. The production of evaporated milk is described
in the entry Concentrated Dairy Products: Evaporated
Milk.

12
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Pasteurization

On a domestic level, the preservation/conservation of
foods by heat treatment has a long history; presumably,
housewives had always boiled milk at home. Attempts to
industrialize the process were made by Nicolas Appert
in 1809 but it was not successful owing to coagulation.
Thermal sterilization of milk was not applied commer-
cially until 1884 (see above). The sub-sterilization heat
treatment of foods was introduced by Louis Pasteur in
the period 1860-64 for the preservation of wine and
beer, a process now known as pasteurization. In his
article ‘Heating milk for microbial destruction: A histor-
ical outline and update’ (Fournal of Food Protection 4:
122-130, 1978), D. C. Westhoft stated that N. J. Fjord
(Denmark) applied pasteurization to milk as early as
1870. Other early pioneers of pasteurization of milk
during the period 1880-90 were F. Soxhlet, N. Gerber,
P. Wieske, and A. Fesca. Fjord used pasteurization to
improve the quality of cream for butter making and
Soxhlet recommended that for public health reasons
milk used to feed infants should be heated. In 1890, it
became compulsory in Denmark to pasteurize milk at
creameries to reduce the risk of spreading TB through
skimmed milk returned by creameries to farmers for
feeding animals. It was recognized that milk was a poten-
tial vector for the spread of pathogens from animals to
humans, and the pasteurization of milk for human con-
sumption was studied in New York by Henry Koplik
around 1890, and in 1893, Nathan Straus, a philanthro-
pist, established depots in New York City for the
distribution of pasteurized milk for infant feeding. The
pasteurization of liquid milk became mandatory in
Chicago 1n 1908 and the practice spread gradually; how-
ever, raw milk was fairly widely sold for consumption
until the 1960s and it probably still is to a limited extent.

The equipment for pasteurizing milk has changed over
the years; ‘flash’ pasteurizers, in which milk was heated at
about 80 °C for a ‘flash’, were used initially and their use
for cream continued untl the 1960s. Flash pasteurization
was followed by low-temperature—long-time (LTLT;
~63°C x 30min) pasteurization and finally by high-
temperature—short-time (HTST; 72 °C x 15s) pasteuriza-
ton. HTST pasteurization, developed in England by
Dr. Richard Seligman of the APV Company in 1923, is
very efficient in terms of energy utilization (owing to
extensive (95%) regeneration) and causes very little
damage to the physicochemical and organoleptic proper-
ties of milk. The HTST process has become the usual
method for pasteurization but LTLT pasteurizaton is
still used by small-scale operators. The modern equipment
used for HT'ST pasteurization and its control are described
in the entry Liquid Milk Products: Liquid Milk Products:
Pasteurized Milk.

The original objective of pasteurization was to kill
Mpycobacterium tuberculosis, then considered to be the most
heat-resistant pathogen in milk; today, conditions have
been broadened and range from ~65 °C X 15 s (thermiza-
tion, applied to kill all heat-sensitive bacteria and extend
the shelf-life of raw milk; to meet legal requirements,
thermization must be followed by HTST pasteurization)
to 76°C x 15 s (superpasteurized milk, designed to kill
recently emerged pathogens and to extend the shelf-life
of pasteurized milk).

The introduction of pasteurized milk created the need
for packaging to avoid post-pasteurization recontamina-
ton. Initally, the container of choice was the recyclable
glass bottle, which was the only container used until the
introduction of paperboard containers by Ruben Rausing
(Sweden), who established the TetraPak Company in
1951. The triangular TetraClassic was introduced in
1951 and the TetraBrick in 1963; the latter is now prob-
ably the most popular milk package. Blow-molded high-
density polypropylene plastic containers are also popular
in some countries but have never dominated the market.

Centrifugal Separation of Milk

Owing to the difference in the specific gravity of milk fat
and the aqueous (skim milk) phase, the fat globules rise
(cream) to form a cream layer, which can be removed and
used for butter production. It is also possible to adjust/
modify the fat content of milk by this method, as is still
done in the manufacture of Grana cheeses. However,
gravity creaming is slow, inefficient, and not amenable
to industrial-scale operations. During the mid-nineteenth
century, it was recognized that the fat could be removed
from milk by centrifugation and a number of attempts
were made during the period 1864-77 to develop a com-
mercially operable separator; the early machines were
mainly batch, bucket-type centrifuges. A successful con-
tinuous mechanical separator was developed in 1878 by
Gustav de Laval, whose company (Alfa-Laval) is sull
in business. The centrifugal separator permitted the
continuous separation of milk and facilitated the indus-
trialization of milk processing; within a very short period,
creameries dominated the dairy industry, and soon mono-
polized it. Of course, the mechanical separator was
applied to all aspects of the dairy industry for standardiz-
ing the fat content of milk as well as removing it totally.
Over the past 130 years, separators have become larger
and more efficient.

Homogenization of Milk

As discussed above, the fat globules in milk form a cream
layer. Unul quite recently, the presence and depth of a
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cream layer in beverage milk was regarded as a quality
attribute. However, creaming was undesirable in SCM
and evaporated milk and when opaque packaging of bev-
erage milk became common, concomitant with the
perceived undesirable nutritional aspects of consuming
milk fat, a cream layer in beverage milk assumed a nega-
tive image. From an early stage, it was recognized that the
rate of creaming was influenced, /nter alia, by the diameter
of the fat globules, according to Stokes’ Law. It was
realized that the rate and extent of creaming could be
reduced/prevented by reducing the size of the fat
globules; in 1899, Auguste Gaulin, a Frenchman, devel-
oped a machine called a valve homogenizer for doing
this. Today, all milk, except that for cheesemaking, is
homogenized (homogenization damages the rennet coa-
gulability of milk). The valve homogenizer of the type
developed by Gaulin is still the usual type of homogeni-
zer used in the dairy industry but other types, for
example, ultrasonic, microfluidizer, or agitation-type
homogenizers, are also used occasionally for certain
applications and a high-pressure (up to 400MPa)
homogenizer has been developed but is not used
commercially for milk at present. The homogenization
of milk is described in the entries Homogenization
of Milk: High-Pressure Homogenizers; Other Types of
Homogenizer  (High-Speed  Mixing,  Ultrasonics,
Microfluidizers, Membrane Emulsification); Principles
and Mechanism of Homogenization, Effects and
Assessment of Efficiency: Valve Homogenizers.

Cheese Manufacture

Cheese has been produced since at least 3000 BC and now
represents about 40% of total milk production. Milk is
converted to cheese curd by one of three methods: by
limited proteolysis using rennets (~70% of all cheese),
acid-induced coagulation (~30% of all cheese), or by
acid-heat (very little). These methods have been used
since prehistoric times, and until about 1860, cheese produc-
tion was a farm-based operation. Although it has been
traditional to ripen cheese curd for certain varieties at
central /community facilities, the first cheese factory was
established at Rome, NY, in 1851 and the first in the
United Kingdom at Longford, Derbyshire, in 1870. Since
then, the size of cheese factories has increased and the
process has become more highly mechanized and auto-
mated, as described in the entry Cheese: Mechanization of
Cheesemaking. However, farm-based cheesemaking persists
and is particularly important in southern Europe.
Although cheese has been made since prehistoric
times, the production of many well-known varieties was
standardized only recently; for example, Cheddar cheese
was standardized by John Harding in the mid-nineteenth

century. The manufacturing protocol for most varieties
has changes substantially over time.

Cheese is the most diverse group of dairy products —
there are at least 1000 varieties. They are also very com-
plex diverse systems — in contrast to other dairy products,
which are ‘finished’ products at the end of manufacture and
are stable if properly made and stored, the characteristic,
flavor, texture, and functionality of cheese develop during
ripening/maturation, which may last for more than 2 years.
Consequently, cheese has attracted much research attention
during the past 100 years, which is described in the entries
Cheese: Accelerated Cheese Ripening; Cheese with Added
Herbs, Spices and Condiments; Current Legislation for
Cheeses; Mechanization of Cheesemaking; Overview;
Pasta-Filata Cheeses: Traditional Pasta-Filata Cheese;
Raw Milk Cheeses.

The majority of cheese i1s consumed as a ‘natural’
product but ‘processed’ cheese, which was developed by
Walter Gerber and Fritz Stettler (Switzerland) in 1911,
fills certain niches and represents ~12% of total cheese
production (i.e., ~2 000 000 tonnes per annum). The prin-
cipal advantages of processed cheese are a very long shelf
life, good storage stability without refrigeration, and
uniformity of quality.

Milk Powders

Sun-dried milk was produced by the Mongols at the time
of Genghis Khan, in the thirteenth century, and probably
by other people living in low-humidity regions. Milk
powder was first manufactured commercially by T.
S. Grimwade in England in 1855; the process involved
drying a mixture of milk, sugar, and Na,COj in open pans
and grinding the residue. The process was slow and
cumbersome and the product did not find a ready market.

A process known as ‘the dough-drying system’ was
introduced by O. B. Wimmer (Copenhagen) and
J. H. Campbell (New York) in 1901. Milk was concen-
trated to ~70% solids in a vacuum pan and the very
viscous ‘dough’ dried by hot air at atmospheric pressure.

In 1902, J. R. Hatmaker (London) and J. A. Just
(Syracuse, NY) introduced hot roller dryers, which were
used with considerable success during the first half of the
twentieth century. Roller drying is quite harsh and causes
considerable damage to the proteins, fats, and organolep-
tic properties of milk; roller dryers are now rarely used
except for the production of milk powders for the choco-
late industry. The severity of drying was reduced by the
use of rollers placed within a vacuum chamber but the
system was never used widely.

Spray-drying, which involves spraying a finely divided
(‘atomized’) liquid into a stream of hot air, was introduced
to the chemical industry by Samuel Percy in
1872. A spray dryer for milk processing was patented by
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Merrell Brothers and W. B. Gere in 1907, but the use of
the process was limited until the 1950s. Since then, the
capacity and efficiency of spray dryers has been increased
and the range of milk powders widened in terms of
properties and functionality. Spray-drying can be a rela-
tvely mild process and the organoleptic properties of the
reconstituted powder are quite acceptable as a beverage
product and for cheese production. Today, approximately
15% of total milk production is spray-dried (as whole or
skimmed milk) for a wide range of applications.

Infant Formulae

For a variety of reasons, it is not possible for all women to
breast-feed their babies, many of whom have been fed on
bovine milk or the milk of other species. For centuries,
such non-human milk was unmodified, except perhaps for
the addition of water and sucrose. The first attempt to
develop a milk-based formula for infant nutrition was
commercialized by Justus von Liebig, who introduced
‘Soluble Food for Babies’, considered the perfect infant
food, in 1867; the product was prepared by drying a
mixture of whole milk, wheat flour, malt flour, and
K,COj; in heated trays. It was claimed that the product
simulated human milk but the composition does not sup-
port this claim; nevertheless, the product was
commercially successful and was copied by other compa-
nies. In the United States, H. Gerstenberger introduced a
modified milk-based infant formula, ‘synthetic milk
adapted’ (SMA), in 1915; it contained 4.6% fat, 6.5%
sugars, and 0.9% protein. The SMA brand was produced
for many years by Wyeth Nutrition, which was purchased
recently by Pfizer.

Evaporated milk, which was cheap and sterile, was
widely used in infant nutrition during the late nineteenth
century, with a great reduction in infant mortality. Later,
roller-dried whole milk was widely used and promoted
for infant nutrition. The composition of ruminant (cow,
buffalo, sheep, or goat) milk is quite different from that of
human milk, especially with respect to lactose content
and the amount and type of proteins. With the develop-
ment of membrane technology for the fractionation of
milk proteins from about 1960 onward, it became possible
to modify the composition of bovine (or other) milk to
simulate that of human milk more closely.

Butter and Spreads

As described above, butter has been produced for several
thousand years, essentially by destabilizing the lipid
emulsion in milk or, usually, cream, by agitation to create
a foam, traditionally in a hand-operated wooden dash or
barrel churn; the latter was sometimes operated by a

water-wheel or by a harnessed horse or donkey. When
butter making was industrialized after 1880, the barrel
churns were increased in capacity and operated by a
steam or diesel engine and eventually by electric motors,
but the principle remained the same. About 1950, cubical
or conical or barrel-shaped stainless steel churns were
introduced and soon dominated the industry but these
were soon replaced by ‘continuous’ butter making
machines, which are now normally used in large cream-
eries although stainless steel churns are still used in small
operations.

Traditionally, butter was made from cream that had
soured naturally due to the growth of adventitious lactic
acid bacteria (LAB). Under these conditions, the LAB
were variable and acidification was unpredictable and,
consequently, the quality of the butter was variable.
Cultures (starters) of selected strains of LAB were intro-
duced around 1890 by V. Storch in Denmark and by
H. W. Conn in the United States to improve the rate
and consistency of acid production; the cultures con-
tained citrate-fermenting strains of Lactococcus lactis,
which produce diacetyl and give the product its charac-
teristic aroma. Butter made from acid cream 1s known as
ripened/lactic butter — it is the usual product in most of
Europe, but in English-speaking countries, butter is now
usually made from sweet (unripened) cream.

Butter has a relatively high content of high melting
point triglycerides and consequently has poor spreadabil-
ity ex-refrigerator. Approaches to solve this problem
involve (1) fractionation of milk fat and blending fractions
to give the desired melting profile, (2) feeding protected
polyunsaturated oils to the cows to increase the content of
polyunsaturated fatty acids and reduce the melting point,
and (3) blending cream and vegetable oils in the desired
proportions and manufacture into a water-in-oil emulsion
using technology used in the margarine industry. These
blended products now dominate the spreads market.

Butter, which contains ~16% moisture, is relatively
unstable, especially to lipid oxidation. A more stable
product is produced by removing the water. The tradi-
tonal form of this product is ghee, which has been
produced in India since prehistoric times; the modern
version of this product is anhydrous milk fat, which is
widely used as a food ingredient.

Fermented Milks

Fermented milk products, acidified through the growth
of adventitious LAB (Lactobacillus spp., Lactococcus spp.,
Streptococcus thermophilus), have been produced, inadver-
tently, since prehistoric times and are substantial products
in most dairying countries. The principal types of fer-
mented milk are yogurt, kefir, and koumis, with lesser and
regional amounts of other products.
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Although fermented milks were created as a result of
the ability of LAB to ferment lactose, by reducing the pH
of milk LAB inhibited the growth of many spoilage bac-
teria; consequently, fermented milks have a shelf-life of
several weeks, even at ambient temperature. Since the
observaton of Ilya Ilyich (Elie) Metchnikoff, in the
early twentieth century, that people in the Balkan coun-
tries who consumed large quantities of fermented milk
had a very long life, there has been interest in fermented
milks as health-promoting products; this aspect is parti-
cularly important today and fermented milks containing
probiotic  bacteria such as Lactobacillus spp. and
Bifidobacterium spp. are attracting research and commercial
interest

UHT Milk

Heating milk at a very high temperature (130-140 °C) for
3-5s renders the product sterile with less concomitant
damage to the organoleptic quality of milk than in-con-
tainer sterilization (115°C X 12 min); the process is
referred to as UHT treatment. Research on UHT sterili-
zation commenced at the USDA laboratories in
Washington, DC, in the mid-1940s and was continued at
the NIRD, Reading, UK, and INRA, France, in the 1950s.
Aseptically packaged UHT milk became available in the
1960s and now dominates the market for liquid milk
products in southern Europe. However, the flavor of
UHT milk is inferior to HTST milk, which is preferred
in northern Europe and North America. The principal
attraction of UHT milk is its convenience and long shelf
life, even under adverse environmental conditions.
Developments in the UHT process include direct
heating by steam injection, which, because of the very
short come-up time, is milder than indirect heating and
consequently causes less collateral damage. A combina-
tion of UHT heating and a short in-container sterilization
is used by some manufacturers; the principal advantage is
that aseptic packaging is not required, thereby reducing
the processing costs. However, the total heat load is
increased with a consequent loss of flavor quality.

Ice Cream

Apparently, wine and other drinks cooled with snow or
ice were popular in Classical Rome and ancient China.
The art of making ices was brought from China by Marco
Polo in the thirteenth century and their production soon
spread throughout Europe and eventually to North
America, probably in the eighteenth century. However,
before the development of mechanical refrigeration by
Jacob Perkins in 1834, ensuring a supply of ice throughout
the year was a major problem; natural ice was transported

over quite long distances in winter and stored in insulated
‘ice-houses’ for use in summer. Therefore, frozen pro-
ducts were expensive and ice cream and other frozen
deserts did not become widely available and affordable
until the mass production of sucrose from sugar cane or
beet in the nineteenth century, the development of indus-
trial refrigeration by Carl von Linde in the 1870s, the
development of a continuous ice cream freezer in 1926,
and the development of the domestic refrigerator, which
was introduced in the United States in 1915 and became
widespread after about 1930 and especially after 1950.

Today, a range of frozen deserts are readily available
(regular, high-fat, low-fat ice cream, in hard frozen and
soft-serve forms, frozen yogurt, sherbets, frozen ices).
They are available in a variety of flavors and novelty
forms. Consumption, especially of high-quality and
novelty products, continues to increase and farm-scale
production is significant and increasing in some countries.
Per capur consumption (liters) in the leading countries is
New Zealand, 27; the United States, 24; Australia, 18;
Ireland, 13; the United Kingdom, 8; and Spain, 5. Owing
to the wide variations in the composition of ice cream, it is
difficult to calculate what proportion of total milk pro-
duction 1s used for ice cream. If we consider the case of
Ireland as 131 of standard ice cream (12% milk fat, 13%
milk solids-non fat), this is equivalent to about 3% of total
milk fat produced; this is almost certainly an overesti-
mate, as it assumes that all of the fat in ice cream is
milk fat.

Current ice cream research focuses on ingredients,
especially milk proteins and hydrocolloids.

Milk Protein Products

The casein fraction of milk protein, prepared by
rennet-induced coagulation, has been used commer-
cially since the end of the nineteenth century as an
industrial material for the production of plastics, glues,
and synthetic textiles. By the 1950s, casein had to
compete in these applications with cheap, recently
developed synthetic polymers and the value of casein
was low. This resulted in a search for more lucrative
applications for casein and research, mainly at the
CSIRO in Australia, led to the upgrading of casein,
mainly acid-precipitated product, as a food ingredient.
These developments coincided with the increased
demand for ‘functional’ proteins, with good emulsify-
ing, foaming, water-binding, and gelling properties;
acid casein serves these functions very well and is the
premium functional protein. Rennet-coagulated casein
1s now used mainly in the production of Pizza cheese
analogues, for which heat-induced melting and stretch-
ability are the principal properties of interest.
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About 20% of the total protein in bovine milk is in acid
or rennet whey. Historically, a little of this was recovered
as heat-coagulated cheese, for example, Ricotta, Manouri,
and Ziger, or as heat-precipitated lactalbumin, but most of
it was recovered as a constituent of whey powder, includ-
ing that used for baby foods, or in whey fed to pigs.
The development of membrane technology in the early
1960s enabled undenatured whey proteins to be recov-
ered as whey protein concentrates or isolates, and used as
functional proteins or used in humanized infant formulae.
Methods have been developed to isolate many individual
whey proteins on an industrial scale, for example,
a-lactalbumin, 8-lactoglobulin, lactoperoxidase, lactofer-
rin, immunoglobulins, and caseinoglycomacropeptide;
these are value-added products.

Membrane technology also permits the production of
micellar casein or total milk protein, for the fortification
of cheese milk to increase plant capacity or the isolation
of (-casein.

Lactose

Lactose is a reducing disaccharide unique to milk. It
has been available commercially since the eighteenth
century, but on a small scale until recently. Although
the market for lactose has increased, only about 10% of
the lactose potentially available in whey is recovered as
lactose; most of the remainder is present in whey
powders. Lactose can be modified to several value-
added products, which are now attracting considerable
attention.

See also: Butter and Other Milk Fat Products:
Anhydrous Milk Fat/Butter Oil and Ghee; Milk Fat-Based
Spreads; Modified Butters; The Product and lts
Manufacture. Cheese: Accelerated Cheese Ripening;
Cheese Analogues; Cheese with Added Herbs, Spices
and Condiments; Current Legislation for Cheeses;
Mechanization of Cheesemaking; Overview; Pasta-Filata
Cheeses: Traditional Pasta-Filata Cheese; Pasteurized
Processed Cheese Products; Raw Milk Cheeses.
Concentrated Dairy Products: Dulce de Leche;
Evaporated Milk; Sweetened Condensed Milk.
Dehydrated Dairy Products: Dairy Ingredients in
Non-Dairy Foods; Infant Formulae; Milk Powder: Types
and Manufacture. Fermented Milks: Types and
Standards of Identity. Heat Treatment of Milk:
Thermization of Milk; Ultra-High Temperature Treatment
(UHT): Aseptic Packaging; Ultra-High Temperature
Treatment (UHT): Heating Systems. Homogenization of

Milk: High-Pressure Homogenizers; Other Types of
Homogenizer (High-Speed Mixing, Ultrasonics,
Microfluidizers, Membrane Emulsification); Principles and
Mechanism of Homogenization, Effects and Assessment
of Efficiency: Valve Homogenizers. Ice Cream and
Desserts: Ice Cream and Frozen Desserts: Manufacture;
Ice Cream and Frozen Desserts: Product Types. Liquid
Milk Products: Liquid Milk Products: Pasteurized Milk.
Milk Lipids: Fat Globules in Milk; Lipid Oxidation. Milk
Protein Products: Bioactive Peptides; Caseins and
Caseinates, Industrial Production, Compositional
Standards, Specifications, and Regulatory Aspects;
Membrane-Based Fractionation; Whey Protein Products.
Nutrients, Digestion and Absorption: Absorption of
Minerals and Vitamins. Nutrition and Health: Nutritional
and Oral Health-Promoting Properties of Dairy Products:
Caries Prevention and Oral Health. Plant and
Equipment: Centrifuges and Separators: Types and
Design; Evaporators. Vitamins: Vitamin C.

Further Reading

Dekker JW (1893) Cheesemaking: A Book for Practical Cheesemakers,
Factory Patrons, Agricultural Colleges and Dairy Schools. Madison,
WI: Mendota Books. (at least 7 editions up to 1940).

Echles CH, Combs WB, and Macy H (1929) Milk and Milk Products.
New York: McGraw-Hill Book Company.

Henderson JL (1971) The Fluid-Milk Industry. Westport, CT: AVI
Publishing Company. (Essentially the 3rd edition of Roadhouse and
Henderson, below).

Hunziker OF (1920) The Butter Industry. Le Grange, IL: Author.

Hunziker OF (1926) Condensed Milk and Milk Powder. Le Grange, IL:
Author.

Kelly E and Clement CE (1931) Market Milk, 2nd edn. New York: John
Wiley & Sons.

McDowall FH (1953). The Buttermaker’s Manual, Vols. | and |l
Wellington: New Zealand University Press.

Michels J (1904) Creamery Butter Making, 4th edn. Raleigh, NC: Author.

Oliver J (1894) Milk, Cheese and Butter: A Practical Handbook on Their
Properties and Processes of Production. London: Lockwood
Publishers.

Pearson RA (1896) Facts about Milk. Washington, DC: US Department
of Agriculture.

Roadhouse CJ and Henderson JL (1941) The Market Milk Industry.
London: McGraw Hill Book Co.

Samis JL (1918) Cheese Making. Madison, WI: Mendota Book Co.

Sheldon JP (1880) Dairy Farming: The Theory, Practice and Methods of
Dairying. London: Cassell, Petter, Galpin and Co.

Thom C and Fisk WW (1918) The Book of Cheese. New York: The
Macmillan Company.

Van Slyke LL and Price WV (1927) Cheese. New York: Orange Judd
Publishing Company. (Several editions).

Van Slyke LL and Publow CA (1909) The Science and Practice of
Cheesemaking. New York: Judd & Co.

Walstra P, Wouters JTM, and Geurts T (2006) Dairy Technology. New
York: Taylor & Francis.

Westhoff DC (1978) Heating milk for microbial destruction: A historical
outline and update. Journal of Food Production 4: 122-130.

Wing HH (1911) Milk and Its Products. New York: Macmillan.



History of Dairy Chemistry
P F Fox, University College Cork, Cork, Ireland
© 2011 Elsevier Ltd. All rights reserved.

Introduction

The developments in dairy technology described in the
preceding article were made possible by advances in the
chemistry of milk and its products, and many of the new
processes and products were subject to defects or changes,
which required chemical investigation. The technological
and economic success of dairy processing operations
depends on chemical analysis. The first part of this article
will trace the development of methods for the chemical
analysis of milk and dairy products while the second part
will describe the isolation and characterization of the
principal constituents of milk.

Determination of Milk Composition

When milk was consumed or processed on the producing
farm, information on the chemical composition of milk
was not very important because the farmer was paid for
the finished product rather than the raw material
However, when a farmer sold his milk to a creamery
that produced and sold the finished product, information
on the composition of the milk became critical for both
the farmer and the creamery. Industrialization of milk
processing on a large scale created the need for scientifi-
cally based technology to guarantee maximum yields of
product of consistent quality; chemical analyses of raw
materials and finished products are necessary to meet
these objectives. Until relatively recently, fat was the
most valuable constituent of milk and, therefore, was the
focus of considerable effort to develop a rapid, sensitive
quantitative assay.

Determination of Fat Content

Lipids (fats and oils) are the fraction of tissue or food
soluble in an apolar solvent, usually diethyl ether, diethyl
ether + hexane, or chloroform + methanol. The first
method for the determination of the fat content of foods,
in general, was developed by Franz Soxhletin 1879, based
on the continuous extraction of the food sample with
diethyl ether for ~8 h. The Soxhlet method is not appli-
cable for the determination of fat in liquids, including
milk; also, it 1s very slow and not suitable for the analysis
of many samples. A method based on the same principle
but applicable to milk was published by B. Roese in 1884

and modified by E. Gottlieb in 1892. However, this
method is also slow and not suitable for determination
of the fat content in many samples of milk at a creamery.
An apparatus that facilitated the determination of fat in
dairy products (primarily concentrated milk) by the
Roese—Gottlieb method, and also total solids (TS) by
drying, was developed by T. Mojonnier and H. C. Troy
in 1925 and commercialized by Mojonnier Brothers,
Chicago. The Roese—Gottlieb method, probably as modi-
fied by Mojonnier and Troy, is still the standard reference
method for determination of the fat content of milk and
dairy products.

Analytical methods used initally at creameries
involved measuring the amount of butter produced
from a sample of the milk offered for sale or the depth
of the cream layer formed on centrifuging a sample of
milk in a graduated tube under standard conditions. The
latter procedure was modified in several ways: (1) addi-
tion of concentrated alkali to a sample of milk in a
special tube to dissolve the protein and liberate the fat,
which was collected in the graduated neck of the tube by
centrifugation; (2) using concentrated H,SO, instead of
alkali to dissolve the protein and butanol to clarify the
fat column, developed by N. Gerber (Switzerland), in
1892, and widely used in Europe and elsewhere until
about 1970; (3) a similar method to the second method,
but without butanol, developed by S. Babcock (United
States) in 1890, and widely used in North America and
elsewhere; and (4) a method using alkali and the anionic
detergent dioctyl sodium phosphate to disperse the
casein micelles and then adding a strong hydrophilic
nonionic detergent, sorbitan monolaurate; this method
was used to a limited extent in the United States, mainly
because it was less corrosive than concentrated H,SOy,
but it was soon superseded by more rapid physical
methods.

The first of these was based on light scattering by the
fat globules; scattering by the casein micelles was elimi-
nated by using EDTA to disperse the micelles and
variations in fat globule size (and hence in the intensity
of scattering) were eliminated by homogenization. This
method was commercialized by the Foss Electric
Company (Denmark) and was widely used for a period
in the 1960s and early 1970s but it was replaced by infra-
red (IR) absorption, which is stll the most commonly
used principle for determination of the concentration
of fat, protein, and lactose in milk.

18
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Determination of Total Solids (TS) or Moisture
Content

For certain situations, it was desirable to determine the
TS (dry matter) content of milk, and indirectly the solids-
not-fat (SnF) content and the moisture content, which in
some cases are defined by law. The solids content can be
determined by drying a sample under standard conditions
in a hot air oven to constant weight, for example, at
102 °C for about 4h or, preferably, in a vacuum oven at
70 °C. Oven-drying is slow; it can be speeded up by using
the equipment developed by the Mojonnier Company,
but the method is still tedious.

Indirect methods for determining the T'S or SnF con-
tent of milk are based on determining the specific gravity
of the sample using specially designed hydrometers, lac-
tometers, calibrated to indicate the % TS. Several
empirical formulae were developed to relate the specific
gravity of milk to its composition:

% TS=L/4+12% fat
% TS=L/4+12% fat+0.14
% TS=L/4+12% fat+ 024

Babcock’s formula:
Richmond’s formula:
Fleischmann’s formula:

where T'S is the total solids and L is the lactometer read-
ing in degrees.

This approach was used commercially until relatively
recently (1970s) but is no longer used in practice.

The moisture content of low-moisture products, for
example, milk powders, may be determined by azeotropic
distillation with toluene or by Karl Fischer titration.

Determination of Protein Content

Determination of the protein content of milk and dairy
products is now a standard operation, and in most cases, a
factor for protein is included in calculating the price of
milk; this has become possible through the development of
rapid, accurate methods for the determination of protein
content, which were developed only relatively recently.
Since proteins are the principal nitrogen-containing com-
pounds in biological materials and foods, the early methods
for determining the protein content of foods were based on
determining its nitrogen content. A typical protein contains
~16% N and the conversion factor is %N x 6.25 (since
milk protein contains ~15.7% N, protein conversion factor
1s %N x 6.38). The first method, developed by Jean
Baptiste Dumas in 1833, involved combustion of the sam-
ple, absorbing the CO, and H,O formed, and measuring
the N, volumetrically. Because the assay was difficult to
perform, it was not used in food factories until a suitable
apparatus was developed by the LECO company in about
1970; since then, it has enjoyed limited application, espe-
cially for milk powders. The second method, developed by
Johan Kjeldahl in 1883, essentially involves wet-ashing a
sample with concentrated H,SO, in the presence of a

catalyst, for example, Se, Cu, or Hg; the N is converted
to (NH4),SOy, from which NHj is liberated by making the
solution strongly alkaline. The NHj liberated is recovered
by distllation and quantified by either titration or color-
imetry (using Nessler’s reagent). The classical Kjeldahl
method, which is slow, complicated, and dangerous, has
been modified regularly to speed up oxidation and to
facilitate execution of the procedure by the development
of specialized glassware and heating and distllation equip-
ment but it is still a difficult method. However, it is the
standard reference method for protein determination.

Several rapid empirical methods have been developed
and used more-or-less successfully:

1. the formal titration, which essentally involves reacting
the -NH, group of protein-bound lysine with formalde-
hyde, HCHO, which reduces its pK, to within the
phenolphthalein end-point range; the difference in the
amount of NaOH required to titrate a sample of milk to
the phenolphthalein end point before and after adding
HCHO 1s proportional to the concentration of lysine,
and therefore to the protein concentration, in the sample.

2. Absorbance of a sample at 280 nm; the A5 of a 0.1%
solution of a typical protein in a 1cm cuvette is 1.0.
This principle is widely used in biochemistry for the
rapid estimation of protein concentration but is not
used in the dairy industry, possibly because of inter-
ference by non-protein components.

3. Reaction of the Folin—Ciocalteu reagent (a mixture of
phosphomolybdate and phosphotungstate) with phe-
nolic groups, that is, with tyrosine in proteins, yields a
product with a A, of 750 nm. A modification of this
method 1s that developed by O. H. Lowry in 1951, in
which alkaline Cu*" is reduced to Cu™ on reaction
with the peptide bond, giving a blue color and thereby
increasing sensitivity; neither method is applied in
dairy laboratories.

4. In acidic solutions, proteins bind Coomassie Brilliant
Blue G250, causing a shift in the absorbance maximum
from 465 to 595 nm; Ases 1s a measure of the protein
content of a sample, a principle used in the Bradford
method, which is not used for food analysis.

5. Catonic dyes, for example, Amido Black or Acid
Orange G, bind to the cationic groups of proteins at
acidic pH; the amount of dye bound is proportional to
the concentration of protein. Following fundamental
research by Fraenkel-Conrat in 1944, dye-binding
methods were introduced for the determination of the
protein content of milk in 1956 and were widely used
for a few years but were superseded by IR methods.

6. IR absorbance; the amide group of the peptide bond
absorbs IR radiation at 6.46 pm, the absorbance being
proportional to the concentration of protein. IR instru-
ments are now the norm for protein determination in
milk, simultaneously with fat and lactose.
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Determination of Lactose Content

Since lactose was not very important in the dairy industry
until recently, there was little incentive to develop ana-
lytical methods for its determination in large numbers of
samples. However, the concentration of lactose in milk or
dairy products can be determined by (1) redox titration
using alkaline CuSO, (Fehling’s solution, developed in
1850) or Chloramine-T, (2) polarimetry, (3) colorimetry
after reaction with anthrone or phenol under strongly
acidic conditions, (4) enzymatic reactions, or (5) IR
absorbance at ~94pm, simultaneously with fat and
protein.

Determination of Ash and Individual Elements

As for other foods, the total ash content of milk and dairy
products may be determined gravimetrically after ashing
a sample to constant weight at 500°C. Individual ele-
ments may be determined by flame spectroscopy or
atomic absorption spectrophotometry, or by titration or
colorimetry, or by ion-selective electrodes.

Isolation and Characterization of Milk
Constituents

Untl the eighteenth century, milk was considered to
consist of fat, curd (protein), and whey. We now know
that in addition to the principal constituents, water, lipids,
proteins, and lactose, there are at least 100 minor constit-
uents In this section, the isolation and
characterization of lactose, lipids, and proteins will be

described.

in milk.

Lactose

Whey (milk serum) has been considered to be a useful
food since ancient times. In 1761, F. Hoffmann (physician
to the king of Prussia) wrote A Treatise on the Virtues and
Uses of Whey. We now know that the principal constituent
of whey is a sugar called lactose, which was originally
called ‘the essential salt of milk’ (sugars were generally
called ‘salts’, presumably because they could be crystal-
lized in a manner analogous to salts. The modern
definition of a salt as ‘the reaction product of an acid
and a base’ was made by Guillaume Francois Rouelle, in
1744).

Lactose, a reducing disaccharide, composed of galac-
tose and glucose linked by a 8 1 — 4 glycosidic bond, is
unique to milk and is the principal sugar in the milk
of most mammals, with the exception of a few species of
seal. It has some unusual characteristics, as discussed
in the entry Lactose and Oligosaccharides: Lactose:
Chemistry, Properties. Lactose was first isolated, from

whey, by F. Bartoletti in 1663 and became a commercial
commodity in the eighteenth century, mainly for
medicinal uses. Work on its structure, involving mainly
Justus von Liebig, Emil Fischer, C. S. Hudson, and
W. N. Haworth, commenced in 1812 and was essentially
completed by 1930. Lactose can cause problems in con-
centrated, dehydrated, and frozen dairy products, which
were the subject of considerable research throughout the
twentieth century.

Until recently, lactose, which was difficult to isolate
and crystallize, had a limited market. However, these
difficulties have been overcome and lactose has found
valuable niche markets, especially in the baby food sector
and many value-added derivatives can be produced from
lactose.

In the small intestine, lactose is hydrolyzed by
B-galactosidase (lactase) to glucose and galactose, which
are absorbed and metabolized. Intestinal $-galactosidase
activity decreases with age and becomes insufficient in
many humans after the age of about 10 years and such
individuals are lactose intolerant; exceptions are people of
northwestern European descent. This topic has been the
subject of considerable research since it was first observed
in studies by Holzel and by Durand in 1959.

Milk Lipids

Until relatively recently, fat was the most valuable con-
stituent of milk and therefore attracted considerable
research attention. Relative to lactose and especially pro-
teins, there was considerable early progress on the
chemistry and properties of milk lipids but progress
stalled owing to the lack of analytical procedures until
the development of gas chromatography (GC) by
A.J. P Martin in 1950. In 1823, M. E. Chevreul showed
that both fats and oils are esters of organic acids (now
referred to as fatty acids (FAs)) and the trihydroxy
alcohol, glycerol. Determination of the FA profile of a
lipid was a formidable/impossible task and the first fairly
accurate profile of milk fat was published by C. A. Browne
in 1899, based on the resolution of FAs by fractional
distillation and fractional crystallization, techniques that
were used until the development of GC. Mainly for the
purpose of detecting and quantifying the adulteration
of milk fat with cheaper animal or vegetable fats,
methods were developed that, in effect, estimated the
concentration of certain FAs in a sample of fat, that 1s,
volatile, water-soluble FAs (Reichert—Meissl number,
1879), volatile, water-insoluble FAs (Polenski number;
Salkowski, 1887; Polenski, 1904), butanoic acid
(Kirschner number, 1905), saponification number (inver-
sely related to the mass of FAs; Koettstofer, 1879), iodine
number (a measure of the degree of unsaturation; Hubl,
1884; Wij, 1898); these characteristics are still used.
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The use of GC showed that bovine and other ruminant
milk fats contain ~400 FAs, mostly at trace levels, and are
much more complex than other animal and plant lipids.
They have a high level of Ci, a medium level of
Cs0—Cio0, a low level of polyunsaturated FAs, and a
relatively high level of conjugated linoleic acid (CLA).
GC has been improved greatly since 1950 and FA analysis
is now a relatively simple operation.

Initially, it was believed that glycerides contained one,
two, or, usually, three molecules of a single FA, that 1s,
that they are simple triglycerides (T'Gs). The first strong
evidence that lipids are mixed TGs, that is, that they
contain two or three different FAs, was presented by
G. Amberger (1910-20) and this is now universally accep-
ted. However, it was not possible to determine the
position of an FA on a TG until about 1970, when a
complex technique, stereospecific analysis, was devel-
oped. The structure of milk TGs of several species has
been determined. Useful information on the structure of
TGs is provided by GC, which resolves the intact TGs
according to the number of acyl carbons, that is, the sum
of the number of C atoms in the three FAs present.

The spreadability of milk fat is one of its most impor-
tant characteristics and is determined by its melting
characteristics, which can be determined by dilatometry,
differential scanning calorimetry, or nuclear magnetic
resonance, which have been used to study the influence
of various compositional and processing factors on the
melting of milk lipids. Further information on the spread-
ability of milk fat can be obtained from rheological
measurements that have been made for at least 50 years.

The fat in milk occurs as spherical globules, which were
visualized by Antonie van Leeuwenhoek in 1674 using his
recently developed microscope. Subsequent workers
(M. Bouchardat and T. A. Quevenne (1857) and
E. L. Sturtevant (1873)) showed that the globules ranged
in diameter from ~1 to ~20pum. The size of the fat
globules and factors that affect it were an important subject
in the early twendeth century (see Campbell, 1932). Lipids
are insoluble in aqueous systems and there is an interfacial
tension between the phases, which reduces the interfacial
area to a minimum. Unless the surface tension is reduced,
the lipids will form a continuous layer at the surface, owing
to the lower specific gravity of the fat (0.90) than that of the
aqueous skim milk phase (1.036). If the surface tension is
reduced by surface-active agents (emulsifiers), the fat glob-
ules will remain discrete. The nature of the emulsifier in
milk, the milk fat globule membrane (MFGM), has been
the subject of research since 1840 when F. M. Ascherson
proposed that the globules are surrounded by a thin mem-
brane of polymerized albumin. Around 1890, S. M. Babcock
proposed that the membrane consisted of ‘lactofibrin’
(fibrin is a blood protein). Systematic study of the
MFGM commenced with the work of V. Storch in 1897,
who prepared membrane from washed cream, pretty much

as 1s done today. Over to next 50 years, data accumulated
on the chemical composition of the MFGM — it was found
to consist mainly of phospholipids and other polar lipids
(~30%) and specific proteins (~40%). Based on polarity
considerations, N. King, in 1955, proposed a speculative
model of the MFGM. The seminal study on the structure
of the MFGM is that of W. Bergman (about 1960), who
used electron microscopy to show that the fat globules are
expressed from the mammocytes through the apical cell
membrane and are surrounded initially by the cell mem-
brane, which has the typical trilaminar, fluid mosaic
structure. This membrane is not very robust and is partially
lost during the storage and processing of milk. The com-
position and structure of the MEFGM has been refined over
the past 50 years and is now known in considerable detail.

Apart from the chemical composition of the T'Gs in
milk lipids and the structure of the MFGM, there have
been five major research themes during the past 100 years:
(1) creaming of milk, (2) lipid oxidation, (3) hydrolytic
rancidity, (4) rheological properties, and (5) nutritional
aspects.

Owing to the difference in specific gravity between the
fat (0.90) and aqueous skim milk phase (1.036), the fat
globules rise to the surface, forming a cream layer con-
sisting, at least initially, of fat globules. The creaming of
milk was academically interesting and commercially
important until relatively recently and therefore was the
subject of considerable research. The creaming of milk
and factors that affect it were the subject of considerable
research during the first half of the twentieth century and
still attract some academic attention.

Creaming was important (1) as a means of separating
the fat from milk for butter making until the development
of the mechanical separator by Gustav de Laval in 1878,
and (2) as an index of the fat content, and hence the
quality, of milk. The rate of creaming can be predicted
by Stokes’ equation:

g
= 22(p —p,) =
v 7 (p Pz)%7

where v is the velocity of creaming; 7 the diameter of the
globules; p; and p, the specific gravity of the fat and
aqueous phases, respectively; ¢ the acceleration due to
gravity; and 7 the viscosity of the system.

The typical values of 7, py, ps, g and 7 indicate that a
cream layer will form in milk in about 60 h, but in fact, a
cream layer is evident after ~30 min. The faster than
predicted rate is due to the clumping of fat globules due
to immunoglobulin M (called cryoglobulins because
they are insoluble at low temperatures and precipitate
onto fat globules). The clusters of globules rise rapidly
owing to the large value of 7 Of the animal species that
have been studied, only bovine milk contains
cryoglobulins.
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Milk Proteins

The proteins are the most diverse, complex, and,
technologically, the most important constituents of
milk. The name ‘protein’, meaning ‘of first rank’, was
introduced in 1838 by G. Mulder, at the suggestion of
J. J. Berzelius. Based on the results of compositional
analysis, Mulder proposed that proteins are composed
of different combinations of the ‘radical’ C4oH4,N10O1>
with S and/or P.
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Probably, the first publication on milk proteins was in
1814 by J. J. Berzelius, who prepared kase (curd) from
skimmed milk by acidification. H. Braconnot (1830) studied
some properties of acid-precipitated milk protein, which he
called ‘casein’ (apparently the first to do so). G. Mulder
(1838) studied the elementary composition of proteins,
including casein (at this time, the term ‘casein’ was used
for all acid-precipitated proteins, regardless of source).
During the period 1885-89, O. Hammersten (Sweden)
improved the method for preparing acid (isoelectric) casein
(milk diluted 1:5 with water and made to 0.1% with acetic
acid — now known to give a pH of ~4.6, i.e., the 1soelectric
point of casein) and claimed that it was a homogeneous
protein (in 1880, it was claimed by Danilewsky and
Radenhausen that casein is heterogeneous); casein isolated
by this method is stll frequently called casein nach
Hammersten. At this time, it was known that casein contains
~0.86% P and ~0.77% S (a low value), that it reacts with,
and is precipitated by, Ca’, occurs as a coarse colloid
(retained by porcelain Chamberlain filters), is very stable
to heat, and is coagulated by rennet.

Hallaburton (1890) proposed the name ‘caseinogen’ for
the acid-insoluble protein in milk that was converted to
‘casein’ by chymosin (rennet) (ogen, Greek for begets, 1.e,
caseinogen begets casein, analogous to fibrinogen =
fibrin, pepsinogen = pepsin, etc.; this proposal obtained
some support in the United Kingdom but not generally,
and was abandoned).

Based on solubility in water and salt solutions, acid
whey was shown to contain two proteins, lactalbumin
(Bouchardat and Quevenne, 1847) and lactoglobulin
(Sebelein, 1885).

Hammersten considered acid casein to be a homoge-
neous protein but, gradually, evidence accumulated
(T. B. Osborne and Wakeman, 1918; K. Linderstrom-

Gradually, it was realized that proteins consist of
amino acids, the first of which, glycine, was isolated
from gelatin by H. Broconnot in 1820. By 1904, 17 of
the 20 commonly occurring protein amino acids had
been isolated (see Vickery and Schmidt, 1931) and, in
1902, Emil Fischer and Franz Hofmeister proposed that
in proteins, the amino acids are linked together by ‘pep-
tide’ bonds between the a-amino and the «-carboxyl
groups, an idea that was not accepted initially but even-
tually became universally accepted.
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Lang, 1925-29; K. Pedersen, 1936, O. Melander, 1939)
that it is heterogeneous and consists of three proteins,
a-, -, and ~y-caseins. During the 1940s, attempts were
made to fractionate these proteins, the first successful
method being that of N. J. Hipp and colleagues in 1952.
In 1956, the a-casein fraction was shown by D. F. Waugh
and P. H. von Hippel to contain two proteins, which were
called a- and k-caseins. - and (-caseins were shown to
be precipitated by Ca”" but s-casein was soluble and can
stabilize 6-10 times its mass of o~ and 3-caseins to Ca’™;
these properties were lost on treatment with chymosin
(rennet). This was a seminal study and opened a new era
in the study of the colloidal stability of casein.
Electrophoresis has been the principal tool for unrav-
eling the complexity of the milk protein system. Free-
boundary electrophoresis, developed by A. Tiselius in
1937, was applied to milk proteins by O. Mellander in
1939. Since then, the resolving power of electrophoresis
has been improved progressively and each new develop-
ment was soon applied to the study of milk proteins with
continuously improved results. Free-boundary electro-
phoresis was soon replaced by zone electrophoresis on
various supporting media — paper, cellulose acetate, and
finally gels (starch, polyacrylamide, or agar). Gel electro-
phoresis using starch gels, which was developed by Oliver
Smithies in 1955, was applied to the study of casein by
R. G. Wake and R. C. Baldwin in 1961. Starch was soon
replaced as the gelling medium by polyacrylamide gels,
which was first applied to casein by R. F. Petersen in 1963,
and quickly became the usual medium for gel electro-
phoresis and numerous systems have been reported.
Resolution is greatly improved by using a dissociating
agent, 6mol1~" urea for the caseins and SDS for the
whey proteins, and mercaptoethanol to reduce disulfide
bonds. focusing (IEF) has

Isoelectric been used
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occasionally to resolve milk proteins and 2D electropho-
resis (SDS-PAGE in one direction and IEF at right
angles) is now used routinely in proteomic studies with
excellent results.

Urea-PAGE resolved isoelectric casein into about 20
zones. There are several reasons for this level of hetero-
geneity: (1) as-casein was shown to consist of two
distinctly different proteins, oy and ay; (2) variations in
the degree of phosphorylation; (3) variation in the degree
of glycosylation (k-casein); (4) genetic polymorphism;
and (5) proteolysis by the indigenous proteinase, plasmin,
especially of [J-casein to 7y-casein. All the caseins in
bovine, ovine, caprine, porcine, equine, and human milk
have been isolated and characterized, including primary
structure.

It had been recognized since at least 1870 that the
casein in milk occurs as coarse colloidal particles contain-
ing Ca and P;, and now called casein micelles. These
particles were retained by porcelain (Chamberlain) filters,
scattered light (giving milk its white color), and could be
‘seen’ in the ultramicroscope. The colloidal stability of
casein micelles has attracted attention for at least 100
years. It was suggested by Jerome Alexander in 1910
that the casein was stabilized/protected by the whey
proteins, an idea arising from the fact that human and
equine milk, which do not coagulate on renneting, contain
a high level of whey proteins. The ‘protective colloid’
idea was developed by Linderstrom-Lang (1925-29), but
with only very limited knowledge of the milk protein
system then available, it was not possible to describe a
realistic model of casein micelle structure until the iso-
lation of k-casein in 1956, which functions as the
protective colloid.

The first model of the casein micelle was presented by
D. F. Waugh in 1958, and since then, aided by advances in
electron microscopy, the model has been refined progres-
sively but there is not yet unanimous agreement.

The only known function of the caseins is nutritional,
to supply amino acids, Ca, and P;, although it has been
shown recently that the caseins, and also the whey pro-
teins, contain cryptic peptides which when released, for
example, during digestion, display various biological
activities (see Milk Protein Products: Bioactive
Peptides), the significance of which iz vive is uncertain.
However, most of the whey proteins have a definite bio-
logical role, in addition to supplying amino acids. The
whey proteins are typical globular, highly structured pro-
teins, most of which have been isolated, crystallized, and
well characterized. The lactoglobulin fraction contains
immunoglobulins G, A, and M, which are present at
very high levels in colostrum and play very important
protective roles during the first few days post-partum.

The lactalbumin fraction contains two main proteins,
a-lactalbumin and [-lactoglobulin, and several minor
proteins, including blood serum albumin, lactoferrin,

and vitamin-binding proteins; it contains several peptide
hormones and about 70 enzymes.

Milk was a popular subject for early studies on enzy-
mology, possibly because it is relatively rich in several
enzymes, is susceptible to spoilage by these enzymes, and
since it is a liquid, 1t is relatively amenable to the assay of
enzymes. Several enzymes were identified in milk before
the nature of enzymes was recognized. Today, more than
70 enzymes have been identified in milk and the principal
ones have been isolated and characterized and their sig-
nificance in milk and dairy products studied in
considerable detail.

The indigenous enzymes in milk have been the subject
of research since 1881, when the first report on an indig-
enous enzyme (lactoperoxidase) appeared. Enzymes in
milk originate from the animal’s blood plasma, leukocytes
(somatic cells), and the apical membrane or cytoplasm of
the secretory cells. By the early twentieth century, seven
indigenous enzymes had been identified in milk: (lacto)-
peroxidase, catalase, xanthine oxidase, proteinase, lipase,
salolase (arylesterase), and amylase. These enzymes were
relatively easily assayed and were technologically impor-
tant; they have now been isolated and well characterized.

Between 1924 and about 1970, nine more important
indigenous enzymes were identified in milk, and isolated
and characterized. These were important as indicators of
pasteurization of milk (alkaline phosphatase, y-glutamyl
transferase) or of mastitis (N-acetylglucosaminidase, acid
phosphatase) or were considered to be important for the
stability of milk (superoxide dismutase, sulthydryl oxi-
dase). Milk is also rich in ribonuclease and lysozyme. In
addition to these major enzymes, about 50 other enzyme
activities have been detected in milk but have not been
isolated and are considered not to be important.

Reflecting changes in dairy technology and other fac-
tors, the focus of attention in dairy enzymology has varied
over the years. Although dairy enzymology has a long
history, many questions about the nature and significance
of milk enzymes remain to be answered definitively. Most
of the research has been on bovine milk and to a lesser
extent on human milk. There has been only occasional
work on enzymes in the milk of other species but this has
shown that there are large interspecies differences in the
level of many enzymes.

Technologically Important Properties of Milk
Proteins

The colloidal stability of the casein micelles is central to
the success of many dairy processes and consequently has
attracted the interest of researchers for more than 100
years. Casein micelles are stable to most of the processes
to which milk is subjected, including normal and
high-pressure homogenization, high-pressure treatment,
centrifugal sedimentation (sedimented micelles can be
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redispersed with little change in properties), dehydration
by hot air, or freeze-drying (rehydrated micelles show
little change in properties). However, they are destabi-
lized by any of three treatments: acidification, severe
heating (e.g., 140 °C x 20 min), or limited proteolysis.

The acidification of milk to pH ~4.6 through the
fermentation of lactose by adventitious lactic acid bac-
teria (LAB, Lactobacillus spp., Lactococcus spp., and
Streptococcus spp.) has occurred since the dawn of dairying
and results in the production of fermented milks and
fresh acid-curd cheese (~25% of total cheese produc-
tion). Iniually, fermentation was uncontrolled but since
the introduction of cultures of LAB about 1880 (see the
following article by T. M. Cogan), lactic fermentation
processes have become highly controlled. The health
benefits, probiotic effects, of consuming fermented
milks were recognized by Elie Metchnikoff more than
100 years ago and have attracted much interest in recent
years. The organoleptic properties, especially the
texture, of fermented milks have been improved pro-
gressively and the rheology of these gel-like products
has been the subject of much research.

The preparation of casein by direct acidification to pH
~4.6 was standardized by O. Hammersten in 1883 and
acid casein soon became an important raw material for the
production of glues, plastics, and synthetic textiles after
polymerization with formaldehyde or for paper glazing;
early work in this area is described in the book Casein and
Its Industrial Applications, by E. Sutermeister and F. Browne
(1939). The uses mentioned above remained the principal
uses of casein until the 1960s when they were replaced by
synthetic polymers, which were better and cheaper.
Around this time, a need arose in the food industry for
‘functional’ proteins for use in fabricated foods; required
properties included surface activity (for foams and emul-
sions), water binding, gelation, and bodying effect
(viscosity). Casein was found to be an excellent protein
for such applications and as a result of research under-
taken mainly in Australia in the 1960s, the principal
applications of casein became as functional proteins, a
situation that still applies.

The development of membrane technology in the
1960s made it possible to prepare undenatured whey
proteins from acid or rennet whey, and whey protein
concentrates and isolates soon became a second family
of functional proteins, complementary to the caseins.

Unconcentrated milk is a very heat-stable system but
the stability of concentrated milk is marginal for the
production of evaporated milk, which was introduced
unsuccessfully by Gail Borden in 1856 and successfully
by John Meyenberg in 1884. Evaporated milk became a
major product during the first half of the twentieth
century and heat stability became a major research
topic; the first scientific study was published in 1919
and since then there has been a steady flow of research

findings on the compositional and processing factors that
affect heat stability and on the mechanism of heat-
induced coagulation.

As described earlier, rennet-coagulated cheese has
been produced for at least 2500 years. Throughout most
of this period, cheesemaking was a farm-based enterprise
using rennet produced in-house (usually strips of calf
vells) and acidification by adventitious LAB. Probably
the first attempt to explain the rennet-induced coagula-
tion of milk was by Edmond Fremy, who, in 1839,
proposed that rennet converts lactose to lactic acid,
which coagulated the casein, that is, rennet-induced coag-
ulation was essentially acid-induced coagulation
(fermentation was one of Fremy’s interests). This
view was generally supported untl the work of
O. Hammersten, around 1885, who showed that proteolysis
preceded coagulation, a view that proved to be correct.

By the end of the nineteenth century, it was known
that the rennet-induced coagulation of milk involved
alteration of the casein-calcium phosphate particles
(now known as casein micelles, a term first used in
1921). The idea that the coagulation involved the destruc-
tion of a ‘protective colloid’ by rennet was suggested by
Jerome Alexander in 1910, although the precise nature of
the protective colloid did not become clear untl the
discovery of k-casein by Waugh and von Hippel in
1956. Since then, the rennet-induced coagulation of milk
has been a major research topic and is now fairly well
understood at the molecular level.

Milk Minerals (Salts)

Although quantitatively relatively minor constituents
of milk, the inorganic elements are important from at
least three viewpoints, technologically (especially the
colloidal stability of the casein system), as pro-oxidants,
and nutritionally (see Milk Salts: Distribution and
Analysis; Interaction with Caseins; Macroelements,
Nutritional Significance; Trace Elements, Nutritional
Significance). Most of the elements occur as salts in
solution but Ca and P; exceed their solubility and occur
mostly in the colloidal phase, associated with the
caseins. The soluble salts are mainly ionized and their
form can be determined or calculated. However, in
spite of considerable research since the 1930s, the
form and structure of colloidal calcium phosphate
(CCP) and the nature if its association with casein are
still uncertain. The CCP is responsible for the integrity
of the casein micelles and has a major role in their
colloidal stability, heat stability, rennet coagulability,
and alcohol stability. The concentrations of soluble
Ca’", P;, and citrate also have major effects on the
stability of the casein system.

Many of the minor elements are also associated with
proteins, for example, lactoferrin (Fe), and many enzymes
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such as xanthine oxidoreductase (Mo, Fe), lactoperoxidase
(Fe), catalase (Fe), alkaline phosphatase (Zn), superoxide
dismutase (Cu, Zn), and glutathione peroxidase (Se), some
of which are located mainly in the MFGM.

See also: Analytical Methods: Differential Scanning
Calorimetry; Nuclear Magnetic Resonance: Principles;
Proximate and Other Chemical Analyses; Rheological
Methods: Instrumentation; Principles and Significance in
Assessing Rheological and Textural Properties. Cheese:
Rennet-Induced Coagulation of Milk. Enzymes
Indigenous to Milk: Lipases and Esterases; Other
Enzymes. Heat Treatment of Milk: Heat Stability of Milk.
Husbandry of Dairy Animals: Sheep: Reproductive
Management. Lactose and Oligosaccharides: Lactose:
Chemistry, Properties; Lactose: Crystallization; Lactose:
Derivatives; Lactose: Production, Applications; Lactose
Intolerance; Milk Lipids: Analytical Methods; Conjugated
Linoleic Acid; Fatty Acids; General Characteristics; Lipid
Oxidation; Milk Fat Globule Membrane; Nutritional
Significance; Phospholipids; Rheological Properties and
Their Modification. Milk Proteins: Casein Nomenclature,
Structure, and Association; Casein, Micellar Structure;
Immunoglobulins; Interspecies Comparison of Milk
Proteins: Quantitative Variability and Molecular Diversity;
a-Lactalbumin; Lactoferrin; 5-Lactoglobulin; Minor
Proteins, Bovine Serum Albumin, Vitamin-Binding
Proteins; Proteomics. Milk Protein Products: Bioactive
Peptides. Milk Salts: Distribution and Analysis;
Interaction with Caseins; Macroelements, Nutritional
Significance; Trace Elements, Nutritional Significance.
Plant and Equipment: Centrifuges and Separators:
Applications in the Dairy Industry; Centrifuges and
Separators: Types and Design.
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Introduction

Milk, as synthesized in a healthy udder, is sterile but it
soon becomes contaminated with microorganisms from
the cow herself, her environment, and particularly the
milking machine. Milk is a good growth medium for
many contaminating microorganisms, which will cause
spoilage if not controlled. The development of modern
bacteriology coincided with the industrialization of dairy-
ing and played a major role in the success of the industry.
Dairy bacteriology can be considered from three aspects,
milk as a vector for pathogens, spoilage of milk and dairy
products, and the production of fermented dairy products,
through the growth of, and acid production by, lactic acid
bacteria (LAB). The early development of each of these
aspects is considered below.

Milk as a Source of Pathogens

Raw milk can be contaminated with the causative agents
for various infectious diseases, which affect man, includ-
ing typhoid, scarlet fever, tuberculosis, and diphtheria.
Although milk was considered to be quite important as a
source of pathogens at the beginning of the twentieth
century, this is no longer so because of improvements in
the health of cows, hygienic milking of cows, refrigerated
storage of raw milk, and improvements in processing
technologies.

The first indication that milk could be a source of
pathogens (typhoid fever) was that of Michael Taylor, a
country doctor in Penrith, Scotland, in 1857. Bacteria had
not yet been shown to cause disease, so his observations
were based mainly on inference and deduction. He
showed that raw milk was a source of typhoid in a family
running a small dairy business. Ten years later, he was
also instrumental in showing that raw milk was the source
of scarlet fever in an outbreak, also in Penrith.

In 1882, Mycobacterium tuberculosis was identified as
the cause of human tuberculosis (TB) by Robert Koch
(1843-1910), who was convinced that M. bovis, the cause
of bovine TB, was not the cause of human TB. The latter
observation was announced at the Briush Congress
on Tuberculosis in 1901 and caused immediate conster-
nation, ultimately resulting in a Royal Commission
being appointed to inquire and report with respect to

TB: (1) whether the disease in animals and man is one
and the same; (2) whether animals and man can be recip-
rocally infected with it; and (3) under what conditions, if
at all, the transmission of the disease from animals to man
takes place, and what are the circumstances favorable or
unfavorable to such transmission. The Commission
undertook research and showed that human TB can be
transmitted to animals, and that the consumption of cows’
milk containing the organism was a cause of TB, espe-
cially among infants and children.

Raw milk can also be contaminated with M. bovis, the
cause of TB in cattle but which also causes T'B (mostly
non-pulmonary) in humans. An early compilation of data
by Briscoe and McNeal in 1911 showed that 6.8% of milk
samples from various countries were positive for this
organism. According to Grange, in 1945 in the United
Kingdom, M. bovis was isolated from 8% of in-can sam-
ples and from almost all samples of bulk tanker milk.

The nomenclature of the causative agents of human
and mammalian T'B has been a cause of confusion for over
a century and is still not completely clear; M. bovis
is considered to be the cause of TB in cattle and
M. tuberculosis the cause in humans but both should be
considered to be the same species since they share 99.5%
similarity in genome sequence.

Raw Milk Quality

At the end of the nineteenth century, the keeping quality
of milk was a major problem and, in many parts of the
world, it still is today. One of the earliest papers on the
production of milk with a low bacterial count was that of
Henry Ayers er al. in 1918, who showed that sterile uten-
sils, clean cows with clean udders, the use of small-top
milking buckets, and holding milk below 10°C were the
four essential factors in the production of good quality
milk. These factors are still appropriate today.
Refrigerated storage had not been developed at the
end of the nineteenth century and so milk was kept at
room temperature or simply water-cooled. Methods were
needed to assess the quality of raw milk. Robert Stanley
Breed (1877-1976), who made a major contribution to
Bergey’s Manual of Determinative Bacteriology, also contrib-
uted in a major way to dairy bacteriology by developing a
microscopic procedure for evaluating the hygienic status

26
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of milk — the Breed smear, in which a known volume of
milk was spread over a particular area of a glass slide,
dried, and stained with methylene blue. Then, the num-
ber of bacteria in several fields was counted and the
average determined and muluplied by the microscopic
factor of the microscope to give the number of bacteria
per ml Orla-Jensen was responsible, along with the
French scientst Barthel, for introducing the methylene
blue test to assess the bacteriological quality of milk.
Breed was also interested in public health problems and
the imperfections inherent in many methods for estimat-
ing the bacteriological quality of milk; for many years he
served as Chairman of a Committee on Standard Methods
for the Analysis of Dairy Products. He was President of
the American Society of Bacteriology in 1927. In 1905, at
the laboratory section of the American Public Health
Association Meeting, a committee was formed to study
the various methods used for the bacteriological exami-
nation of milk. Preliminary reports were made in 1906
and 1907 and the standard plate count was adopted in
1910. Jezeski (1956) has compiled a detailed history of the
development of the standard plate count.

Psychrophiles and Psychrotrophs

According to Eddy, Schmidt-Nielsen in 1902, was prob-
ably the first person to use the word ‘psychrophile’,
which he used to describe bacteria that grow at 0°C.
This was subsequently challenged by Miiller in 1903
on the grounds that many such bacteria would have an
optimum temperature between 20 and 30 °C. The word
‘psychrotrophic’ (from the Greek meaning to thrive or
to grow) was coined by David Mossel (1918-2004) to
describe bacteria that can multiply at 5°C or below,
regardless of their optimum temperature. Such bacteria
came to dominate the microflora when refrigerated
storage of raw milk became common in the 1950s in
the United States and in the 1960s in other major dairy-
ing countries. The dominant organisms are Pseudomonas,
Achromobacter, and Alcaligenes spp. Their growth can
result in off-flavor development in milk, mainly due to
the activities of lipases and proteinases produced by
them during growth. Many of these enzymes are very
heat resistant and so they can also affect pasteurized and
even sterilized milk, although the bacteria producing
them are inactivated by pasteurization. In 1946,
Thomas and Sekhar were probably the first workers to
report this when they found no bacteria capable of
growing at 3-5°C in laboratory-pasteurized milks
(see Thomas), while Kishonti and Sjostrom were the
first to report the production of heat-stable proteinases
and lipases by psychrotrophs. For reviews of different
aspects of the heat resistance of the enzymes of psychro-
trophs in foods, see McKellar.

Thermophiles and Thermoduric Bacteria

Thermophilic and thermoduric bacteria (those that with-
stand pasteurization without growing during the process)
in milk were the subject of early studies, particularly since
high numbers of thermoduric bacteria are a good indicator
of poor hygiene in milking buckets and machines. The first
comprehensive review was that of Robertson who identi-
fied the pinpoint colonies that appeared on plating
pasteurized milk as Microbacterium lacticum and Sc. thermo-
philus. Microbacterium lacticum, Sarcina lutea, Sc. thermophilus,
Sarcina rosea, and Micrococcus conglomeratus were all shown to
survive pasteurization.

Yeast and Molds

Yeast and molds attracted much less attention than
bacteria during the early years of microbiology, presum-
ably because they are non-pathogenic and heat-labile,
and, at least in the case of molds, they are aerobic, and
cause spoilage only on the surface of foods, for example,
butter and cheese. Because they are acid-tolerant, yeasts
and molds can grow on the surface of most cheeses, which
may be a desirable or an undesirable property. This is
particularly true for washed-rind cheeses, where they
play a major role in deacidifying the cheese and increas-
ing the pH to a point where coryneform bacteria can grow
and develop the red smear characteristic of these cheeses.
Information on early research on yeast in dairy products
is scarce but recent information has been reviewed by
Fleet who noted that knowledge about the occurrence
and growth of yeasts in dairy products remains incom-
plete. T'wo species of molds are important in developing
the flavor of cheese, namely, Penicillium camemberti, in Brie
and Camembert, and P. roqueforti in Blue cheese.

The Lactic Fermentation

In 1780, lactic acid was isolated from sour milk by Carl
Wilhelm Scheele (1742-86), and in 1857, Louis Pasteur
studied the production of lactic acid by fermentation in
which he showed that the lactic fermentation was caused
by living organisms, which were able to grow in a medium
composed of yeast extract, sugar, and chalk (CaCOs;) and
produced lactic acid. The chalk was used to keep the
solution neutral. In his 1857 paper, Pasteur also described
the first production of yeast extract, which is commonly
used today in microbiological media.

Although Pasteur and others had studied lactic fer-
mentations before 1878, the history of dairy bacteriology
may be considered to begin in 1878 when Joseph Lister,
a Scottish surgeon best known for developing antisepsis in



28 Introduction | History of Dairy Bacteriology

surgery, isolated an organism, Bacterium lactis, in pure
culture, by diluting sour milk with sterile milk so that
every 1/100 of a ‘minim’ contained on average one cell
(1 minim is equivalent to 0.062 ml). One-hundredth of this
mixture was then added to each of five ‘glasses’ of boiled
milk. On incubation, only one of these glasses showed
evidence of growth and the other four remained sterile,
even after 13 days incubation. This is a variation of the
most probable number technique, which is still used to
estimate the numbers of coliform bacteria in milk, and
especially in water. As improvements were made in bac-
terial taxonomy, the name of B. Jactis was changed several
umes. Lohnis called it Smeprococcus lactis in 1909 and
Schleifer changed it to a new genus in 1984 and called it
Lactococcus lactis.

Butter Cultures

At the end of the nineteenth century, commercial pro-
duction of butter had just begun with the development
by Gustaf de Laval (1845-1914), in 1878, of the centri-
fugal separator, which could separate cream from milk.
The cream was allowed to stand and became sour natu-
rally in what was called ‘spontaneous souring’. A major
breakthrough occurred in 1890 when three independent
workers, Herbert Conn (1859-1917) at Storrs, CT, USA,
Vilhelm Storch (1837-1918) in Denmark, and Hermann
Weigmann (1856-1923) at Kiel, Germany, showed that
the ripening of cream was brought about by bacteria.
Conn made the observation that hardly two creams in
the same dairy are ripened by the same bacteria! These
observations laid the foundation for the development of
starter cultures, and the situation in Denmark in 1895 is
described in considerable detail, in English, by Knudsen
(1931). These cultures soon became commercially avail-
able and their use expanded rapidly; for example, in
1897, 802 out of 866 butter plants in Denmark were
using commercial cultures. Photomicrographs of some
of the strains isolated by Storch in 1890 are shown in
Figure 1. In particular, strains 4 and 18 produced very
good butter.

Storch was a chemical engineer who graduated from
the Danish Technical University. He became an officer in
the Danish Army, took part in the Danish—Prussian war in
1864 and became a prisoner of war. From 1879 until his
death in 1918, he was employed at The Royal Veterinary
and Agricultural University in Copenhagen, and from
1883 was leader of the chemical laboratory at the
Laboratory for Agricultural Experiments.

Pasteurization of cream for butter making was also
developed in the 1890s, and pasteurization of cream and
the use of starter cultures were taken up very quickly by
the Danish dairy industry. According to Leisner, in 1897,
93% of creameries in Denmark were using commercial
starters and 97.5% were also pasteurizing the cream; in

contrast, in 1897, very few creameries in the United States
were pasteurizing and only 9% were using commercial
cultures although the Danish firm, Chr. Hansen,
expanded into the United States in 1893 and began sup-
plying Danish cultures from a facility in New York.

Conn had an interest in all aspects of applied bacteri-
ology and was the first microbiologist to isolate an
enzyme from a bacterium, probably a Bacillus sp., which
curdled milk, like rennin, and subsequently digested the
coagulum. He was also responsible for determining that
bacteria in the nodules of clovers are responsible for
fixing N, and became Director of the famous summer
school at Cold Spring Harbour, Maine.

The year 1919 was very important for dairy bacteriol-
ogy for two reasons: (1) the publication of The Lactic Acid
Bacteria by Sigurd Orla-Jensen (1870-1949), in which
Se. cremoris, Sc. thermophilus, Lb. helveticus, and Lb. bulgaricus
(now called Lb. delbrueckii subsp. bulgaricus) are parually
described; and (2) Storch in Denmark, Boekhout and de
Vries in the Netherlands, and Hammer and Bailey in the
United States independently showed that two different
organisms, now known as lactococci and leuconostocs, are
present in mixed-strain starter cultures.

According to Orla-Jensen, the credit for having first
observed that the best Swreprococcus species for use in
‘starters’ is Sc. cremoris rather than Se. lactis should go to
Storch rather than to Yawger and Sherman. However, the
latter authors did isolate Se. Jactis from excellent commer-
cial cultures. Orla-Jensen separated Se. cremoris from Se.
lactis on the basis that Se. cremoris grew as chains of con-
siderable length in milk and broth, produced less acid in
milk, and grew at lower temperatures than Sc. lactis, fre-
quently failing to grow at 37°C; however, tests to
categorically differentiate Se. cremoris from Sc. lactis were
not developed until much later. Yawger and Sherman
separated Streptococcus lactis from Se. cremoris by the ability
of the former to produce NH; when grown in 4%
peptone and its ability to grow at 40 °C, in the presence
of 4% NaCl, and at pH 9.2. In fact, these two organisms
are now considered to be subspecies of Le. /actis and have
been renamed Lc. lactis subsp. lactis and Le. lactis subsp.
cremoris.

Considerable work was done, especially in Hammer’s
laboratory, in showing that the leuconostoc component of
starters was responsible for the production of diacetyl, the
important flavor component in cultured butter, from cit-
rate present in the milk. Hammer isolated two species of
Leuconostoc, which he called Sc. citrovorus (now called
Ln. mesenteroides subsp. cremoris) and Se. paracitrovorus
(now called Ln. dextranicum). According to Garvie the
belief that Hammer isolated strains of L. mesenteroides
subsp. ¢remoris has become accepted but has no basis in
fact. Hammer was more interested in flavor production by
butter cultures than in bacterial taxonomy. Two of
Hammer’s cultures were deposited with the American
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Fladana Syrning

V. Suareh

Tacht & Croca

Figure 1 Photomicrographs of various lactic acid bacteria isolated by V. Storch. 1. Lactic acid bacterium no. 4, isolated from a butter
sample (no. 33); 2. lactic acid bacterium no. 5; 3. lactic acid bacterium no. 6; 4. lactic acid bacterium no. 8; 5. lactic acid bacterium no.
18, isolated from a sample of acidified (fermented) cream, August 1889; 6. lactic acid bacterium no. 18, pure culture in whey; isolate nos.
4 and 18 produced very good quality butter. Source: Nogle Undersegelser over Fladens Syrning. Eighteenth report from the Royal
Veterinary and Agricultural University, Laboratory for Agricultural Experiments, Copenhagen (1890).

Type Culture Collection (ATCC); one of these, ATCC
8081, is a strain of Pediococcus cerevisiae and the other,
ATCC 8082, is a strain of Ln. dextranicum. The exact
species of Leuconostoc in mixed-strain mesophilic cultures
remain to be identfied.

Streptococcus diacetilactis, which also had the ability to
metabolize citrate, was described by Matuszewski ez 4l.
but it was another 43 years before Kemplar and McKay
showed that the ability to metabolize citrate by citrate-

positive strains of Le. Jactis subsp. lactis is borne on a piece
of extra-chromosomal DNA, called a plasmid. Thus, this
organism no longer has separate species status but is
classified as a strain of Le. Jactis that can metabolize citrate.
Many other traits of starter cultures are also plasmid-
encoded, including the ability to hydrolyze lactose, to
produce proteinase, and to resist attack by bacteriophage,
but these were discovered only during the past 30 years
and will not be discussed further here. The chromosomes
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of all species of both mesophilic and thermophilic starter
cultures, including several strains of Le¢ Jactis and
Lb.  helveticus, have now been sequenced. Sherman
reviewed the early developments in starter cultures,
including all streptococci known at that time in 1937.

Bacteriology of Cheese

Although LAB play critical roles in cheese manufacture
and ripening (acid production during the conversion of
milk to cheese curd, and flavor development during
cheese ripening), the bacteriology of cheese attracted
little attention during the early days of bacteriology.
Cheese makers depended on the endogenous (adventi-
tious) LAB or on slop-back cultures for acidification and
perhaps the microflora of cheese was too complex for the
techniques then available. The pasteurization of cheese
milk did not become common until the 1940s and many
cheeses are still made from raw milk, especially in south-
ern Europe.

Cheese cultures are much more complex than butter
cultures. Depending on the cheese variety, the primary
(acid-producing) culture may be Lactococcus spp.,
Lactobacillus spp., with or without Se. thermophilus. In addi-
tion, secondary cultures are used in many other varieties,
for example, citrate-positive Lactococcus, Lenconostoc,
Propionibacterium, Brevibacterium linens, P. roqueforti, or
P. camemberti.

In 1919 Orla-Jensen described the response of many
species of LAB, besides Le. lactis, including other strepto-
cocci, leuconostocs, and lactobacilli, to temperature, their
ability to use various C and N sources, and their system-
atics. He divided the genus Lacrobacillus into three
separate genera, Betabacterium (obligate heterofermenters),
Streptobacterium  (facultative  heterofermenters), and
Thermobacterium (strains with an optimum temperature
of ~45°C). The properties used to separate these genera
are stll used to classify lactobacilli into three main
groups.

Streptococcus  thermophilus was commonly found in
Emmental cheese and also in milk ‘preserved’ at
50—60 °C, but it was not until 1937 that clear differentia-
tion of strains of Se. cremoris and Sc. lactis was made by
Yawger and Sherman. In 1936 Orla-Jensen er al. also
elucidated the vitamin and nitrogen requirements of the
LAB which were expanded by Esmond Snell in 1948.
While not a dairy microbiologist, Snell’s group made
major contributions to the vitamin and amino acid
requirements of LAB.

Cheese starters appear to have been relatively unim-
portant, compared with butter cultures, in the early days
of dairy bacteriology. Although the mesophilic starters in
use today in both cheese and butter production are sim-
ilar, research on butter cultures dominated the early years
of dairy bacteriology with only 2 out of 28 pages

concerned with cheese starters in the earliest review, in
English, of starter cultures which was written by Knudsen
in 1931 and none at all in the review by Hammer and
Babel in 1943, who reviewed butter cultures. The reason
for this is not clear but may reflect the large number of
small butter manufacturing plants throughout the dairy
world and that, traditionally, whey cultures were used in
cheese manufacture in many countries. Curiously,
Knudsen states that the methods of cheesemaking have
undergone various changes in the course of time, but
these only represent a slow development of the old
empirical methods of working. He claimed that cheese is
not so good when it is made from perfectly fresh milk as
when the milk or part of it had undergone a certain
‘ripening’ and it has gradually become clear that ripening
consists essentially of the growth of LAB. This suggests
that in the early days, natural contamination of milk with
LAB was relied upon to produce the lactic acid neces-
sary for the manufacture of good cheese and that starters
were not added deliberately. This also implies that many
cheeses may have been made from raw milk, which was
incubated to allow the growth of contaminating LAB.
Much the same system (ie, no deliberate addition of
starter cultures) is still used in the production of many
Spanish cheeses.

At the beginning of the twentieth century, a lot of
work appears to have been done on the biochemistry of
cheese ripening, especially on cold aging of cheese, but
little on the starters themselves with some notable
exceptions. For example, Rogers reported on the rela-
tionship of bacteria to the flavor of Cheddar cheese in
1904 while Evans studied the role of streptococci in
cheesemaking in 1918, and Gorini studied the relation-
ship of lactic bacteria to cheese ripening in 1923, also in
1923 Sherman studied the use of bacterial cultures for
controlling fermentation in Swiss cheese.

Orla-Jensen also worked with Eduard von Freudenreich
at Berne, Switzerland, on the microbiology and biochemis-
try of Emmental cheese; they identified propionic acid
bacteria as a major component of the microflora of this
cheese. The names of prominent species of propionic acid
bacteria (PAB), Propionibacterium freudenreichii and P. jensenii,
reflect the eminence and contribution of these two scien-
tists. As a result of this work, PAB were isolated and their
importance in eye formation and flavor development of
Swiss cheese elucidated. On the death of von
Freudenreich, Orla-Jensen became the Director of the
Swiss Experimental Station for Dairying at Liebefeld untl
1906, when he took up a special chair in the Technical
University of Denmark.

Another eminent microbiologist who made a major
contribution to the study of PAB was C. B. van Niel,
whose Ph.D. thesis in 1928, entitled The Propionic Acid
Bacteria, was an expose of the biochemistry and micro-
biology of these organisms at that time. It should still be
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required reading for anyone studying these microorgan-
isms, for the wealth of detail it contains.

Bernard Hammer (1886-1966) worked with Hastings
at the University of Wisconsin from 1908 to 1911. He had
a distinguished and very productive career at lowa State
University from 1911 to 1943, when he took up a position
with the Golden State Co., in San Francisco, where he
was in charge of Dairy Bacteriology. Much of his research
career was devoted to studying the various organisms
found in mesophilic cultures, especially those used as
butter cultures.

Hammer was also involved in developing American
Blue Cheese. Fred and Robert Maytag inherited a farm
from their father and looked for ways to increase the value
of the milk from their herd of Holsteins. Fred approached
the Dairy Science Department at lowa State University,
where food chemists were working on a recipe for a
Roquefort-type cheese made from cows’ milk, rather
than from sheep’s milk. Fred offered to build the cheese
plant and pay royalties to lowa State in return for the
opportunity to create an American blue cheese. In 1937,
Experiment Station dairy microbiologists, Lane and
Hammer, developed a process for making blue cheese
from homogenized milk, which became the standard for
the blue cheese industry, and was first used by the Maytag
brothers to produce their Maytag Blue Cheese. The pat-
ent for the blue cheese process developed by Lane and
Hammer netted $201 366 for the lowa Agriculture and
Home Economics Experiment Station.

Non-starter Lactic Acid Bacteria

As far as is known, all ripened cheese initially contains
low levels, perhaps 100-1000 per gram of non-starter
lactic acid bacteria (NSLAB), predominantly Lb. casei
and Lb. plantarum. These grow during ripening, reaching
in excess of 10'=10" per gram in the ripened cheese. von
Freudenreich and Thoni studied these organisms in
‘small’ cheeses in 1905 but the first major publication
showing the growth of lactobacilli in Cheddar cheese
was that of Hastings ez 4/ in 1912. NSLAB are responsible
for the conversion of L(+)-lactate to D(—)-lactate in
Cheddar cheese during ripening, but despite considerable
research since then, their role in cheese flavor develop-
ment is still not completely understood.

NSLAB reach much higher numbers in raw milk
cheese than in pasteurized milk cheese and are considered
to be responsible for the stronger flavor of the former.
However, NSLAB are uncontrolled and are considered to
be responsible for the variability in the quality of raw milk
cheese. To overcome the lack of flavor in pasteurized
milk cheese, it is becoming increasingly common to inoc-
ulate pasteurized milk with selected NSLAB, which will
dominate the NSLAB microflora.

Bacteriophage

Viruses that attack bacteria are called bacteriophage
(phage), and cannot replicate outside their host cell
Phage for Sc. cremoris were first described by Whitehead
and Cox in 1935. Essentially, phage are composed of DNA,
or in some cases RNA, surrounded by a protein coat. The
phage attach themselves to the outside of the cell and inject
their DNA through their tail into the cell, where it takes
over the biosynthetic machinery of the host cell to make
more phage particles. Phage are much more problematic in
cheeses made with mesophilic than thermophilic cultures
and can ultimately result in complete failure of acid pro-
duction by the starter. The early history of phage in cheese
manufacture was published by Whitehead in 1953.

Fermented Milks

Milk soured by the growth of endogenous (adventitious)
LAB has been consumed since the dawn of dairying. The
low pH extended the shelf life of the milk and, at least
for many people, improved its taste. During the past
century, fermented milks have assumed new significance
owing to their presumed probiotic effect. This interest
arose from the work of the Russian scientist Elie
Metchnikoff (1840-1916), who made a significant,
though probably erroneous, contribution to dairy bac-
teriology. He shared (with Paul Ehrlich) the Nobel Prize
for Medicine of 1908 for his discoveries of immunity,
including phagocytes, phagocytosis, and cell immunity,
and joined the Institute Pasteur with Pasteur, where he
died. One of his students, Roux, described him as ‘a 45
year old from the heart of Europe, with an impassioned
face, blazing eyes, untidy hair, definitely with the air of a
demon of science” He was born in a region bordering
Bulgaria where people regularly lived to over a 100
years of age at a time when life expectancy was probably
no more than 50 years. In a population of 3 million
people, there were some 3000 centenarians. He associ-
ated this with the large amounts of yogurt consumed by
the population and spent a lot of time promoting this
idea, the so-called ‘sour milk cure’. In 1949 Orla-Jensen
et al. reexamined Metchnikoff’s hypothesis and rejected
it; they concluded that it is not the undesirable flora
found in the aged that causes impaired digestion, but
rather the impaired digestion that causes the undesirable
intestinal flora.

Several fermented milk products are now produced
around the world and are described in several articles in
this encyclopedia. The LAB used in the acidification of
these products may be Lactococcus spp., but Lactobacillus
spp., sometimes with Sec. thermophilus, are more common
and probiotic lactobacilli are attracting much attention.
Apart from Metchnikoff, the pioneer bacteriologists did
not work on fermented milk.
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Conclusion

In this article, some of the important early historical devel-
opments and early workers in dairy bacteriology are
described. Three major points are considered, namely,
pathogens, spoilage of milk and milk products, and the
production of fermented dairy products through the action
of starter cultures. The article should not be construed as
being exhaustive but it tries to give the historical perspective
and highlights the scientists who made major contributions.
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Introduction

The use of additives in dairy products varies in different
continental regions. Though the addition is regulated
under Codex Alimentarius, country-specific provisions
must always be considered. In accordance with the pro-
visions laid down in the European Union, additives such
as colors and sweeteners as well as stabilizers such as
sodium and calcium phosphates, ascorbic acid and carra-
geenan, and calcium chloride are commonly used for
dairy products except butter and unflavored fermented
milk products, for which the use of additives is not
permitted or is restricted. The use of preservatives
and antioxidants in dairy products is also subject to
restriction.

Functions of Additives in Dairy Products in
the European Union

Colors

The use of colors is currently regulated by Directive
94/36/EC. Unflavored milk, semi-skimmed/skimmed
milk, fermented milks, dried and condensed milk, butter-
milk, cream, and cream powder as well as chocolate milk
may not contain colors unless specifically expressed to the

contrary in the directive. However, flavored dairy pro-
ducts may contain the following colors to a level required
to achieve a technological effect in the product (quantum
satis level):

® riboflavin, riboflavin-5"-phosphate;

® chlorophylls and chlorophyllins;

® copper complexes of chlorophylls and chlorophyllins;
® plain caramel, caustic sulfite caramel, ammonia cara-
mel, sulfite ammonia caramel;

vegetable carbon;

carotenes;

paprika extract, capsanthin, capsorubin;

beetroot red, betanin;

anthocyanins;

calcium carbonate;

titanium dioxide;
iron oxides and hydroxides.

Other colors, among them artificial colors, are restricted
for use in dairy products (Table 1).

Sweeteners

The use of sweeteners is acceptable in energy-reduced
or no-added-sugar dairy products. Though bulk sweet-
eners such as sorbitol, sorbitol syrup, mannitol, isomalk,
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Table 1 Restricted dairy products and colors

Foodstuffs Permitted color Maximum level
Butter (including E160a Carotenes Quantum satis
reduced-fat butter and
concentrated butter)
Sage Derby cheese E140 Chlorophylls Quantum satis
Chlorophyllins
E141 Copper complexes of chlorophylls and
chlorophyllins
Ripened orange, yellow, E160a Carotenes Quantum
and broken-white E160c Paprika extract satis
cheese; unflavored E160b Annatto, bixin, norbixin 15mg kg’1
processed cheese
Red Leicester cheese E160b Annatto, bixin, norbixin 50mgkg~"
Mimolette cheese E160b Annatto, bixin, norbixin 35mgkg~’
Morbier cheese E153 Vegetable carbon Quantum satis
Red marbled cheese E120 Cochineal, carminic acid, carmines 125mgkg™"
E163 Anthocyanins Quantum satis
Edible cheese rind E180 Litholrubine BK Quantum satis
E160b Annatto, bixin, norbixin 20mgkg~’
Flavored and unflavored E160b Annatto, bixin, norbixin 15mgkg™"
processed cheese
Flavored processed E100, E102, E104, E110, E120, Curcumin, tartrazine, sunset yellow FCF, 100mgkg™"
cheese E122, E124, E129, E131, E132, orange yellow S, cochineal, carminic 150mg kg‘1
Desserts including E133, E142, E151, E155, E160d, acid, carmines, azorubine, carmoisine,
flavored milk products e, f; E161b ponceau 4R, cochineal red A, allura red
AC, patent blue V, indigotine, indigo
carmine, brilliant blue FCF, green S,
brilliant black BN, black PN, brown HT,
lycopene, beta-apo-8’-carotenal (C30),
ethyl ester of beta-apo-8'-carotenic acid
(C30), lutein
Edible ices 160b Annatto, bixin, norbixin 20mgkg™"

maltitol, lactitol, xylitol, and erythritol are permitted in
milk- and milk derivative-based preparations, and edible
ices to a quantum satis level, artficial sweeteners are
subject to level restrictions. Table 2 shows a few exam-
ples of energy-reduced or no-added-sugar dairy
products.

Table 2 Restricted dairy products and sweeteners

Stabilizers, Emulsifiers, and Thickeners

Hydrocolloids

For stabilizing and thickening purposes, hydrocolloids
such as alginates, agar, carrageenan, and cellulose, also
soybean hemicellulose, pectin, and the alginate-derived

Milk- and milk derivative-

Milk- and milk derivative-based Milk-based sandwich

based drinks preparations spreads
Sweetener (mg1~7) (mgkg™") (mgkg™)
E950 Acesulfame K 350 350 1000
E951 Aspartame 600 1000 1000
E962 Salt of aspartame/ 3507 3507 1000°
acesulfame”*
E962 Salt of aspartame/ 250 250 500
acesulfame”
E954 Saccharin and its Na, K, 80 100 200
and Ca salts
E959 Neohesperidine 50 50 50
E955 Sucralose 300 400 400

*Maximum usable doses for the salt of aspartame/acesulfame are derived from the maximum usable doses for its constituent parts aspartame (E951)
and acesulfame-K (E950). The maximum doses for both aspartame (E951) and acesulfame-K (E950) must not be exceeded by use of the salt of
aspartame/acesulfame, either alone or in combination with E950 or E951. Limits in this column are expressed either as “acesulfame-K equivalent

or Paspartame equivalent.
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propylene glycol alginate (PGA) are used in dairy pro-
ducts such as predominantly fermented milk drinks, milk
drinks, dairy desserts, cream, and ice cream (Table 3). The
use of such additives is product-specific and dependent on
the chemical composition as well as pH of the various
dairy products; for example, processed euchema seaweed
(PES) is used mainly in chocolate milk applications. The
use of additives in partially dehydrated and dehydrated
milks as well as in pasteurized cream is restricted.

In the European Union, the use of polysorbates (E432,
E433, E434, E435, E436) is restricted to ice cream, milk-
based desserts, and milk/cream analogues only.

Phosphates

Monophosphates such as sodium and calcium phosphates,
and also di-, tri-, and poly-phosphates function as stabilizers
in dairy products, though their predominant use in the dairy
sector is as emulsifying salts for processed cheese, cheese
preparations, and cheese-based sauces. Dicalcium phos-
phate is also used as a calcium source to form gels with
alginates, thus aiding the stabilizing or thickening process.

Table 3 Restricted additives in dried milk and cream

Coagulation Agents

In the manufacture of cheese a few additives such as citric
acid, calctum chloride, and glucono-delta-lactone are
used to aid the process of coagulation or curdling of
milk. There 1s no limit to which these additives may be
used; however, the use of additives is restricted for spe-
cific cheeses (Table 4).

Preservatives

The use of preservatives takes place predominantly in
cheese manufacturing. Permitted for use is sodium
nitrate up to a level of 150mgkg ™" cheese, and the
addition may take place in the milk or after coagulation
of the casein. Other permitted preservatives include
lysozyme, nisin, and hexamethylenetetramine, as well
as natamycin and propionates for surface treatment of
cheese (Table 5).

Also the sorbates and benzoates listed in Table 6 are

acceptable for use in cheese and milk.

Foodstuff Additive Maximum level
Partially dehydrated and dehydrated milk E300 Ascorbic acid Quantum satis
as defined in Directive 2001/114/EC E301 Sodium ascorbate
E304 Fatty acid esters of ascorbic acid
E322 Lecithins
E331 Sodium citrates
E332 Potassium citrates
E407 Carrageenan
E500(ii) Sodium bicarbonate
E501 (i) Potassium bicarbonate
E509 Calcium chloride
Plain pasteurized cream E401 Sodium alginate Quantum satis
E402 Potassium alginate
E407 Carrageenan
E466 Sodium carboxy methyl cellulose
E471 Mono- and diglycerides of fatty acids

Table 4 Restricted additives in cheese

Foodstuff Additive Maximum level

Ripened cheese E170 Calcium carbonate Quantum satis
E504 Magnesium carbonates
E509 Calcium chloride
E575 Glucono-delta-lactone
E500(ii) Sodium hydrogen Quantum satis (only for sour milk cheese)

carbonate
Mozzarella and whey E270 Lactic acid Quantum satis
cheese E330 Citric acid

E575 Glucono-delta-lactone
E260 Acetic acid
E460(iii) Powdered cellulose Quantum satis (only for grated and sliced Mozzarella and

whey cheese)
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Table 5 Permitted preservatives for dairy products

Name Foodstuff Maximum level
Nisin (1)
Ripened cheese and processed cheese 12.5mgkg "’
Clotted cream 10mgkg™’
Mascarpone 10mgkg™’
Natamycin Surface treatment of 1mgdm~2 surface

hard, semihard, and semisoft cheese

Hexamethylene tetramine Provolone cheese

25mgkg~" residual amount, expressed as formaldehyde

Table 6 Permitted sorbates and benzoates in dairy products

Maximum level

(mgkg™’)

Foodstuff Sorbates Sorbates + benzoates
Cheese, prepacked, sliced 1000 -

Unripened cheese 1000 -

Processed cheese 2000 -

Layered cheese and cheese with added foodstuffs 1000 -

Non-heat-treated dairy-based desserts - 300

Curdled milk 1000 -

Lactic acid is widely used for its preservative
function. Often it is used together with acetic acid to
inhibit the growth of yeast. Applications in the dairy
sector would be processed cheese, ricotta, and brined
cheeses.

Antioxidants

When their use is not explicitly excluded by legislation,
ascorbates and tocopherols are used for their antioxidant
properties in dairy products.

The use of gallates, butylated hydroxyanisole (BHA),
and butylated hydroxytoluene (BHT) is permitted only
in milk powder for vending machines.

Functions of Additives in Dairy Products in
the United States

The Federal Food, Drug and Cosmetic Act (FFDCA) lays
down the framework for food safety at the Federal level in
the United States. This includes the definitions and
principles of the use of food additives. The provisions of
the Act are enforced by the Food and Drug
Administration (FDA) through more detailed regulations
laid down in Title 21 of the Code of Federal Regulations
(21 CFR). Substances intended for use in the manufacture
of foodstuffs for human consumption are classified into
three categories:

® food additives, defined as substances the intended use
of which results or may reasonably be expected to
result, directly or indirectly, either in their becoming
a component of food or otherwise affecting the char-
acteristics of food;

® prior-sanctioned food ingredients, which are sub-
stances that received official approval for their use in
food by the Food and Drug Administration (FDA) or
the US Department of Agriculture (USDA) prior to
1958; and

® substances generally recognized as safe (GRAS),
which are substances recognized by the experts
experienced and trained in evaluating the safety of
food substances to be safe for their intended use in

food.

21 CFR parts 170-190 lay down provisions for the use of
additives and substances in foodstuffs. These regulations
cover all substances permissible in foodstufts.

In addition to the substances listed or affirmed in the
regulations as GRAS, there are also some substances that
have been ‘notified” as GRAS. These are also covered by
the regulations.

Colors

Most dairy products, including cheese, may contain per-
mitted colors provided they do not impart a color
simulating that of milk fat or butterfat.
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The following colors are exempt from certification and
may be used in dairy products in accordance with good
manufacturing practice (GMP) unless otherwise indicated:

® annatto extract;

® dehydrated beets (beet powder);

® canthaxanthin, to a maximum of 30 mglb~" (11b=454.6g)
in solid or semisolid foods, and a maximum of 30 mg pint ™'
(1 pint = 568.3 ml) in liquid foods;

® caramel;

® beta-apo-8-carotenal, to a maximum of 15mglb™" in
solid or semisolid foods, and a maximum of 15 mg pint '
in liquid foods;

® (3-Carotene;

cochineal extract, carmine;

® ferrous gluconate and ferrous lactate, only for ripe
olives in accordance with GMP;

® roasted, partially defatted, cooked cottonseed flour;
grape color extract (for nonbeverage foods only);
grape skin extract, only for still and carbonated drinks
and ‘ades’ and beverage bases;

fruit juice;

vegetable juice;

carrot oil;

paprika, paprika oleoresin;

riboflavin;

saffron;

sodium copper chlorophyllin, only for citrus-based
dry beverage mixes to a maximum of 0.2% in the

dry mix;

® synthetic iron oxide, only for sausage casings to a
maximum of 0.10% by weight of finished food;

® titanium dioxide, to a maximum of 1%;

® mica-based pearlescent pigments (titanium dioxide
coated), to a maximum of 1.25% in cereals, confections
and frostings, gelatin desserts, hard and soft candies
(including lozenges), and chewing gum;

® tomato lycopene extract, tomato lycopene concentrate;
and

® curmeric and Turmeric oleoresin.

The following colors are subject to certification:

FD&C Blue No. 1,
FD&C Blue No. 2;
FD&C Green No. 3;
FD&C Red No. 3;
FD&C Red No. 40,
FD&C Yellow No. 5; and
FD&C Yellow No. 6.

A number of other colors are listed provisionally and
await reevaluation. These include the aluminum and
calcium lakes of the substances listed above, with the
exception of the lakes of FD&C Red No. 3.

Cheese and cheese products have standards of identity
defined under Title 21 of the Code of Federal

Regulations (21 CFR) part 133. For some cheeses such
as Asiago fresh, soft, medium, and old cheeses; blue
cheese; cheese; Gorgonzola
cheese; Provolone cheese; and Romano cheese, the use
of blue or green color is permissible in an amount
sufficient to neutralize the natural yellow color of the
curd.

Other cheeses such as Edam, Gouda, and cold-pack
cheese food (processed cheese), or cream cheeses with
added foods may contain harmless artificial coloring.

Individual standards of the US CFR apply for milk,
different kinds of cream, acidified milk, cultured milk, and
concentrated and dehydrated milks, as well as yogurt. For
these products, the only optional ingredients that may be
used in milk include characterizing flavoring ingredients
with or without coloring. However, the color additives
used must not impart a color simulating that of milk fat or
butterfat.

Caciocavallo  Siciliano

Sweeteners

The CFR distinguishes between nutritive and non-nutritive
sweeteners. Non-nutritive sweeteners are substances
having less than 2% of the calorific value of sucrose per
equivalent unit of sweetening capacity. The following
substances are permitted: acesulfame K; aspartame; sac-
charin and its sodium, ammonium, and calcium salts;
sucralose; and neotame.

Nutritive sweeteners are substances having more than
2% of the calorific value of sucrose per equivalent unit of
sweetening capacity. The substances mannitol, sorbitol,
and xylitol are permitted for this purpose.

All artificially sweetened products are considered
to be special dietary foods. With the exception of man-
nitol (max. 2.5%) and sorbitol (12%) all sweeteners can
be applied to GMP unless otherwise specified in the
CFR.

Most of the plain dairy products are not permitted
to contain sweeteners. Flavored milks may contain gen-
erally permitted nutritive sweeteners as a result of their
use in characterizing flavoring ingredients; saccharin,
ammonium saccharin, calcium saccharin, and sodium
saccharin are permissible up to a combined maximum
of 12mgfloz™" (1floz=29.57ml), calculated as
saccharin.

Non-standardized dairy-based drinks, non-standardized
yogurt-type products, and non-standardized cheeses may
contain generally permitted nutritive and non-nutritve
sweeteners. Pasteurized cream, sterilized cream, UHT
cream, whipped and whipping cream, and reduced-fat
creams are allowed to contain generally permitted nutri-
tive sweeteners. Sweeteners are not used in milk and cream
powders.
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Stabilizers, Emulsifiers, and Thickeners

Pure milk, buttermilk, and condensed milk are not
allowed to contain additives. However, milk products
such as yogurt, acidified milk, curdled milk, and eggnog
may be stabilized with safe and suitable generally per-
mitted stabilizers such as carrageenan and potassium
chloride to the GMP level. The use of other stabilizers
and thickeners such as guar gum and karaya gum is
restricted.

Pasteurized cream (including half-and-half, heavy
cream, light cream), sterilized cream, UHT cream,
whipped and whipping cream, and reduced-fat creams
may contain safe and suitable generally permitted emul-
sifiers and stabilizers.

Non-standardized dairy-based drinks and fermented
milk products are allowed to contain safe and suitable
generally permitted miscellaneous additives, whereas for
these products the use of guar gum and karaya gum is
restricted.

Stabilizers used in cream cheese are calcium acetate,
carob gum and guar gum. Dioctyl sodium succinate can
be used to a maximum of 0.5% of the other stabilizers
used.

In the manufacturing of most of the standardized
cheeses, the use of stabilizers, emulsifiers, or thickeners
does not play a role and 1s also legally not permitted.

However, for non-standardized cheeses, the stabili-
zers, emulsifiers, and thickeners listed in Table 7 are
used.

For processed cheeses, monosodium phosphate, diso-
dium phosphate, dipotassium phosphate, trisodium
phosphate, sodium hexametaphosphate, sodium acid
pyrophosphate, tetrasodium pyrophosphate, and sodium
aluminum phosphate are employed, though their predo-
minant function is that of an emulsifying salt. In
combination with sodium citrate, potassium citrate, cal-
cium citrate, sodium tartrate, and sodium potassium
tartrate, singly or in combination, emulsifying salts should
not exceed 3%.

Acetic, citric, lactic, and phosphoric acids should only
be used in such a way that the pH of the final product
does not exceed 5.

Table 7 Permitted additives for non-standardized cheeses

Coagulation Agents

Calcium chloride is used as a coagulation aid in cheese
production but must not exceed 0.02% (calculated as
anhydrous calcium chloride) of the weight of the dairy
ingredients.

Enzymes of animal, plant, or microbial origin are also
used in curing or flavor development.

Antioxidants, Antimycotics, and Preservatives

Dairy products, including cheese, may not contain anti-
oxidants with the exception of non-standardized cheeses,
dairy-based drinks, fermented milks (other than yogurt),
and preserved milks. Where they are permitted, the
usually applied antioxidants are ascorbic acid, calcium
ascorbate, sodium ascorbate, ascorbyl palmitate, erythor-
bic acid, sodium carbonate, and tocopherols, which can be
added according to GMP.

Similar is the case of preservatives. Dairy products,
here excluding cheese, may not contain preservatives
with the exception of non-standardized cheeses, dairy-
based drinks, fermented milks (other than yogurt), and
preserved milks.

Safe and suitable antimycotic agents are generally
employed but their use must be verified with the indivi-
dual standards, as for some cheeses they may be applied
only on the surface of the cheese. Non-standardized
cheeses may contain safe and suitable generally permitted
preservatives as well as the antimycotics calcium
propionate and sodium propionate to the GMP level.
Antimycotic agents such as natamycin may be applied to
the surface of slices or cuts in consumer-sized packages or
to the surface of the bulk cheese during curing up to a
maximum of 20 mgkg™".

Preservatives employed in processed cheeses such as
cold-pack and club cheese; cold-pack cheese food; cold-
pack cheese food with fruits, vegetables, or meats; and
pasteurized processed cheese spread are restricted to sor-
bic acid, potassium sorbate, and sodium sorbate, singly or
in combination, or sodium propionate and calcium pro-
pionate, singly or in combination, whereas the levels must
not exceed 0.3%.

Maximum
Additive level
Calcium acetate (also as a firming agent, pH control agent, sequestrant and texturizing agent) 0.02%
Calcium chloride (also as an antimicrobial agent, curing and pickling agent, firming agent, flavor enhancer, 0.2%
humectant, pH control agent, surface active agent, synergist and texturizer)
Carob gum (locust bean gum) 0.8%
Guar gum 0.8%
Propylene glycol alginate 0.9%
Sodium tartrate and sodium potassium tartrate GMP
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Nisin preparations are used in pasteurized processed
cheese spread and pasteurized cheese spread, including
these products with fruits, vegetables, or meats, up to
250mgkg ™.

Bleaching agents

For most cheeses, benzoyl peroxide or a mixture of ben-
zoyl peroxide with potassium alum, calcium sulfate, and
magnesium carbonate is used to bleach the dairy ingre-
dients; the use is restricted, and the weight of the
potassium alum, calcium sulfate, and magnesium carbo-
nate, singly or in combination, must not constitute more
than 0.002% of the weight of the milk being bleached.

See also: Additives in Dairy Foods: Legislation; Safety.
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Introduction

Amid a variety of health scares in the late 1970s and early
1980s, the consumer very quickly became convinced that
additives were dangerous chemicals to be avoided at all
costs. The additives debate was both emotional and con-
troversial, with experts openly disagreeing, leaving
consumers feeling angry and suspicious.

By the mid-1990s, things appeared to have calmed
down somewhat, and although many consumers were
still concerned, interest in organic and natural foods had
begun to rise and other health issues started coming to the
fore, particularly food scares such as bovine spongiform
encephalopathy (BSE) in beef and salmonella in chickens
and eggs. Consumers also started becoming more aware of
some of the potential benefits of additives, including
improved appearance of food and increased storage time
and less risk of food mold/microbial growth. However,
there are still high levels of concern over the potentially
harmful effects of additives in children. This article
describes the consumer perception of and attitude to
food additives and looks at trends and developments in
the dairy market.

Key Trends in the International Dairy
Market

Virtually all innovative new product development in the
international dairy industry can be classified under at
least one of four key themes, each of which continues to
play a significant role in influencing the ways in which
modern consumers eat.

These four broad trends are (1) health and wellness;
(2) premiumization and indulgence; (3) convenience and
snacking; and (4) lifestyle and ethics.

In health and wellness, the focus had untl recently
been shifting to the addition of ingredients rather than
removal (i.e, fat and calorie reduction in dairy products
increasingly being replaced by functionality as the prime
route to a health and wellness positioning). However,
there has been a slight shift away from this trend in
some segments over the last year or so, with emphasis
now more on naturally made products with as few
additves as possible.

Functional ingredients, though, have become the
mainstay of some segments of the dairy sector such as

yogurts and milk, as these are considered very good
carriers of such ingredients and there is an ongoing
trend toward increasing the focus on specific health
benefits. Although many functional ingredients have a
generally positive image among consumers, the increas-
ing trend — certainly for new-generation functional
products — is to pay more attention to the ultimate effect
of all the ingredients on health rather than to a specific
ingredient. As a result, combining of several functional
ingredients is an increasingly common practice, as manu-
facturers target a specific health issue or promote their
products as general wellness foods.

Functional ingredients and other healthy ingredients
that have a strong ‘natural’ image are generally perform-
ing the best. For example, in the functional arena, this
means good growth potential for the likes of probiotics,
which can boost the levels of ‘friendly’ bacteria already
found in the body, and omega-3 fatty acids, which have a
‘natural’ image, thanks to their close association with fish
and other natural marine sources. The naturalness issue 1s
also prompting increased interest in superfood ingredi-
ents, particularly the many antioxidant-rich superfruits.
Superfood ingredients generally have a dual benefit in
that they give a more ‘premium’ image to end products as
well as a healthier profile.

Although functional dairy products can command
higher prices, offer better margins to suppliers, are a
good way to establish strong brand awareness, and receive
high levels of customer loyalty, their development does
also require higher levels of investment to create and
establish new concepts. As a result, the market is generally
being driven by world’s larger branded dairy companies,
which can afford this initial outlay. With a current focus
on more economy variants in the recession and with the
health claims procedure in the European Union adding
further pressure, it is possible that future investment in
R&D might be cut back, adversely affecting the level and
diversity of new-product activity.

With regard to the premiumization and indulgence
trend, more unusual and upmarket ingredients and flavors
are adding value to products in the dairy beverages,
yogurts and desserts, cheese, and ice cream sectors in
particular. Meanwhile, there has also been a shift toward
targeting more products at adults. In yogurts and desserts,
the development of superpremium products is attracting
an older consumer base, while the ice cream market is
constantly moving upmarket. Regionality and sourcing

41
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of ingredients from specific countries are other routes to
adding value, and such strategies have successfully been
adopted in the milk, yogurt, cheese, and ice cream
categories to date.

The convenience and snacking trend is driven by an
emphasis on portability and portioning (single-serve for-
mats). Flavored milks in lidded on-the-go cups represent
a prime example of portability, as do spoon-free yogurts
and desserts and hand-held ice creams. Cheese snacks and
single-serve dessert formats are other sectors that make
full use of portioning. The development of 100-calorie
portions in the United States is another trend impacting
the market in both the convenience and the health-
and-wellness categories. These single-serve formats
allow consumers to monitor their calorie intake at the
same time as providing convenient, single-serve formats
for snacking.

In the lifestyle and ethics category, the organic revolu-
tion has been central to new product development (NPD)
(despite the recent downturn in the fortunes of the organic
sector owing to economic recession). The success of
organics is also very much linked with premiumization
issues, as consumers often consider organic foods to be of
better quality than standard lines and, in response to this,
many of the organic developments (particularly in the
yogurt and desserts, and ice cream sectors) now primarily
use premium ingredients as well as organic milk.
Fairtrade, most closely linked with sectors such as coffee
and chocolate, is also beginning to make its mark in a
much wider range of markets, and the dairy sector has
not escaped its attention. To date, most of the Fairtrade
developments have been found in the ice cream market,
where coffee, vanilla, and chocolate flavors are most pro-
minent, but there is scope for further development in
other dairy markets in the future. The Fairtrade move-
ment also tends to be closely linked to the organic industry
and, as a result, many of the Fairtrade ice cream products
appearing also contain organic ingredients.

New-Product Launches as an Indicator
of Trends

Reviewing recent product launches in the UK market,
one can see that health, convenience, and premiumization
remain the key trends. Health is the driving force behind
the yogurt category, which is increasingly being spear-
headed by functional brands. Numerous products have
been relaunched on a health platform in the last two
years, often highlighting calcium content (especially chil-
dren’s products), as well as promoting the versatility of
yogurt. However, although probiotic ingredients are now
par for the course, functional ingredients as a whole are
still an area of confusion for consumers and not all

guarantee success (as evidenced by Miller removing
omega-3 from its Vitality brand).

The luxury end of the yogurt market also continues to
witness high levels of innovation. Danone has attempted
to bridge the gap between functionality and luxury with
its Activia Intensely Creamy launch in 2008. Also at the
premium end, the Swiss dairy company Emmi launched
muesli yogurts in the market in 2007. This launch also
reflected another growing trend: positioning of yogurt as a
specific breakfast product.

Highlighting the origin or type of fruit/flavor has been a
marked feature of the market in recent years, for example,
Madagascan Vanilla, Senga Strawberry, and Champagne
Rhubarb. This development meets the growing consumer
demand for more authentic flavors and tastes and for
provenance in food. Several Lassi products have also been
launched in the market on this type of platform.

In the cheese sector, provenance has been a key trend
with growing demand for cheese produced from local
milk and with local ingredients. The health drive also
has impacted this area, though, with numerous lower-fat
cheese variants appearing. Dairy Crest and Lactalis have
introduced lighter Cheddar versions, within their
Cathedral City and Seriously ranges, respectively. The
UK reduced-fat Cheddar market was worth £56 million in
2008, according to TNS, and growing strongly, up by
36%. The key challenge that producers are trying to
address is how to improve the taste of lower-fat cheeses.

Children’s cheeses have also been a focus area, parti-
cularly healthier variants. Kerry Foods launched a light
version of its Cheestrings brand in 2007 and then
relaunched the full range in 2008 with a greater emphasis
on the nutritional aspects of the product. Kraft Foods
relaunched Dairylea Lunchables in 2007 with less fat
and reduced salt levels as well as its Philadelphia Light
snack brand. Dairylea Bites also no longer contains artifi-
cial colors, flavors, or preservatives.

Continental cheese has also been a growing area of
interest with British consumers becoming more adven-
turous with both their cooking and their eating habits.
Retailers have been reporting strong sales of Feta,
Emmental, Parmesan, Mozzarella, and goat’s cheese,
and new products are appearing in these sectors.

Cheese with added fruit (e.g, Wenslydale with
cranberries, Stilton with apricots) continues to emerge,
while several smoked cheeses have appeared on the
market. A general trend toward more premium and
mature varieties, such as the vintage Cheddar, and strong
flavors has also been witnessed indicating that taste has
become a key area of focus with a more adventurous
consumer base emerging in this area.

Convenience also continues to remain a key issue
influencing development of the UK cheese market, with
mini portions and lunchtime snack products being a focus,
along with presliced, resealable, and grated formats to
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save preparation time. Fondue has also made a return to
the market as more consumers turn to comfort food and
entertaining at home instead of eating out.

Consumer Perception

Food has its principal nutritional function in all cultures.
In addition, food is a source of basic pleasure, of aesthetic
experiences, and of medicine—poison dimension.

We perceive food-and-drink products using our five
human senses — sight, smell, taste, touch, and hearing —
and it 1s thus important to consider how the senses influ-
ence our perception.

1. With our sense of sight we measure the appearance of
food-and-drink products. The appearance is in most
instances the first information we obtain on a product,
and we thus make our first judgements. The main
elements of the appearance of food or drinks are likely
made up by the following:

Product packaging

Product color

Product size and shape

Clarity of beverages

Composition of foods

Surface texture of products

2. Smell is the sense of volatile stimuli perceived by our
nasal cavity. We perceive smell through our nose
(orthonasal) and via our mouth (retronasal), when con-
suming food-and-drink products.

3. Taste is the sense of dissolved involatile stimuli per-
ceived with our taste buds on our tongue, palate, and in
our throat. We recognize five different basic tastes:
sweet, salt, sour, bitter, and umami.

4. With our sense of touch, we mainly feel the product

texture. T'ouch comprises two components: the tactile

surface response from skin (somaesthetic sensations) and
kinesthesis, a deep response from muscles and tendons.

Hearing may be an important sense for some food-and-

drink products. Sound is often linked with the fresh-

ness of products, for example, the sounds a soda drink
makes when opening the bottle, the snap of breaking
chocolate, or the crunch of fruits and vegetables.

w

Our senses interact with each other. The appearance of a
product will, for example, have an influence on how we
perceive the product’s flavor, with increase in color giving
an increased flavor perception.

Consumer Perception of Food Additives

Besides the taste, the most important aspect about foods
for the American people is what it contains. The
American people appear to think that natural foods are

better. A similar conclusion on the inclination to believe
that foods are better when they are natural was arrived at
in an online research study by Leatherhead Food
Research in 1996, where two-thirds of the respondents
perceived the pack claim ‘natural’ as important in deter-
mining their food or drink product choice. In line with
this, additives identified as ‘artificial’ evoke strident criti-
cism. This emotional focus on artificial additives gives the
perception that man-made chemicals are more dangerous
to health than chemicals naturally present in our foods —
an erroneous perception.

In a study on what people think about contributors to a
healthy life, reduction in additives came in at the ninth
place, with reduction in smoking, increasing the con-
sumption of fresh fruit and vegetables, and regular
exercise covering the top three (Figure 1).

In the same study carried out in the United Kingdom,
consumers accepted that, overall, additives in foods and
drinks had both advantages and disadvantages. Nearly
two-thirds agreed that additives extended the shelf life
of foods and drinks, and almost as many agreed that some
additives were essential for the shelf life of processed
foods. However, despite additives being accepted as
necessary in food and drink to some extent, the automatic
assumption was that additives were ‘bad’, and not that
they might be there to make the food safer, and about
three-quarters of the respondents agreed that additives
should be universally reduced in food products.

Less than a quarter of the respondents recognized that
an E number is an indication of European safety approval
of the food product; E numbers were generally seen as the
‘baddie’. When told in the discussion groups that E num-
bers were intended to be informative and reassuring in
that all foods containing E numbers had been tested to the
highest safety standards, there was sincere astonishment
among the consumers.

Although consumers’ response was generally unfavor-
able toward additives, their knowledge of additives was
limited. Less than two-thirds of the respondents recog-
nized at least half of the 19 additives shown. This is an
important consideration for manufacturers especially
with regard to food product labeling, for not only will
the consumers not understand the relevance of its inclu-
sion, but they will not even recognize the word.

Most of the ingredients with the word ‘artificial’,
synthetic, or some sort of technical/scientific reference
in their description were automatically assumed to be an
addituve. Conversely, those with the word ‘natural’ or
functional in them were far less likely to be classed as
additves.

Although salt is technically not an additive, consumers
were most concerned about salt. This concern was
undoubtedly fueled by the Food Standards Agency
advertisements. Most concerns about additves were
regarding artificial flavors, synthetic colors, monosodium
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Leatherhead Food Research (2006) Additives and Attitudes, a UK Consumer Perspective. Leatherhead ed. Leatherhead Food

Research.

glutamate (MSG), and artificial sweeteners; respondents
were least concerned with natural flavors, functional
foods, and vitamins and minerals (Figure 2).

In a study by Rozin and colleagues covering food
attitudes of Japanese, French, Belgian, and American
people, it appeared that women showed a greater con-
cern about the food-health link and were relatively
more interested in nutrition than were men. In general,
it was found that among the four studied groups,
Americans associated food most with health and least
with pleasure, and the French people were most food
pleasure oriented and least food health oriented.

Overall, 25% of the respondents claimed to check
product labels for additive information either all or most
of the time when they were shopping. However, just over
1 in 10 admitted to never checking the labels for additive
information. Of the respondents who did check labels,
39% to some extent confessed to finding the additive
information on food product labels difficult or very diffi-
cult to understand (Figure 3).

Looking at product sectors (Table 1), respondents
perceived the soft drinks category to have the highest
levels of food additives. Processed cheese was per-
ceived by the consumers as the dairy product with

the highest level of additives. Figure 4 shows the
perceived additive levels for each of the dairy products
questioned about.

Sensory Panel and Consumer Evaluation
of Dairy Products

Sensorial responses to food products can be measured
using trained sensory panels or untrained consumers.
Consumers will give their hedonic response toward
food products; for example, they are able to tell which
products are liked, which one is preferred in a sample
set, and whether specific sensory characteristics are
acceptable. Consumers are unlikely to give feedback on
specific sensory characteristics, such as the sourness
intensity, firmness or unripe aftertaste. For this detailed
feedback on product characteristics trained assessors
should be wutilized. Trained assessors are usually
screened in basic tastes recognition, odor evaluation,
ability to discriminate stimuli, and ability to verbalize
and quantify sensory characteristics. In addition, they
are trained in specific test methods and products.
Specifically for the evaluation of dairy products,
some consideration should be given to the serving
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Figure 3 Understanding of additive information on food
product labels. From Leatherhead Food Research (2006)
Additives and Attitudes, a UK Consumer Perspective.
Leatherhead ed. Leatherhead Food Research.

temperature and the sourness of the products, as these
may influence and, if not correctly presented, bias the
perception.

Important attributes of dairy products include color
and texture on appearance; aroma and flavor character-
istics such as dairy, creamy, and sour milk; sweet and
sour taste; and the texture and mouthfeel attributes
such as smoothness, thickness, creaminess, and viscos-
ity. Also the aftertaste and afterfeel should be taken
into account, as dairy products may often give some
aftereffects too.

Table 1 Food and drink categories ranked by perceived
additive levels

High Low Do not know

Category % of respondents

Soft drinks 81 8 11
Crisps/savory snacks 77 9 14
Ready meals 75 10 15
Diet soft drinks 73 17 10
Sweets/chocolates 70 16 14
Biscuits/cakes 69 18 13
Sauces 60 19 22
Processed cheese 58 20 22
Processed meat 52 34 14
Ice cream complements 51 22 27
Milk shakes 45 35 21
Ice cream 43 31 26
Cereal bars 35 51 14
Bread 24 65 12
Fruit juice 23 69 8
Breakfast cereals 18 67 15
Yogurts 15 72 13

From Leatherhead Food Research (2006) Additives and Attitudes, a UK
Consumer Perspective. Leatherhead ed. Leatherhead Food Research.

When specific attributes are being evaluated, it is
imperative that the attributes be well understood by the
assessors. Some examples of dairy attributes and their
definitions are given in Table 2.
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Table 2 Examples of dairy attributes and their definitions

Attribute Definition

Visual thickness Perceived thickness of sample
upon dropping off spoon

Dairy Flavor of cream, milk, Greek yogurt

Thickness Thickness of yogurt in mouth

Creamy mouthfeel Creamy mouth-coating effect

Consumption of Dairy Products

The major European dairy markets of Germany, France,
Italy, and the Netherlands offer their consumers a
wide array of dairy products and ranges, and dairy
products are viewed very favorably by most consumers

as a key part of their diet. These markets are characterized
by particularly high levels of cheese and butter
consumption.

For UK and Spanish consumers, on the other hand,
most of their dairy intake is in the form of liquid milk. US
consumers take less dairy products in their diet in general
than do European consumers, while the dairy markets of
Asia, Latin America, and the Middle East/Africa,
although fast growing, are significantly less developed.

The dairy product range on offer in France is parti-
cularly extensive, and French consumers take great
pride in their own expertise in dairy production.
France produces over 1000 cheese types, and almost all
French households purchase cheese. With an average
per caput consumption of 23.7kgyr', France is the
world’s second largest cheese consumer (only behind
Greece). French consumers have a strong knowledge of
dairy products and of ‘terroirs’ (regional specialties) and
traditional products in particular.

A survey for the Dairy Council in the United
Kingdom in April 2008 found that 77% of consumers
agreed or strongly agreed with the statement ‘Dairy
products are healthy’ (this figure rose to 88% just for
yogurt and 93% just for milk, but declined to 49% for
cheese and 31% for butter). Of the consumers, 88%
agreed or strongly agreed with the statement ‘Dairy
products are good for children’. This survey also found
that dairy products were the most common source of
food allergies, although only 55% of the people claiming
to have a food allergy were actually medically diagnosed
as having one.

With 12 million Germans reportedly being lactose-
intolerant (according to the website of OMIRA
Oberland—Milchverwertung Ravensburg GmbH), the
high levels of dairy consumption in Germany reflect the
importance of the category to the rest of the population

(Table 3).

Table 3 Per caput consumption levels of dairy products,
2007 (kg per capita)

Liquid milk Butter Cheese

Germany 64.2 6.4 20.5
France 67.1 7.9 23.7
Italy 60.1% 2.9% 22.6°
The Netherlands 79.4° 5.5° 21.5°
Spain 107.67 1.0¢ 9.3°
The United Kingdom 115.6 2.6 10.1
The United States 86.1 2.2 151
22006.

b20085.

©2004.

92003.

EU figures from CNIEL, L’Economie Laitiere en Chiffres 2009, US
figures converted from University of Wisconsin (Brian Gould,
Agricultural and Applied Economics, UW Madison).
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Consumer Demand for Clean Labels

Removal of artificial colors, flavors, and preservatives has
been a key feature within many food categories in recent
years, as consumers have become more aware of the
presence of these substances and have taken a greater
interest in nutrition and the link between diet and health.
Consumers are becoming more sophisticated and knowl-
edgeable, whilst food markets are becoming increasingly
global — trends in the West are swiftly reflected else-
where, as a result of which it is no longer possible for
manufacturers to treat regional markets differently.
Historically, removing things from foods has reduced
their taste and mouthfeel quality. It is therefore the task
of the additives industry to develop effective ways to
counter act this.

Recent emphasis has been on moving to foods with
inherent goodness. Hence ‘natural’ was the top claim on
all new food and drink products launched globally in 2008
(accounting for 23% of all new product launches, accord-
ing to Mintel’s Global New Products Database). Words
such as ‘naturally rich in’ (e.g, antioxidants), ‘wholesome’,
and ‘nutritious’ are describers that consumers increasingly
understand and wish to see.

The superfood trend has led to significant interest in
fruits, nuts, seeds, and cereals that offer added health
benefits owing to their antioxidant, mineral, or fiber con-
tent. Throughout the food industry, fruits rich in
antioxidants, including pomegranate, blueberry, cran-
berry, and agai, are becoming particularly popular and,
although their use is perhaps most pronounced in the soft
drinks industry, the yogurt sector has not been immune to
the superfruit phenomenon.

In general, superfruit flavors are most commonly used
in yogurt ranges that already offer some kind of natural
(e.g., organic) or healthy (e.g., heart healthy) positioning.
Innovation in the yogurt market has involved products
containing fruits such as cranberry, acerola, pomegranate,
acai, and blueberry.

In terms of the leading health-positioning categories
for new dairy products, between January and July 2009,
Innova Market Insights recorded the following as the top
positioning claims globally: (1) digestive/gut health (14%
of all launches); (2) low fat (14%); (3) allergen-free (9%);
(4) vitamin/mineral fortified (8%); and (5) no additive/
preservative (7%).

An example of a dairy product tapping into the natural,
clean label trend is Hiagen—Dazs with its ice cream brand
Five™ launched in early 2009, which contains just five
ingredients: skim milk, cream, sugar, egg yolks, and a
flavor (e.g., mint extract for the ‘mint’ version).

Natural and Greek-style yogurts are experiencing
something of a resurgence in several countries at present,
prompted perhaps by an increasing demand for more

natural foodstuffs and by an interest in new ways of eating
yogurt, for example, with honey for breakfast or in
cooking. The UK yogurt market has seen particular
strength in recent times and own-label suppliers have
recently got into the act with the launch of their own
breakfast yogurts combining natural yogurt with honey or
granola, and even their own organic natural and Greek-
style yogurts. It was reported by Danone in 2009 that
natural and Greek-style yogurts represented 11% of the
healthier yogurt and yogurt drinks market (which itself
was 42% of the total yogurt and pot desserts market) in
the United Kingdom and were experiencing strong
growth.

However, there are significant regional differences in
the performance of natural and Greek yogurts. In many
Continental European countries, for example, natural
yogurt has a fairly mature image and is attracting little
significant NPD. In general, Greek-style yogurts appear
to have a more widespread appeal and are performing
fairly well throughout the world. Greek-style yogurts
generally contain more fat than do standard yogurts but,
despite this, consumer interest is increasing, thanks to
their positive image of quality. In addition, leading sup-
pliers have offered reduced-fat versions to appeal to the
health-conscious consumer, while organic versions are
becoming more widespread.

The Future

The maturing dairy markets of Western Europe and
North America will not be the prime drivers of future
growth in the industry; that will come from developing
dairy markets such as those of Eastern Europe, China, and
India.

Cheese sales in Western Europe for example are fore-
cast to decline by 0.1% per annum in volume terms
between 2008-12, versus growth of 4.2% per annum in
Eastern Europe, and 8.3% growth per annum 1in Asia.

Health looks set to remain the most dominant of the
megatrends. Healthy options in dairy have significantly
outperformed the rest of the dairy sector in recent years.
For example, healthy dairy options grew 36.2% in value
in Germany between 2003 and 2008 versus only 7.3%
growth for dairy sales as a whole.
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Introduction

The legislation on food additives is broadly based on
safety and more specifically aims to ensure the protection
of public health regarding the use of additives in food-
stuffs as well as informing consumers about their presence
in food products.

However, additive legislation differs significantly
between different regions of the world, in terms of the
way it is structured, the specifications of the additives, and
the acceptability of certain additives in specific foodstuffs.
This makes it very difficult for additive suppliers and
food manufacturers to be able to market the same food
product globally.

One of the challenges to international organizations
such as the Codex Alimentarius Commission is to try to
achieve legislative harmonization in the use of food addi-
uves throughout the world. The European Union, the
United States, and Japan will be covered specifically
below.

Definition of a Food Additive
Codex Alimentarius - International Standard

The Codex standard on food additives defines food
additives as

Any substance not normally consumed as a food by
itself and not normally used as a typical ingredient of
the food, whether or not it has nutritive value, the
intentional addition of which to food for a technological
(including organoleptic) purpose in the manufacture,
processing, preparation, treatment, packing, packaging,
transport or holding of such food results, or may be
reasonably expected to result (directly or indirectly),
in it or its by-products becoming a component of or
otherwise affecting the characteristics of such foods.
The term does not include contaminants or substances
added to food for maintaining or improving nutritional

qualities.

The Codex standard on food labeling lists the different
classes of food additives as follows (nonexhaustive list):

acidity regulator,
flavor enhancer,
acids,

foaming agent,

o =

5. anticaking agent,

6. gelling agent,

7. antifoaming agent,

8. glazing agent,

9. antioxidant,

10. humectant,

11. bulking agent,

12. preservative,

13. color,

14. propellant,

color retention agent,
16. raising agent,

17. emulsifier,

18. stabilizer,

19. emulsifying sal,

20. sweetener,

21. firming agent,

22. thickener, and

23. flour treatment agent.

European Union

The additives directives, namely 94/35/EC on sweet-
eners, 94/36/EC on colors, and 95/2/EC on food
additives (other than colors and sweeteners), are about
to be repealed by Regulation (EC) 1333/2008, which is
part of the so-called European Food Improvement Agents
Package (FIAP) published in December 2008.

The FIAP includes the following regulations:

® Regulation (EC) 1331/2008 of 16 December 2008
establishing a common authorization procedure for
food additives, food enzymes, and food flavorings;

® Regulation (EC) 1332/2008 of 16 December 2008 on
food enzymes;

® Regulation (EC) 1333/2008 of 16 December 2008 on
food additives; and

® Regulation (EC) 1334/2008 of 16 December 2008
on flavorings and certain food ingredients with flavor-
ing properties for use in and on foods.

Regulation (EC) 1333/2008 on food additives applies
from 20 January 2010. This regulation simplifies the old
legal framework on food additives by grouping food col-
ors, food sweeteners, and other food additives under the
same piece of legislation, while these were controlled
since 1994 under three different EC directives the

49
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implementation of which differed slightly between mem-
ber states. This regulation, however, will apply directly in
all member states.

According to Regulation (EC) 1332/2008, additives
must be

— safe when used,

used for a technological need,

— used without misleading the consumer, and
used for benefiting the consumer.

The EU legal definition of food additive is laid down in
Commission Regulation (EC) 1333/2008 on food addi-
tves, which applies from 20 January 2010. This definition
1s very similar to the Codex definition:

Any substance not normally consumed as a food in itself
and not normally used as a characteristic ingredient of food,
whether or not it has nutritive value, the intentional addi-
don of which to food for a technological purpose in the
manufacture, processing, preparation, treatment, packaging,
transport or storage of such food results, or may be reason-
ably expected to result, in it or its by-products becoming
directly or indirectly a component of such foods.

The regulation specifically excludes

® processing aids (see section ‘Processing aids versus
food additives’);

® substances used for the protection of plants and
plant products in accordance with community rules
relating to plant health (e.g, pesticides, herbicides,
insecticides);

® substances added to foods as nutrients (e.g., minerals or
vitamins);

® substances used for the treatment of water for human
consumption falling within the scope of Council
Directive 98/83/EC on drinking water quality;

® flavorings as they are regulated under Regulation (EC)
1334/2008 on flavorings and certain food ingredients
with flavoring properties; and

® food enzymes as they are controlled under Regulation
(EC)1332/2008 on food enzymes.

Extraction solvents are also not considered as food addi-
tives in the European Union and are subject to specific
legislation on both their use and residual levels, under
Directive 2009/32/EC.

Processing aids versus food additives
A substance not normally consumed as a food by itself,
used intentionally in the processing of food, only remaining
as a residue in the final food, and without any technological
effect in the final product is a processing aid.

Many food additives may also be used as processing
aids. The difference between food additives and proces-
sing aids is quite often misunderstood as they are both
used for their specific technological functions.

The key differences are

— processing aids are used only during treatment or pro-
cessing of a food product and

— processing aids may result in the non-intentional but
unavoidable presence of residues or derivatives, which
might not have any technological effects on the finished
product.

Therefore, to determine whether a chemical substance is
a food additive or a processing aid, one needs to deter-
mine whether it continues to function in the final food.
For example, residues of a mold-release agent for a con-
fectionery product are unlikely to have a technological
effect on the final product, whereas an antioxidant or
preservative added to protect ingredients during proces-
sing could still exert a technological function if carried
over into the finished product. The former would be
considered a processing aid while the latter could be
considered a food additive.

The Regulation (EC) 1333/2008 contains the follow-
ing five annexes:

Annex | Functional classes of food
additives and their
definitions

Annexes Il and Ill (see section Contain the three community

‘European Union’ under lists of

‘Approval of Food Additives’) — approved food additives in
foods and their conditions
of use

— approved additives for use
in food additives,
enzymes, and flavorings,
and their conditions of use

— nutrient carriers and
conditions of use

List of traditional foods
produced on their territory
for which certain named
member states may

prohibit
the use of certain

categories
of food additives

List of food colors for which
additional labeling
declaration is needed

Annex IV

Annex V

Annex [ contains the following 26 food additive
categories:

. sweeteners,

. colors,

. preservatives,

. antioxidants,

. carriers,

acids,

. acidity regulators,
. anticaking agents,
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9. antifoaming agents,

10. bulking agents,

11. emulsifiers,

12. emulsifying salts,

13. firming agents,

14. flavor enhancers,

15. foaming agents,

16. gelling agents,

17. glazing agents (including lubricants),
18. humectants,

19. modified starches,

20. packaging gases,

21. propellants,

22. raising agents,

23. sequestrants,

24. stabilizers,

25. thickeners, and

26. flour treatment agents.

United States

The US definition of a food additive is very different from
the EU and Codex ones and is quite unique.

The Federal Food, Drug and Cosmetic Act (FFDCA)
lays down the framework for food safety at a federal level
in the United States. The current US legislation on food
additives is based on the Food Additives Amendment,
which was enacted to the FFDCA in 1958. It defines the
terms ‘food additive’ and ‘unsafe food additive’ and estab-
lished a premarket approval process for food additives.

The term ‘food additive’ means any substance the
intended use of which results, or may reasonably be
expected to result, directly or indirectly, in its becoming
a component of any food or otherwise affecting the char-
acteristics of the food. This includes any substance
intended for use in manufacturing, processing, treating,
or holding food and any source of radiation used.

The above definition excludes

® substances that are generally recognized as safe
(GRAS) (the view that a substance is GRAS may be
based on scientific procedures or, for substances used
in food prior to January 1958, on experience derived
from its common use in food) and

® color additives (controlled by separate provisions in

the FFDCA).

Therefore, in the United States, substances intended for
use in the manufacture of foodstuffs for human consump-
tion, excluding colors, can fall under one of the three
following categories: (1) food additves; (2) GRAS sub-
stances; or (3) prior-sanctioned food ingredients
(substances that received official approval for their use
in food by the Food and Drug Administration (FDA) or
the US Department of Agriculture (USDA) prior to the
Food Additives Amendment in 1958).

There is a US list of GRAS substances; however, the
FDA has stated that it is impracticable to list all sub-
stances that are GRAS in the regulations, including
common food ingredients such as salt, pepper, and mono-
sodium glutamate. The FDA has affirmed a number of
substances as GRAS in the regulations through petition
by manufacturers. The listing of GRAS substances in the
regulations is not exhaustive, and it is the manufacturer’s
responsibility to ensure the safety of substances used in a
food.

Title 21 of the Code of Federal Regulations (21 CFR)
Parts 170-189 lays down regulations on food additives
and GRAS substances in detail, including the procedures
for their approval, labeling requirements, specifications,
and purity criteria. In order to clarify the provisions of
their use, 43 general food categories and 32 physical or
technical functions have been established.

Depending on how it is used, a food additive may be
defined as

® direct,
® secondary direct, or
® indirect.

There are eight categories of direct food additives: (1)
food preservatives; (2) coatings; (3) films and related sub-
stances; (4) special dietary and nutritional additives and
anticaking agents; (5) flavoring agents and related sub-
stances; (6) gums; (7) chewing-gum bases and related
substances; and (8) other specific usage additives and
multipurpose additives.

Secondary direct food additives are components used
in ingredients of processed foods that may become addi-
tves in the final food. These are divided into four
categories: (1) polymer substances and polymer adjuvants
for food treatment; (2) enzyme preparations and micro-
organisms; (3) solvents, lubricants, release agents, and
related substances; and (4) specific usage additives.

Indirect food additives are materials that may become
part of a food as a component of packaging material,
adhesives, food-processing equipment, surfaces and con-
tainers used for food handling, and certain production
aids and sanitizers.

Colors are regulated separately from food additives,
under 21 CFR Parts 73 and 74. Any substance deliberately
used for its coloring effect is classified as a color additive
in the United States and all color additives are classed as
‘artificial’. Some colors need to be certified while others
need not. All synthetic organic colors are subject to certi-
fication. Colors that are not subject to certification
include annatto extract, dehydrated beets, canthaxanthin,
caramel, beta-apo-8'-carotenal, beta-carotene, cochineal
extract, carmine, toasted partially defatted cooked cotton-
seed flour, grape color extract, fruit juice, vegetable juice,
carrot oil, paprika, paprika oleoresin, riboflavin, saffron,
titanium dioxide, turmeric, and turmeric oleoresin. It is
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important to note that foodstuffs for which a standard is
laid down may contain color additives only if specifically
permitted by that standard. Non-standardized foodstuffs,
in general, may be colored with permitted color additives.
However, the use of color additives is not permitted if it
conceals damage or inferiority or if it makes the product
appear better or of greater value than it is.

Japan

The Japanese legislation on food additves differs from
the above. Provisions on the use of additives are laid down
in the Specifications and Standards for Food and Food
Additives (Ministerial Announcement No. 370) under the
Food Sanitation Law by the Ministry of Health, Labor,
and Welfare in Japan.

Food additives are defined in the first chapter of the
Food Sanitation Law as

— substances used in or on food in the process of manu-
facturing food or

— substances used for the purpose of processing or
preserving food.

A positive list system for food additives was introduced in
1947 and only additives designated as safe by the Ministry
of Health, Labor, and Welfare may be used in foodstuffs.
Additives designated as safe are listed in the List of
Designated Additives. Currently, 403 additives including
some flavoruings and flavouring groups are designated as
approved by the Ministry of Health, Labor, and Welfare
under Article 10 of the Food Sanitation Law.

The Japanese Standards for Use of Food Additives
specify foodstufts to which designated additives may be
added and maximum levels of use. These standards also
specify the major functional classes for permitted additives.

In addition, the following three categories of sub-
stances are exempted from the designation system and
permitted for use as additives in Japan:

1. Existing additves: These substances were already
marketed or used on the date of the amendment of
the Food Sanitation Law and appear in the List of
Existing Food Additives. This list came into force in
April 1996. Existing additives may be used in foodstuffs
to a level in accordance with good manufacturing
practice, provided their use is technologically justified
and they are not specifically restricted from use by a
standard of composition. The names and simple details
of definition, manufacturing process, and quality of the
additives are given in the list.

2. Natural flavoring agents, for example, aloe, dill, green
tea.

3. Substances that are both generally provided for eating
or drinking as foods and are used as food additives, for
example, paprika, gelatin.

Approval of Food Additives
Codex

The Codex Committee on Food Additives and
Contaminants (CCFAC) is obtaining scientific advice on
the safety of food additives from the Joint Expert
Committee on Food Additves (JECFA). This committee
1s administered jointly by the Food and Agriculture
Organization (FAO) and the World Health Organization
(WHO) and is composed of international independent
scientists.

The JECFA is responsible for providing reports and
monographs on food additives as well as specifications.
Based on this information, the CCFAC would formally
approve or reject a substance as food. The Codex General
Standard for Food Additives (Codex STAN 192-1995, as
last amended in 2009) sets the conditions under which
permitted food additives may be used in all foods. This
standard 1s available online.

European Union

At present, food additives are authorized under Directives
89/107/EEC (framework directive) and 94/36/EC
(colors), 94/35/EC (sweeteners), and 95/2 /EC (miscella-
neous food additives) and their amendments. These
additives are currently under review as required by the
new Regulation (EC) 1333/2008 on food additves
repealing the aforementioned EC additives directives
(for more information, see section ‘European Union’
under ‘Definition of a Food additive’). This reevaluation
applies to all food additives authorized before 20 January
2009 based on a risk assessment carried out by the
European Food Safety Authority (EFSA).

Annexes II and IIT of the Regulation (EC) 1333/2008
will contain the community list of approved additives in
foods, as well as the conditions of use of the additives in
foods and additives in food additives, food flavorings, and
enzymes and nutrient carriers, together with the labeling
of additives sold as such.

When a food additive is already included in a commu-
nity list and there is a significant change in its production
method or in the starting materials used, or there is a
change in particle size, for example, through the use of
nanotechnology, such change will require reauthoriza-
tion. Also, any genetically modified (GM) food additives
will need to be approved under Regulation (EC) No.
1829/2003 on GM foods, as well as under this regulation,
to be included in the community list.

The review of food additives for entry into Annexes I1
and IIT will be completed by 20 January 2011. Until this
review is completed, the annexes to the existing additives
directives, namely 94/35/EC, 94/36/EC, and 95/2/EC,
will still apply or will be amended as required.
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Regarding the submission of applications for the
approval of new food additives, Regulation (EC) 1331/
2008 covers the common authorization procedure for
food additives in the EC. It also lays down procedural
arrangements for updating lists of substances, the market-
ing of which is authorized in the community due to
Regulation (EC) No. 1333/2008 on food additives.

The procedure for approving a new food additive may
be started at the initiative of the commission or on receipt
of an application from a member state or an interested
party to the commission. The interested party who sub-
mits the application may represent more than one other
interested parties. The EFSA will give its opinion on each
submission within 9 months of receipt. This may be
extended if further information from the applicant is
required. An urgent procedure can be set in motion if
required. The commission may also require further infor-
mation for risk management purposes within a stated
period. The commission has then a further 9 months to
submit a draft regulation to include a new substance in the
community list. Certain information in an application will
be considered as nonconfidential, for example, name and
address of the applicant; name and clear description of the
substance; justification for use in or on specific foods/food
categories; relevant information for safety assessment,
methods of analysis where applicable. Applicant will
need to justify which information they wish to remain
confidential; the commission will make the final decision.

Between them, Regulations (EC) 1331 and 1333 /2008
introduce changes to the regulation of food additives in
the European Union and will have positive implications
for companies intending to submit food additive dossiers.
Under the current set of additive directives, the authori-
zation of a new additive is subject to the codecision
procedure involving votes by the European Parliament
and the Council of the European Union before the com-
mission and member states can make a decision. This
procedure is very lengthy and it may take up to 3 years
for an additive to be authorized. The new regulation
allows a more efficient and simplified procedure for
authorization of food additives by comitology involving
only votes by member states in a committee meeting
chaired by the commission.

The commission will adopt the European reevaluation
program for food additives by 20 January 2010 and it will
be some time afterward (timings not yet known) before
EFSA completes its evaluation of all additives.

During this transition period from the current direc-
tves to the two new regulations concerning food
additives, food additive dossiers can be submitted under
either the current or new regulatory procedures until
January 2011.

Details of how to submit an additive dossier under
the current procedure have been published by the com-
mission (Administrative guidance for the request of

authorization of a food additive). Additionally, an opinion
(July 2001) from the former Scientific Committee of Food
provides guidance on submissions for food additive
evaluations.

Regarding the new procedures for application dossier
for new food additives, the European Food Safety pub-
lished in July 2009 a scientific document on the data
requirements for the evaluation of food additive applica-
tons. This will be considered by the commission when
finalizing legislative measures concerning applications
submitted for the evaluation and authorization of food
additives. The commission is due to complete these
measures by the end of 2010 following a public
consultation.

United States

Food addituves and food colors must be approved via
petition to the FDA. A specific procedure for color addi-
tive petitions is laid down in the 21 CFR.

Japan

Approval of a food additive is normally carried out in
accordance with the Food Sanitation Law and an applica-
ton should comply with the Standards for Use of Food
Additives.

Labeling of Food Additives
Codex

The Codex standard on food labeling requires that
authorized food additives must be declared in the ingre-
dient list with their class titles together with the specific
name or recognized numerical identification as required
by national legislation. Any food additive carried over
into foods at a level less than that required to achieve a
technological function and processing aids are exempted
from declaration in the list of ingredients unless they have
allergenic properties. Another Codex standard provides
for the labeling of food additives when sold as such.

European Union

According to Directive 2000/13 /EC as amended on food
labeling, food additives must be declared in the ingredient
list by declaring their category names, followed by their E
number or legal names, for example, emulsifier (lecithin)
or emulsifier (E322). As in Codex, carried-over additives
and processing aids are exempt from declaration except
when they are allergenic.

Following on from recent research, a new labeling
requirement has been introduced for six colors (azo
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dyes) in Annex V of the new Regulation (EC) 1333/2008
on food additives. These colors are

— E110 (sunset yellow),
E104 (quinoline yellow),
E122 (carmoisine),

— E129 (allura red),

E124 (Ponceau 4R), and
— E102 (tartrazine).

From 20 July 2010, the declaration “name or E number of
the colour(s): may have an adverse effect on activity and
attention in children” would have to be labeled on food
products containing any of the above azo dyes.

Foods placed on the market before 20 July 2010 that do
not comply with this new labeling requirement will be
able to be marketed until their date of minimum durabil-
ity or use-by date expires. This labeling requirement does
not apply where the colors have been used for health or
other marking of meat or the stamping or other decora-
tion of eggshells.

United States

Unlike in Codex or in the European Union, most additive
functions do not need to be declared in a list of ingredi-
ents, except for chemical preservatives, leavening agents,
and firming agents for which they must be stated. Some
warning statements are also required, for example, foods
providing more than 50g sorbitol day ™' to consumers
must carry the following sentence on their label: “excess
consumption may have a laxative effect”.

Japan

The specific name and class name must be declared for
colorants, bleaching agents, and antifungal agents. Other
additives can be declared by using only their specific
name. Generic terms may be used instead of the specific
names, such as seasoning, flavoring, gum base, and bitter-
ing agent. Carried-over processing aids, nutrients/dietary
supplements, and additives need not be declared. An
important thing to note about labeling of food additives
in Japan is that the use of the term ‘natural’ or any
equivalent term implying ‘natural’ is not permitted.

Emerging Issues

In the European Union, the new legislation on food
additives is a hot topic and has already provided for new
labeling warning on some azo dyes. In November 2009,
the EFSA revised its scientific advice on the six azo dyes

listed in Annex V of Regulation (EC) 1333/2008. It
advised to reduce the acceptable daily intake (ADI) for
three — quinoline yellow (E104), sunset yellow FCF
(E110), and Ponceau 4R (E124) — and that consumption
of these colors could exceed the new ADIs for both adults
and children. EFSA also concluded that for five of the six
colors (quinoline yellow, sunset yellow FCF, Ponceau 4R,
azorubine/carmoisine, and allura red AC) there was no
causal link between the individual colors and intolerance
to the
Tartrazine, however, may bring about intolerance reac-

reactions such as irritations skin or nose.

tions in a small part of the population. For all six colors,
EFSA concluded that the evidence currently available did
not substantiate a causal link between the individual col-
ors and possible behavioral effects. This conclusion may
or may not have an impact on the development of the new
regulation on food additives as to its recommended warn-
ing for these azo dyes and their respective currently
authorized levels of use in foodstuffs.

See also: Additives in Dairy Foods: Safety; Types and
Functions of Additives in Dairy Products.
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(November 2009).
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Regulation (EC) 1333/2008 of 16 December 2008 on food additives.
http://ec.europa.eu/food/fs/sc/scf/out98_en.pdf — Scientific
Committee of Food Opinion — guidance on submissions for food
additive evaluations (July 2001).
http://www.codexalimentarius.net/web/more_info.jsp?id_sta=2 — The
General Standard CODEX STAN 107, 1981 (as last amended in
2003) provides for the labelling of food additives when sold as such.
http://www.fda.gov/Food/FoodIngredientsPackaging/ucm082463.htm
— US Code of Federal Regulations (21 CFR) citations for color
additives, food ingredients and packaging.
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Introduction

Food additives have been used for centuries to enhance
the quality of food products. Smoke, alcohol, vinegar, oils,
and spice were commonly used to preserve food. Today,
they are used to preserve the nutritional quality of food,
to enhance the keeping quality or stability of food, to
improve the organoleptic properties of food, or to provide
an aid in the manufacturing, processing, storage, and
transport of food. Additives such as food colors are used
to restore the original appearance of food whose color has
been affected by food processing to make foodstuffs more
visually appealing and to help identify flavors normally
associated with particular foods.

In Canada, more than 400 food additives are approved
for use, while in the United States and the European
Union, their number is approximately 3000 and 300,
respectively.

Although there are several legal definitions of a food
additive, as defined by the Codex Alimentarius, the
European Parliament and Council, and the US Food and
Drug Administration (FDA), for example, food additives
are generally defined as substances that are added to food
to produce a desired technical effect. In the United States,
the definition is somewhat broader and incorporates two
different kinds: direct food additives (substances incorpo-
rated directly into the food supply) and indirect additives
(substances used in various types of food-contact applica-
tions, such as packaging and food machinery, that may
be incorporated into food unintentionally).

In the European Union, substances proposed as food
additives may be authorized for use only if a reasonable
technological use can be demonstrated, if they present no
hazard to consumer health at the level of proposed use
based on existing scientific evidence, and if they do not
mislead consumers.

Risk Assessment

The underlying objective of a food additive risk assess-
ment is to provide a scientific basis for the control and
management of potential adverse health effects that may
result from human exposure to the food additive. A risk
assessment can be carried out at pre-market stage or as a
post-market reevaluation. Risk assessments of all food
chemicals are characterized by four stages: hazard

identification, hazard characterization, exposure assess-
ment, and risk characterization. Hazard identification
involves the identification of potential hazards with
the potential to cause an adverse health effect. Hazard
characterization quantifies potential adverse effects (e.g.,
reduced weight gain, organ enlargement) that may
result from human exposure to a chemical using dose—
response studies that are usually conducted in labora-
tory animals. Results from hazard characterization
studies are used to derive an acceptable daily intake
(ADI) of a food additive. Hazard characterization is
closely linked to hazard identification since it is often
based on evaluation of the same toxicological studies.
Exposure assessment of a food additive entails the quali-
tative and/or quantitative evaluation of the likely intake
of an additive via food as well as exposure from other
sources (e.g., medicine, food supplements), if applicable.
The final stage in the risk assessment process, risk char-
acterization, results
assessment and hazard characterization to estimate the
likelihood that an additive may cause harm and how
severe the effect may be. Risk characterization provides
the primary basis for risk managers to make decisions
about how to manage the risk in different situations (e.g.,

combines from an exposure

whether to reduce or limit the maximum permitted
level of a food additive or whether to provide advice
to susceptible subgroups). This section focuses in parti-
cular on the first three steps of a food additive risk
assessment: hazard identification and hazard characteri-
zation, which culminate in the derivation of an ADI, and
exposure assessment, which results in estimated intakes
of a food additive by humans.

Acceptable Daily Intake

The ADI of a food additive is a toxicological end-point
that is internationally accepted as the basis for the estima-
tion of safety for humans. This concept was first proposed
by the joint FAO/WHO Expert Committee on Food
Additives (JECFA) and is defined as the amount of a
food additive, expressed on a body weight basis, that can
be consumed daily over a lifetime without an appreciable
health risk. It is expressed as a range from zero to an upper
limit, which is considered to be the zone of acceptability
of the substance.

55
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Derivation of the ADI of a food additive is based upon
a series of toxicological studies using laboratory animals
(mostly rodents) that have been bred specifically for that
purpose and which can be exposed at all stages of life
within a reasonable time span. The tests are designed to
establish which type(s) of effect (e.g., reduced weight gain,
organ enlargement, embryo toxicity) a particular food
additive may cause and the relation between the dose
(intake) of the substance and the occurrence of that effect
(risk characterization). Toxicity studies typically use a
small number of doses (expressed as mgkg ' body
weight) over a given range. The maximum dose at
which no effect is observed is defined as the no observed
adverse effect level (NOAEL). This effect is typically
referred to as an ‘observed’ effect because assumptions
cannot be made about effects that are not detectable by
the test methods used. Some effects observed in toxicity
studies may represent adaptive responses and would not
be considered to have a negative health effect as such.
Determining whether a particular effect is an adverse
effect or an adaptive response to the study protocol is an
important aspect of expert judgment. It is important to
note that the NOAEL is not an inherent property of an
additive. It is an experimental observation that is depen-
dent on the design of the study used and does not
necessarily coincide with the threshold dose. The numer-
ical value of the NOAEL is dependent on the selection of
dose levels during study design and on the ability of the
study to detect adverse effects.

To account for differences between animals and
humans (inter-species variability) and for intra-individual
variability between humans, the NOAEL is divided by a
safety (uncertainty) factor to establish an ADI. A default
safety factor of 100, based on expert judgment, is typically
used based on the assumption that humans are 10 times
more sensitive to a substance than experimental animals
and that there is a 10-fold range in sensitivity within the
human population. The NOAEL is a reference point that
is commonly used in the risk assessment of non-genotoxic
substances and is applicable to all toxicological effects
considered to have a threshold. There may be several
NOAELs from a range of toxicity studies. In this case,
the risk assessment will focus on the most sensitive rele-
vant study producing the lowest NOAEL.

An alternative to the NOAEL approach is the bench-
mark dose (BMD) approach. This approach makes use of
all dose—response data to estimate the shape of the overall
dose—response relationship for a particular end point. It
refers to the dose level, derived from the estimated dose—
response curve, that corresponds to a low but measurable
change in response, denoted the benchmark response
(BMR). The lower confidence limit of the BMD is the
value normally used as the reference point (or point of
departure as used by the US Environmental Protection
Agency (EPA)). Similar to the NOAEL approach, the

ADI derived using the benchmark approach is derived
by dividing the reference point by a safety factor. The
benchmark approach is of particular value in situations
where the identification of the NOAEL is uncertain.
BMD software programs are available to facilitate its
use. Outside the United States, there has not been
widespread use of the BMD for non-cancer risk
assessments. However, it is likely that it may be used as
the method of choice by the European Food Safety
Authority (EFSA) (the European Union’s risk assessment
body) when dealing with food chemical risk assessments
in the future.

Thus, the overall approach for the derivation of an ADI
contains a number of safety margins. Given that in most
cases data are extrapolated from lifetime animal studies, the
ADI relates to lifetime exposure and provides a margin of
safety large enough for toxicologists not to be particularly
concerned about short-term exposure above the ADI
provided that the average intake over longer periods does
not exceed it. Therefore, periodic short-term excursions
above the ADI are not considered to pose a health risk
depending on the circumstances. With regard to prolonged
excursions above the ADI, it is not possible to determine a
general frequency or degree of excursion that may pose
harm, since the NOAEL does not indicate the dose level
(threshold) at which an effect is observed. As the level of
exposure above the ADI increases, the risk of adverse
effects also increases. Therefore, the significance of
prolonged excursions above the ADI needs to be
considered on a case-by-case basis, with reference to the
toxicological study that leads to the derivation of the safety
statement. For some food additives of low potental
toxicity, evaluation of the available toxicological data may
lead to the conclusion that the total potental intake from
all sources does not represent a hazard to health. In this
situation, the term ‘not specified’ is used in relation to the
ADI and the additive must be used in accordance with
good manufacturing practice.

The ADI of a food additive relates to daily ingestion
because accepted additives should not accumulate in the
body. The amount is expressed per kilogram body weight
to allow for differences in body weight between test
animals and humans and for variability in human body
size (e.g., children compared with adults). The concept 1s
based on the premise that for most compounds there is a
discrete threshold of exposure above which adverse
effects may be produced. However, the concept of
thresholds may not hold for substances that are
potentially carcinogenic. In the case of genotoxic
substances, which interact with DNA, it is assumed that
there is no threshold in their mechanism of action
(e there is no dose without a potental effect).
Consequently, known or suspected carcinogens are not
permitted as food additives.
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Toxicological Assessment of Food
Additives

Before embarking on toxicity testing of food additives, it
1s important to make maximum use of any available prior
knowledge concerning the nature, chemical structure,
intended biological activity, mechanism of action, and
toxicokinetics of the additive.

Toxicity tests on animals encompass a wide variety of
tests ranging from relatively simple 7z vitro studies to
complex multigeneration animal studies. Several interna-
tional regulatory authorities such as the Organization for
Economic Cooperation and Development (OECD), the
US FDA, the EFSA, and JECFA have issued guidelines
and advice for the appropriate conduction of toxicity
tests. The OECD guidelines have been endorsed by
member countries, allowing the acceptance of data
between all countries belonging to the OECD. In addi-
tion, the concept of good laboratory practice (GLP) is
important in assuring that testing laboratories are able to
generate valid data, and some regulatory bodies publish
principles of GLP. The above-mentioned guidelines are
not strictly defined protocols and allow flexibility in the
methods selected. Given that food additives are ingested
by humans over a lifetime, long-term animal studies
assessing chronic exposure are usually required. These
are usually preceded by short-term studies to identify
early developing effects and to help in the selection of
appropriate doses for longer-term studies. In some cases,
interpretation of data derived from these studies may
reveal the need for further testing, which may not have
been apparent at the outset, to address specific concerns.
Other toxicological tests contribute to the overall under-
standing of the possible adverse effects of a substance on
biological systems.

Core Toxicity Tests

Metabolism and toxicokinetic tests

Metabolism and toxicokinetic studies provide data on the
rates of absorption, distribution, metabolism, and excre-
tion of an additive, which determine the concentration of
an additive and its metabolites in a particular tissue at a
particular time after ingestion. These tests are useful in
understanding the mechanism of toxicity and the subse-
quent selection of appropriate test species, dose levels,
and duration of toxicity testing.

Subchronic toxicity tests

The primary objective of sub-chronic toxicity studies
(repeated-dose toxicity testing for a period of at least 90
days) is to determine the 77 vivo effects of repeated daily
exposure to food chemicals over periods of 1 month or
longer. Sub-chronic toxicity tests should reveal targets for

toxicity (e.g., organs, tissues, cells) resulting from
exposure to the test substance. These tests are useful in
determining the appropriate dose levels for chronic (long-
term) toxicity studies and can identify the need for addi-
tional studies on particular effects, such as neurotoxic or
immunological effects. Preceding feeding studies
conducted for 14 or 28 days can provide an indication of
target organs and help in the selection of appropriate
doses for 90-day studies.

Genotoxicity tests

Food additives should be evaluated for genotoxicity in
order to assess their mutagenic and carcinogenic poten-
tal. The objectives of genotoxicity testing include the
detection of both germ cell mutagens and somatic cell
mutagens. Animal-based 7z vivo assays are not normally
required for the initial detection of a genotoxic hazard,
which in most cases can be detected by a suitable set of
in vitro tests. However, following a positive result from
an in vitro assay, further testing 7z vivo is normally
required. In general, a battery of three iz vitro genotox-
icity tests is required for food additives: (1) a test for
induction of gene mutations in bacteria; (2) a test for
induction of gene mutations in mammalian cells 7 vitro,
and (3) a test for induction of chromosomal aberrations
in mammalian cells iz vitro.

Chronic toxicity and carcinogenicity tests
The objective of chronic toxicity testing of a food additive
is to provide information on gross and histopathological
changes other than neoplasia in organs and tissues, and
changes in blood, urine, and serum chemistry following
long-term exposure. This type of test may reveal new
effects that were not apparent in sub-chronic toxicity tests
and are often pivotal in defining NOAELSs for setting an
ADL

The main objective of carcinogenicity testing is to
identify substances that may cause an increase in cancer
by observing test animals for the development of neoplas-
tic lesions as a consequence of chronic exposure. Since
chronic toxicity as well as carcinogenicity is usually
required for food additives, a combined protocol for
studying chronic toxicity and carcinogenicity in the
same experiment (18—24 months) is often recommended
to maximize the information from the animals used.

Reproduction and developmental toxicity tests

Tests for reproductive effects take into account that food
additives are consumed by men and women throughout
the reproductive stages of their lives including pregnancy
and lactation. These tests usually comprise multigenera-
ton and developmental toxicity tests. A major objective 1s
to provide information on the effects on male and female
libido, potency, and fertility, the female’s ability to carry
pregnancy to term, maternal lactation, pre- and post-natal
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survival, growth, development, and reproductive capacity
of the offspring, and major target organs for toxicity in the
parents and offspring. A multigeneration reproduction
study, including assessment of end points relevant to
endocrine disrupter potential, should be conducted in at
least two generations and one litter per generation.
Developmental toxicity studies should not only cover
the period of embryogenesis but also continue to the
end of gestation in order to ensure detection of effects
such as endocrine disrupter potential.

Other Toxicity Tests

In addition to the core studies, other tests may be helpful
or necessary, depending on the chemical structure or class
and known or predicted toxicological properties.
Examples of these tests include immunotoxicity, neuro-
toxicity, allergenicity, food intolerance, human volunteer,
and predictive mechanistic studies.

Acute toxicity tests
As human exposure levels tend to be much lower than the
high doses employed in acute toxicity tests, acute toxicity
testing of animals is not particularly useful for hazard
identification and risk.

Acute toxicity tests are useful in identifying major
target organs for toxicity and provide a rough guide for
the selection of doses in subsequent repeated-dose toxi-
city tests (subchronic toxicity tests).

Exposure Assessment

Exposure assessments constitute an integral part of a risk
assessment process and entail the provision of information
on whether an additive is present in a food and, if present,
the level at which it is present and the amount of food
consumed. The primary purpose of a food additive expo-
sure assessment is to assess whether exposure to an
additive is below the ADI for the ultimate protection of
the consumer.

Available methods range from crude ‘screens’ based on
theoretical concentration and consumption data (e.g., the
budget method) to more sophisticated methods employ-
ing food consumption data at individual level and
analytical chemical concentration data pertaining to
representative samples from target populations (e.g,
total diet studies). Since most food additives are consid-
ered to be consumed at acceptable levels, employing a
sophisticated analysis to begin an exposure assessment
may not be cost-effective. In general, a stepwise approach
is employed and that begins with crude screening meth-
ods based on worst-case assumptions and then proceeds to
more refined methods, if results from crude methods
dictate the need to do so. Such a prioritization system is

of accepted internationally. Refining of crude data can be
achieved by means of more precise food intake data or
more precise additive concentration data. When compar-
ing results from a food additive exposure assessment with
an ADI, the estimation of high-level intakes (e.g., upper
percentiles of exposure) is usually required. This ensures
that the majority of consumers are protected from poten-
tial adverse effects associated with a particular additive.
Consideration should also be given to the presentation of
data as ‘consumers-only intake’ or ‘total population
intakes’, and to ‘at-risk’ groups. At-risk groups may
include individuals who may have higher additive intakes
compared to the general population on the basis of their
dietary habits (e.g, diabetics may have a higher intake of
intense sweeteners compared to the general population).

With the exception of duplicate diet studies, exposure
assessments do not have consumption, occurrence, and
concentration data related to the same individuals in the
population. Therefore, some degree of modeling is
usually required in assessments of exposure to food
additives.

In the point estimate (deterministic) approach, a fixed
value for food consumption (e.g., mean population value)
is multiplied by a fixed value for the concentration of an
additive in a food (e.g., mean concentration or maximum
permitted level (MPL)). The additive intake from all
foods is then summed to estimate total dietary exposure.
A limitation to this approach is that it assumes 100%
occurrence of an additive in a food category, which is
rarely the case in practice, and it ignores the presence of
variability in food consumption and additive concentra-
tions and does not provide a range of food additive
intakes. The estimated daily intake (EDI) method as
defined by the FAO/WHO is an example of this
approach.

A more refined approach to the EDI employs a dis-
tribution of food intake data, taking into account
variability in food consumption data, but uses a fixed
value for the additive concentration value (e.g., MPL)
and assumes a 100% probability of the presence of an
additive in a food category. Typically, a point estimate of
exposure is presented (e.g., mean or upper percentile) for
comparison with the ADL

There is increasing interest in probabilistic approaches
for quantifying variability and uncertainty in food addi-
tive exposure assessments, especially for refined
assessments. The application of probabilistic modeling
to food additive intake assessments uses distributions in
place of fixed values for food consumption, additive
occurrence, and additive concentration data. Several soft-
ware programs are available to facilitate its use. The
approach allows variability (i.e, natural variation in a
model input that is irreducible) and uncertainty (e,
lack of knowledge about the true values of a given
model input, which may be reduced by further
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measurement) to be quantified and provides more refined
and realistic estimates of food additive exposure com-
pared with traditional point estimates, which are
conservative in nature. Although the US EPA has devel-
oped guidance on the application of probabilistic
modeling, there is currently no established guidance for
its use by the EFSA and it is not yet employed as a
standardized approach to food additive exposure assess-
ments at present.

The approach used to estimate dietary food additive
exposure generally depends on the type of food con-
sumption and additive concentration data available.
As with all aspects of a risk assessment, it is important
to clearly document any assumptions used in a food
additive exposure assessment to ensure transparency
for risk managers.

Emerging Issues

Concern regarding the use of animals for experimental
purposes has led to the development of alternative
approaches to animal testing in food chemical risk assess-
ments to take account of animal health and welfare. While
complete replacement of all animal experiments in toxi-
cology tests with alternative methods 1s difficult, without
affecting the level of food additive safety, a number of
methods based on the three R’s approach (replacement,
reduction, and refinement) are undergoing development.
This is an ethical experimental framework comprising
three methodological principles: replacement of living
sentient animals in scientific procedures, reduction in
the number of animals used, and refinement to cause
less pain and suffering during testing. Replacement meth-
odologies include improved storage, exchange and use of
available information on animal experiments, mutual
acceptance of data generated according to recognized
guidelines, mutual recognition by international regula-
tory authorities, predictions based on physical and
chemical properties of a substance, computer modeling,
and 77 vitro methods. Reduction relates to the number of
animals and the number of tests and can be applied by
careful selection of species and study design, and refine-
ment relates to the use of methods that aim to enhance
their well-being during routine husbandry and care. To
improve the acceptance of alternative methods at inter-
national level, the OECD published guidance on the
validation and international acceptance of new or updated
test methods for hazard assessment.

Following the publication in 2007 of the so-called
Southampton study, which concluded that exposure to
two mixes of six synthetic colors (tartrazine, quinoline
yellow, sunset yellow FCF, Ponceau 4R, allura red, and
carmoisine) and a preservative (sodium benzoate) in the
diet resulted in increased hyperactivity in 3-year-old and

8- to 9-year-old children in the general population, there
has been increased attention on the effect of synthetic
food additives and children’s behavior. As a result, a
voluntary ban on the use of the colors was imposed in
the United Kingdom. Although the EFSA indicated that
there was limited evidence that the mixtures had an effect
on the hyperactivity of children and that there were no
grounds for altering the ADI of any of the colors based on
the study, the European Commission (risk manager) pro-
posed labeling rules to accompany the use of the
Southampton colors in foodstuffs to indicate that the
additives may have adverse effects on activity. As part of
an ongoing post-market reevaluation of all food additives
permitted in the European Union from a food safety
perspective, colors have been prioritized. To date, follow-
ing a comprehensive review of toxicity data, the EFSA
has lowered the ADIs for the artificial food colors quino-
line yellow, sunset yellow FCF, and Ponceau 4R. As a
result, exposure to these colors could exceed the new
ADIs for both adults and children. EFSA’s advice, issued
in 2009, will be used by risk managers to inform their
decision on any follow-up action to ensure consumer
safety.

See also: Additives in Dairy Foods: Legislation; Types
and Functions of Additives in Dairy Products.
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Introduction

The physical definition of emulsions states that they are
dispersions of one liquid in another, both of which are
otherwise practically insoluble in each other. Oil-in-water
emulsions are typically liquids (e.g, milk, cream), but may
be highly viscoelastic, such as mayonnaise. Water-in-oil
emulsions such as butter or margarine are semisolid, plastic
products.

The stability of emulsions is controlled by various
factors, among which the function of surface-active lipids
or proteins is an important one. Emulsions are thermo-
dynamically unstable and may undergo various physical
changes, such as flocculation, creaming, and coalescence,
as described below.

Emulsification

Food emulsions can be either water-in-oil (W/O) types,
such as butter, margarine, or low-calorie spreads, or oil-in-
water (O/W) emulsions such as milk and cream. When
making an emulsion, the two liquid phases are mixed by a
strong mechanical action that disperses one liquid phase in
the other. The type of mechanical mixers or homogenizers
used varies according to the type of emulsions produced.
W /O emulsions are made by adding the water phase to the
oil phase while agitating with a low-energy propeller-type
stirrer, resulting in a rather coarse distribution of water
droplets ranging from 5 to 50 pm or more in size.

Most O/W emulsions, such as dairy-based emulsions, are
produced using high-energy homogenization where oil or fat
droplets are formed under turbulent flow conditions. This
results in a dispersed phase with a particle size ranging from
0.3 to 3 pum, typically around 0.5 um on average. The particle
size distribution of the dispersed phase (e.g., fat globules or
water droplets) depends on energy input, interfacial tension,
and mass density as described by Kolmogorow’s equation:

doo E3 ,y}/Sp—l/i

where 4 is the minimum droplet size, Ethe energy
density, for example, 10"~10" W m ™, vthe interfacial
tension, for example, 5-25 mNm™ ', and p the mass
density, which is usually constant.

The relative contributions to droplet disruption by
energy density, interfacial tension, and mass density are
about 400:4:1; thus, droplet disruption is highly domi-
nated by energy density. A reduction in interfacial
tension by adding emulsifiers, on the other hand, is of
minor importance, although a decrease in interfacial ten-
sion will reduce the surface energy needed to break up
the dispersed oil droplets into smaller ones. The energy
density may vary by as much as 8—10 orders of magnitude
from low-energy paddle mixers to high-pressure homo-
genizers, whereas interfacial tension of oil-water
interfaces, which is ~25 mN m ™" without the addition of
emulsifiers, may be reduced to 5-15mNm™" in the pre-
sence of emulsifiers.

In practical terms, then, the addition of emulsifiers to
O/W emulsions made by high-pressure homogenization
does not have any significant effect on the particle size
distribution obtained. In the case of W/O emulsions,
which are made by low-energy paddle stirring, the addition
of an emulsifier results in a finer water droplet distribution.

However, the effect of emulsifiers on protecting the
water droplets against recoalescence during the emulsifi-
cation period may play a greater role in the reduction of
particle size of the final emulsion than played by the
influence of the emulsifier on interfacial tension.

Physical Properties of Emulsions

Emulsions are thermodynamically unstable, and their
kinetic stability is affected by various factors such as (1)
formation of a strong viscoelastic interfacial film around the
droplets of the dispersed phase, (2) particle size distribution
of the dispersed phase, and (3) ion concentration, pH, and
viscosity of the continuous phase.

A number of physical changes may take place during the
storage of O/W emulsions, affecting their relative stability.
These changes are discussed briefly in the following sections.

Flocculation

Flocculation of aggregated particles may be a precursor to
creaming and in some cases even coalescence, but floccu-
lation may also be a desired phenomenon as, for example,
in whippable emulsions. Many emulsions stable in terms
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(b)

Figure 1 Photomicrographs of (a) O/W emulsion stabilized with milk proteins, and (b) O/W emulsion with flocculated oil droplets

forming large aggregates. 1 unit=1.25um.

of coalescence are susceptible to flocculation. This is
particularly the case with protein-stabilized O/W emul-
sions such as dairy emulsions. An example of flocculated
oil droplets in an O/W emulsion is shown in Figure 1.
The so-called feathering of coffee cream in hot coffee is
due to the flocculation of o1l droplets caused by a combi-
nation of the high temperature and the lower pH of coffee
than that of the cream itself, which induces net particle
attraction between the protein-stabilized oil droplets.
The tendency to flocculate is influenced by the amount
of proteins present in relation to the amount of emulsified
oil or fat. If the protein present is insufficient to cover the
entire surface of the fat/oil droplets during homogeniza-
tion, a so-called bridging flocculation may take place.
Adjusting the pH to the isoelectric point of the emul-
sion or increasing the ionic strength by adding calcium
1ons strongly affects the flocculation of dairy emulsions.

Creaming

The rise of dispersed particles to the surface of an emul-
sion is referred to as creaming, which occurs due to
density differences between the dispersed particles and
the serum phase.

The creaming rate (Cr) of particles in a dilute system
follows Stokes’s law and is given by

Creaming rate. Cr = R*(p.— po) /e

where R is the radius of the particle, p. is the density
of the continuous phase, p, is the density of the
dispersed phase, and 7). is the viscosity of the conti-
nuous phase.

Creaming is a reversible process, and although Stokes’s
law is inadequate for predicting the creaming of concen-
trated emulsions, it predicts that creaming can be reduced
by the following factors:

1. Reduction of particle size. When the particle size of the
milk fat globules, for example, is reduced to <1 pm by
homogenization, creaming is practically eliminated
due to Brownian motion, which keeps the globules in
suspension. Ideally, <3% of all oil droplets should
exceed 0.8 um in size. Furthermore, the particle size
should be monodisperse, which is not the case with
food emulsions.

2. Reduced density difference between the continuous
and dispersed phases. This is not possible to obtain in
food emulsions. Although the natural density differ-
ence between water and edible oils or fats may be
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reduced by the use of high-density additives, such
additives are not permitted for use in foods. A thick
adsorbed layer of proteins increases the density of
small fat droplets (<0.3 um), even to an extent where
they may precipitate.

3. Increased viscosity of the continuous phase. The rate
of creaming can be reduced effectively by adding
hydrocolloids  (gums) or carbohydrates, which
increases the viscosity of the continuous phase.
Chocolate milk is stable due to high zero shear
viscosity created by a network of milk proteins, hydro-
colloids, and cocoa formed at high
temperatures.

particles

Other factors, such as a high volume of the dispersed
phase, reduce the speed of creaming; for example, mayon-
naise is an O/W emulsion that does not cream off. On the
contrary, polydispersity increases flocculation in low- to
medium-concentration O/W emulsions, thus contribut-
ing to creaming.

Coalescence

Coalescence is an irreversible process in which oil drop-
lets merge into larger droplets owing to rupture of the
protecting interfacial film. Such a process eventually leads
to a total breakdown of the emulsion, resulting in total
separation of the oil and water phases.

Coalescence is promoted by a large droplet size, weak
repulsion between droplets, and too low an interfacial
tension. This is why proteins are effective emulsion sta-
bilizers. Surface shear rheology of the adsorbed protein
films is a significant factor influencing the coalescence
kinetics of protein-stabilized O/W emulsions.

Solid fat droplets cannot merge as liquid oil drop-
lets do, but form clumps of aggregated fat globules.
This is referred to as partial coalescence and is a
desired phenomenon in O/W emulsions that are to
be aerated to a foam (e.g, whipping cream, ice cream
mix). Controlled destabilization in the form of droplet
flocculation (aggregation) and partial coalescence
improve whippability and foam stability, as 1is
described in detail later.

In the most common W/O emulsions (butter, marga-
rine), the water droplets are fixed in a semisolid fat phase.
This means water droplets usually do not coalesce, unless
the fat phase is liquefied owing to the melting of the fat
crystal networks.

Interfacial Films in Emulsions

The interfacial film around milk fat globules is a
complex physiological biomembrane consisting of
proteins  (enzymes, glycoproteins), phospholipids,
glycolipids, and mono-, di-, and tri-acylglycerols.

The structure of the membrane is poorly understood.
It is assumed that a lipid monolayer adsorbed from the
cytoplasm is surrounded by lipid bilayers, interspersed
with proteins, which may protrude into the milk
plasma. The thickness of the membrane varies from
10 to 20nm, and the interfacial tension is very low
(1-1.5mNm™ ).

When milk is homogenized to avoid creaming,
numerous new fat globules are formed and their inter-
faces covered by adsorbed milk proteins and fractions
of the native milk fat globule membrane (also referred
to as ‘milk lipid globule membrane’). The surface-
active macromolecules in milk are the proteins: the
whey proteins (3-lactoglobulin and a-lactalbumin
together with the casein proteins (as;-, aso-, -, and
k-caseins). The casein fraction may adsorb either as
entire casein micelles or as fragments thereof. Added
lipid emulsifiers may co-adsorb with milk proteins, or
emulsifiers and proteins may compete for adsorption at
the interface of milk-based emulsions. The composition
of the resulting interfacial film depends on the con-
centration and chemical structure of the added
emulsifier, which determines its polarity (hydrophilic/
lipophilic balance). Low-polar, oil-soluble emulsifiers
(monoacylglycerols) tend to form mixed lipid—protein
interfacial films, whereas high-polar, water-dispersible
emulsifiers (e.g., polysorbates) tend to displace most of
the interfacially adsorbed proteins and dominate the
interfacial structure. In some cases the adsorption of
low-polar emulsifiers depends on the temperature of
the emulsion, resulting in increased adsorption of the
emulsifier — followed by a decrease in the amount of
adsorbed protein — when the emulsion is cooled. This
results in destabilization of the emulsion, making it
more sensitive to shear-induced flocculation and par-
tal coalescence of fat globules, which is needed for
whippable emulsions (whipping cream, toppings, or ice
cream mix) to obtain a satisfactory foam structure and
stability.

Figure 2 shows schematic models of the interfacial
films of adsorbed proteins and emulsifiers. A protein
film exerts high viscoelasticity and provides a strong
barrier to fat globule coalescence. Mixed emulsifier—
protein films are less coherent, and the viscoelasticity
1s reduced, especially by emulsifiers that form liquid-
condensed types of monolayers (e.g, unsaturated
monoacylglycerols). Mixed emulsifier—protein films
may provide increased stability or cause destabiliza-
tion of emulsions, depending on the ratio between the
emulsifier and protein concentrations at the interface
and on the type of emulsifier used.

Generally, anionic-active emulsifiers increase stability
by complex formation with interfacial proteins, whereas
nonionic emulsifiers displace proteins from the fat
globule surface.
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Figure 2 Schematic models showing interfacial films of (a) pure protein, (b) mixed lipid—-protein film with emulsifiers forming liquid-
condensed monolayers, and (c) mixed lipid—protein film with emulsifiers forming solid-condensed monolayers.

Emulsifiers and Their Applications
Naturally Occurring Emulsifiers

Proteins

Proteins are amphiphilic compounds, containing both
hydrophilic and lipophilic segments. The lipophilic seg-
ments are shielded by hydrophobic segments in aqueous
solutions, but in the presence of oil droplets they partly
unfold and adsorb strongly at the O/W interface.

Milk proteins are highly valued for their emulsion-
stabilizing properties. The adsorption of milk proteins at
the O/W interface, in the form of casein micelles
together with whey proteins, [-lactoglobulin and
a-lactalbumin, takes place during the homogenization
process. The proteins form strong interfacial
membranes, providing steric stabilization against coales-
cence, creaming, or flocculation of the fat globules. The
large negative free-energy change associated with pro-
tein adsorption means that the process is irreversible
with respect to the dilution of the continuous phase.
However, some of the adsorbed proteins may be par-
tially or entirely displaced from the interface by more
surface-active protein molecules or lipid-based emulsi-
fiers. Therefore, the overall stability of protein-
stabilized emulsions is strongly affected by the dynamic
aspects of interfacial protein—protein or lipid—protein
interactions. -Casein is considered a better steric emul-
sion stabilizer than the other caseins, probably because it
is a more distinctly amphiphilic molecule. Furthermore,
among the milk proteins in general, the caseins are pre-
ferentially adsorbed at the O/W interface during
emulsification in contrast to whey proteins.

Phospholipids and Glycolipids

Milk contains small amounts of phospholipids and glyco-
lipids, which belong to a group of surface-active vital
lipids present in the cell membranes of all living organ-
isms. Phospholipids are diacylglycerols with a phosphate
group at 3 position, which is esterified either with an

amino alcohol (choline, ethanolamine, serine) or with a
polyol (inositol, glycerol). The chemical structure of
these major phospholipids is shown in Figure 3. They
are amphiphilic compounds and considered natural emul-
sifiers. In milk, phospholipids associate with water and
proteins and form the so-called lipoproteins. They also
form a vital part of the native fat globule membrane. The
phospholipids, mainly phosphatdylcholine (PC) and
phosphatidylethanolamine (PE), together with sphingo-
myelin (SPM), are the major lipid constituents of the milk
fat globule membrane. The other type of membrane
lipids found in milk is glycolipids (cerebrosides and
gangliosides).

Table 1 shows the concentration of phospholipids and
glycolipids in milk. About 65% of these polar lipids are
present in the fat globule membrane, and 35% are found
in the milk serum in the form of lipoproteins or vesicles.

Phospholipids may be hydrolyzed enzymatically to
form the so-called lyso-phospholipids, which are mono-
acyl phospholipids. Such components
hydrophilic than the corresponding diacyl phospholipids.

The predominant sources of commercially available
phospholipids are vegetable oil seeds (soybean, rapeseed,
sunflower seed) and egg yolk. Table 2 shows the typical
composition of the commercially available phospholipids,
usually referred to as ‘lecithins’.

are  more

Synthetic Emulsifiers

This group of polar lipids consists of esters of fatty acids
and various polyols (glycerol, polyglycerol, propylene
glycol, sorbitol/sorbitan, and sucrose), their organic acid
or ethylene oxide derivatives, and lactic acid esters of
mono- and di-glycerides. The majority of these emulsi-
fiers or surfactants are produced by interesterification of
fats and oils with glycerol or direct esterification of fatty
acids with selected polyols. Table 3 shows food emulsi-
fiers with their identity numbers according to the food
regulations of different countries.
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Figure 3 Chemical structure of commercially available lecithin components. Ry, Ry, fatty acid residues.

Table 1 Average composition of lipids in cow’s milk

Total lipid Fat globule membrane lipids
Lipid class Abbreviation (%) (%)
Triacylglycerols TAG 98.3
Diacylglycerols DAG 0.3 1-3
Monoacylglycerols MAG 0.1 1-3
Phospholipids (total)® PL 0.8
Phosphatidylcholine PC 29-36
Phosphatidylethanolamine PE 28-31
Phosphatidylserine PS 4-6
Phosphatidylinositol PI 4-7
Sphingomyelin SPM 18-22
Glycolipids 0.1 10-12
Sterols 0.3 2-4
Free fatty acids FFA 0.1

100 100

4Approximately 65% of total phospholipids are present in the fat globule membrane and 35% are in the milk
plasma. Data compiled from Walstra P, Geurts TJ, Noomen A, Jellema A, and van Boekel MAJS (1999) Dairy
Technology: Principles of Milk Properties and Processes. New York: Marcel Dekker and Schlimme E and

Buchheim W (1995) Milch und ihre Inhaltstoffe: Chemische und physikalische Eigenschaften. Gelsenkirchen,

Germany: Verlag Th. Mann.

Mono- and di-acylglycerols

Mono- and di-acylglycerols and their organic acid deriv-
atives are the emulsifiers most commonly used by the
global food industry. They are produced by interesterifi-
cation (glycerolysis) of fats or oils with glycerol. The most
commonly used fats as raw materials are hydrogenated

vegetable oils (soybean, rapeseed, cottonseed, etc.) or
animal fats (lard, tallow). The composition of the equili-
brium mixture obtained after glycerolysis is typically
40-50% monoacylglycerols, 30-40% diacylglycerols,
and 10-20% triacylglycerols, which is the standard com-
position of many commercial mono- and di-acylglycerols.
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Table 2 Composition (wt. %) of commercially available lecithins

Sunflower

Class Soybean® Rapeseed® seed? Maize® Egg
Phosphatidylcholine 34 25 41 43 74
Phosphatidylethanolamine 21 22 18 6 19
Phosphatidylinositol 18 15 31 23
Phosphatidylserine 1 1
Phosphatidylglycerol/diphosphatidylglycerol 3 2 1
Phosphatidic acid 9 5 13
N-Acyl-phosphatidylethanolamine 4 2 4
Phosphosphingolipids: ceramide phosphocholine o

(sphingomyelin)
Lyso-phospholipids 5 19 8 3
Others 6 19 - 1

4Figures are based on the acetone-insoluble constituents of commercially available lecithins, which also contain certain amounts of glycolipids.
Adapted from Schneider M (1997) Phospholipids. In: Gunstone FD and Padley FB (eds.) Lipid Technologies and Applications, pp. 51-79. New York:

Marcel Dekker.

Table 3 Food emulsifiers, their legal status, and typical applications

Chemical name EU no. United States® Typical uses in food
O/W and W/O emulsions, bakery products, cereals, confectionery,

Lecithin E322 184.1400? ice cream and other dairy products, coffee whiteners, margarines,

spreads, etc.

Mono- and diglycerides O/W and W/O emulsions, bakery products, cereals, confectionery,
(distilled E471 184.1505° ice cream and other dairy products, coffee whiteners, margarines,
monoglycerides) spreads, and so on

Acetic acid e;ters of E472a 172.828 Bakery products (cakes), dessert products, nondairy cream,
monoglycerides toppings

Lactic acid estgrs of . E47%b 172.852 Bakery products (cakes), dessert products, nondairy cream,
mono- and diglycerides toppings

Citric acid estgrs of . E472¢c GRAS (self- O/W and W/O emulsions, margarines, meat products
mono- and diglycerides affirmed)

Diacetyl tartaric acid .
esters of E4726 184.1101° Bakgw products (blread, rolls, buns), O/W emulsions, coffee

) whiteners, nondairy creams, sauces
monoglycerides

Succinic acid esters of 172.830 Bakery products (bread)
monoglycerides

Ethoxylated mono- and
diglycerides 172.834 Bakery products (bread)

Salts of fatty acids (Na, K) E470a 172.863 Co-emulsifiers

Polyglycerol esters of O/W emulsions, bakery products, dessert products, margarine,

: E475 172.854 )
fatty acids spreads, confectionery products

Polyglycg rol E476 Chocolate, confectionery, cake margarine, low-fat spreads
polyricinoleate

Propylene glycol esters . .
of fatty acids E477 172.856 Cakes, dessert products, toppings, shortenings, etc.

Sodium stearoy! lactylate Eago 172.844 Bakgry products, O/W emulsions, nondairy creams, coffee

whiteners

Calcium stearoyl E481 172.846 Bakery products
lactylate

Sucrose esters of fatty O/W emulsions, bakery products, dessert products, nondairy

. E473 172.859 ; .
acids creams, toppings, coffee whiteners
Sorbitan monostearate E491 172.842 O/W emulsions, confectionery products, nondairy creams, toppings
GRAS (petition

Sorbitan tristearate E492 filed and Confectionery and chocolate products, margarine, low-fat spreads

accepted)

Polysorbate 60 E435 172.836 O/W emulsions, ice cream, bakery products

Polysorbate 65 E436 172.838 O/W emulsions, ice cream, bakery products

Polysorbate 80 E433 172.840 O/W emulsions, ice cream, bakery products

2US Food and Drug Administration Regulation 21 CFR.
PGenerally recognized as safe (GRAS). O/W, oil-in-water; W/O, water-in-oil.
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Monoacylglycerols can exist in different polymorphic
crystal forms (sub-a-, a-, and [-crystals) similar to
those of triacylglycerols.

Monoacylglycerols can be separated from di- and tri-
acylglycerols by a process referred to as ‘molecular
distillation’, comprising a thin-film, high-vacuum
technique. The total content of monoacylglycerols in
distilled products is 93-97%, the content of 1-monoacyl
esters being a minimum of 90%. Unlike the mixtures of
mono- and di-acylglycerols, distilled monoacylglycerols
may be dispersed in water above their Krafft temperature
to form mesomorphic, liquid-crystalline phases. This is
important in applications where the emulsifier must be
added to the aqueous phase in order to interact with
carbohydrates or proteins.

Organic acid esters of monoacylglycerols

Organic acid derivatives of monoacylglycerols are
important emulsifiers used in many food emulsions.
The most commonly used types are lactic, diacetyl tar-
taric, and citric acid esters, but acetic and succinic acid
esters are also commercially available for specific
applications.

The physical properties of the organic acid derivatives
of monoacylglycerols, such as melting point, crystalliza-
tion behavior, and polarity, are strongly modified as
compared to those of the monoacylglycerols themselves.

The melting point of the derivatives is generally lower
than that of the monoacylglycerol, and the crystallization
properties have become monomorphic. All organic acid
esters of monoacylglycerols are stable in the a-crystal
form. In contrast to the nonionic properties of the mono-
acylglycerols, the diacetyl tartaric, citric, and succinic
acid esters are anion-active, and this makes such
emulsifiers considerably more hydrophilic than the
corresponding monoacylglycerols.

Other fatty acid esters of polyols or lactic acid
Polyol acyl esters commonly used in emulsions are based
on polyglycerol, propylene glycol, sorbitan, or sucrose
esterified with palmitic and stearic fatty acids.

Glycerol dehydration leads to polyglycerol, which can
be esterified with fatty acids, mainly palmitic and stearic
acids. The polyglycerol esters can vary in composition
both with respect to the degree of polymerization and
esterification, but generally such products are more
hydrophilic than monoacylglycerols.

Propylene glycol monostearate can be concentrated by
molecular distillation so that it contains more than 90%
monoacyl esters. Propylene glycol esters are stable in the
a-crystal form and are often used in combination with
monoacylglycerols in whippable emulsions.

Sorbitan esters exist in various types having varying
degrees of esterification. Monoacyl sorbitan esters are
used mainly in emulsions, and monoacyl esters may be

reacted with ethylene oxide forming polyoxyethylene
sorbitan esters (polysorbates), which are highly hydro-
philic and water-dispersible emulsifying agents. Triacyl
sorbitan esters are oil-soluble, lipophilic compounds
with low surface activity and function mainly as crystal
modifiers in fat-based products.

Fatty acid esters of lactic acid, in the form of sodium
stearoyl lactylates, are anion-active, water-dispersible
emulsifiers, which are used in many food products,
including dairy emulsions. Figure 4 shows the chemical
structure of some commonly used synthetic emulsifiers.

Hydrocolloids

Hydrocolloids or gums are macromolecular biopolymers
often used in emulsions and foams to modify appearance,
texture, stability, and taste, on account of their ability to
form gels or increase the viscosity of aqueous solutions.
Most hydrocolloids are of natural origin and are manu-
factured by isolation from seaweeds, plant seeds, or cells
of bacterial sources, as indicated in Table 4.

The function of hydrocolloids in emulsions is gener-
ally to modify the viscosity to avoid creaming or
sedimentation. Xanthan gum is often used in O/W
emulsions to decrease the rate of creaming, but it may
increase the rate of creaming by depletion flocculation at
very low concentrations, for example, below 0.1%. The
inhibition of creaming at higher xanthan concentrations
is due to immobilization of the dispersed oil droplets in a
weak gel-like network with a high low-stress shear
viscosity.

Some amphiphilic hydrocolloids may even adsorb on
the surface of protein-stabilized fat globules, thus
contributing to the stability against coalescence.
Table 5 gives an overview of the typical applications
of hydrocolloids in dairy emulsions. This should not be
regarded as a complete list, but shows the main types of
hydrocolloids in use.

Applications of Emulsifiers in Dairy
Products

Commercial emulsifiers are used in the production of ice
cream, milk ice, and so on, or in vegetable fat-based
emulsions such as imitation dairy creams, toppings, coffee
creams (liquid or powder), and recombined milk manu-
factured from vegetable fat and skimmed milk powder.
The function of emulsifiers in such emulsions is either to
extend the shelf life of the emulsion or to improve whip-
pable emulsions with regard to aeration time, foam
stability, and creaminess.
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Monoacylglycerides
CH5-0O:R
(:ZHOH
CH,0OH
Acetic acid esters of MAG
CH,-O-R
(%,HOH
CH,-0-COCH;,4
Polyglycerol esters of fatty acids
CH,O-R
(:ZHOH
CHa
CH, 7
(:IHOH
(I:H:2 jif's)
CH; 7
({JHOH
CH,OH
Propylene glycol esters of fatty acids
CH,O-R
(:')HOH
CHj

Lactic acid esters of MAG
CH,-O-R
(:3HOH
CHz0-CO,
(|3HOH
CH,4
Diacetyl tartaric acid esters of MAG
CH,-O-R
CHOH
(|3H2—CJ—C =]O
HC-0-COCH,4
rliCi-O-COCHa
COOH
Sodium stearoyl lactylate
CH;
(|3H3 (]?HO-R
‘|3H0' co
COONa+

Sorbitan monostearate
(0]

H
C'CHz‘O‘R
I

OH
OH OH

Figure 4 Chemical structure of food emulsifiers. MAG, monoacylglycerides.

Emulsion Stability

In imitation dairy emulsions based on milk proteins and
vegetable fats, emulsifiers improve the shelf life stability. In
the case of non-dairy coffee creams, coemulsifiers improve
the resistance to ‘feathering’ in coffee, which is the floccu-
lation of fat globules due to the low pH of coffee. This
can be eliminated by using anionic-active emulsifiers, often
in combination with monoacylglycerols or lecithins. In
recombined milk there is normally enough protein to
provide stability, but monoacylglycerols are often added
in combination with gums to improve flavor properties
(creaminess). The enriched mouthfeel obtained is due to
a slight degree of enhancement in fat globule flocculation
(self-bodying effect) brought about by the emulsifiers.

Destabilization of Emulsions

Emulsifiers are used as destabilizing agents in whippable
dairy emulsions that are to be aerated into a foam, such as
ice cream mix, ice milk, and nondairy creams and top-
pings. The function of emulsifiers in such emulsions is not

to provide stability, but to improve whippability, foam
stability, and creaminess. This is achieved by controlled
destabilization of the fat globules under shear during the
whipping process, forming clusters of aggregated fat glo-
bules that stabilize the air cell structure.

The destabilization process is initiated by a low tem-
perature (5—10 °C), which promotes fat crystallization and
partial protein desorption from the fat globule surface,
reducing the interfacial film viscoelasticity, resulting in
partial coalescence of fat globules.

The rheological properties of the fat globule surface
film play an important role in the physical properties of
emulsions. A thick, viscoelastic protein film provides a
strong barrier against partial coalescence, whereas a
mixed emulsifier—protein film, resulting in reduced pro-
tein load at the interface, makes the surface film less
viscoelastic and easier to rupture under shear, particularly
at low temperatures.

During the aeration of an emulsion, the fat globules
lose some of their protective surface film membrane,
which increases their hydrophobicity and results in
adsorption at the air—serum interface.



Table 4 Properties of hydrocolloids in food systems

Thermo Shear
EU lonic Solubility, Solubility, reversible reversible Acid
no. charge cold warm Thickening Gelation gels gels stability Origin
. Animal
Gelatin - + - + + + + + +
source
 carrageenan E407 + (=) + (+) K - . + — Seaweeds
casein +
. carrageenan E407 + -) + (+) Ca?* + - — Seaweed
Sodium alginate E401 + + + + Ca®* — - - Seaweed
Locust bean gum E410 - Partial + + - - - + Plant seeds
Guar gum E412 - + + + - — — + Plant seeds
HE pectin E440 + + + (+) Sugar acid - - + Plant cells
LC pectin E440 + () + + Ca?* - () + Plant cells
LA pectin E440 + () + () Ca®" + (+) + Plant cells
Xanthan gum + + + + - - (+) + Bacterial
source
Cigl’lz’l‘g’srzethy' E466  + + + + - - - Partial Synthetic

HE, high-ester; LA, low-ester, amidated; LC, low-ester, conventional.



Table 5 Applications of hydrocolloids in dairy emulsions

Guar Locust bean Xanthan Carboxymethyl Microcrystalline

Dairy emulsions Gelatine Carrageenan Alginate Pectin gum gum gum cellulose cellulose
Ice cream, etc. - + + + + + + + +
Sorbet, sherbet + - — + + + + + _
Gelled milk desserts + + + + + + + + +
Mousse + + + + + + - — _
Creams, dairy/

- + + - - - + + +

vegetable

Recombined milk — + + — T _ _ _ o
Chocolate milk — + — — + _ _ + +
Yogurt drinks — - — + T _ _ + +
Yogurt + — — + — — _ _ _
Sour cream + + — - + + _ _ _
Cream cheeses + + + - - + - — -
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Table 6 Applications of emulsifiers in dairy emulsions

Type of emulsion

Type of co-emulsifiers

Recombined milk MAG

Coffee cream (liquid or powdered)

Milk desserts MAG, SSL
Ice cream, etc.
Mousse MAG, LACTEM

Whipping cream (liquid or powdered)
Sour cream, yogurt
Recombined butter, cheese

MAG
MAG

MAG, DATEM, SSL, sorbitan esters, polysorbates, sucrose esters
MAG, polysorbates, sucrose esters

MAG, LACTEM, PGMS, lecithin, polysorbates, SSL, sucrose esters, polyglycerol esters

DATEM, diacetyl tartaric esters of MAG; SSL, sodium stearoyl lactylate; LACTEM, lactic acid esters of MAG; MAG, monoacylglycerols; PGMS,

propylene glycol esters of fatty acids.

In aerated emulsions (ice cream, whipped cream, top-
pings, etc.), the air cells are covered with clusters of
partially coalesced fat globules and adsorbed fat crystals
together with proteins, stabilizing the foam. The melting
stability and creaminess of ice cream are related both to
the amount of fat globules adsorbed around the air cells
and to the formation of clusters of fat globules between air
cells, linking them together in a structural matrix.

Table 6 shows the type of emulsifiers commonly used
in dairy emulsions. Often two or more different emulsif-
iers are used in combination to obtain optimal results.
The types of emulsifiers shown are not to be considered
a complete list, as other emulsifiers not mentioned may
also be applicable.

The types of emulsifiers used in vegetable fat-based
creams or toppings include monoacylglycerols together
with their lactic acid esters or propylene glycol esters of
palmitic/stearic acid blends. In liquid imitation dairy
creams the formulation requires a careful balance
between proteins and emulsifiers providing stability
against creaming and flocculation during transport and
storage and, at the same time, inducing destabilization
under shear when aerated to a foam. Therefore, lecithin
or anionic emulsifiers are often used in combination
with low-polar emulsifiers. It should be noted that the
destabilizing effect of unsaturated monoacylglycerols
(e.g, glycerolmonoolein) is considerably stronger than that
of saturated monoacylglycerols (e.g., glycerolmonostearin).

The choice of emulsifier for a specific food emulsion is
often governed by the local food laws combined with
consumer preferences for texture, mouthfeel, or appear-
ance. Quality standards for foods (e.g, ice cream) vary
from country to country and thus create a need by the
manufacturer to meet these requirements by different
formulations, including the type of emulsifiers.

Among the wide range of emulsifiers available to the
food industry, many different types may be used for a
given application with equally good results. However,

some reformulation will often be necessary when chang-
ing from one type of emulsifier to another.

See also: Ice Cream and Desserts: Ice Cream and
Frozen Desserts: Product Types. Imitation Dairy
Products. Liquid Milk Products: Recombined and
Reconstituted Products. Milk Lipids: Milk Fat Globule
Membrane; Phospholipids.
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Introduction

The sampling of any dairy food must be done by qualified
and trained technicians. All necessary paperwork must be
completed correctly, dated, and signed so that one copy
can accompany the sample. In most situations, duplicate
or triplicate samples are collected. The extra samples are
stored correctly in a locked room within the plant in the
event of legal or disputed results.

Whatever container is used to store a sample of dairy
food must be inert relative to potential interaction with
the product. Glass, plastic, and stainless steel make suita-
ble sample containers if the lid can be tightly sealed. If

there is any possibility that samples may be the subject of
litigation, then paperwork and validated traceability and
security for samples are legally mandated.

Sample size is also important. Generally, unless
requested to take an additional portion of a particular
dairy food, the sample size should be 10-20 times that
needed for analysis.

Liquid Dairy Foods

Liquid dairy foods include all varieties of milk, cream,
whey, and fermented and condensed milks. Similarly,

72
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liquid dairy foods are held in a wide variety of containers
from farm tanks to individual milk cans to tank trucks.
Moreover, it may not be possible to agitate the contents of
the milk tank to achieve an acceptable degree of analyt-
ical homogeneity between the contents and the sample.
Some samples, for example, from farm tanks, must be
taken only by a certified sampler because such samples
will be used as the basis of payment for the raw milk.
Other samples, for example, cream for butter manufac-
ture, often involve only the shipper and the receiver.

Liquid dairy foods can be sampled using one of
several devices. Following sufficient agitation of the
tank contents, a sanitary dipper is adequate to remove
the product. For tank trucks, where no agitation is
available, a proportional sampler is used to take small
samples at set time intervals during pump-out. This
device is particularly necessary where the tank truck
has not been moving and stratification has occurred.
The size of the sample should not vary with head
pressure on the sampler. Agitators mounted in the cen-
tral manhole of tank trucks are insufficient to ensure
adequate mixing, and samples taken from such tanks
should not be relied on for uniform composition. The
third type of sampler is a straight stainless-steel tube
that reaches to the bottom of the container. This core
sample 1s often taken from tank trucks where no auto-
matic sampler is available or where agitation is
incomplete or nonexistent.

Pasteurized dairy foods in retail containers should not
be opened prior to sampling. Containers selected at the
start, middle, and end of processing of a single lot of
product represent the sample. Sample quantity can be
reduced for short process runs; however, the first con-
tainer off the line is usually indicative of the remainder of
the product.

Samples should be stored under refrigeration in the
dark. For storage of more than a few days, the addition of
a preservative is necessary, but this must not interfere
with subsequent analysis. When a preservative is used, it
must be indicated on paperwork or a label associated with
the sample.

Canned Dairy Foods

Retail containers can be selected randomly and form a
sample when unopened. Larger containers and drums can
be sampled using a dipper following manual agitation to
create uniform composition. A stainless-steel tube going
to the bottom of the container can be used if there is
minimal adhesion of the product to the exterior of the
tube. This core sample will be representative of the con-
tainer, and the entire core sample must be placed in the
sample container. In the case of high-viscosity products
such as sweetened condensed milk, manual or mechanical

agitation, followed by collection of a sample with a dip-
per, is practiced. Before sampling, it is important to
ascertain, by scraping the walls during mixing, that no
product has adhered to the container walls.

Frozen Dairy Foods

Small containers of frozen dairy foods up to 21 may be
taken as a sample. More than one container may be taken
if long process runs are the practice at the plant. Stop,
start, and flavor changeover are points where cautious
sampling should be practiced. The samples taken must
be representative of the whole production lot.

From larger containers, a frozen core is taken using a
cylindrical device with a sawtooth edge powered by an
electric drill. The sample container must encompass the
entire sample. Depending on the weight of the cylinder of
product, more than one core may be needed to constitute
a representative sample. Such frozen dairy foods contain
air, if labeled frozen desserts, and hence more than one
core may be needed.

The samples should be stored frozen until preparing
for analysis.

Butter and Similar Products

When collecting samples of butter and similar products
for subsequent analysis, the sample must represent the
churning; often it is difficult on a time basis to separate
churnings, particularly during the change-over from one
silo of cream to another or from unsalted to salted butter
using a continuous churn. In such cases, it is important to
collect before, during, and after the changeover so that the
analyst gets a true picture of the whole product. With
batch churns, one churning is a lot, regardless of the
amount of cream in a silo.

In butter production plants, at least 0.5 kg from each lot
of cream churned should be collected. If a continuous
churn 1s used, it is necessary to collect a sample during
change-over of silos on a time-period basis. If 25-kg boxes
are being filled, then the sample should be collected using
a trier with a blade length of 30.5 cm. The entire sample
less the outer 2.5 cm of butter is the sample and must fit
into a sample container. In sampling from larger amounts
of butter and similar products, one sample should
be collected from each churning up to 25000kg, two
samples from each churning of 25000-50000 kg, and
four samples from each churning of 50 000—150 000 kg.
All samples must be clearly marked showing the amount
of product represented by the sample and its lot number.

All samples should be refrigerated until preparing for
analysis.
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Milk and Whey Powders

Samples collected from bags or totes (portable bins) of
milk or whey powders are taken using a ‘powder thief.
This is a tube within a tube, close-fitting, with numer-
ous side openings on the inner and outer tubes to allow
for inflow of product. The thief must reach near the
bottom of the bag or tote. The thief is inserted in the
closed position, the tubes opened, gently shaken, closed,
and withdrawn. This core sample will represent the
product from top to bottom of the bag or tote. The
entire sample is placed into a container and stored
refrigerated.

To collect samples from large lots of dried products,
the sampling plan given for large lots of butter should be
used: one sample from one lot up to 25000 kg, two sam-
ples from one lot of 25000-50 000 kg, and four samples
from one lot of 50000-150000 kg. All samples must be
clearly marked, showing the volume represented by the
sample.

Cheese and Cheese-Like Products

In sampling cheese and cheese-like products, the sample
taken often depends on the size and shape of the cheese.
Sharp knives or triers with blades 14.6 or 30.5cm in
length are used to take samples. Wheels or balls of
cheese are either cut to isolate a wedge representing
the product from the outside to the center or sampled
using a trier of suitable length to produce a core from the
outside to the center. The trier is inserted either per-
pendicularly to one face and passed through the center
to the other face or obliquely toward the center or
horizontally in the middle of the block. The outer 2 cm
of the plug is returned to fill the hole left by sample
removal.

Sampling from random weights or uniform weights
of cheese cut from larger blocks involves selecting one
piece of 0.5kg maximum weight at random. However,
the sample-taker must be aware that cheese classically
lacks analytical uniformity from outside to the center,
for example, due to rind formation or brine salting.
Temperature is a factor in moisture migration during
storage. Moisture always migrates to a colder tempera-
ture until temperature equilibrium is reached; then the
migration stops and reverses until steady-state condi-
tions are reached. This is true even in salt-brined
cheeses as long as salt is at equilibrium across the
cheese.

Plugs or wedges of cheese can be held in individual
storage containers or wrapped in aluminum foil before
placing in a container. The foil reduces migration of
moisture from the sample to the environment of the

container. Small pieces of cheese weighing 0.5kg or
less constitute a sample. If wrapped or waxed, the neces-
sary paperwork should be attached to each piece of a
sample.

Cottage cheese is sampled by taking one or two con-
tainers representing each lot or vat. Cheese in salt brine 1s
sampled in a similar fashion: one or two containers or one
or two small cheeses per lot or vat of cheese are retained
as a sample.

Sampling Dairy Foods for Microbiological
Analysis

Some precautions must be followed when a sample is to
be evaluated for its microbiology. The first sample
collected should be used for microbiological evaluation.
All equipment and the container must be sterile. With
some products, the sample must be collected subsurface.
For example, powders, cheese, and butter may require
a subsurface sample. Using a sterile scoop, the sampler
should move powder from the surface and then collect
the sample using a ‘thief scoop’ or tubular sampler.
With butter and cheese, the sampler should remove a
core using a sterile trier, and then with a sterile
spatula or knife remove the upper 1-2cm and return
it to the hole in the block of product. Wedges of
cheese can be trimmed from the surface using a sterile
knife. In this instance, the amount removed is a piece
1-2 cm- thick.

However, in the event that the surface of any product
may harbor microbes of interest, no such surface removal
is practiced. A rule to follow is that when sampling any
product for subsequent microbiological analysis, the sam-
pling procedure must not influence the result.

Samples collected for microbiological analysis must be
appropriately labeled and stored in an environment that
will not alter the sample or its microflora. Subsequent
analysis must be performed as soon after sampling as
possible. Sampling date, storage and shipping conditions,
and analysis date must be indicated on the final report
form.

Samples for Sensory Evaluation

When a sample is needed for sensory consideration, it
should be as fresh as possible. Even core samples of cheese
or butter when wrapped in aluminum foil lose flavor
intensity and quality over time. The sample collected
should be large enough to minimize changes in flavor,
body and texture, and appearance. Furthermore, the
sample must be stored to minimize changes in flavor,
body and texture, and appearance.
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Samples for sensory analysis are collected when
needed. Generally, when a sample is collected for analyt-
ical assay, a duplicate sample could be used for sensory
evaluation. Thus, dairy liquids, frozen desserts, high-
moisture cheeses, and powders present little difficulty in
that consumer-sized packages can be used or products
placed in a sterile container. Cheese and butter pose
potential problems in that the attributes of small pieces
will change over time and will not represent the original
lot of product. Samples should be evaluated immediately
for best results.
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Introduction

Compositional analysis of dairy products is of interest for
a number of reasons: the requirement for accurate nutri-
tional labeling; quality assurance in processing; ensuring
compliance with any legal compositional requirements;
and payment of primary producers. The aim of this article
1s to give the reader an overview of the various methods
that may be applied to the compositional analysis of
dairy products. The focus will be on the traditional
wet-chemical methods used for the determination of the
various macroconstituents, for example, solids/moisture,
ash, protein, fat, and lactose — often referred to as prox-
imate analysis. While many of these methods have been
largely superseded by instrumental analyses, they remain
reliable methods of long standing and in many cases are
the standard reference methods used for the calibration of
automated analytical methods (see Analytical Methods:
Infrared Spectroscopy in Dairy Analysis).

Moisture and Total Solids

The moisture content of a dairy product is of interest as it
is inversely related to the total solids content and thus the
nutritive and economic value. In addition, the level of
moisture is often an important determinant of the micro-
bial and chemical stability of products such as cheese and
milk powders. A broad range of direct and indirect
methods has been developed for the determination of
moisture content in foods, a number of which may be
applied to moisture determination in dairy products.

Conventional Oven Drying

The simplest method for the estimation of moisture is by
direct gravimetric determination following oven drying at
ambient pressure and a temperature of ~100°C (102 £2°C
is generally recommended). The sample size may vary
depending on the product (2-5 g) but should be such as to
allow accurate weighing, particularly of the dried residue.
The weighed sample is placed in a static or forced air
circulation oven and dried to constant weight, which typi-
cally takes ~4h. The dried sample is then cooled in a
desiccator and weighed, and the loss in weight on drying is
interpreted as the moisture content (MC).

Weight loss on drying «

MC (%, w/w) = 100

Sample weight
Samples with high moisture levels, such as liquid milk,
may boil over in the oven and it is recommended that
they be subjected to a pre-evaporation step over a steam
bath for ~30 min prior to being placed in the oven. While
oven drying is simple and requires relatively unsophisti-
cated equipment, it suffers from certain disadvantages,
such as a long analysis time and inadequate sensitivity
for low-moisture products. In addition, products with
high carbohydrate content, such as sweetened condensed
milk (SCM) and whey powders, can undergo chemical
decomposition — for example, caramelization or Maillard
reactions — during drying; this is usually reflected in a
continuous loss of weight and sample discoloration during
heating. In these instances, it may be preferable to con-
duct the moisture determination in a vacuum oven, which
allows evaporation of moisture from the sample at
temperatures in the range 65-80°C, thus avoiding the
problems encountered at higher temperatures. To address
the long analysis time, a number of rapid moisture analyz-
ers have been developed, which comprise a high-
temperature infrared or microwave heating system with
an integrated accurate balance. These give analysis times
of minutes rather than hours but are not suitable for use
with products that are subject to thermal decomposition.
Moisture 1s routinely determined in butter for quality
control purposes by heating a weighed sample in a metal cup
over a hotplate until foaming ceases; the sample is then
cooled and the weight loss expressed as the moisture content.

Karl Fischer Titration

The Karl Fischer method is based on the reduction of
iodine by sulfur dioxide in the presence of water:

ZHzo + SOZ + Iz — HzSO4 + 2HI

In its simplest form, the sample is dispersed in anhydrous
methanol and is subsequently ttrated with the Karl
Fischer reagent, comprising iodine, SO,, and an organic
base such as pyridine, imidazole, or diethanolamine dis-
solved in methanol. The SO, and iodine react, consuming
the water in the sample; the end point is signaled by the
appearance of free-iodine brown colors. For the most part,
the Karl Fischer method is performed using specially
designed automatic titrating systems in which the iodine
i1s generated electrochemically and the end point is

76
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detected amperometrically. The main advantage of the
Karl Fischer method is that it is more sensitive than most
other methods of moisture determination and can be used
to quantify water at the level of mg kg™ ". Tts main appli-
cation 1s for very-low-moisture products such as dried
products, tablets, and purified oils and fats.

Densitometric Methods

The total solids content of milk may also be estimated
using densitometric methods; indeed a specific densito-
meter (lactometer) is available that covers the range of
specific gravity (sp.gr 1.025-1.035) expected for milk
samples. The specific gravity of milk depends on the
levels of the major constituents — milk non-fat solids
(sp.gr. 1.614), butterfat (sp.gr. 0.93), and water. The spe-
cific gravity measurement is made by floatung the
lactometer in a milk sample at 20°C and reading the
specific gravity directly from the scale. If the fat content
of the sample is determined separately, then the total
solids (T'S) may be calculated from the following empiri-
cal formula:

TS (%, w/w) =0.25D+ 1.22F +0.72

where D is the lactometer reading and F the fat content
(%, w/w).

Densitometers are also used for in-line monitoring of
total solids and fat content during processing operations
such as separation or evaporation.

Cryoscopic Methods

While not considered a method for moisture determina-
tion per se, cryoscopic methods may be used to detect the
adulteration of milk by addition of water. The general
principle is that the aqueous phase of milk is a solution
and the solutes that it contains depress the freezing point
(by ~0.54°C) relative to that of the solvent (water). The
additon of water to milk dilutes the solutes and thus
reduces the depression of the freezing point, which
increases toward that of the solvent with increasing level
of dilution. T'ypically, milk of normal composition has a
freezing point of —0.55 to —0.53 °C and samples having a
freezing point depression less than 0.53 °C may be con-
sidered to have been adulterated with water. The level of
added water can be calculated as follows:

FP,, —FPq

Added water (%, w/w) = ( '

) % (100—TS)
where FP,, is the average freezing point depression
observed for unadulterated milks (0.545), FP; the freezing
point depression of the sample, and TS the total solids
(%, w/w).

Water Activity

The water activity (ay) of a food is a measure of the
availability of the water that it contains and thus can
often be more informative about its likely stability than
the moisture content per se. Water activity may be defined
as follows:

P

Ay = —=
P(]

where P1is the vapor pressure of the food and P, the vapor
pressure of pure water.

A number of devices that allow ‘direct’ determination
of a,, are commercially available. Most involve equilibra-
tion of the food sample within a sealed chamber at a
specified temperature, and subsequent measurement of
the equilibrium vapor pressure in the headspace using a
range of techniques — for example, capacitance, dew
point measurement, or even hair hygrometers. In other
instances, it may be more instructive to explore the rela-
tionship between moisture content and #,, more fully, and
this most commonly involves constructing the moisture
sorption isotherm (MSI) for the food. Typically, weighed
samples are chemically dehydrated — for example, over
P,0s5 — and are subsequently equilibrated to a range of 4,
values — usually in sealed containers containing various
saturated salt solutions — at a specified temperature. The
increase in the weight of the samples is expressed as
moisture content (on a dry basis) and plotted as a function
of ay. The moisture content increases with increasing
but not in a linear fashion and the shape of the MSI for a
product can yield useful information about its likely
stability over a range of storage conditions (see Water in
Dairy Products: Analysis and Measurement of Water
Activity).

Ash Content
Dry Ashing

The ash content of a food is literally the residue that
remains once the organic constituents have been burned
oft. What remain are the oxides, phosphates, and sulfates
of the various elements present, which in turn reflects the
salts in the sample, although it should be remembered that
organic salts such as citrates are destroyed by the ashing
process. The determination usually involves accurately
weighing a sample (2-10¢) into a silica crucible and
heating in a muftle furnace, typically at 525 £25°C.
Heating 1s continued until the ash is a uniformly white
or light gray in color, which typically takes 3—6h. The
crucible 1s then cooled and the weight of the ash residue 1s
determined. To avoid samples with a high organic con-
tent bursting into flames, they must first be slowly
carbonized or charred over a low flame until smoking
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ceases, prior to placing in the furnace. In addition, liquid
samples such as milk must first be evaporated to dryness
on a steam bath prior to charring.

Wet Ashing

Where specific mineral constituents are to be determined,
it is often desirable to remove the organic matter by wet
rather than dry ashing. This involves heating the sample
in the presence of a strongly oxidizing mixture of acids
such as H,SO,4, HNOj, and/or HCIO,. Heating is con-
tinued until a clear digest is obtained, which may then be
suitably diluted and the specific analyte of interest
determined by appropriate techniques (se¢ Analytical
Methods: Atomic Spectrometric Techniques).

Protein and Nitrogen Determination

A variety of methods may be used to determine the
protein content of dairy products. Some measure protein
directly, for example, colorimetric determination of pep-
tde bonds or amino groups, whereas others involve
calculation of protein content based on the determination
of nitrogen in the sample. For clean solutions of pure
proteins, direct methods are usually preferred because of
their precision and rapidity. However, most dairy pro-
ducts are neither clean, pure (in terms of their protein
content), nor in many cases soluble and so indirect
methods tend to be used. Again it should be remembered
that only wet-chemical methods of analysis are described
in this article, and that automated rapid determination of
protein in the dairy industry is routinely performed by

_ Volume of acid (ml) x molarity of acid (moll™') x14 (gmol ")

IR spectroscopy (see Analytical Methods: Infrared
Spectroscopy in Dairy Analysis).

Kjeldahl Method

The 125-year-old Kjeldahl method for the determination
of organic nitrogen has long been the international
reference method for the determination of the protein
content of dairy products. Although it involves a long
analysis time and the use of hazardous reagents at high
temperatures, the method is extremely reliable and pre-
cise, which is probably why it has stood the test of time
so well.

In the procedure, a weighed sample of the food is
heated together with concentrated H,SOj in the presence
of K,804 and a Se, Hg, or Cu catalyst in a heat-resistant
tube at a temperature of ~400 °C. This step 1s essentially
a wet oxidation of the sample, and the organic constitu-
ents are initially carbonized as evidenced by the
appearance of a dirty black color. Continued heating
results in complete oxidaton to CO, and the digest
becomes clear. This digestion step converts sample N
into a soluble nonvolatile form, (NH4),SO4 The clear
digest is cooled, suitably diluted, and made alkaline by
the addition of an excess of strong base (NaOH), which
releases the N in a quantifiable form as free NH;. The
neutralized digest is then subjected to steam distillation,
which separates the volatile NH; from the other consti-
tuents, and the condensed NHj is trapped in dilute boric
acid. The final step involves quantification of the trapped
NH; by titration with a standard acid. The amount of acid
used 1in titration can easily be related to the N content of
the sample:

N (%, w/w) =

To obtain the protein content of a food, the N content
must be multiplied by a factor that reflects the percentage
of N in the sample protein. Dairy proteins contain an
average of 15.67% N, giving a correction factor of 6.38
(100/15.65); thus,

Protein (%, w/w)= N (%, w/w) X 6.38

For samples where the exact protein profile is not known,
a general conversion factor of 6.25 may be applied. As the
Kjeldahl method determines N rather than protein per se,
the protein content so determined is termed the crude
protein value. The main source of inaccuracy in the
method arises from the contribution of non-protein nitro-
genous species, for example, urea, nucleic acids, and
organic bases, to the N value obtained; for most dairy
products — with the exception of products that have

Weight of sample (g)x1000

X100

undergone extensive proteolysis, such as ripened cheese —
this error is relatively small.

Dumas Method

The Dumas method is even older (1831) than the
Kjeldahl method. It is based on N determination by com-
bustion analysis, but in its earlier forms was a difficult and
imprecise method and so remained relatively little used.
However, in recent decades, instruments that allow accu-
rate and rapid protein determination by this method have
been devised and, the best known is the Leco N analyser.
A small sample of food (typically <0.5 g) is sealed in a foil
container and burned at ~800 °C in a nitrogen-free oxy-
gen atmosphere. The combustion gases are collected in a
ballast tank and a sample aliquot is carried in a He stream
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through a series of traps and scrubbers that remove H,O
vapor and CO,. All that remains in the carrier gas is N,
and various oxides of N; the final step is passage of the gas
through a heated (~400°C) column containing metallic
Cu, which reduces the N oxides to elemental N,. The N,
in the He carrier stream is then determined by a thermal
conductivity measurement. Again, this is a crude protein
determination, and the protein content is calculated from
the N content using a suitable conversion factor. The
main advantages of the Dumas method over the
Kjeldahl are (1) an analysis time of less than 5 min per
sample in the modern analyzers and (2) the absence of any
requirement for hazardous reagents and associated waste
disposal protocols. While it is extremely useful for dried
samples and those containing relatively high N levels, it is
less suitable for more dilute samples, especially liquid
samples that may require careful pre-evaporation prior
to combustion. In addition, the small sample size may
make representative sampling of heterogeneous and par-
ticulate foods difficult.

Dye Binding

Dye-binding methods are based on the principle that
certain strongly anionic dyes, for example, amido black,
form insoluble complexes with proteins at low pH (<2.5).
Under these conditions, the protein is typically below its
1isoionic pH and so is positively charged whereas the dye
1s negatively charged, resulting in the formation of an
insoluble dye—protein complex. Techniques for protein
estimation by this method involve the addition of an
excess of the dye to the sample under acidic conditions,
followed by a filtration step to remove the insoluble dye—
protein precipitate. The filtrate contains the unbound
dye, the concentration of which is inversely related to
the protein content and may easily be measured using a
spectrophotometer. Such methods are highly empirical
and require the construction of a calibration curve and
strict adherence to the assay conditions, and are limited to
cases where the protein is in a soluble form. However, for
routine analysis of liquid samples, for example, in a pro-
cess control laboratory, these methods offer a relatively
rapid method of analysis — certainly relatve to the
Kjeldahl. The Pro-Milk Tester®, a semiautomated instru-
ment for determination of protein in milk by dye binding,
has been available for many years.

Fractionation of Milk Protein or N

The separation of the nitrogenous constituents of milk
into the casein N, the non-casein N, and the non-protein
N fractions is well known (Figure 1) and quantification of
the distribution of N between these fractions is of signifi-
cant interest to the dairy industry.

Skimmed milk
20°C | pH4.6

Soluble
non-casein N/
whey N
~20%

12% TCA

Soluble
NPN urea,
peptides,
amino acids

Insoluble
casein N
~80%

Insoluble
whey protein
(95% of NCN)

Figure 1 Approximate distribution of milk N between various
fractions.

Most methods involve an initial determination of total
milk N by Kjeldahl. The casein in another sample is
precipitated at pH 4.6 by the addition of a sodium
acetate/acetic acid buffer. Subsequent filtration allows
separation of the soluble non-casein N fraction, which is
also determined by Kjeldahl. If desired, an aliquot of the
soluble noncasein or whey fraction can be mixed with an
equal volume of 24% (w/v) trichloroacetic acid (TCA),
which will precipitate the whey proteins, after which the
soluble non-protein N fraction may be separated by fil-
tration and quantified by Kjeldahl

Fat

Historically, fat has been considered the most valuable of
the major milk constituents, in no small part because of
the importance of butter manufacture and trading to
many countries. The fat or lipid content of a food may
be defined in analytical terms as that portion of the food
that is soluble in low-polarity solvents. Given such a
broad definition it is not surprising that the fat fraction
contains many different classes of compounds, for exam-
ple, triglycerides, fatty acids, phospholipids, sterols, and
hydrocarbons. It should be remembered that qualitative
differences will occur between extracts obtained using
solvents of different polarities, and while this is not so
significant in general compositional analysis, it is an
important consideration when preparing extracts for
further, more detailed characterization, for example,
fatty acid or vitamin analysis. In the case of milk products,
neutral triglycerides and associated species — free fatty
acids, monoglycerides, and diglycerides — account for
~99% (w/w) of the lipid fraction, with most of the
remainder accounted for by the phospholipids. While
milk fat contains many other lipid species that are
nutritionally and functionally important, they are quanti-
tatively insignificant. A range of methods has been
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developed for the determination of fat in milk and
dairy products, including various spectroscopic methods
discussed elsewhere in this work (see Analytical
Methods: Infrared Spectroscopy in Dairy Analysis;
Nuclear Magnetic Resonance: Principles). The most
widely used wet-chemical methods involve gravimetric
determination of solvent-extracted fat, or volumetric
determination of centrifugally separated fat.

Gravimetric Solvent Extraction Methods

Direct admixture of solvents such as diethyl ether or
petroleum spirit with dairy products extracts only a
small portion of the fat. This is because most of the fat is
inaccessible to the solvent, either because it is in an
emulsified form, for example, milk, cream, or ice cream,
or because it is trapped within a dense protein matrix, for
example, cheese or casein. In order to quanttatively
extract the fat from such products, it must first be libe-
rated from the sample matrix.

The international reference method for determination
of fat in milk is the Rose—Gottlieb method, which
involves gravimetric determination of solvent-extracted
fat liberated from the sample matrix. A sample of milk
(~10¢) 1s weighed into a specially designed extraction
bottle such as a Mojonnier flask (Figure 2) and mixed
with 1 ml of concentrated ammonia, which solubilizes the
milk protein and aids in destabilizing the fat globules.
Ethanol (10 ml) is then added and mixed to complete
release of the fat from the globules. The liberated fat
may then be recovered by extraction with a mixture of
diethyl ether and petroleum spirit. After standing, the
solvent layer containing the fat is decanted into a
round-bottom flask; the extraction is repeated twice to
ensure complete extraction of the fat. The solvent is then
evaporated from the pooled extract and the weight of the

Solvent layer
containing fat

Aqueous
layer

Figure 2 Mojonnier extraction flask used in determination of fat
by the Rose-Gottlieb method.

fatty residue determined; this may be expressed as a
percentage of the sample weight. This method may also
be used for cream, ice cream, and most milk powders.

To liberate the fat from dense protein matrices such as
cheese or casein, a more aggressive approach must be
used. One such approach is the Schmidte—Bondzynski—
Ratzlaff method, in which the cheese or casein sample is
first heated with 6 mol1 " HCI until fully dissolved; the
digest is then cooled and mixed with ethanol, and the
liberated fat extracted and determined as per the Rose—
Gottlieb method. For special applications, a number of
variants have been developed, such as the Weibull-
Berntrop method for products with high nondairy content
and the Evers method for butter and spreads.

Volumetric Methods

Alternatives to the gravimetric approach of the above
methods are the volumetric methods: the Gerber, which
has currency in Europe, and the Babcock, which is used in
the United States. In the Gerber method, a prescribed
sample weight or volume is mixed with concentrated
H,SO4 and amyl alcohol in a specially designed sample
tube called a butyrometer. The heat of solution and the
corrosive nature of the H,SOy result in the digestion of
the sample matrix and liberation of the liquid fat. The
samples are then centrifuged and the less-dense fat phase
rises into the calibrated neck of the butyrometer where
the fat percentage may be read directly, following equili-
bration of the sample at 65°C. A range of butyrometer
types has been designed for specific dairy products and
sample sizes (Table 1). The method is relatively rapid but
accuracy 1s dependent on strict adherence to standard
protocol, particularly with respect to the sample size,
the butyrometer type, and the temperature at which the
butyrometer scale is read (65 °C).

The Babcock method uses a larger sample size
(e.g,, 18 g of milk) and a larger sample bottle of different
design, and the amyl alcohol is omitted; however, the
basic principle of the method is the same.

Lactose

Lactose is the principal carbohydrate in all milks and the
only one that is of quantitative significance in most dairy
products. In proximate analyses, carbohydrate was tradi-
tionally determined by difference, that is,
Carbohydrate (%) = 100 — (fat (%) + protein (%)
+ moisture (%) + ash (%))

However, this approach can lead to inaccuracies, for
example, in the case of milk, where a relatively minor
error in moisture determination can lead to a far
more significant error in estimated lactose content.
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Table 1 Sample size and butyrometer fat percentage scale for
determination of fat in different dairy products by the Gerber
method

Butyrometer scale
Product Sample size (%)
Milk 10.94 ml 0-7
Skimmed milk or 10.94 ml 0-1
whey
Cream 59 0-70
Cheese 39 0-40

Because of the requirement for more accurate composi-
tional analysis in the modern food and dairy industries,
it is now more common to determine carbohydrates,
including lactose, directly. Approaches to the direct
determination of lactose exploit the fact that it is a reduc-
ing sugar or that it is optically active; it may also be
determined enzymatically. A number of spectroscopic
and chromatographic methods may also be used, and
are discussed elsewhere (see Analytical Methods:
Chromatographic Methods; Infrared Spectroscopy in
Dairy Analysis).

Polarimeter Method

Solutions of lactose rotate the plane of polarization
of plane-polarized light. An equilibrium mixture of the
a- and B-anomeric forms has a specific rotation (apy) —
that is, the angular rotation of a 1 gml™" solution, using
the D-line of the Na spectrum at 20°C — of +554°. In a
clear solution of lactose, the concentration may readily be
calculated from the observed angular rotation (o) of the
sample:

100

Lactose (%, w/v) = a7
D

where L is the light path in decimeters.

For polarimetric determination of lactose in milk, the
sample must first be clarified by precipitation of protein
and fat, for example, by addition of Wiley’s or Carrez
reagent. The rotation of the clarified sample is then
determined in the polarimeter and the lactose content
calculated taking account of the volume of fat and protein
removed by clarification.

A modification of this method — the so-called Clerget
inversion — may also be used to determine the sucrose
level in Sweetened Condensed milk (SCM). Briefly, an
initial polarimeter reading is taken on a clarified SCM
sample, the rotation reflecting the lactose and sucrose
levels. A parallel sample is subjected to an acidification
step that hydrolyzes (inverts) the sucrose to glucose and
fructose, leaving the lactose unchanged. The rotation of
the inverted sample is then determined and the change in

rotation occasioned by inversion — due to the levorotatory
nature of fructose — can be related to the sucrose content.

Chloramine-T Method

The Chloramine-T method for lactose determination
exploits the reducing properties of the sugar and is an
internationally recognized method for lactose determina-
tion in milk. A deproteinized sample of milk is mixed with
Chloramine-T and KI, and a series of reactions generate
KIO within the sample, which reacts with the lactose.
Acidification of the sample liberates I, from the unreacted
KIO and allows its estimation by titration with Na,S,0;
using a starch indicator. A blank determination is simi-
larly performed, and the difference between the blank and
sample titers represents the amount of KIO required to
react with the lactose in the sample.

Enzymatic Methods

A number of kits that allow the determination of lactose
by enzymatic methods are available. Among the advan-
tages of this approach is its specificity, which allows the
determination of lactose in the presence of interfering
substances, including other sugars, for example, galactose
in fermented milk products. Most kits involve two enzy-
matic steps, the first of which hydrolyzes lactose into
galactose and glucose using (-galactosidase. The amount
of galactose is then determined in a NAD/NADH,-
coupled spectrophotometric assay using the second
enzyme, galactose dehydrogenase:

B-galactosidase

1. Lactose —-===22 5 olucose + galactose

galactose dehydrogenase

2. Galactose + NAD —85=20288 s galactonic acid + NADH,

The amount of NAD reduced is proportional to the
amount of galactose present, which in turn reflects the
amount of both lactose and galactose in the original
sample. Omitting the first step allows the determination
of the galactose alone, and the difference between the two
determinations gives the lactose content.

Titratable Acidity

The titratable acidity of milk is often determined as a
rapid and simple quality (and, on occasion, rejection) test.
Briefly, a sample of milk (yogurt or whey) is titrated to the
phenolphthalein end point (faint pink color) using a stan-
dard solution of a strong base such as NaOH. Since lactic
acid 1s the acid associated with milk souring, it has
been traditional to titrate a 10 ml sample aliquot using
0.11 mol 1" NaOH, as under these conditions 1.0 ml of
0.11 mol1™" NaOH = 0.1 g lactic acid per 100 ml milk.
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Table 2 Summary of methods commonly used for the compositional analysis of milk and dairy products

Constituent Method Principle Reference(s)
Fat Rose-Gottlieb Gravimetric determination of ether-extracted fat following International Dairy Federation
emulsion disruption by NH,OH and EtOH standard method. FIL-IDF
standard 1D (1996)
Gerber Volumetric determination of fat in calibrated butyrometer Irish standard method IS 69
tube following emulsion disruption with H,.SO,4 and amyl (1955). British standard method
alcohol BS 11870 (2009)
Protein Kjeldahl Digestion of sample in H,SO, to convert sample N to FIL-IDF standard 20B (1993)
(NH,4)>SO,4 and subsequent determination by titration
Lactose Chloramine-T Multistep redox reaction, final quantification by titration BS 1741, part 7, section 7.2
with Na,S,03 (1988)
Polarimeter Precipitation of fat and protein followed by direct BS 1741, part 1, section 7.1
determination of rotation in polarimeter (1988)
Enzymatic Two-enzyme (galactose dehydrogenase and lactase) Various manufacturers’ manuals,
NAD/NADH,-coupled spectrophotometric method for example, Boehringer® (1989)
Total solids Oven drying Dry at 102 + 2 °C to constant weight FIL-IDF standard No. 21B (1987)
Lactometer Float lactometer in milk, determine density, and calculate BS 734 (1985)

total solids (TS) using the formula TS = 0.25D + 1.22F
+ 0.72, where D is the lactometer reading and F the fat

content (%, w/w)

Fresh milk samples containing no lactic acid have a
titratable acidity — expressed as %,w/v, lactic acid — of
0.14-0.16% due to the buffering action of milk salts and
protein, and only samples having acidities >0.17% are
normally considered sour. When monitoring acid pro-
duction during cheese or yogurt fermentation, it is
necessary to perform a blank determination on the milk
or yogurt mix to allow the determination of the devel-
oped lactic acid (Table 2).

See also: Analytical Methods: Atomic Spectrometric
Techniques; Chromatographic Methods; Infrared
Spectroscopy in Dairy Analysis; Nuclear Magnetic
Resonance: Principles. Water in Dairy Products:
Analysis and Measurement of Water Activity.
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Introduction

When we use an analytical method during an experi-
ment or in quality control or assurance practice, we
expect our measurement to be as accurate, reproducible,
and sensitive as made possible by the measurement
procedure we are using. When a measurement instru-
ment is used for the analysis, we expect that it provides
an unbiased response that remains stable over time.
Unfortunately, except when the measurand is a reference
standard, its true value is unknown and the measured
quantity value is only an estimate of the true quantity
value and it is affected by random, uncontrollable, errors
and, possibly, by systematic errors. In order to estimate
how reliable our measurement is, we need to use a range
of statistical techniques to characterize the measurement
process. This article will present a brief account of
statistical methods used in measurement system charac-
terization. Only basic knowledge of statistics is needed to
understand the material presented. The interested reader
1s encouraged to refer to one of the many excellent
textbooks or review articles available on this subject for
further details. Some of the terms used in this entry
(accuracy, repeatability, reproducibility, bias, uncer-
tainty, etc.) have been defined in slightly different
ways. Here, the definitions provided by International
Vocabulary of Metrology — Basic and General Concepts and
Associated Terms (VIM), some of which are shown in
Table 1, will be used.

Basics
Measurements and Variables

The result of a measurement procedure is the attribution
of a quantity value to a measurand. The value can be on
either a continuous or a discrete scale. A variable 1s con-
tinuous if it can, at least theoretically, assume any value
on the scale on which itis measured. Examples are weight,
concentration, and length. However, our ability to meas-
ure a quantity on a continuous scale may be limited by the
resolution or by the reproducibility of the measurement
procedure.

Continuous variables can be measured on ratio or on
interval scales. Ratio scales are divided into equal inter-
vals and have a fixed 0: an example is the thermodynamic

temperature in Kelvin. Interval scales are divided in equal
units, but the 0 is arbitrary. Examples are temperatures
measured in degree Celsius or degree Fahrenheit.
Although 25 and 50°C are separated by exactly the
same number of units as 298.15 and 323.15 K, milk at
50°C 1s definitely not twice as hot as milk at 25°C,
because the 0 in the Celsius scale is arbitrary.

In sensory evaluation (Analytical Methods: Sensory
Evaluation), one further problem is that even when
apparently continuous quantitative scales are used by
assessors, numbers are actually only ranks and the
distance between the points of the scale is not constant.
When panelists are asked to grade the perception of a
descriptor for a cheese (e.g., bitterness) from 0 ‘no
perception of the descriptor’ to 9 ‘very intense’, they
may tend to use more frequently the central part of the
scale and a score of 4 may not actually be 4 times as
large as 1. This is an example of an ordinal scale in which
ranks, not distances, are important. Semi-quantitative
methods for milk quality based on color comparators
(resazurin test, rapid phosphatase tests) also provide
ordinal scales. Conventional parametric statistical tests
may not be adequate for rank-order data of this kind,
although they may provide in some instances a reason-
able approximation.

In several cases, a single measured quantity may be
insufficient to characterize the product and the measure-
ment procedure may result in a small (e.g, L*, 4", and 4"
values in colorimetric measurements using the CIE L*#" 5"
scale) or very large (absorbances, reflectances, emission at
different wavelengths in a variety of spectroscopic
techniques) number of variables that must be handled
by appropriate multivariate  statistical  methods
(Analytical Methods: Multivariate Statstical Tools for
Chemometrics).

In a few instances, the results of analytical procedures
are expressed in terms of nominal properties. Measurands
can fall into two or more mutually exclusive categories: a
test item may pass or fail a conformity test; a cheese
sample may be negative or positive in testing for
Salmonella using a given sampling plan; a cheese may be
classified on the basis of its color in a number of mutually
exclusive categories. Data in this format can only be
enumerated and classified but most of the methods
described in this article do not apply to nominal
properties.
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Table 1 Definitions from the International VVocabulary of Metrology — Basic and General Concepts and Associated Terms (VIM), JCGM

200:2008
Term Definition
Calibration Operation that, under specified conditions, in a first step, establishes a relation between the

International
measurement standard

Measurand

Measured quantity value

Measurement

Measurement accuracy

Measurement bias
Measurement error
Measurement precision

Measurement
repeatability

Measurement
reproducibility

Measurement standard
Measurement trueness

Measurement
uncertainty

Primary measurement
standard

Quantity

Random measurement
error

Reference measurement
standard

Secondary
measurement standard

Reference quantity value

Resolution

Selectivity of a
measuring system

Sensitivity of a
measuring system

Systematic
measurement error

True quantity value

Working measurement
standard

quantity values with measurement uncertainties provided by measurement standards and
corresponding indications with associated measurement uncertainties and, in a second
step, uses this information to establish a relation for obtaining a measurement result from
an indication

Measurement standard recognized by signatories to an international agreement and
intended to serve worldwide

Quantity intended to be measured

Quantity value representing a measurement result

Process of experimentally obtaining one or more quantity values that can reasonably be
attributed to a quantity

Closeness of agreement between a measured quantity value and a true quantity value of a
measurand

Estimate of a systematic measurement error

Measured quantity value minus a reference quantity value

Closeness of agreement between indications or measured quantity values obtained by
replicate measurements on the same or similar objects under specified conditions

Measurement precision under a set of repeatability conditions of measurement, i.e.,
condition of measurement, out of a set of conditions that includes the same measurement
procedure, same operators, same measuring system, same operating conditions and same
location, and replicate measurements on the same or similar objects over a short period of
time

Measurement precision under reproducibility conditions of measurement, i.e., condition of
measurement, out of a set of conditions that includes different locations, operators,
measuring systems, and replicate measurements on the same or similar objects

Realization of the definition of a given quantity, with stated quantity value and associated
measurement uncertainty, used as a reference

Closeness of agreement between the average of an infinite number of replicate measured
quantity values and a reference quantity value

Non-negative parameter characterizing the dispersion of the quantity values being attributed
to a measurand, based on the information used

Measurement standard established using a primary reference measurement procedure, or
created as an artifact, chosen by convention

Property of a phenomenon, body, or substance, where the property has a magnitude that can
be expressed as a number and a reference

Component of measurement error that in replicate measurements varies in an unpredictable
manner

Measurement standard designated for the calibration of other measurement standards for
quantities of a given kind in a given organization or at a given location

Measurement standard established through calibration with respect to a primary
measurement standard for a quantity of the same kind

Quantity value used as a basis for comparison with values of quantities of the same kind.
A reference quantity value can be a true quantity value of a measurand, in which case it is
unknown, or a conventional quantity value, in which case it is known

Smallest change in a quantity being measured that causes a perceptible change in the
corresponding indication

Property of a measuring system, used with a specified measurement procedure, whereby it
provides measured quantity values for one or more measurands such that the values of
each measurand are independent of other measurands or other quantities in the
phenomenon, body, or substance being investigated

Quotient of the change in an indication of a measuring system and the corresponding change
in a value of a quantity being measured

Component of measurement error that in replicate measurements remains constant or varies
in a predictable manner

Quantity value consistent with the definition of a quantity

Measurement standard that is used routinely to calibrate or verify measuring instruments or
measuring systems
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Measurement Error

Even when a single trained operator takes repeated
measurements on a measurement standard (Table 1)
using an accurate instrument over a short interval of
time, the results of the replicate measurements will be
slightly different due to random error. Therefore, each
individual result will be the sum of the true quantity
value (estimated by the mean of the population of mea-
surements) of the measurand and random measurement
errors:

xXi =N+ E; [1]

In most instances, x; will be distributed as a normal
random variable and the random measurement errors
will be normally distributed, with 0 mean and standard
deviation ¢ and independent.

Due to cost constraints, the number of replicate mea-
surements that can be performed is limited and the true
quantity values (the population mean, ) and the repeat-
ability standard deviation, o, can only be estimated from
the sample mean, ¥, and standard deviation, s. The differ-
ence between the sample mean and the true quantity
value will, in turn, provide an estimate of the accuracy
of the measurement, while the standard deviation is an
estimate of repeatability (Table 1).

Other, non-random, sources of errors may affect the
measurement results: by performing repeated measure-
ments of the same measurand or standard by different
operators, using different instruments, on different days,
and using an appropriate statistical design, we can
estimate the different error components and the reprodu-
cibility of the measurement and identify sources of bias
(Table 1).

The issues of repeatability, reproducibility, and bias
and the use of some descriptive graphing techniques for
evaluating the distribution of measurement results are
illustrated in Figures 1-3. Let us assume that a single
trained operator has taken five repeated measurements
on a check standard (see section ‘Check standard metho-
dology’ for a definition) every day for 50 days. Individual
data and day means are shown in the scatter plot
in Figure 1. The data were actually generated by
extracting 50 independent samples of 5 measurements
from a normal distribution with p=35 and 0 =0.3. Day-
to-day variability is shown by the position of day means,
while within-day variability is shown by the scatter
of individual measurements for each day. Although
the mean (5.0001) and standard deviation (0.3048) for
the whole experiment are very close to the values of the
parameters of the parent distribution, means and stan-
dard deviations calculated for single days are
significantly more variable and range from 4.7631 to
53503 and from 0.0559 to 0.508 7, respectively. With a
small number of replicates, standard deviations
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Figure 1 Simulated within-day and between-day variation of a
measurement process: 250 simulated measurements were
obtained by generating 50 samples of 5 elements from a normal
distribution with p=5 and o =0.3. This simulates the results
obtained by a single trained operator who has taken five repeated
measurements on a check standard (see section ‘Check stan-
dard methodology’ for a definition) every day for 50 days. Open
circles show values for individual measurements, while filled
circles are the means of the five simulated measurements taken
each day. Horizontal lines show the grand mean =+ standard
error.

calculated from individual measurement days are poor
estimates of the repeatability and reproducibility of the
measurement. The procedure for calculating repeatabil-
ity (0.31) and reproducibility (0.13) standard deviations
are described in section ‘Check standard methodology’.

The distributions represented by the histograms in
Figure 2 simulate 50 measurement results for a measur-
and with a true value of 5 obtained by 3 operators. The
data were actually generated by extracting 50 random
numbers from normal distributions with p=35, 0=0.3
(D1); p=5.5,0=0.3 (D2); and p=5.5, 0 =0.6 (D3). D1
simulates an operator using a correctly calibrated instru-
ment with a repeatability standard deviation of 0.30: the
estimated mean and standard deviation obtained from the
50 replicate measurements are x=497, s=0.30. D2
simulates an operator using an incorrectly calibrated
instrument, which results in a theoretical bias of 0.5. As
a result, the estimated mean and standard deviation
obtained from the replicate measurements are ¥ =547,
s=0.30. D3 simulates an operator using an instrument
that is incorrectly calibrated and shows a random drift,
resulting in biased measurement results with a larger
repeatability standard deviation (0.60): the estimated
mean and standard deviation are ¥ =545, s=10.60. The
three histograms provide a good representation of the
location and spread of the measurements. Popular alter-
natives to histograms are box and whiskers plots. In these
nonparametric displays, the box shows the interquartile
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Figure2 Histograms and box and whiskers plots for simulated measurement distributions. The data were generated by extracting 50
random numbers from normal distributions with p =5, 0 =0.3 (D1); n =5.5, 0 =0.3 (D2); and p=5.5, 0 = 0.6 (D3). Dashed vertical control
lines mark the means of D1 and of D2 and D3. Box and whiskers plots for the same distributions are also shown. D1 U D2 is the

distribution resulting from the union of D1 and D2.

range (IQR, range between the first and the third quartiles
of the distribution, xp,5 and xy7s, respectively), with a
middle line marking the median (xqs0). Whiskers extend
from xg,5—1.5IQR to xy75—1.5IQR. The mean may be
marked by a dot within the box. Measurements located
2IQR or 3IQR beyond the central box are marked as
outliers or extreme outliers.

Most statistical procedures related to measurement
process characterization require the assumption that the
measurements are normally distributed. This can be
checked by comparing the values of kurtosis and asym-
metry with those expected for a normal distribution, or by
fitting a normal probability density function (Figure 2) on
a histogram or by using a normal probability plot
(Figure 3). In the latter, ordered measurement values
(usually on the y-axis) are plotted against the order sta-
ustic medians (usually on the wr-axis, expected values).

Data will be distributed approximately along a straight
line if the distribution is normal. Deviations from normal-
ity can be identified by bends or curvatures. The plot can
be adapted easily to check if the data fit distributions
other than (log-normal, Weibull, etc.).
Deviations from normality may also result when samples
obtained from different statistical populations are merged.
Suppose, for example, that D1 and D2 in Figures 2 and 3
had been pooled (e.g., by continuing to collect data after
the bias was introduced by an incorrect calibration). This
i1s shown, for example, by the bimodal nature of the
histogram and by the asymmetry of the box plot for D1
U D2 in Figure 2 and by the pronounced bend in the
probability plot in Figure 3.

Although slight deviations from normality may be
tolerable, violations of the assumptions on error distribu-
tion may severely affect the significance of statistical test.

normal
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Figure 3 Normal probability plots for the distributions shown in
Figure 2, D1 (@), D2 (A), and D3 (H). D1 U D2 (4, which is the
union of D1 and D2) shows an indication of nonnormality. Means
can be estimated by finding the y-value corresponding to an
expected value of 0. The slope of the lines is correlated with
standard deviation: D3, which has a higher standard deviation,
has a higher slope.

Transformation of raw data may alleviate the problem.
Common transformations are

logarithmic transformation: y; = log, (x; + ¢) 2]
power transformation: y; = (x; + ¢)” [3]
X'+ ¢
Box—Cox: y; = 7( : ) [4]
”

where ;s the transformed value corresponding to x;, and
¢ and # are constants. ¢ 1s needed when the measurements
to be transformed include 0 or negative values.
Logarithmic transformations (with 7= 10) are appropri-
ate for microbial counts and particle size distributions,
although for small numbers a square-root transformation
(ie., a power transformation with »=0.5) would be more
appropriate. The Box—Cox transformation provides a
more general approach: the optimal value of 7 is estimated
by finding the value that maximizes the coefficient of
correlation between the x- and y-axis in a normal prob-
ability plot of the transformed data.

Measurement Process Characterization

The objective of measurement process characterization 1s
to identify and understand the sources of random or
systematic error that affect the process. While compo-
associated with random errors vary in an
unpredictable manner and affect the repeatability and
reproducibility of the process, components related to

nents

systematic errors vary in a predictable manner, causing
biases and thus affecting the measurement accuracy

(Table 1).

In a purely instrumental procedure, the position of the
measuring instrument, microclimate changes, or vibra-
tions may all affect the short-term repeatability or long-
term reproducibility of the measurement. On the other
hand, lack of, or improper, calibration and instrument
wear may cause bias and drift in the measurement, pro-
ducing results that are inaccurate. Bias may differ
throughout the measuring range of the instrument, thus
affecting the linearity of the response. In a procedure
requiring the intervention of an operator, both the gauge
(a thermometer, a caliper, a spectrophotometer, etc.) and
the operator may contribute to measurement errors.
When characterizing a measurement process related to
aspects of production, part-to-part variation must be
identified and its contribution separated from the other
causes.

In addition, the issue of data integrity may be relevant
and must be addressed prior to any measurement system
characterization. T'ypical examples are errors in the regis-
tration of an analytical result in a database, or loss of data
due to instrument failures or due to improper storage of a
biological sample.

The characterization of ongoing processes in which
items produced in a relatively constant production pro-
cess can be repeatedly measured (either in process control
or in certification laboratories) or for which measurement
standards are available for calibration is relatively easy.
Check standard methodology can be used to evaluate
repeatability and reproducibility of the process and to
identify the occurrence of biases or drifts. Gauge repeat-
ability and reproducibility (R&R) studies are used to
evaluate the contribution of operator, gauge, and parts
being measured to the total variability. Finally, calibration
is used to correct for bias and lack of linearity.

Measurement procedures that require sampling or use
destructive tests or those that are based on one-time tests
are more difficult to characterize. Due to the intrinsic
variability of milk composition and of processes based
on fermentation and due to the potential deterioration
of physical, chemical, sensory, and biological properties of
dairy products over storage, it may be actually difficult to
carry out repeated measurements on the same sampling
unit over different days: this may confound the effect of
operator or measuring instrument and product variability.
In some cases, all we can do is to assume that products
obtained on different days are reasonably similar.

Check Standard Methodology

Check standard methodology is used to evaluate if a
process is in statistical control prior to performing further
studies. According to the NIST /SEMATEC e-Handbook of
Srartistics, a check standard “can be defined as an artifact or
as a characteristic of the measurement process whose
value can be replicated from measurements taken over
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the life of the process”. A check standard must be stable
and continuously available for the measurement process.

A check standard database is built by taking replicate
measurements under repeatability conditions (Table 1,
e.g, measurements taken by a single operator using the
same measurement procedure over a short period of time)
on the check standard over several days. An example is
provided in Figure 1, which shows 250 simulated mea-
surements taken on 50 days (5 replicate measurements
per day).

Before analyzing the data, their distribution should be
evaluated by using histograms and normal probability
plots, and data transformations should be carried out to
normalize the measurement results, if needed. As an alter-
native, the parent probability density function for the data
should be identified and evaluation of uncertainty of
control limits on control charts should be calculated
accordingly.

If 71s the number of replicates for each day and 7 the
number of days for which the check standard data have
been collected, the within-day mean (x;.) and standard
deviation (s;) for the jth day can be calculated as follows:

Both will be quite variable and will be poor estimates of
the true quantity value of the check standard and of the
measurement process repeatability and reproducibility,
unless the number of degrees of freedom (/1) is larger
than 10. An estimate of the repeatability of the measure-
ment process can be obtained by pooling the within-day
variances in an estimate of the level-1 standard deviation:

[7]

The corresponding estimate for the measurements
described in Figure 1 is 0.31 with 7(/~1)=200 degrees
of freedom.

The grand mean of the measurements is an estimate of
the true quantity value of the check standard:

L
% = Z ;. (8]

The level-2 standard deviation, with 71 degrees of
freedom, is an estimate of the day-to-day variability:

Nl

For the data in Figure 1, the values of ¥. and s, are
5.00 and 0.13, respectively. Both s; and s, are measures
of the precision of the measuring process, obtained at two
different levels, which should be indicated when making
statements on the uncertainty of the measurement.

Measurement uncertainty is stated in terms of stan-
dard deviation or a multiple of standard deviation (a value
of 2 is often used) or as an interval containing the true
value with a stated probability. An estimate of the repro-
ducibility of the measurement appropriate to the
experiment described above is

[10]

The standard measurement uncertainty (i.e., uncertainty
expressed in terms of reproducibility standard deviation)
for the example in Figure 1 is denoted as 5.00 £ 0.38 or
as 5.00(38). Relative standard uncertainty is standard
measurement uncertainty divided by the absolute value
of the measured quantity value.

The evaluation of the precision of a measurement
process should be carried out only for measurements
that are in statistical control, that is, for which variation
is caused only by random errors and not by assignable
causes (bias). To evaluate if this is the case, Shewart’s
x-bar and s control charts can be used (Figure 4).

In an x-bar chart, the within-day means (¥;.) are
plotted and the center line is the grand mean. Upper
and lower control limits can be calculated in a number
of ways. A common way is to use x.. £ 25,. However,
using limits appropriate for testing the null hypothesis
Ho: ¥;. = ¥.. against the alternative hypothesis H,: x;. # x..
with a type | error probability « of 0.05 or 0.01 is more
appropriate. In Figure 4, which uses the latter approach,
with «a =001,
evident. Once the control limits are established, x-bar charts
can be used to identify bias and drifts in measurements. An
example is presented in the x-bar chart in Figure 5.
After day 50, a simulated drift is introduced in the data
and becomes evident with many out-of-control within-
day means. Drifts or nonrandom patterns are also evident
in lag plots, in which within-day means are plotted against
themselves with a 1-day delay (Figure 6).

s control charts are used to evaluate if the variation of
the process is in control. The center line is calculated as
an unbiased estimate of the population standard deviation
and is of little interest here. Instead, the upper control
limit, calculated to test the null hypothesis Hy:oy =0,
against the alternate hypothesis H:oy >0, at a type |
error probability c of 0.05 or 0.01, is important to identify
increases in the variability of the measuring process. An

no out-of-control measurements are
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Figure 4 x-bar (a) and s (b) control charts for simulated check standard measurements (/ =5 replicates per day, for J =50 days).
Details on the procedures used for the calculation of the center line and for the upper (UCL) and lower (LCL) control limits are provided in
the text. Each point is a within-day mean (x-bar chart) or standard deviation (s chart). Points that are outside the control limits represent
means or standard deviations that are significantly different (p <0.01) from the estimated measurement value or from the repeatability
standard deviation, respectively, at a 99% confidence level.
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Figure 5 (a) x-bar control chart for simulated check standard measurements (/ = 5 replicates per day, for J = 65 days). After 50 days of
in-control measurements, 15 further days in which a mean drift occurred are shown. (b) s control chart (/=5 replicates per day, for

J = 65 days). After 50 days of in-control measurements, 15 further days in which a standard deviation increases are shown. Each point is
a within-day mean (x-bar chart) or standard deviation (s chart). Details on the procedures used for the calculation of the center line and
for the upper (UCL) and lower (LCL) control limits are provided in the text. Points that are outside the control limits represent means or
standard deviations that are significantly different (p <0.01) from the estimated measurement value or from the repeatability standard

deviation, respectively, at a 99% confidence level. Center lines and limits are calculated from the in-control data (first 50 days).
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Figure 6 Time-lag plot for the simulated check standard
experiment of Figure 5(a). Circles are the means of the
measurements obtained at days 1-50 (in-control data) which
show random scatter, with contribution from random errors only.
Triangles are the means of the measurements obtained at days
51-65. A drift is clearly evident.

example is presented in the s chart in Figure 5, which
shows a simulated increase of s; after day 50.

In both x-bar and s charts, the same number of repli-
cate measurements should be used each day, since
unequal subgroup size will normally result in variable
control limits. In addition, subgroups of measurements
that are not in statistical control because of bias or
increased variability should be excluded from the calcu-
lation of center line and control limits. x-bar charts are not
sensitive enough to small deviations: Exponentially
weighted moving average (EWMA) charts are far more
effective, but the details of the calculation of center line
and control limits for these charts are beyond the scope of
this article.

Gauge R&R Studies

Once the measurement process is in statistical control, the
components of the variability of the measurement can be
estimated by gauge R&R studies.
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The variance of a measurement system is usually the
sum of several components. When the role of operators is
important (as in measurements involving a visual assess-
ment, e.g, when measuring parts using a caliper or
measuring the diameters of fat globules using a micro-
meter), the measurements carried out by each single
operator must be repeatable and measurements between
operators must be reproducible. The sum of the two
components, repeatability due to the gauge (07) and
reproducibility due to the operator (o), gives the total
measurement variance (o).

2

o :a§+oi [11]

In most instances when taking instrumental measure-
ments, where the role of the operator is minimal, short-
term variability (repeatability), day-to-day variability
(reproducibility), and run-to-run stability over long
periods of time are of interest:

Thy = Oy Oy + 02 [12]

m

If several instruments have to be used or if locations are
thought to affect the results, further variance components
need to be estimated.

Measurements can be repeated in this fashion only if
appropriate (ie., stable) test items or standards are avail-
able, or if the test is nondestructive. When carrying out
repeated measurements on a check standard, a single item
1s being measured, and the variance of the measured
properties is due only to the measurement process itself.
On the other hand, in any production process, different

parts (packages, sampling units, test items) will have vari-
able properties because of either random or systematic
(assignable) causes. If a measurement process has to be
used in statistical process control (the application of
statistical techniques to explore, measure, characterize,
model, and improve processes), part-to-part variation has
to be estimated and the variability of the measurement
process must be a small fraction of the total variation.

A detailed description of experimental designs and
calculations for gauge R&R studies is beyond the scope
of this article. Interested readers can refer to statistical
process control textbooks. A simple nested experimental
design to identify part-to-part and operator variation is
described in Figure 7.

Let us assume that three different operators are used to
assess the variability of the measurement process for the
assessment of the pH of yogurt in cartons. Five cartons
(parts) are sampled using a design adequate to the level of
variability that is of interest. Five cartons from a single
batch obtained from a single vat in a single day, sampled
over a short time immediately after packaging, would
likely be less variable than five cartons randomly sampled
from the storage facility and address different levels of the
variability of the production process. Given the destruc-
tive nature of the test (the carton must be opened to
perform the measurement) and the relative instability of
the property to be measured (pH may change if the sam-
ples are not stored properly), nine smaller subsamples are
taken from each carton and stored over a reasonably short
time at low (04 °C) temperature. Three trained operators

Source |SS DF MS F p

0 P R X Part 0.0441 |4 0.01104 |80.77 |0.000
1 1 1 4.12 Operator | 0.0004 |2 0.00018 1.30 |0.285
1 4 2 4.18 Error 0.0052 |38 0.000137
1 1 3 4.10
1 2 1 4.92 Term Variance % total Standard
variance | deviation
- Part (PV) 0.001211 |89.7 0.0348
a 1 1 4,15 Operator 0.000003 0.0016
3 1 2 411 Repeatability | 0.000137 |10.2 0.0117
a3 1 3 4.16 Reproducibility | 0.000003 0.0016
Measurement |0.000139 |10.3 0.0118
3 2 1 4.25 error (GRR)
Total (TV) 0.001350 0.0367

K(K>2) J(J>3) 1(l>2)
Operators Parts Replicates

Number of distinct categories = INT(1.41(PV/GRR)) = 4

Figure 7 Gauge repeatability and reproducibility for operator and part variation. A nested design is used to compare three operators,
each of whom takes a pH measurement on five yogurt cartons (parts) sampled over one production day with three replicates. The effect
of interaction of part x operator is not significant and was eliminated from the analysis. See text for details.
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are asked to perform calibration of a single pH meter and
then to randomly remove and measure three subsamples
for each yogurt sample and to record the results.

The output (Figure 7) shows an analysis of variance
table, with significant effect for parts (p <0.001) and non-
significant effect for operator, and a table with estmation
of variance and standard deviation components including
part variation (PV), total measurement variation (GRR),
and total variation (TV). To evaluate the ability of the
measurement process to identify small part-to-part varia-
tions, an estimate of the distinct number of categories that
can reliably be separated by the measurement process is
provided by most software packages used in gauge R&R
studies. The number of distinct categories should be in
the range 5-10 for the measurement process to be suitable
for statistical process control. Lower values produce only
coarse estimates and may be adequate to provide only
categorical statements on the quality of the product (pass—
fail, poor—average—good, etc.). Output may also include
x-bar charts by operators and by parts and range or s
charts for operators, in order to pinpoint problems related
to significant operator differences.

An important issue in measurement process analysis 1S
discrimination, that is, the largest change in the value of a
quantity that causes no detectable change in the quantity
value provided by the instrument being used. If the mea-
surement 1s to be used in process control, discrimination
should be small and lower than one-tenth of 6 times the
total process variation measured as standard deviation.

Calibration

Calibration is used in analytical laboratories and in pro-

cess control to reduce or eliminate the bias in
measurement. A formal definition of calibration is pro-
vided in Table 1. The relationship between the actual
measurement standard used in calibration and the refer-
ence base for the quantity of interest should be traceable
through a chain of calibrations.

Once a calibration relationship is established, it can be
used repeatedly to obtain measurement values from new
measurands, as long as the measurement process is shown

to be in statistical control, that is, does not provide

Table 2 Simple calibration models

evidences of drifts or increased variability (see above).
This is often the case for calibration of sensors and instru-
ments used in process control, which are used routinely
for the same measurement process and may not require
day-to-day calibration. On the other hand, for most
measurement procedures carried out in analytical labora-
tories, calibration is carried out more frequently.

Single-value calibration of artifacts or instruments
requires direct comparison of an unknown with a refer-
ence standard of the same nominal value using an
appropriate calibration design to separate the effect of
random errors from the effect of bias.

In research and quality control laboratories, calibration
is most frequently used to relate indications provided by
instruments to quantity values provided by reference
standards (Table 1) over a range of values using an
appropriate model. The instrument may read either in
the same units of the reference standard (i.e., pH meters,
balances, viscometers, RTD thermometers, colorimeters,
etc.) or in different units (as is most often the case in
spectrophotometric, spectroscopic, chromatographic, and
other methods). In both cases, reference standards of
different values are measured and a calibration curve is
built by least square fit between the unknown response
and the reference standard values. At least 2 reference
standards are required for calibrations over short ranges,
at least 5 for linear calibrations, and 10 for nonlinear
calibration models. In addition, replicate measurements
(at least two, preferably four) should be carried out on
each reference standard especially if the uncertainty of
the measurement and the deviation from the calibration
model must be calculated. The value of unknown
measurands is then obtained from the inverse of the
calibration curve.

The most common relationships used in calibration
and their inverse are shown in Table 2. The three models
shown in Table 2 are linear in their parameters or can be
transformed into a linear model. Nonlinear calibration
models can be used in some applications and their para-
meters can be estimated by nonlinear regression methods.
However, estimation of the coefficients and of their uncer-
tainty is more complicated, and correction of the bias is
usually more difficult.

Model Inverse model Notes
Linear Y=a+bX+e X,_Y’fa”
b
Quadratic Y=a+bX+cX2+¢ b /52 _4éa-v") The ch.oice Qf the root depends on practical
X' = considerations
Power Y = aXbe (Ioge(Y') - Icge(é)> The model can be linearized as
X =e b Y =log,(a) + blog,(x) + log,(c)

Yis the measured reference standard value or the response of the instrument being calibrated, X the reference standard value, Y a future measurement,
X' the calibrated value associated to Y’, a, b, and ¢ the coefficients of the regression model, and ¢ the error. Estimates are denoted by a hat (7).
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To obtain reliable estimates by calibration curves
calculated by least square regression, the following
assumptions must hold: the values of the reference stan-
dard must be known without error; the errors must be
independent and come from a normal distribution with 0
mean and a common variance.

Although simple calibration curves may be obtained in
most spreadsheet packages in a rather straightforward
way by adding a regression line directly to a scatter plog,
which rapidly provide the coefficients of the model and
R?, further information is needed to evaluate the
adequacy of the model. With a little more effort, using
spreadsheet functions in Microsoft Excel or in
OpenOffice, estimates of coefficients and of their standard
errors, residual sum of squares, and F statistics for testing
if regression sum of squares is significantly different from
residual sum of squares can be obtained. Furthermore,
statistical software packages offer a range of diagnostic
tools to test for the validity of assumptions underlying the
estimation of regression coefficients: residual plots, auto-
correlation plots, identification of outliers, and others.

In several instances, univariate calibration provides
unsatisfactory results. This may depend on lack of selec-
tvity of the analytical procedure and on the occurrence of
noise. Multivariate calibration makes full use of the ability
of many analytical procedures to generate multivariate
data (Analytical Methods: Multivariate Statistical
Tools for Chemometrics) to solve both these problems.
In addition, multivariate calibration methods may
provide further descriptive information on the structure
of the data.

In contrast to univariate calibration, multivariate cali-
bration makes use of a profile of 7 (with # typically >100,
especially for spectroscopic methods) variables to create a
calibration model for one or more analytes in a complex
mixture. Discrimination of different analytes can be
achieved if they have different response profiles.
Multiple linear regression is not usually suitable, because
the high collinearity of the variables in the profile does not
allow one to obtain reliable estimates of the coefficients in
the model. Principal component regression, partial least
square regression, and artificial neural networks have been
applied successfully in multivariate calibration in dairy
science in a variety of contexts (Analytical Methods:
Muluvariate  Statistical Tools for Chemometrics).
Depending on the complexity of the calibration problem,
the number of reference standards (or reference standard
mixtures) required to establish the multivariate calibration
model is typically much higher than with univariate
calibration. While in relatively simple situations, 10-20
measurements may be sufficient, when using complex
models with many input variables, hundreds of measure-
ments may be necessary to establish a reliable model.

The application of partial least square regression to the
prediction of cheese age from spectroscopic data pre-
sented in Figure 5 in the article Analytical Methods:
Multivariate Statistical Tools for Chemometrics is an
example of multivariate calibration.

Software

A nonexhaustve list of the most frequently used general
and specialized software packages for statistical analysis
is presented in the article Analytical Methods:
Multivariate Statistical Tools for Chemometrics. Most
of these packages would provide functions and routines
that are appropriate for the assessment of analytical data
or for process control. One further option with more
specialized functions for quality control is Minitab, a
general program with emphasis on statistical process con-
trol and quality improvement (runs only under Windows
environment).

See also: Analytical Methods: Atomic Spectrometric
Techniques; Biosensors; Chromatographic Methods;
Differential Scanning Calorimetry; DNA-Based Assays;
Electrophoresis; Infrared Spectroscopy in Dairy Analysis;
Light Scattering Techniques; Mass Spectrometric
Methods; Microbiological; Multivariate Statistical Tools
for Chemometrics; Nuclear Magnetic Resonance:
Principles; Sampling; Sensory Evaluation; Spectroscopy,
Overview. Rheology of Liquid and Semi-Solid Milk
Products.
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Introduction

The quality of dairy products is defined by complex,
sometimes large, sets of features, including microbio-
logical, chemical, physical, and sensory properties. For
example, pH, moisture, salt-in-moisture, ay, protein and
fat content, ethanol- or pH 4.6-soluble nitrogen, free
fatty acid, elastic modulus, firmness, and counts of
pathogenic, indicator, or starter organisms may all be
important in determining or measuring the quality of a
cheese or of a cheese-making process. Modern process
monitoring techniques provide, in an automated way,
large amounts of data collected over time by process
sensors (pH, temperature (°C), pressure, etc.), which are
critical for process control, documentation, and optimi-
zation. Although each of these parameters can be treated
as a single variable by using univariate statistical tech-
niques, multivariate approaches are necessary to obtain a
complete representation of the product or of the process.
This 1s especially true for the characterization of dairy
products by electrophoretic, chromatographic, spectros-
copic, and spectrometric techniques or by electronic
noses/tongues. These methods provide complex data
patterns, which need extensive preprocessing and statis-
tical treatment to extract and visualize the relevant
information. Finally, traceability and authenticity of
dairy foods are of foremost importance in local and
international trade. The identification of the geograph-
ical origin of foods and/or the confirmation that a
quality labeled food (protected denomination of origin,
protected geographical indication, traditional specialty
guaranteed) has been produced using the raw materials
and process stated in the standards of identity 1s essential
in fraud prevention in the European Union and most
often requires the use of multivariate statistical treat-
ment of complex chemical, physical, or sensory data
patterns.

According to the International Chemometrics Society
“Chemometrics is the science of relating measurements
made on a chemical system or process to the state of the
system via application of mathematical or statistical
methods.” Chemometric approaches have been used for
the treatment of analytical data in dairy science for more
than 30 years. An overview of the application of multi-
variate statistical techniques to analytical data in dairy
science 1s presented in Table 1 and examples related to
quality and process control and authenticity testing will

be provided, with emphasis on interpretation of some
common graphs and data displays. The interested reader
is encouraged to refer to one of the many excellent text-
books or review articles available on this subject for
further details.

Multivariate Data

Multvariate data are represented as a two-dimensional
(or muludimensional) ordered rectangular array
(a matrix), with 7 rows (observations) and p columns
(variables) (Figure 1). Each data point is univocally iden-
tified by its row and column coordinates, 7 and ;: for
example, x5, is the second observation of the second
variable. Often we are interested in finding quantitative
relationships between X variables (predictors) and Y vari-
ables (responses). In this case, measurements may be
taken on a single y variable or on a multivariate response
matrix Y (Figure 1). A data matrix may contain both
categorical and quantitative variables (Analytical
Methods: Statistical Methods for Analytical Data) and
depending on the objective of the analysis, different
approaches are appropriate. In some instances, two or
more than two multivariate X data matrices may be
available for the same samples because of the use of
different measurement methods (e.g., when different
spectroscopic techniques are used to characterize the
same sample). Examples of combinations of categorical
or quantitative X and Y matrices relevant to dairy science
are presented in Table 2.

The data matrices may contain missing data because of
malfunctioning of instrumentation, accidents, lack of
response in a test, and other reasons. This can signifi-
cantly reduce the amount of information in the matrix
and prevent or complicate the calculation of relevant
statistics. Missing value analysis is important in evaluating
the occurrence of systematic patterns (or lack thereof) in
missing values and to identify the best method to handle
them. T'wo common alternatives are deleting observation
or variables containing missing data or replacing them
with estimates obtained by a variety of approaches.

Preprocessing of Analytical Data

In most instances, the assignment of analytical data to
variables is straightforward: if different gross composition
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Table 1 An overview of multivariate statistical methods in research and development and quality control in dairy science

Objective Type of data (see Figure 1)

Method

Relevant to

A rectangular X data matrix containing p
quantitative continuous variables or a
covariance (S) or correlation (R) matrix

Data mining, exploratory statistical
analysis: finding patterns, generating
hypotheses, exploring the relationship
among variables, data reduction

A contingency table containing frequencies
or counts for categorical Y and X
variables

A similarity or dissimilarity matrix obtained
from an X matrix of quantitative
continuous and/or discrete variables

PCA: the variance in the data set is
explained and summarized by a set of
uncorrelated variables (the PCs), which
are linear combinations of the original
variables. The percentage total variance
explained by the first few PCs provides an
indication on how effectively the original
variance is summarized. Component
scores and component loadings are
plotted (often as a biplot) to explore the
relationship within and among
observations and variables (see text and
Figure 2 for details)

EFA: similar to PCA but postulates that
observed variables are linear
combinations of unobservable latent
variables, the factors. Factor scores and
factor loadings are plotted and examined
to evaluate the relationships among
objects and variables

CoA: decomposes the y? statistics of a
table and provides a graphical
representation of row (predictor) and
column (outcome) variables in a plot that
bears analogies to a PCA biplot

MDS: a map in m (with m << p) dimensions
is built in such a way that distances
between observations in the map match
as closely as possible the observed
dissimilarities. Points (observation) that
are close in the map are also close in the
input space. Variables do not appear in
the map although it is usually possible to
associate one or more variables with one
of the dimensions (see text and Figure 2
for details)

Data reduction for CHR, ELP, SPS, SPM,
and SAM methods prior to calibration
and inferential analysis. Exploratory
analysis in authenticity studies

Exploratory analysis in ES

Exploratory analysis in authenticity studies
and characterization studies



An X matrix containing quantitative
continuous and/or discrete variables
and/or a similarity or dissimilarity matrix
calculated between variables or
observations

Two or more rectangular X data matrices
containing quantitative continuous
variables

Supervised pattern recognition (i.e.,
assignment of objects to predefined

groups)

A binomial or multinomial categorical Y
variable and a rectangular X matrix
containing p quantitative continuous
and/or discrete variables

HCA: the relationships among
observations and/or variables are shown
as a dendrogram, a tree-shaped graph in
which groups of objects are hierarchically
organized in larger groups on the basis of
their interobject or intergroup similarities
or dissimilarities (see text and Figure 2
for details)

NHCA: objects are partitioned in a
predefined number of mutually exclusive
groups by optimization of a clustering
criterion. No hierarchical relationship is
assumed among clusters (see text and
Figure 2 for details)

KSOMs: objects are assigned to artificial
neurons in a two-dimensional square grid
during an unsupervised learning process.
Objects that are close in the input space
are also close on the grid and neurons
mark cluster of data in the input space
(see text for details)

CCA: PCs are calculated for two (or more)
data tables, standardized, and linear
combinations (called canonical variates)
of the components for each table with a
procedure that maximizes the correlation
between couples of canonical variates,
one (k) for the first table and one (/) for the
second table: The couples are arranged
in descending order of correlation and
are orthogonal to each other. With this
procedure, data obtained from two
analytical procedures can be plotted in a
common space

LDA, QDA: a linear or quadratic discriminant
function of the variables that allows
individuals to be classified into one of two
or more mutually exclusive groups is found
by maximizing the ratio of between-group
and within-group covariance matrices.
Selection of the subset of X variables that
allows the best discrimination is performed
by stepwise regression (see text and
Figure 3 for details)

Exploratory analysis in authenticity studies
and characterization studies. Grouping of
cases and/or variables prior to
hypothesis testing. Identification of
‘natural’ groups prior to analysis of their
properties

Exploratory analysis of results from
different spectrometric techniques (e.g.,
NIR -+ fluorescence spectra) for cheese
authenticity studies

Product authenticity studies based on
CHR, ELP, SPS, SPM, and SAM
methods. IDM

(Continued)



Table 1 (Continued)

Objective Type of data (see Figure 1)

Method

Relevant to

Prediction, modeling, process
optimization

A'Y vector or a Y matrix and the
corresponding two-dimensional or
multidimensional rectangular X matrix,
both containing continuous quantitative
variables

Supervised artificial neural networks (MLP;
BN; RBF network): a multilayer network
made of simple processing units
(neurons and/or radial basis functions) is
trained during a supervised process.
During the training step, network
parameters are adjusted iteratively while
the network is presented with multivariate
inputs and the corresponding outputs. A
properly trained network becomes able
to generalize and to correctly classify
input not used during training (see text for
details)

CTs: a tree structure (usually with binary
splits) is built in analogy with a
dichotomic classification key. Variables
used at each node and the cut values are
selected during an iterative training step.
If the response variable is quantitative, an
RT is used

MLR: estimates a linear model of the form
y=x'B, where B’ =[3q, B1,...,00] is the
vector containing the p + 1 (including the
constant) model coefficients, which are
estimated by least squares. Some
nonlinear relationships can be handled by
transformation of variables. Stepwise
regression may aid in the selection of
k < p variables. Sensitive to violation of
assumptions

PCR: PCA is performed first on the X matrix
and linear regression is used to relate the
y variable(s) and the PCs

Calibration in SPS and SPM methods.
Prediction of product properties or
composition from complex data.
Exploration of the relationships among
and within X and Y variables.Multivariate
statistical process control



PLSR: used to estimate in a parsimonious
and effective way the relationships
between a single y variable and X
variables (PLS1), and among and
between Y and X variables (PLS2). Unlike
PCR, the new t variables (latent variable
estimates) obtained from X are estimated
to be good predictors of Y. The optimal
number of X components is estimated by
cross-validation. The X and Y scores
contain information on similarities among
objects, while weights are used to
evaluate how variables combine in the
relationship between X and Y (see text
and Figure 4 for details)

Supervised artificial neural networks (MLP;
BN; RBF network): similar to the use in
pattern recognition, but the response
variables are quantitative

As above but with categorical X variables MANOVA: similar to MLR. Coefficients and Optimization, test of hypothesis,
statistics are estimated by least square comparison of treatments
regression. Useful in designed
experiments for the evaluation of
differences in responses or response
profiles (e.g., when repeated measures
are available for each case) between two
or more groups. In analysis of
covariance, X includes both categorical
and continuous variables

A contingency table containing counts or LR, LL models: the coefficients of a linear Shelf life studies, epidemiological and
frequencies for categorical Y and X model are calculated by maximum reliability studies
variables likelihood estimation to evaluate the

effect of change in the level of the
predictor variables on the log(odds) of the
response variable(s)

A binomial or multinomial Y variable and a LR, SA: an X matrix containing
rectangular X matrix containing p noncensored or right-censored data is
quantitative continuous and/or discrete used to predict the probability of failure or
variables survival in a product or subject

Data: X refers to input, explanatory variables, predictors; Y refers to output, response variables.

BN, Bayesian network; CCA, canonical correlation analysis, CoA, correspondence analysis; CT, classification tree; EFA, exploratory factor analysis; HCA, hierarchical cluster analysis; KSOM, Kohonen self-
organizing map; LDA, linear discriminant analysis; LL, log-linear: LR, logistic regression; MANOVA, multivariate analysis of variance; MDS, multidimensional scaling; MLP, multilayer perceptron; MLR, multiple
linear regression; NIR, near-infrared region; NHCA, nonhierarchical cluster analysis; PC, principal component; PCA, principal component analysis; PCR, principal component regression; PLSR, partial least
square regression; QDA, quadratic discriminant analysis; RBF, radial basis function; RT, regression tree; SA, survival analysis.

Methods: CHR, chromatographic methods; ELP, electrophoretic methods; ES, epidemiological studies; IDM, identification and characterization of microorganisms; SAM, sensor array methods (electronic
noses, electronic tongues); SPM, spectrometric methods; SPS, spectroscopic methods.
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A row vector: values for all

variables for a single
observation. The coordinates
of the object in the S Szp1 Spz e Spp
p-dimensional space

A column vector: all

observations (n) for a
variable
p columns (variables)

A matrix of p
predictor variables

Y11 Y2 -

Y= Y21 Yoo .

Yot Ym - an

A matrix of g
response variables

Figure 1

nrows
(individuals)

S11 S12 . S1p

sp, spQ . Spp

The X variance-
covariance matrix

0 dg ... i
D= oy 0 ... Gy
dy dp ... O
A distance matrix
between the n objects
1 hz « Ip
A= 11 op
2l -

The X correlation matrix

Data matrices in multivariate statistical analysis. Each of the n lines in both X and Y matrices corresponds to an observation,

that is, an object (a cheese or milk sample, a point in a process, etc.) for which measurements have been taken. Matrix X groups the
independent (predictor) variables that may be used to predict the values of the dependent (response) variables in matrix Y. Examples of
predictor and response variables are presented in Table 2. The variance-covariance matrix (S), the correlation matrix (R), and distance
matrices are calculated from the X (and Y) matrix. They describe the relationships among variables and/or observations and are used as

input in multivariate statistical analysis.

Table 2 Some examples of X and Y data matrices relevant to dairy science

Type of analysis Y data matrix X data matrix
PCA, MDS, None Normalized heights of p peaks in RP-HPLC chromatograms of
HCA, NHCA, 70% ethanol-soluble nitrogen for n cheese samples
KSOM
None Preprocessed heights of p peaks of NIR, MIR, or front face
fluorescence spectroscopy (FFFS) spectra of cheese for n
cheese samples
LDA, MLP A single binomial or multinomial categorical Preprocessed (PCA) peak heights of NIR, MIR, or FFFS spectra

variable with origins or age of cheese
samples

PLS1 (a single y Concentration of selected free amino acids

variable) in cheese during ripening
Rheological parameters of cheese
PLS2 (a Sensory properties of cheese

multivariate Y
data matrix)

of cheese; combination of chemical, spectroscopic, and
microbiological data for cheese samples
Preprocessed NIR spectra

Fluorescent spectra of tryptophan and riboflavin

Preprocessed NIR spectra of cheese, composition of microbiota
measured by single strand conformation polymorphism of
rRNA and rDNA

HCA, hierarchical cluster analysis; KSOM, Kohonen self-organizing map; LDA, linear discriminant analysis; MDS, multidimensional scaling; MIR, mid-
infrared region; MLP, multilayer perceptron; NHCA, nonhierarchical cluster analysis; NIR, near-infrared region; PCA, principal component analysis;
PLS, partial least square; RP-HPLC, reversed-phase high-performance liquid chromatography.

parameters have been measured on a cheese sample, each
(pH, moisture, salt-in-moisture, fat, protein, nonprotein
nitrogen, free amino acids, etc.) will be attributed directly
to a variable. On the other hand, for spectroscopic,

spectrometric, chromatographic, and electrophoretic tech-
niques, more or less extensive preprocessing of raw data
may be required prior to statistical analysis. When the
identity of a peak or a band in a chromatogram, spectrum,
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or electropherogram is known (i.e., it can be attributed to a
specific molecule), the process of attributing it to a variable
is simple, since each identified peak or band will be
considered as a variable. With chromatograms or electro-
pherograms of the soluble or insoluble fractions in cheese,
no information on peak or band identity is usually available
for several peaks or bands and band/peak matching has to
be performed in order to create variables. This usually
requires a number of steps (often performed by the data
acquisition software assisted by manual intervention of the
operator) related to background subtraction/baseline
removal, identification of peaks or bands, calculation of
their height or area, creation of a band or peak set (includ-
ing all bands or peaks in all the electropherograms/
chromatograms of the experiment or a relevant subset),
and automated or manual matching of bands/peaks in
each electropherogram or chromatogram with individual
bands/peaks in the band or peak set. Alternatve
approaches are based on the partition of the chromatogram
or electropherogram in a number of classes of retention
time or molecular mass and on the accumulation of peaks
or band intensities in the classes by use of membership
functions.

The pretreatment of spectroscopic data requires even
more extensive preprocessing: near infrared (NIR) region,
mid infrared (MIR) region, and fluorescent spectra con-
tain hundreds or thousands of absorbances, reflectances,
or emissions measured at different wavelengths, some-
times on several replicates of the same sample. Band
positions, band intensities, and bandwidths are all related
to chemical information on the sample, and averaging
spectra and wavelengths, baseline removal, normalization,
and extraction of first or second derivatives are usually
performed before multivariate statistical analysis.

Data Transformation and Standardization

Transformation and/or standardization of variables
may be necessary to make scales of measurements of
different variables in a given data set comparable or to
correct for departures from assumptions related to
hypothesis testing. Several multivariate statistical tech-
niques are extremely sensitive to differences in scales of
variables in the data set, and variables with the largest
values may ‘dominate’ the analysis (especially with
methods that use Euclidean distance or covariance
matrices, see below), dwarfing the effect of variables
measured on different scales. Common standardization
methods are standardization based on range standardi-
zation (eqn [1]), total information (eqn [2]), and
normalization to z scores (eqn [3]):

50— min(x,)

W= max(x;) —min(x;) 1]

i
x’/’ = ? ! [2]
POEY
7=1
xy =—— [3]
7

where x;;1s the value of observation 7 for variable 7, min(x))
and max(x;) are the minimum and maximum values of
variable 7, and ¥; and s; are the sample mean and standard
deviation for variable . Equations [1] and [2] are frequently
used for the standardization of chromatographic or electro-
phoretic data. Standardization performed using eqn [3] is
referred to as autoscaling and it is often carried out prior to
several statistical techniques, including partial least square
regression (PLSR).

Square root, logarithmic, logistic, and angular trans-
formations are sometimes needed to apply linear models
to data that are not normally distributed and/or for which
mean and standard deviation are not independent
(Analytical Methods: Statistical Methods for Analytical
Data).

Exploratory Multivariate Statistical
Analysis

In the first phase of a study, researchers are often con-
cerned with exploring the data in order to recognize
relationships among variables or grouping of observations
prior to the formulation of hypotheses. Several explora-
tory techniques have been applied to analytical data for
different purposes (Table 1). An example of workflow in
exploratory analysis is shown in Figure 2.

Principal Component Analysis and Factor
Analysis

Principal component analysis (PCA) is arguably the most
frequently used data reduction technique in chemo-
metrics. PCA is applied to a matrix of continuous
variables. No assumptions are made on the existence of
explanatory (X) and response (Y) variables but the eval-
uation of the relationships between both variables and
observations is of interest. Either the covariance (S) or
the correlation (R) matrix can be used in the analysis and
the total variance in the data set is explained and sum-
marized by a set of uncorrelated variables (the principal
components (PCs)), which are linear combinations of the
original variables:

5= alx 4

where y; 1s the ith component (there are as many compo-
nents as there are variables) and a; is the vector of
coefficients for component i Components are extracted
in such a way that they provide a new set of coordinates
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(a) Perform experiments, gather raw data
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(d) Carry out multidimensional scaling (MDS) and/or cluster analysis
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Figure 2 An example of workflow in multivariate exploratory data analysis of a data set composed of reversed-phase high-
performance liquid chromatography (RP-HPLC) chromatograms of 70% ethanol-soluble nitrogen of surface-ripened cheeses produced
with different starters. From Piraino P, Parente E, and McSweeney PLH (2004) Processing of chromatographic data for chemometrical
analysis of proteolytic profiles from cheese extracts: A novel approach. Journal of Agriculture and Food Chemistry 52: 6904-6911.
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that are independent (uncorrelated with each other,
orthogonal) and explain progressively lower proportions
of the sample variance. The percentage of total variance
explained by the first few PCs provides an indication on
how effectively the original variance is summarized.
Component scores (the rescaled coordinates of the orig-
inal data points in the new axis system defined by the
PCs) and component loadings (the covariances, if S was
used, or correlations, if R was used, of the variables with
the PCs) are shown in the output, which usually takes the
form of a biplot, as in Figure 2(c). Use of bar plots for
loadings is also common.

Since there are as many components as there are
original variables in the data set, a decision on the num-
ber of PCs that satisfactorily summarize the variance
must be taken. One possibility is retaining the number
of components that explain a predetermined amount
of variance: reasonable targets in data sets with a low
or moderate number of variables are 75-85% of the
variance. A common alternative when factoring the cor-
relation matrix 1is retaining the components whose
eigenvalue is higher than 1.

PCA has been used in exploratory analysis in a large
variety of situations (authenticity studies, comparison of
complex chromatographic or electrophoretic patterns, etc.)
and in data reduction for chromatographic, electrophoretic,
spectroscopic, and spectrometric techniques prior to cali-
bration and inferenual analysis. In fact, variables in these
data sets are usually numerous and strongly correlated,
which prevents or complicates the use of multiple linear
regression (MLR) and analysis of variance (ANOVA).
The use of the first PCs allows circumventing these prob-
lems by providing a parsimonious set of uncorrelated
variables, which hopefully summarize most of the variability
of the data and can be related to response variables.

Factor analysis is another technique that seeks to
explain the variability in the data set in a lower number
of dimensions. Exploratory factor analysis postulates that
existing variables can be expressed in terms of a linear
combination of unobservable # latent variables with £ < p:

x=Af+u [5]

where A is the factor loadings matrix, f the latent variables
or factors vector, and u the residuals vector. The model
obtained by factor analysis is more easily interpretable
than PCA in terms of relationships among the original
variables and the factors, and the two techniques fre-
quently bring to similar results.

Multidimensional Scaling

Multidimensional scaling (MDS) provides a way for
representing # X # dissimilarity matrices by a simple geo-
metrical model (or map) in 4 dimensions (with /<7 and

hopefully close to 2 in order to facilitate plotting) such
that the distance between data points in the new set of
coordinates is as close as possible to the original dissimi-
larity. The dissimilarity matrices can be generated
directly (e.g., by asking assessors to evaluate how dissimi-
lar two products are) or from the original data matrix.
Classical, metric, and nonmetric MDSs use different
iterative algorithms that minimize a fit criterion
(Kruskal’s stress formula is frequently used) to calculate
the coordinates in 4 dimensions. Increasing 4 improves
the fit, and scree plots (stress vs. &) can be used to identify
the values that provide the best compromise.

The interpretation of MDS maps is quite straightfor-
ward since observations that are closer in the map should
also be close in the original space. PCA and MDS often
provide comparable results: in fact, the grouping of data in
the PCA biplot and MDS plot in Figure 2 is strikingly
similar. A shortcoming of MDS is that it is usually difficult
to associate positions in the map with values of original
variables, although it may be possible to identify a few
variables that are associated with the main directions of
variations: in Figure 2(d), the first dimension obviously
contrasts surface versus core samples while the second
dimension is associated with ripening time.

Applications of MDS are similar to those of PCA with
focus on the graphical representation of data and on the
detection of natural groups of observations. As such, it can
be used as a preliminary step in cluster analysis or to
graphically represent the distance relationships of clusters
obtained from nonhierarchical cluster analysis (NHCA)

(Figure 2).

Cluster Analysis

The objective of cluster analysis is to partition (ie., to
classify) observations in a number of groups that share
common features. Variables, rather than observations, or
both variables and observations can also be clustered. The
researcher may or may not know « priori the number of
groups. When group memberships are not known a priori,
cluster analysis provides a form of unsupervised pattern
recognition, as opposed to discriminant analysis (DA), in
which group memberships are known, and the objective
of the analysis is to define the rules to allocate unclassified
objects among the groups. The term ‘groups’ is here
loosely used as a proxy for cluster. There is probably no
single, all-purpose definition for this term. A cluster is
usually recognized on the basis of internal cohesion
(homogeneity) and external isolation (separation): in a
p-dimensional space, a cluster may be defined as a con-
tinuous portion of the space containing a relatively high
density of points separated from other clusters by regions
of space containing a relatively low density of points.
Clusters of data are clearly evident in the score plots
and MDS plots in Figure 2.
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Clustering can be divided into hierarchical (ie., cases
belong to clusters, which in turn belong to larger clusters:
the clusters are organized in a hierarchy) and nonhie-
rarchical techniques (there is no assumption of the
hierarchical relationships among clusters).

Hierarchical clustering

Hierarchical cluster analysis (HCA) is frequently used in
taxonomy (e.g., in the classification of bacterial strains or
species on the basis of their phenotypic or genotypic
features). Given the hierarchical nature of taxa (strains
belong to species, which belong to genera, which belong
to families, etc.), the application of agglomerative
methods that progressively group entities (species, strains,
isolates) into larger groups is justified. Clustering
proceeds in two steps. First, a matrix of distances or
similarity measures is calculated (the choice of the metric
depends on the data and the objective of the analysis). In
the second step, a clustering algorithm is used to group
cases (and/or variables) together, and then to group the
clusters into larger clusters. The choice of similarity or
dissimilarity measure is critical and different metrics are
appropriate to different data sets. Pearson’s 7 and
Euclidean distance are frequently used for continuous
variables. With the former, cases with a similar pattern
of variables will be close together, but scale becomes of
foremost importance when Euclidean distance 1s used.
Therefore, standardization often becomes an issue, espe-
cially when the variables in the data set are measured on
very different scales: if no standardization is applied,
variables that have large scales will dominate the
clustering.

While calculation of similarities or dissimilarities
among cases is straightforward, once cases are joined in
clusters, different methods can be used to calculate inter-
group distances. Commonly used methods are the simple
linkage, the complete linkage, and the group average
linkage method. In the single linkage method, the
distance between two clusters is defined as the minimum
distance between a pair of objects, one in one cluster and
one in the other, while the maximum distance is used in
the complete linkage methods. The group average linkage
method uses the average distance between all pairs of
objects, one in one group and one in the other. Different
clustering methods often produce different grouping of
the data, and it is not always easy to determine the best
method for all situations.

The results are represented as a dendrogram (see
Figure 2). Since the number of clusters is not known
a priori and eventually all observations will be grouped
in a single cluster, some sort of rule must be found to
determine how many clusters are present in the data set.
Although formal criteria exist for this purpose, previous
knowledge on data structure or heuristic rules are used to
determine the number of clusters.

Nonhierarchical clustering

In most cases, the assumption of the hierarchical organi-
zation of clusters in untenable nonhierarchical cluster
analysis (NHCA) should be used rather than HCA.
Several nonhierarchical clustering techniques use optimi-
zation of a clustering criterion to allocate # objects
(observations) to a predetermined number (g) of clusters.

The criteria are based on lack of homogeneity or
separation, that is, on the maximization of between-
group variance and/or on the minimization of within-
group variance. The number of different combinations of
7 observations grows very rapidly with ~ and g For exam-
ple, with 5 objects to be partitioned in 2 groups, 15
different combinations are possible, while with »=10
and g= 3, the number of combinations to be considered
is 9330. Therefore, checking all the possible allocations of
one individual in groups becomes unpractical even with
relatively low values of 7 and g The algorithms used in
NHCA operate iteratively by allocating observations to
different groups and evaluating the effect on the clustering
criterion until convergence is obtained (i.e., the change in
the criterion is lower than a specified tolerance) or the
number of iterations specified by the user is exceeded.

Optimization methods based on the search of maxima
or minima (hill climbing or hill descending) are used to
reduce the number of allocation steps, and convergence is
usually achieved within 25 iterations. The most common
hill-climbing method is the é-means algorithm, which
iteratively allocates observations to the cluster based on
the distance between the object and the group mean
vector (the centroid of the group). The 4-means method
tends to find clusters of approximately the same shape
and it is very sensitive to scale: unless standardization is
used, variables with the larger scale will have the largest
influence on allocation of observations.

A number of formal or informal criteria can be used to
evaluate the number of natural clusters present in the data
prior to NHCA. Examination of PCA score plots or MDS
maps can help in finding compact groups of points
(Figure 2). Formal criteria are based on the calculation
of a numerical index and on the evaluation of the effect of
adding a further group on the value of the index.

After clustering, descriptive statistics can be calculated
on clusters and a number of univariate or multivariate
displays can be produced to examine the data graphically.
Cluster analysis can also be used prior to inferential
univariate (ANOVA, analysis of contingency tables) or
multivariate techniques (DA).

Inferential Methods

None of the methods described above leads directly to
hypothesis testing, although they can be used by the
investigator prior to hypothesis testing. For example,
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after performing the analysis described in Figure 2, the
investigator may be interested in modeling the relation-
ship between time and one or more chromatographic
peaks, or to test formally for differences between two or
more treatments, or in relating the reversed-phase high-
performance liquid chromatography (RP-HPLC) pattern
to one or more response variables (sensory properties,
time of ripening, mode of production) represented by
categorical or quantitative variables. However, data
matrices generated by modern analytical techniques
often have more variables than observations. This may
be due to the cost of the analysis, the number of samples
available, or, more simply, the fact that many analytical
methods generate a large number of variables. For exam-
ple, a single electropherogram of 70% ethanol-insoluble
cheese nitrogen may contain intensities for more than 50
bands, a single RP-HPLC profile of 70% ethanol-soluble
nitrogen may contain areas for >100 matched peaks, and
an NIR or MIR spectrum of cheese may contain hundreds
of spectral features. In addition, in most instances, vari-
ables will be highly correlated. This may severely limit
the application of traditional inferential tests based on
linear models.

Linear Models: Multiple Linear Regression and
Multivariate Analysis of Variance

MLR is often treated in the context of multivariate sta-
tistical analysis because of the multivariate nature of the
X matrix, but it is a simple extension of the univariate
linear regression and the same constraints apply.
Estimation of the coefficients (B) of the linear model

y = XB+e [6]

where y is the vector of the response variable for the #
observations, X is the # X p predictor variable matrix, B is
the vector of the p coefficients, and € is the vector of
residuals obtained by least squares in MLR, ANOVA,
and analysis of covariance (ANCOVA). The estimates
obtained with this approach are the best unbiased esti-
mates only if the classical assumptions of linear models
(independent errors with a common variance, lack of
correlation between errors and the predictors, accurate
measurement of predictor variables) hold, which is
unlikely in many practical situations. Moreover, since
researchers are often interested in a parsimonious model
with m<p explanatory variables, stepwise methods are
used to remove variables that do not add to the predictive
value of a model. Except in designed experiments in
which the predictor variable vectors are uncorrelated
(1e., orthogonal) by design and the number of variables
1s relatively low, collinearity leads to a situation in which
the coefficients are not independent and their estimated
value depends on the order in which the variables are

entered in the model. An obvious alternative is to perform
a PCA on the X matrix to reduce the p variables to £ <p
uncorrelated components and then perform MLR or
ANOVA on the components. This is usually referred to
as principal component regression (PCR).

In several situations, a multivariate Y response variable
matrix is available either because measurements have
been taken on a number of variables or because repeated
measurements have been taken on a single sample or both.
Multivariate ANOVA uses extensions of the classical
univariate hypothesis tests for testing the significance of
the ratio between hypothesis sum of squares and cross-
products matrix H and the error sum of squares and cross-
products matrix E to test differences among groups.

Discriminant Analysis

The purpose of DA is to find a classification rule to
allocate unknown objects to one of two or more (g) groups
the properties of which are known in advance. In the
classical version of linear discriminant analysis (LDA), a
training set composed of observations whose group mem-
bership is known # priori and for which p quantitative
variables have been measured is used to build one (for
two groups) or more (min(p,g—1)) discriminant functions:

z:a1x1+azxz+~~+apxp [7]

The coefficients of these functions allow the best
discrimination by maximizing the ratio of B (between
group) and W(within group) covariance matrices. New
cases from a run set for which group memberships are
unknown are allocated to the group to the mean of
which the value of the discriminant function is closer.
Stepwise DA can be performed to retain in the model
only the variables that are more valuable in the dis-
crimination. When more than two groups are present,
canonical score plots of the training set observations on
the best-separating dimensions (canonical variates) can
be used to evaluate the output (Figure 3).

The performance of DA is evaluated on the basis of the
misclassification rate for different classes. In most cases,
the frequency of misclassifications calculated on the train-
ing set is overly optimistic and a more reliable estimate
can be obtained by cross-validation. The latter can be
performed either by a leave-one-out approach (jackknife),
in which # classification functions are built by leaving
each case out in turn and then calculating the misclassi-
fication rate on all the results, or by using more effective
resampling techniques (like bootstrapping, in which m
subsamples containing an adequate number of observa-
tions, usually 80%, are extracted from the original sample
with replacement, and the process is repeated # times).

LDA is moderately robust toward violations of the
assumption of multivariate normal distribution, but is
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(a) Perform experiments, gather raw data

(b) Perform preliminary statistical analysis

Descriptive univariate and multivariate tests are used to screen a large number of chemical, physicochemical

and microbiological analytical procedures for their ability to discriminate samples of Emmental cheese

produced in different European countries. Twenty-five chemical and microbiological methods are selected for further
study.

(c) Carry out stepwise discriminant analysis to identify a parsimonious model
A subset of 11 chemical measurements (propionate, pH, WSN, D-lactate, succinate, leucine aminopeptidase, Cu, and

isotopic ratios 8°H, 8'%c, 8'5N, and 5348) is used to discriminate Emmental cheese from different areas of Europe.
Canonical score plots show the separation among groups
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Figure 3 An example of application of inferential multivariate methods for the discrimination of cheese samples. Classification of
Emmental cheese by discriminant analysis is presented. A, Austria; D, Germany; FR, France Savoil; WSN, water-soluble nitrogen. From
Pillonel L, Butikofer U, Schlichtherle-Cerny H, Tabacchi R, and Bosset JO (2005) Geographic origin of European Emmental. Use of
discriminant analysis and artificial neural network for classification purposes. International Dairy Journal 15: 557-562.

very sensitive to violations of the assumption of a com- DA has been used in cheese authenticity studies with
mon covariance matrix for the groups. Quadratic DA can ~ some success. An example of the discrimination of
be used when the covariance matrices of the groups are ~ Emmental cheeses from different areas of Europe is pre-
known to differ. sented in Figure 3.
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Partial Least Square Regression

The use of PLSR has been increasing steadily in chemo-
metrics since its introduction in 1975-80 as a tool for
modeling the relationships between two data matrices
(X and Y) and the relationships among variables within
the matrices. The name derives from the original algorithm
(nonlinear iterative partal least squares) used for the esti-
mation of the model parameters. When used in chemistry
to estimate the relationship among the properties of a
molecule from its composition or structure, the terms
quantitative structure—activity relationship (QSAR) or
quantitative structure—property relationships (QSPRs) are
frequently used. PLS models are extremely versatile and
can be efficiently used to estimate the parameters of a large
variety of models that were traditionally approached by
MLR, multvariate analysis of variance (MANOVA),
MANCOVA, or DA. In contrast to MLR and multivariate
analysis of covariance (MANOVA), PLS can easily handle
highly collinear X matrices.

A detailed illustration of PLS is beyond the scope of this
article but some of the elements of the analysis are illu-
strated in Figure 4. Briefly, starting from an X matrix of
ppredictor variables, and a matrix Y of ¢ response variables,
the researcher is interested in modeling the relationships
within the two data sets and between the X and Y variables
by using a parsimonious model containing a new set of #
(with 2 <<p) latent variables. Prior to analysis, both the X
and Y variables are centered and autoscaled by subtracting
the mean and dividing by the standard deviation. Then, a
PLSR algorithm is used to calculate the X score, weight
and loading matrices, the Y score and weight matrices, the
PLSR coefficients matrix and the X residuals, and Y resi-
duals. PLSR differs from PCR because the scores, weights,
and loadings are calculated from the combined X and Y
variance—covariance matrix, rather than from the X
variance—covariance matrix. The optimal number of latent
variables is evaluated by cross-validation: the training data
set is divided in smaller data sets (e.g, by bootstrapping)
and parallel models are developed on all groups by sequen-
tally removing components and evaluating the effect on
the predictive ability of the model. The results can be
finally validated against an independent test set. For inter-
pretation of results, the PLSR coefficients are used to
calculate predicted Y values from X, the X and Y scores
are used to evaluate similarities among the observations
(objects), and the weights are used to evaluate how vari-
ables combine in the model. As in other regression models,
the analysis of the residuals is of paramount importance in
diagnosing the model.

PLSR has been successfully used in a variety of appli-
cations in dairy science: prediction of sensory properties
from chemical, rheological, and microbiological data;
multivariate calibration for the prediction of chemical
and rheological parameters from rapid nondestructive

spectroscopic techniques; and prediction of age of cheese
from spectroscopic data.

Artificial Neural Networks
Basics

Artificial neural networks (ANNs) are a valuable alter-
native to classical multivariate statistical methods for
prediction and classification purposes. ANNs simulate in
software biological neural networks: like their biological
counterpart, they are made of simple processing units, the
neurons, which are connected with the external environ-
ment and/or with other neurons. In one of the most
common network architectures, the multlayer percep-
tron (MLP), there are three or more layers of neurons:
input neurons, which receive and process discrete or
continuous inputs from the data set; output neurons,
which return the output; and one or more hidden neuron
layers. The artificial neurons are connected by synapses
and mimic the behavior of biological neurons: they
receive a (weighted) input from the environment or
from other neurons, and use a transfer or activation func-
tion to process the sum of the inputs and transfer it to
other neurons or to generate results.

In analogy with biological neurons, artificial networks
‘learn’ their task (pattern recognition, prediction, etc.)
during an iterative training process in which the synaptic
weights are adjusted using a variety of algorithms.
Training can be supervised or unsupervised. In super-
vised training, input signals are paired with the desired
response, while in unsupervised training, no response is
paired to the input patterns and the network creates its
own representation of the data. If the network is properly
designed and trained, it becomes able to generalize, that
is, to provide reasonable outputs for inputs to which it had
not been exposed during training.

ANNSs can be used to analyze continuous, categorical,
and symbolic data and are often relatively robust toward
missing, fuzzy, or inconsistent data. Moreover, supervised
networks can handle complex nonlinear classification and
prediction problems due to the presence of multiple
layers of neurons and the use of nonlinear activation
functions. On the other hand, ANNs behave as black
boxes, that is, it is extremely difficult, if not impossible,
to establish why a given input is generating the corres-
ponding output. As such, they are extremely useful when
the level of prior knowledge on the problem is poor or
when the problem is too complex to be handled by
mechanistic modeling, but they do not increase know-
ledge on the behavior of the system. Critical issues in the
development of ANNs are the identification of the net-
work architecture and training algorithm that is more
suited to handle a given problem, data standardization,
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(A) Perform experiments, gather raw data

NIR reflectance spectra are measured on 100
Cheddar cheese samples, ripened for 2-9 months.
Mean and standard deviation reflectance spectra
for all samples are shown

(C) Estimate parameters of a PLS1 model to predict
cheese age from preprocessed spectral data

A PLS model with five components is
used to predict age (y) from the
transformed spectral data (X). The PLS
model has a good predictive ability for
age. The first two PLS components
explain 62% and 82% of the X and y

(D) Examine the X loading plots (a—e) and a score plot (f) to uncover data structure and
relationships between y and X and within X
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Figure 4 An example of application of inferential multivariate methods for the discrimination of cheese samples. Prediction of age of
Cheddar cheese from near-infrared region (NIR) reflectance spectra by use of partial least square regression is presented. From
Downey G, Sheehan E, Delahunty C, O’Callaghan D, Guinee T, and Howard V (2005) Prediction of maturity and sensory attributes of
Cheddar cheese using near-infrared spectroscopy. International Dairy Journal 15: 701-709.
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and the size and composition of the training, validation,
and test sets.

Unsupervised Artificial Neural Networks

The best example of unsupervised ANNs is Kohonen
self-organizing maps (KSOMs). KSOMs are built in
analogy with the organization of some areas of the brain
that process external stimuli (tactile, olfactory, visual),
and in which neurons responding to the same stimulus
are topologically close. Training is carried out through a
competitive learning process. KSOMs have some analo-
gies with PCA, MDS, and 4-means and can rapidly
process very large data matrices. Although they are used
mostly for data partition, they can be used with symbolic
outputs to produce multilayered maps (one layer for each
symbolic output) and, once trained, can be used in run
mode to identify the node that responds more strongly to
a new input. There are several examples of the use of
KSOMs for processing chromatographic or electropho-
retic patterns in chemotaxonomy of microorganisms but,
to date, they have not been used in specific dairy science
applications.

Supervised Artificial Neural Networks

Supervised ANNs can be classified on the basis of their
function (pattern recognition, prediction, forecasting), the
number of layers, the extent to which neurons are con-
nected in the network, the direction of flow of
information (recurrent and nonrecurrent), the training
algorithm, and the learning rule. A common network
architecture is the MLP, a muldlayer, fully connected,
nonrecurrent feed-forward network: the network has at
least three layers (input, hidden, and output layers) and
neurons in each layer are connected to every other node
in the forward layer immediately adjacent to it; informa-
tion flows from the input to the output without recurrent
loops. It is trained using a back-propagation algorithm
that iteratively minimizes the squared difference between
expected (Le., defined by the training set) and observed
output by adjusting network weights. Typically, the data
are divided in three sets. The training set is used during
the training step to adjust the network weights; the vali-
dation set is used during the training step to control
training performance and avoid overfitting and loss of
generalization; the test set is used to evaluate network
performances at the end of training. During the training
step, the network is initialized with random weights and it
is exposed sequentially to all input values for the training
set and to the corresponding output values. Signals travel
from the input layer to the output layer and generate the
network output, which is compared to the desired output.
An error measure is calculated (usually the sum of
squared differences between desired and calculated

output) and the weights of the layers are adjusted in a
backward fashion (i.e, starting from the uppermost hid-
den layer) to reduce the error. The process is iteratively
repeated until the error measure becomes lower than or
equal to a tolerance measure or the increase in error
for the validation set shows that the network is losing
generalization ability. T'wo alternative network architec-
tures that have provided excellent results in a number
of applications are Bayesian networks and radial basis
function networks.

A critical issue in the development and use of super-
vised ANNS is the size and composition of the training set:
for optimal performance and to ensure that the network is
able to generalize, the training set should include at least
W/e cases, where W is the number of weights to be
estimated and € is the desired error rate. For example,
an MLP with 10 neurons in the input layer, 5 neurons in
the hidden layer, and 1 neuron in the output layer, and
which has 61 synaptic connections (including bias), would
require, to achieve an error rate of 5%, 61/0.05=1220
cases in the training set. However, it has been shown that
acceptable performances can be obtained even with rela-
tively small training sets, if the training sets are well
balanced and provide a complete representation of the
input space. Normalization of inputs is also essential to
avoid inputs with large scales dominating the training
process.

Performance of networks used in supervised pattern
recognition is usually evaluated by cross-tabulation of
true and predicted identifications, while residual sum of
square or similar measures are used to evaluate ANNs for
regression problems.

Supervised ANNs have been used in a variety of
applications in dairy science: prediction of milk yield,
prediction and control of acidification processes, predic-
tion of microbial growth, identification of microorganisms
on the basis of genotypic or phenotypic data, sample
recognition in conjunction with electronic noses, and
cheese authenticity applications.

Software

This is a nonexhaustive list of the most frequently used
general-purpose and specialized software packages for
statistical analysis.

R is a powerful programming environment that is
available as free software for a variety of platforms.
Although it has a very steep learning curve and may be
difficult to use by nonspecialized users, it offers the most
comprehensive selection of graphical and statistical rou-
tines and it is continuously improved by a large scientific
community. It is available for Windows, MacOS, and
Linux/Unix.
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SAS  (available for Windows, Linux/Unix),
STATISTICA (available for Windows only), and SPSS
(available for Windows, MacOS, Linux/Unix) offer
extensive data manipulation, statistical analysis, and
graphing procedures; a variety of software modules for
specialized applications are available.

SYSTAT is a general-purpose program with excellent
graphing facilities and a large selection of univariate and
muluvariate statistical tools. SYSTAT Inc. offers
MYSTAT, a (much) simplified version of SYSTAT as
free software for the use of students in academic environ-
ments. SYSTAT and MYSTAT run only under Windows
environments.

The Unscrambler is a specialized software that offers a
large selection of multivariate statistical techniques and
design of experiments. It runs only under Windows
environments.

NeuroSolutions offers a variety of packages for analyz-
ing statistical problems by using ANNSs, working under
different environments.

See also: Analytical Methods: Atomic Spectrometric
Techniques; Biosensors; Chromatographic Methods;
Differential Scanning Calorimetry; DNA-Based Assays;
Electrophoresis; Infrared Spectroscopy in Dairy Analysis;
Light Scattering Techniques; Mass Spectrometric
Methods; Microbiological; Nuclear Magnetic Resonance:
Principles; Sampling; Sensory Evaluation; Spectroscopy,
Overview; Statistical Methods for Analytical Data. Hazard
Analysis and Critical Control Points: HACCP Total
Quality Management and Dairy Herd Health. Rheology
of Liquid and Semi-Solid Milk Products.
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Introduction

The term ‘spectroscopy’ encompasses a range of tech-
niques for acquiring information on atomic and molecular
structure. In all cases, there is absorption, emission, or
scattering of electromagnetic radiation, but the basic pro-
cesses by which these occur vary considerably, as does the
nature of the information that can be obtained. This article
provides a broad overview of the important processes that
give rise to the most important spectroscopic methods used
in food and nutrition.

The Electromagnetic Spectrum

When light interacts with matter, it may stimulate transi-
tions between quantized energy levels. Light is
considered to interact with matter in discrete packets
(quanta) of energy called photons. The exact type of
transition stimulated in the sample depends upon the
energy (£) of the photon, which in turn is related to the
frequency (v) by

E=hv [1]

where 4 is Planck’s constant.

The energy of the quanta is highest at the gamma-ray
end (10°eV) and lowest at the radiofrequency end
(10"%eV) of the electromagnetic spectrum. The full
electromagnetic spectrum is shown in Figure 1. In this
discussion, a more detailed examination will concentrate
on the region between the ultraviolet and the radiofre-
quency ends of the spectrum, as this is where most routine
chemical spectroscopy is carried out. Spectroscopy is
usually concerned with the measurement of a specific
spectrum, which 1s a measure of energy absorbed or
emitted as a function of wavelength (or frequency) across
a limited region. The objective is to use the spectrum to
obtain information on molecular structure or for quantit-
ative analysis. The types of transitions normally
stimulated range from electronic to vibrational through
rotational to the low-energy nuclear transitions examined
in nuclear magnetic resonance (NMR). There are also
high-energy nuclear transitions that can be stimulated by

gamma radiation and are used for Mdssbauer spectros-
copy, but this will not be considered in this article.

As the energy required to stimulate an electronic tran-
sition is more than that for a vibrational transition, which
in turn is more than that for a rotational transition, it is
found that more than one transition is usually stimulated
so that, for example, pure vibrational spectra are not
seen and are nearly always complicated by rotational
transitions.

The normal way the interaction of the radiation occurs
is through one of four processes: (1) absorption; (2) emis-
sion; (3) elastic scattering, although there is no net energy
absorption; and (4) inelastic scattering. These mechanisms
are described in more detail as the different spectroscopic
methods are discussed in the following sections. The first
method to be discussed is ultraviolet—visible (UV/VIS)
spectroscopy, which involves transitions between electro-
nic energy levels.

Electronic Transitions

In UV/VIS spectroscopy, absorption of radiation is the
result of the excitation of electrons between electronic
energy levels. This can occur for atoms as well as molecules.
Electrons in molecules are considered to reside in molecu-
lar orbitals, which can be bonding, non-bonding, or
antibonding orbitals. Therefore, the transitions between
electronic energy levels can be described as transitions
between the molecular orbitals of the molecule. The part
of the molecule that gives rise to electronic absorptions is
known as a chromophore. The chromophore electrons
involved in the transition are either those directly used in
bond formation or those that are the non-bonding or
unshared outer electrons of an electronegative atom such
as oxygen, nitrogen, or sulfur. The general mechanism in a
chromophore such as C=C, in which the chromophore
electrons originate in the so-called 7 bond, involves the
promotion of an electron from the bonding 7 orbital to an
antibonding 7 orbital (the so-called m—m+ transition).
Such a transition typically requires about 7eV of energy —
an amount of energy that corresponds to a wavelength of
about 180 nm. In other chromophores, it is also possible for
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Figure 1 The electromagnetic spectrum. NMR, nuclear magnetic resonance; ESR, electron spin resonance; VIS/UV, visible and
ultraviolet. Reproduced with permission from Wilson RH (1993) Spectroscopy: Overview. In: Macrae R, Robinson RK, and Sadler MJ
(eds.) Encyclopedia of Food Science, Food Technology and Nutrition. London: Academic Press.

a nonbonding (n) electron to be promoted to a m* orbital
(an n—7r* transition). These two kinds of transitions are the
most common, although similar ones exist for single (o)
bonds, including n—o* and o—o* transitions. However,
because the latter require much higher energies, they are
seen in the vacuum UV and are harder to observe. The
observed UV /VIS absorption frequencies can be influenced
by solvents and by the delocalization of electrons in con-
jugated systems.

Transition metal ions absorb in the UV /VIS region,
and the transitions responsible involve 4f and 5d elec-
trons. Alternatively, in some inorganic complexes, the
process of charge transfer absorption occurs.

Most UV/VIS spectroscopy involves absorption
processes, and normally, a spectrophotometer is used to
measure the spectrum. The major components of the
spectrophotometer are a source, a dispersing system, and
a detector. Normally, light from a suitable source is
passed through a prism or grating where it is dispersed
into its component frequencies. The dispersing element

may be rotated so that each frequency passes in turn
through a narrow slit. This light may be divided so that
one half passes through a channel containing the sample
and the other half through a reference channel. The
intensities of the emerging beams are measured with a
detector and the ratio of these signals is used to determine
the absorbance. In this manner, as the dispersing element
1s moved, the absorbance of the sample as a function of
frequency (the spectrum of the sample) is determined.
Modern instruments use diode array detectors (essen-
tially a series of detectors) and a slightly different
experimental set up to obtain absorption spectra more
quickly than dispersive UV /Vis instruments.

It should be noted that UV /VIS spectra do not consist
of discrete lines. The reason is that the high energy of the
UV/VIS region can be transferred into the vibrational
and rotational substates so that both types of transitions
are simultaneously stimulated with the electronic transi-
tion. In Figure 2 the energy level diagram for a
chromophore is shown. £y and £; represent the ground

Viq
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with simultaneous
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equal to absorbed
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Figure 2 Energy levels for achromophore, showing electronic and vibrational levels. (Reproduced with permission from Wilson RH
(1993) Spectroscopy: Overview. In: Macrae R, Robinson RK, and Sadler (eds.) Encyclopedia of Food Science, Food Technology and

Nutrition. London: Academic Press.
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and excited electronic energy levels of the molecule. Each
electronic level has associated with it various vibrational
sublevels vy, vy>, and so on, where the first subscript
indicates the electronic level, and the second indicates the
vibrational level within that electronic state. The vibra-
tional levels, in turn, have rotational sublevels associated
with them. An electron may be promoted from the £, to
E, electronic state but may go from the v state to the v; o
or the v, ; state as part of this transition. In the latter case,
there is a simultaneous vibrational transition (Figure 2)
that accompanies the electronic transition. The range of
vibrational subtransitions possible, combined with rota-
tional transitions, means that there is no discrete
frequency at which transition occurs, but rather a range
of absorption frequencies that generally form a bell-
shaped profile in the spectrum.

Lastly, if an electron is promoted from the v state of
Ey to the v, state (or higher) of £j, it may lose energy
through collision with neighboring molecules, for exam-
ple, and become lowered into the v, state. During
subsequent relaxation to the ground electronic state, £,
a photon is emitted with an energy different from that
absorbed, and this process is called fluorescence.

Vibrational Spectroscopy

The transitions between the vibrational energy levels are
the basis of infrared spectroscopy. The infrared region is
divided into near-, middle- (or mid-), and far-infrared.
This division is on the basis of instrumental factors as well
as the types of vibration that occur in each region. It is
easiest to consider first the middle infrared, which is
usually considered to lie between 2.5 and 25 pm in wave-
length. It is common practice, however, for vibrational
spectroscopists to use the wavenumber unit (reciprocal of
the wavelength in centimeters, or cm™') rather than
wavelength. Expressed in this unit, the middle infrared
then stretches from 4000 to 400 cm™'. As they are reci-
procal to wavelength, wave numbers, like frequency, are
directly proportional to energy.

The bond between two atoms can be considered rather
like a spring that has a certain strength of force constant
(k). The bond, or spring, can be stretched and caused to
oscillate. It will do so at some natural frequency, f; which
depends upon 4 and the masses of the atoms according to

O

where p is the reduced mass defined as

Hooke’s law:

mym;

my + my

with m, and m, being the masses of the individual atoms
constituting the bond. Equation [2] shows that a particular
bond will give rise to a characteristic frequency that
depends upon the masses of the atoms and the strength
of the bond. Therefore, a C=0 bond, which has a larger
force constant than a C-O bond, will have a larger vibra-
tional frequency. In practice, different functional groups
give rise to characteristic vibrational frequencies. These
characteristic vibrational frequencies underlie a key use
for vibrational spectroscopy; it is a highly useful probe for
the identification of functional groups and for structural
determination. It has greater selectivity than UV/VIS in
this respect.

Equation [2] is derived from classical physics, but of
course the actual process for molecules is quantized and
eqn [2] should be written as

h k
7= (s g

2T "
In general, an infrared spectrum is generated by absorption
using a similar arrangement to that used for a UV /VIS
spectrum but with different source, detector, and dispers-
ing optics. The process is illustrated in Figure 3. The
energy level diagram shows the ground (vy) and excited
(vo,1) vibrational states. Note that both states occur in the
ground electronic state, as infrared energies are not suffi-
cient to excite electronic transitions. Also shown are the
various rotational substates (J' and J'). Excitation can
occur from o (J' =0) to v (J' =0), corresponding to
the band center of the absorption. However, excitation

J7=2

Jr=1

Energy

AJ=0 Ad=+1 Ad=-1
Qbranch  Rbranch P branch
Note: For all absorptions AV =1

—_——

AJ=—1 AJ=+1

Figure 3 Energy levels for infrared transitions, showing
vibrational and rotational levels. Reproduced with permission from
Wilson RH (1993) Spectroscopy: Overview. In: Macrae R,
Robinson RK, and Sadler MJ (eds.) Encyclopedia of Food Science,
Food Technology and Nutrition. London: Academic Press.
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from the =1 to J' =1 rotational substates (i.e.,, AJ=0)
will produce a slightly different frequency than the J' =0
to J'=0 transition as the rotational sublevels are not
equally spaced. It is also possible for AJ to be %1, giving
rise now to a complicated absorption spectrum comprising
a central absorption (Q_branch, from the AJ=0 transi-
tions) with equally spaced lines to either side called the
P branch (AJ=—1) and the R branch (AJ=+1). This
structure is seen as such only in the gas phase. In solid or
solution state, the result is that a broad absorption rather
than a sharp series of lines is seen. However, no absorption
will be seen at all unless there is a change in dipole moment
during the vibration. This is a fundamental rule of infrared
vibrational absorption spectroscopy. Consequently, homo-
nuclear bonds do not absorb, as their dipole moments do
not change with vibrational motion.

At normal room temperature, most molecules will be
in the ground vibrational state. However, as the tempera-
ture is increased, a more significant population will
develop in the first excited state. As a result, transitions
from the v, to v, state can occur with the emission of a
photon. This is the process of infrared emission which is,
albeit rare, an alternative to absorption spectroscopy. In
this case, the (heated) sample acts as the infrared source.

Infrared spectroscopy had been of little use for industrial,
biological, and food analysis purposes owing to the difficul-
ties of sample handling and the time required for data
acquisition. However, the advent of Fourier transform
methods, which use an interferometer rather than a dispers-
ing element, provided increased speed, throughput, and
frequency reproducibility as compared to infrared absorp-
tion experiments. When coupled with new methods of
sample presentation, this method has enabled the useful
application of middle-infrared spectroscopy to food science.

The most common absorptions in the middle infrared are
fundamental transitions, which originate from the ground
vibrational state (vo) and involve an excitation to the next
higher vibrational level (v;). However, various overtones and
combinations of the fundamental transitions can arise. For
example, a molecule with two fundamental transitions at
frequencies v, and v, may give overtones at 2vy, 3vy, 4v;
or 215, 3v,, and so on, or combinations at, say, vy 4V, or
2v; + v, In practice, not all fundamentals give rise to over-
tones, but usually only bonds in which a heavy atom such as
N or O is coupled to hydrogen. The overtone and combina-
tions often occur in the near-infrared (2.5-0.7 um), which,
despite the apparent complexity of the spectra, has found
considerable application in food problems.

Raman Spectroscopy

If a sample is illuminated with monochromatic visible
light, it is found that much of the light is scattered and
that this scattered radiation is of the same frequency as

the illuminating light. This occurrence is known as
elastic or Rayleigh
shows that a small amount (<107%) of the incident
radiation is scattered at a different frequency. This
process 1is called scattering.
Raman scattering leads to a series of lines appearing
at frequencies less than that of the incident light
(Stokes lines) and a weaker series of the same type
of lines at higher frequencies than that of the incident
light (anti-Stokes lines). Though they are measured in
a different manner to an infrared spectrum, these lines
also correspond to vibrational transitions of the sam-
ple. When a set of these lines is presented as a
spectrum of intensity versus the frequency shift away
from the Rayleigh frequency, the result is called a
spectrum. Typically, a shift of
20-4000 cm ™" from the Rayleigh frequency is depicted
in a Raman spectrum, representing a similar range to
that presented in an infrared spectrum. The Stokes
lines are typically chosen to illustrate the Raman
spectrum, as they are the more intense of the two
sets of transitions.

scattering. However, analysis

inelastic or Raman

Raman about

In the Raman effect, the electric field of the inci-
dent radiation interacts with the electrons in the
sample so that molecules are momentarily excited to
a virtual state, virtual in the sense that it does not
represent a defined energy level of the molecule.
Most molecules in the sample relax from this virtual
state by the emission of energy of the same frequency
as that absorbed (Rayleigh scattering). In this instance,
the molecule relaxes back to its original vibrational
state, which in the great majority of cases is the ground
vibrational state. In a few cases, however, the sample
will relax to a vibrational state above the ground state,
shifting the frequency of the scattered light to lower
values. The difference between this value and the
Rayleigh scattered frequency is equal to the frequency
of a vibrational motion and represents the Raman shift.
The transitions that occur in this way from the ground
vibrational state lead to the Stokes lines. Much fewer
molecules will be in non-ground vibrational states
before excitation, and when they relax from the virtual
state, the emitted photon will be of higher energy than
the incident radiation, leading to the anti-Stokes lines.

In contrast to infrared spectroscopy, there must be a
change in the electronic polarizability during the vibra-
tion of the molecule for that vibrational transition to be
observed in the Raman spectrum. There is thus a dis-
tinct difference in the two kinds of spectra, and
vibrations that may be weak or absent in infrared spec-
tra are present and perhaps strong in the Raman. The
two spectroscopic methods are thus complementary and
together provide a complete picture of the vibrational
states of a molecule.



Analytical Methods | Spectroscopy, Overview 113

Far-Infrared/Microwave

To complete the picture, at lower energy there is the
far-infrared region (10-400cm '), which has major
applications in inorganic chemistry because herein
appear bonds between metals and organic ligands as
well as the skeletal vibrations of molecular backbones.
This region is of limited application in food and nutri-
tional studies.

In the microwave region, at even lower energy, pure
rotational spectra can be produced. However, they
will not be addressed here, as it is also of limited
application.

At the radiofrequency end of the spectrum is NMR
spectroscopy, which involves transitions between the
magnetic quantum levels of atomic nuclei. Nuclei have
properties of spin and magnetic moment. Splitting of the
energy levels can be induced by placement in a magnetic
field, and transitions can be induced by the application of
radiofrequency radiation. This is usually achieved by
irradiating the sample exposed to a high magnetic field
with a pulse of broadband radiation. After excitation, the
nuclei reemit energy at their resonance frequencies. The
observed signal is a combination of these frequencies and
decays with time. A spectrum can be produced by the
Fourier transformation of this decaying signal. The use-
fulness of the technique lies in the fact that the resonance
frequency of a given nucleus depends upon its chemical
environment. The range of NMR experiments possible 1s
very large indeed and it is a powerful method for struc-
tural analysis.

In the food industry, the use of NMR spectra as such is
limited. Instead, relaxation time measurements are more
important, particularly in the determination of solid/
liquid ratios. The relaxation rate from the excited state
depends on environmental
mobility.

factors and molecular

Absorption Laws

In UV/VIS, near-infrared, and mid-infrared absorption
spectroscopy, the fundamental law governing absorption
is the Beer—Lambert relationship. For a sample illumi-
nated by radiation of intensity /,, the amount transmitted,
I, 1s given by

I= Le 5]

where ¢ is the concentration of absorbing species, /is the
pathlength through which the light passes, and ¢ is the
molar absorptivity.

For quantitative analysis, spectra are usually presented
in absorbance units, where absorbance, 4, is defined as

A= —log<é) — ed 6]

so that absorbance is directly proportional to the concen-
tration at constant pathlength.

Practically, optical spectroscopy requires that € be
determined for any absorbing species. This is achieved
by calibration. Solutions of the sample to be deter-
mined are prepared at various known concentrations
and their absorbance values are measured. When the
absorbance values are plotted against the concentra-
tion, a linear plot is produced with a slope equal to ¢.
This plot is known as a calibration curve. Unknown
concentrations can then be calculated by measuring the
absorbance and using the equation of the line from the
calibration curve.

Deviations from the Beer—Lambert relationship can
occur if too wide a range of concentrations is chosen so
that solute—solute interactions occur, or if there is chemi-
cal interaction between the solution components.

A particular problem that exists in the near- and mid-
infrared is where a significant overlap of absorbance peaks
occurs. Clearly, the absorbance at a given wavelength may
then depend upon more than one concentration, so that

A:€1€1+52€z+€3€3+"' [7]

Hence, more complicated solutions to the Beer—Lambert
relationship may be required for multicomponent
analysis. Such methods include p and # matrix, parual
least squares, or principal-components regression.

In NMR single-pulse experiments, the signal observed is
directly proportional to the number of nuclei, provided
sufficient time is allowed between pulses for the reestablish-
ment of equilibrium. Under such circumstances, the NMR
experiment is quantitative and requires no calibration.
Double-resonance experiments can, however, lead to
enhanced signals for certain nuclei (nuclear Overhauser
effect) so that some form of calibration is necessary. In
relaxation measurements, the magnetization decay can be
broken down into contributions from fast (solid) and slow
(liquid) components, the relative magnitude of each reflect-
ing the relative concentrations.

See also: Analytical Methods: Atomic Spectrometric
Techniques; Infrared Spectroscopy in Dairy Analysis;
Nuclear Magnetic Resonance: An Introduction; Nuclear
Magnetic Resonance: Principles.
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Introduction

Use of spectroscopic methods in dairy laboratories has
become common in recent years. Several spectro-
scopic  techniques, including ultraviolet-visible
(UV-Vis) spectroscopy, atomic absorption spectro-
scopy, hyperspectral imaging, and nuclear magnetic
resonance spectroscopy, have been applied to analysis
and study of dairy products. The principles of these
techniques and their applications to dairy products
are discussed in detail in other articles in this encyc-
lopedia. Among all the spectroscopic techniques,
infrared (IR) spectroscopy has received special atten-
tion and is being used increasingly by the dairy
industry and research institutions. The advantages of
IR spectroscopy that make it an excellent analytical
tool include:

1. Simplicity, sensitivity, and speed of detection

2. High throughput (ability to analyze several samples in
a short time)

3. Possibility of non-destructive analysis depending on
the application

4. Requirement of relatively low sample volumes

5. Possibility of simultaneous analysis of multiple
analytes

6. Less use of hazardous solvents that pose environmental
and health hazards

7. Relatively low operational cost

8. Capability of on-site (using hand-held spectrometers)
and in-line analysis.

Although Fourier transform IR (FT-IR) spectroscopy
1s almost a century old, its application to dairy pro-
ducts analysis and research received attention only
during the past 2-3 decades. The areas of application
of IR spectroscopy in dairy analysis include raw
materials control, process control, and analysis of
finished products. Readers are encouraged to refer
to the publications listed in the ‘Further Reading’
section of this article for more details on specific
topics. This article describes the theory of IR spec-
troscopy and provides
laboratory and industrial applications reported to
date on analysis of composition and quality of dairy
products.

an overview of various

Infrared Spectroscopy

Electromagnetic waves can interact with materials in dif-
ferent ways. The wave can pass through the material
(transmission), or it can be reflected at the surface (reflec-
tion), with some part of the wave energy being absorbed by
the material. Absorption of energy by a molecule can cause
the molecule to translate or rotate, or it can cause specific
groups within the molecule to vibrate or some electrons of
the molecule to get excited. IR spectroscopy monitors the
vibrations exhibited by molecules under IR light. In stret-
ching vibrations, the atoms move in the same direction
(symmetric) or opposite directions (asymmetric). Bending
vibrations include scissoring, rocking, twisting, and wag-
ging. To induce these vibrations, (1) the energy of the
radiation must exactly match the energy difference between
the ground state and excited state, and (2) the dipole
moment of the molecule must change. These two condi-
tons are called resonance conditions for unpolarized light.

The IR spectrometer produces IR light over a range
of wavelengths and monitors the vibration of molecules.
A schematic diagram of an FT-IR spectrometer is shown
in Figure 1. Essentially, it consists of a source to produce
IR light, an interferometer to generate a range of wave
numbers, and a detector to record the signal. The inter-
ferometer is the heart of a spectrometer and consists of a
fixed mirror, moving mirror, and a beamsplitter. The
beamsplitter splits the IR beam and recombines it to
produce different IR wavelengths. A series of mirrors is
used to deflect the beam. The laser acts as a time refer-
ence for data collection. The detector records the signal as
an interferogram, which is then Fourier-transformed to
result in a single-beam spectrum. Fourier transform is
a mathematical function to convert data to a more
meaningful absorbance/transmittance over a frequency/
wavelength form. A single-beam spectrum of the back-
ground and the sample are ratioed to obtain an IR
spectrum of the sample. Use of the absorption information
obtained with an interferometer by FT-IR spectroscopy
improves analysis speed because all frequencies are meas-
ured simultaneously. It offers simplified mechanics with
only one moving part (i.e., the moving mirror) in the
instrument, which reduces the risk of mechanical break-
down and makes it less sensitive to temperature variations
and vibrations in field use. Spectral reproducibility and
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Figure 1 Optical layout of a typical FT-IR spectrometer. The moving mirror, fixed mirror, and the beamsplitter assembly are commonly
referred to as the interferometer, or Michelson interferometer. Reprinted from Sun D-W (2009) Infrared Spectroscopy for Food Quality
Analysis and Control. New York: Academic Press, with permission from Elsevier.

wavenumber precision are also better compared with that
of dispersive instruments.

Fourier Transform Near-Infrared Spectroscopy

Fourier transform near-infrared (FT-NIR) spectroscopy
involves studying the absorption of compounds in the
NIR range (10000-4000cm ') of the electromagnetic
spectrum. A typical FT-NIR spectrum consists of over-
tone and combination bands of fundamental vibrations.
A band can be produced at frequencies 2—3 times the
fundamental frequency (overtone). Majority of the over-
tone peaks in an FT-NIR spectrum are due to O-H,
C-H, S-H, and N-H stretching modes. T'wo or more
vibrations can combine through addition and subtraction
of energies to give a single band (combination). NIR
radiation penetrates the sample more than does mid-
infrared (MIR) radiation, and its absorption bands are
approximately 10-100 times less intense than MIR
absorption bands. This can be very useful in direct ana-
lysis of highly absorbing bulk and porous samples with
little or no sample preparation. NIR instruments can be
deployed readily to the field or process lines for direct
and simultaneous measurements of several constituents in
food matrices. In contrast to MIR spectrometers, NIR
instruments are more rugged and less energy-limited
and offer more flexible handling options, which makes it
possible to analyze samples in convenient glass vials. The
relatively weak absorption provides a built-in dilution
series that has faciliated direct analysis of samples that

are highly absorbing and strongly light scattering without
dilution or extensive sample preparation, enabling high-
moisture foods to be readily analyzed.

An FT-NIR spectrum is complex and 1s marked by broad
overlapping peaks and large baseline variations, which makes
interpretation difficult. However, mathematical processing
such as derivatization and deconvolution can be applied to
improve spectral characteristics. Typical FT-NIR absor-
bance spectra of whey protein concentrate and Swiss
cheese are shown in Figure 2. Overtone bands of C-H
groups of fatty acids appear in the regions 8600-8150 cm ™"
(first overtone) and 5950-5600 cm ™' (second overtone). The
regions 7400~7000 cm™ " and 43504033 cm ™' can be attri-
buted to combination bands of C-H, typically from fatty
acids and carbohydrates. Bands of O—H groups can be iden-
tified in the spectral regions 5200~5100 cm ™" (first overtone)
and 5190 cm™"' (O-H stretch). Stretching and combination
vibrations of N—H and C=0 of amide A/I and amide B/II of
proteins absorb between 5000 and 4500 cm ™. Several other
overtone and combination bands are present in the FT-NIR
spectrum.

Fourier Transform Mid-Infrared Spectroscopy

Fourier transform mid-infrared (FT-MIR) spectroscopy
monitors the fundamental vibrational and rotational
stretching of molecules, which produces a chemical profile
of the sample. The MIR region (4000—400 cm ™) is a very
robust and reproducible region of the electromagnetic
spectrum 1n which very small differences in composition
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Figure 2 FT-NIR spectrum of (1) whey protein concentrate and (2) Swiss cheese.

of samples can be measured reliably. Molecules absorb
MIR energy and exhibit vibrations at one or more locations
in the spectra, depending on several factors including bond
configuration, location, and so forth. MIR spectrum is rich
in information that helps in analyzing the composition and
determining the structure of chemical molecules.
FT-MIR spectroscopy enables monitoring of minor
functional groups. However, such applications frequently
require a sample clean-up such as extraction to reduce the
effect of sample matrix. F'T-MIR spectra of Cheddar cheese
and its water-soluble extract are shown in Figure 3. The
spectra of Cheddar cheese are marked by absorbance from
complex fat and protein in the regions 30002800 cm ™' and
1800-1000 cm ™', respectively. Asymmetric and symmetric
stretching vibrations of C-=H groups in methylene groups of

long-chain fatty acids are observed in the region
3000-2800 cm ™. A strong signal from the C=0 groups of
fatty acid esters is also present at 1740 cm™". Broad amide I
and amide II bands of proteins peak at around ~1640 and
~1540 cm ™', respectively. The spectra also include several
other bands in the region 1800-900 cm ™', primarily due to
C-H bending, C-O-H in-plane bending, and C-O stret-
ching vibratons of lipids, organic acids, amino acids, and
carbohydrate derivatives.

Sampling Techniques

Many different sampling techniques are available for both
FT-NIR and FT-MIR spectroscopy. Transmittance,
reflectance, attenuated total reflectance, diffuse
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in fatty acids and esters —
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Figure 3 FT-MIR spectrum of (1) Cheddar cheese and (2) Cheddar cheese water-soluble extract. Extraction of sample may often be
required to reduce the effect of sample matrix and enhance signal from analytes of interest.
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reflectance, specular reflectance, photoacoustics, and
integrating spheres are some examples. Selection of sam-
pling technique depends on the type of analysis (e.g,
structure, composition, etc.), sample surface characteris-
tics (e.g, reflectvity, smoothness, etc.), sample form
(solid, liquid, or gas), and requirements (e.g, speed, con-
venience, accuracy, details, etc.). A reflectance spectrum
is the result of both absorption and scattering. Even if the
sample is homogeneous with respect to chemical consti-
tution, there will always be scattering variation due to the
physical properties of the sample. Heterogeneity can be
the result of particle surface, particle size, the orientation
and density or compactness of material, surface rough-
ness, distance from the sample to the probe, and sample
movement (if applicable). The development of various
mathematical pretreatments and multivariate calibration
methods provides analysts with a means of overcoming
these problems. When sample volume is a limitation, the
application of FT-IR microspectroscopy may signifi-
cantly improve the sensitivity, reproducibility, and
differentiation capabilities of the IR technology through
use of an infinity-corrected microscope. Additionally, it
allows for visualizing the sample and selecting scan
regions. FT-IR microspectroscopy has been applied for
the characterization and identification of a few hundred
microbial cells, and the technology could be useful for
rapid and high-throughput screening of microorganisms.

Standardization and Spectral Data
Preprocessing

Qualitative and quantitative analysis both require high-
quality spectral information. Standardization of experi-
mental conditions and sample preparation greatly reduce
variation between samples and improve accuracy of ana-
lysis. However, some minor deviations may still occur
due to instrumental variations between samples. Such
noises and differences may be reduced by using mathe-
matical spectral pretreatment methods such as
differentiation, baseline correction, and multplicative
signal correction. Mathematical pretreatments can allow
extraction of useful band information through removal of
baseline variations, resolution of overlapping peaks, and
correction of scatter effects. Mathematical transforma-
tions of the data are used to enhance the prediction
ability of the models and the qualitative interpretation
of the spectra. Standardization of the spectra by using
smoothing and multiplicative scatter correction (MSC)
and signal normal variate (SNV) preprocessing steps
improves the signal-to-noise ratio of the data and
corrects for the nonlinear light-scattering effects of the
samples and baseline offsets. The Savitzky—Golay
second-derivative transform allows the extraction of
useful band information through the removal of baseline
variations and resolution of overlapping peaks.

Statistical Analysis

Normally, IR spectra comprise absorptions from several
analytes and even sample matrix. The NIR region con-
tains weak and broad overtone and combination bands
that make it difficult to identify and associate IR frequen-
cies with specific chemical groups. Building calibration
models in such situations requires monitoring more than
one variable to predict the concentration of more than
one analyte. Although an FT-MIR spectrum is relatively
easier to interpret than an FT-NIR spectrum, it is still
complex for a non-technical operator and does not pro-
vide any quantitative results by itself. Statistical or
chemometric analysis (e.g., principal component analysis)
is required to build prediction models, simplify interpre-
tation, and draw meaningful information from the spectra.
Modern multivariate statistical software and procedures
are capable of correlating changes in multple IR wave-
numbers to one or more dependent variables (e.g,
concentrations). Use of these types of software is usually
required to fully tap the potential of IR spectroscopy.

Analysis of Dairy Products

Applications of IR spectroscopy in the dairy industry and in
research studies are growing. The primary reason for the
dairy industry to adopt IR spectroscopy is the speed and
convenience it offers over traditional methods. Applications
of IR spectroscopy including methods currently in use and
those being tested for analysis of composition, constituents,
and characteristics of some dairy products and ingredients
are summarized in Table 1. Common industrial applica-
tions are focused primarily on determination of the
concentrations of constituents and determination of purity
and authenticity or adulteration of products. Research
applications range from simple concentration determina-
tion to monitoring complex biochemical and structural
changes in components during processing and character-
ization of dairy microorganisms.

Quantitative Analysis

Unlike most other analytical techniques, quantification
using IR spectroscopy rarely involves monitoring a single
peak or an IR absorption band. Classical least squares
regression, inverse least squares regression, principal
component regression, partial least squares regression,
and artificial neural networks are some examples of cali-
bration methods available for quantitative analysis of
spectroscopic data.

Compositional analysis 1s by far the most common
quantitative application of IR spectroscopy in the dairy
industry. Analysis of product constituents such as mois-
ture, solids, fat, protein, and so forth, is applied to almost
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Table 1 Applications of IR spectroscopy in analysis of composition, constituents, and characteristics of dairy products

Dairy products Analyte/analysis

Milk, evaporated milk, cream, coffee cream,
and cocoa concentrate

tetracycline)

Cheese

Fat, protein, casein, whey proteins, lactose, dry matter, cholesterol, total
carbohydrates, energetic values, calcium, and detection of antibiotics (e.g.,

Fat, protein, salt, pH, moisture, amino acids, organic acids, fatty acids, age, study of

ripening changes, flavor quality (e.g., fermented, unclean, sour, etc.), cholesterol,
characterization of microorganisms, shelf life, study of lipolysis, identification of
geographic origin, sensory flavor descriptors (e.g., whey, nutty, diacetyl, fruity,
sulfur, etc.), rheologic characteristics (e.g., firmness, texture, rigidity, etc.), and
process control (e.g., monitoring coagulation, syneresis, ripening, etc.)

Yogurt and fermented milk products

Casein and whey proteins
processing

Butter

Solids, pH, cholesterol, sugars, protein, calcium, and energetic value
Structural studies of casein and whey proteins and monitoring changes during

Moisture, fat, solids, cholesterol, authentication of organic butter, solid fat content,

acid value, adulteration, and study of changes during storage

Ice cream
Milk powder and creamer

Viscosity, conductivity, and structural parameters (e.g., ice crystal size)
Moisture, protein, cholesterol, and adulteration

all dairy products including milk, cheese, yogurt, and
milk powders. An official method based on IR spectro-
scopy, approved by the association of official analytical
chemists (AOAC) International (AOAC method 972.16),
exists for the determination of fat, protein, lactose, and
total solids content of milk. Figure 4(a) shows a typical
partial least squares regression (PLSR) calibration model
developed using FT-MIR spectra and the Schmid-
Bondzynski—Ratzlaff method for prediction of fat content
in Cheddar cheese. In addition to the macromolecules
such as sugars, proteins, and fats, minor compounds in
dairy products such as amino acids and organic acids can
also be analyzed using FT-MIR. The PLSR calibration
model in Figure 4(b) shows the correlation between IR
spectra and concentration of glutamic acid in Cheddar
cheese determined by the reference gas chromatographic
method. By plugging the spectra of test samples into the
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calibration models, it is possible to rapidly determine the
parameter of interest.

Calibration models have been developed and tested for
several other product characteristics: pH, salt, cholesterol,
short-chain fatty acids, quantitative sensory descriptors,
rheologic indices, microbial count, and so forth.
Furthermore, most versions of chemometric software
allow simultaneous determination of multiple character-
istics (e.g., fat, moisture, solids, individual amino acids,
individual organic acids, etc.) from the same spectra.
These advantages make IR spectroscopy a great time-,
cost-, and labor-saving analytical tool.

Qualitative Analysis

Qualitative analysis compares spectra and looks for similar-
ites or differences. Most common applications include
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Figure 4 Partial least squares regression (PLSR) calibration models for (a) fat content (%) and (b) concentration of glutamic acid (Glu;
nmol g~ ' cheese) in cheddar cheese. The high R? values indicate a good fit of IR spectra with the reference methods (fat, Schmid—
Bondzynski—-Ratzlaff method; glutamic acid, gas chromatography with flame ionization detector).
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identification of unknown samples or detection of differ-
ences between samples. A spectral library of known
substances to which unknown spectra can be compared is
required. The spectral distance is computed to determine
whether or not the unknown substance has the same spec-
tral distance as that of a spectrum in a library. If the distance
is close to zero, both substances are identical. If the distance
1s large, itis not possible to identify the substance. Statistical
procedures useful for the above types of qualitative ana-
lyses include cluster analysis, discriminant analysis, soft
independent modeling of class analogy, K-nearest neigh-
bors, and artificial neural networks.

Confirming the identity of ingredients, testing purity,
and detection of adulteration or deviation from standards
are applications that fall into this category. Apart from
these, several novel applications are being developed and
investigated. Figure 5(a) shows a soft independent mode-
ling of class analogy (SIMCA) discrimination model
developed for classifying Cheddar cheese samples based
on their flavor quality (fermented, unclean, slight sour,
good Cheddar, etc.). The distinct clusters formed by
cheese samples of different flavor quality clearly show
that these samples are biochemically different. The circle
around each cluster represents a 95% probability cloud
that can be used for predictions. When an unknown
sample falls within a circle, it can be concluded with
95% confidence that the sample belongs to that category.

Another example based on the above principle is the
identification and characterization of dairy microorganisms.
Traditional plating methods require several days to posi-
tively identify an unknown microorganism. Furthermore,
these methods require preparation of media and tedious
microbiological procedures. Bacteria have shown highly
specific MIR spectral patterns that may be unique for
individual strains. FT-IR allows for the chemically based
discrimination of intact microbial cells and produces com-
plex biochemical fingerprints that are distinct and
reproducible for different bacteria. The complex FT-IR

(a)

spectra reflect the total biochemical composition of the
microorganism, with bands due to major cellular constitu-
ents such as lipids, proteins, nucleic acids, polysaccharides,
and phosphate-containing compounds. Advances in IR
instrumentation and the development of powerful super-
vised chemometric methods have enabled discrimination of
different bacterial taxa and differentiation of subtle physio-
logical differences between strains of the same species of
bacteria. Figure 5(b) shows the SIMCA classification plot
for nine different strains of Streptococcus thermophilus, forming
distinct clusters due to their unique F'T-MIR fingerprint. In
another example of microbial analysis, 56 strains from four
closely related species of Lactobacillus (L. sakei, L. plantarum,
L. curvatus, and L. paracasei) were differentiated. Spectral
analysis by pattern recognition differentiated the strains
into four clusters according to species. Furthermore, it was
possible to recognize strains that were incorrectly identified
by conventional methods prior to the FT-IR analysis.

Product and Process Monitoring

The speed of analysis enables the industry to quickly
perform analysis of incoming raw materials (e.g., fat and
protein in milk) and pay suppliers based on the quality of
the material. Similarly, the identity, authenticity, or pur-
ity of the raw materials can be determined using a
portable IR spectrometer or a remote fiber-optic probe
prior to unloading the truck. This enables quick assess-
ment of quality and acceptance/rejection of raw
materials. A well-established and constantly updated
spectral library of materials of interest is essential.

IR spectroscopy overcomes many limitations of conven-
tional methods and provides the possibility of performing
near to real-time analysis on-line (simultaneously with the
production process) and in-line (direct measurement in
the process line). Following are some instances where IR
spectroscopy can help in process control:

(b)
4 @ ’ PC2

2

Figure 5 Soft independent modeling of class analogy models for (a) discrimination of Cheddar cheese based on flavor quality
(a, fermented; b, unclean; c, slight sour; d, good cheddar; and e, slight burn) and (b) discrimination of Streptococcus thermophilus
strains used in Swiss cheese making (1, S731; 2, S794; 3, S838; 4, S728; 5, S392; 6, S341; 7, S804; 8, S884; and 9, S869).
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1. An NIR spectrometer may be used to determine the water
content of milk powder directly after the powder passes
through the drying chamber. Having this information, one
can regulate the concentrate feed to the chamber.

2. An NIR spectrometer may be used to measure the water
content of butter at the end of the butter-making
process. This can be used to control the separation
by pressing, which influences the water content.

3. To standardize fat and protein for cheese milk or fat
for market milk, an MIR spectrometer may be used to
measure these compounds for process control.

4. The formation of the coagulum during the cheese-
making process may be monitored with NIR diffuse
reflectance spectroscopy with fiber optics.

In addition, both qualitative and quantitative methods can
be used to study chemical changes during processing. For
example, cheese ripening is yet to be completely under-
stood. IR spectroscopy offers several advantages that
could simplify cheese research and provide insights into
biochemical changes during ripening. This would enable
ripening process monitoring and optimization to achieve
cheese of uniform quality, which is currently a challenge
that is difficult to overcome.

Accuracy and Reliability of IR Prediction
Models

The accuracy of NIR prediction (ie., the difference
between the results obtained by the reference method
and the IR prediction) is close to the repeatability of the
reference method. The absolute difference of two analy-
tical results (same person, same instruments and
chemicals, short time between the analyses) with the
reference method, on identical material, should be within
the repeatability value of the reference method at 95%
probability. In principle, IR spectroscopy cannot do better
because results obtained with the reference method are
used for calibration.

Limitations of IR Spectroscopy

Although IR spectroscopy offers several advantages, it
may not be suitable for everything. It is essential to under-
stand its limitations in order to design the analysis
appropriately.

1. IR cannot detect atoms, monatomic ions, elements,
inert gases, and diatomic molecules (e.g., N, and O,).
However, in certain cases this can be seen as an advan-
tage as it eliminates the need for vacuum for analysis.

2. Calibration analysis, more often than not, is indirect
and requires a reference method and constant updating
of the models.

3. Almost all dairy products are complex mixtures, and
hence their IR spectra are complicated with overlap-
ping peaks and signal masking.

4. Most dairy products contain a high level of moisture
(except powders), which has a strong absorption band
that can mask certain important signals. Spectra of
water and milk, for example, look very similar. Often,
sample preparation procedures are required to reduce
the effect of water.

5. Changes in environment can occur between samples,
causing uncertainties in the spectra.

Good Laboratory Practices for IR Analysis

As with all methods of chemical analysis, one must check
the performance of the method regularly. Because the IR
method is an indirect method (requiring a calibration
step) for the determination of constituent concentrations,
one must set up a more-complex checking routine testing
three kinds of potential problems:

1. One must ensure that the instrument operates within
an acceptable error. This can be done by taking the IR
spectra of inert standards over time (a certified mater-
1al of known concentration is used to check whether
the method is reliable). If the difference between the
standard spectrum and the spectrum obtained with the
instrument is unacceptable, the instrument must be
readjusted.

2. If sample preparation is a necessary step for the tech-
nique, it must be tested to determine if the operators
satisfy the demands of the standard operating proce-
dure. This can be evaluated by preparation of the same
material several times and predicting the constituent
concentration. Limits will help to clarify this step. This
1s also done with other chemical methods.

3. The performance of the calibration must be moni-
tored. This is not always possible with certified
material because certified materials sometimes do
not exist (e.g,, for a calibration for fat in yogurt; no
yogurt exists that can be used as certified material).
The only way is to analyze the corresponding sample
by the reference method and compare the difference
between reference value and IR prediction over time.
Preset limits of the difference can help to define
warning and action levels.

The last point is very important because changes in the
recipe can influence the IR spectrum. Difference between
the results obtained by the reference method and IR
predictions needs to be monitored constantly; sometimes,
a new calibration is necessary. Usually, the difference
between reference method and IR prediction is plotted
versus time. This task can be accomplished by a control
chart that also shows the warning and action levels.
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Having arranged such a system, one can show that the
IR method gives more accurate values than the reference
method when performing multiple analyses of the same
inert material. IR predictions are more constant and have
smaller variations than the reference values.

Much experience is necessary to set up such a good
laboratory practice (GLP) system. The fast way is to
operate a network so that the performance of many
instruments can be monitored simultaneously.

Networks

Many analytical spectrometers can be controlled cen-
trally, monitored, and updated, creating a network.
There are three kinds of networks, illustrated by an
example from Lower Saxony, Germany.

Service Network

Since 1988, the Ahlemer Institut of the
Landwirtschaftskammer Hannover has operated a service
network, which has been accredited by the German
Accreditation Council (DAP). There are nine dairies
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Figure 6 Map of the Milchwirtschaftliches Infrarot Netzwerk (MIRN:

(a state in Germany) and the dairies connected.

with 12 NIR instruments connected by telephone and
modem to the Ahlemer Institut (Figure 6). The institute
conducts feasibility studies, validates new applications,
and performs the GLP procedure. The advantage is that
the individual dairies do not need to employ trained and
expensive personnel to perform the IR analysis.
Furthermore, persons with different scientific back-
grounds work together at the institute, so that any
problems can be solved in less time. Nowadays, businesses
generally focus on their key activities and therefore are
outsourcing their other activities.

Surveillance Network

The Ahlemer Institut has been given responsibility by the
Lower Saxony government to check the MIR instru-
ments, which are used for computing the payment to the
farmers according to the constituent concentrations in
raw milk. This is done in the following manner:

1. On a weekly basis, calibration standards are sent to the
laboratories to test the performance of instrument and
calibration. After approximately 200 raw milk samples,
one of the standards has to be reanalyzed. Analysis is
repeated after each set of 200 raw milk samples. The
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results of tests on standards can be transferred by
modem to the institute for further evaluation.

2. Each month, a series of standards is prepared to check
the calibration over a wider concentration range.
These results are transferred to the institute.

The advantages of this network are that the calibration is
monitored more often, the checking is done without the
necessity for traveling and is thus less time-consuming,
and the institute staff can assist with their expertise. The
network serves as a confidence-building measure between
farmers and laboratories.

Harmonization Network

Harmonization of analytical results 1s an important issue
In two ways:

1. Large dairies with multiple production sites, which
transport milk or products from one site to another,
would like to ensure that all measurements, performed
on the same product at different locations, are the same
or at least in good agreement.

2. Results of tests on exported products, obtained at dif-
ferent laboratories, should be in good agreement.

With respect to the chemical methods, standard operating
procedures are defined as well as precision parameters
(used for checking the results). However, the results are
strongly dependent upon individual operators. Within a
research and development project funded by the
European Union, it has been demonstrated how this har-
monization goal for IR spectroscopy can be achieved. The
method is based on the concept of ‘matching instruments’,
where one instrument is used as the ‘master’ (reference)
instrument. Having compared the characteristics of the
master and the other instruments, the spectra of the other
instruments are transformed so that they match those of
the master instrument. Spectra obtained in this way look
as if they were obtained with the master instrument
Using the calibration of the master instrument, the correct
sample composition can be predicted. This ensures that
all predictions include the same information, and there-
fore all instruments behave in the same manner.

Conclusion

IR spectroscopy is capable of rapidly determining com-
position and characteristics of dairy products and can be a
powerful tool for both industrial and research applica-
tions. Examples and applications presented in this article
and those described in the published literature show that
the technique is accurate, rapid, and reliable. To ensure
the proper performance of instruments, it is necessary to
establish and follow GLP guidelines. To obtain optimal

results, much experience is necessary. Some dairies use
the service of a network, thus outsourcing the calibration
and application work. In most applications, reliable infor-
mation can be obtained only with use of statistical
methods.

Alternative spectroscopic techniques or coupling IR
spectroscopy with other methods may also be required
to achieve the desired outcome. Raman spectroscopy is
not as susceptible to water as IR spectroscopy and may be
suitable for some applications. Coupling IR spectroscopy
with analytical techniques such as gas chromatography,
liquid chromatography, and thermogravimetric analysis
has extended its analytical capabilities. A relatively new
IR imaging technique, which constructs a complete image
of the sample with each point in the image containing a
complete spectrum, can offer advanced features for dairy
research. Another recent development is the miniaturiza-
ton of FT-IR instrumentation (e.g, TruDefender™ FT
handheld FT-IR by Ahura Scientific, Inc, shown in
Figure 7), which would enable on-site analysis while
the products are being produced. With numerous devel-
opments in FT-IR spectroscopy and several applications
still unexplored, the future of IR spectroscopy in dairy
analysis and control is promising.

Figure 7 TruDefender™ FT handheld FT-IR (copyright Ahura
Scientific, Inc., Wilmington, MA, USA).
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Introduction

Hyperspectral imaging (HSI), also known as chemical or
spectroscopic imaging, is an emerging technique that
integrates conventional imaging and spectroscopy to
attain both spatial and spectral information from an
object. It was developed originally for remote sensing
applicatons utilizing satellite imaging data for the
Earth, Moon, and planets, but has since found applications
in such diverse fields as astronomy, agriculture, pharma-
ceuticals, and medical diagnostics.

Hyperspectral images are made up of hundreds of
contiguous wave bands for each spatial position of a target
studied. Consequently, each pixel in a hyperspectral
image contains a spectrum representing the light absorb-
ing and/or scattering properties of the spatial region
represented by that pixel (although it should be noted
that due to various optical, instrumental, and background
effects, each pixel spectrum may be influenced by its
neighboring pixels; this becomes a greater problem in
high-magnification imaging). The resulting spectrum
acts like a fingerprint, which can be used to estimate
the chemical composition of that particular pixel.
Hyperspectral images, known as hypercubes, can be
represented as three-dimensional blocks of data, com-
prised of two spatial and one wavelength dimension, as
illustrated in Figure 1. The hypercube allows for the
visualization of biochemical constituents of a sample,
separated into particular areas of the image, since regions
of a sample with similar spectral properties tend to have
similar chemical composition.

Hyperspectral

Hyperspectral Image Acquisition and
Instrumentation

It is currently not feasible to obtain information in all
three dimensions of a hypercube simultaneously; one is
limited to obtaining two dimensions at a time, then
creating a three-dimensional image by stacking the two-
dimensional ‘slices’ in sequence. There are two conven-
tional ways to construct a hypercube. One method, known
as the staring imager configuration, involves keeping the

spatial image field of view fixed, while restricting or
filtering light throughput, thereby obtaining images one
wavelength after another (the use of traditional wave-
band filters is another option, but becomes difficult
when greater than 100 wave bands are required).
Hypercubes obtained using this configuration thus consist
of a three-dimensional stack of images (one image for
each wavelength examined; Figure 1), which may be
stored in what is known as the band sequental (BSQ)
format. Staring imager instruments incorporating tunable
filters have found a number of applications in pharma-
ceutical quality control, their lack of moving parts
representing an advantage in many situations.

Another configuration involves acquisition of two-
dimensional camera frames representing complete spec-
tral measurements acquired simultaneously from a series
of adjacent linearly spaced spatial positions. Acquisition of
the full hypercube thus requires relative movement
between the object and the detector along the second
spatial axis. Such line-mapping instruments record the
spectrum of each pixel across a line of a sample simulta-
neously recorded by an array detector and this is known
as pushbroom acquisition. This results in a hypercube,
which 1s stored in the band interleaved by line (BIL)
format. This method is particularly well suited to con-
veyor belt systems, and may therefore be more practicable
than the staring imager configuration for some food
industry applications.

Some instruments produce hyperspectral images based
on a single complete spectrum — point step and acquire
mode: complete spectra are obtained at single points on
the sample, while the sample is moved in the X, ) spatial
dimensions. Hypercubes obtained using this configura-
tion are stored in what is known as the band interleaved
by pixel (BIP) format. This is a very time consuming
process, but may result in extremely high-resolution
spectra with hundreds of wavelength channels. Recent
advances in detector technology have reduced the time
required to acquire these hypercubes.

Typical HSI systems contain the following compo-
nents: focusing lens, wavelength modulator, detector,
and illumination and acquisition system as shown in
Figure 2(a). In the case of pushbroom line-scanning
HSI systems, a spectrograph is used for wavelength
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Figure 2 (a) Schematic showing typical components of a hyperspectral imaging system and (b) example of a prototype turn-key

pushbroom hyperspectral imaging system.

modulation; a line of light reflected from or transmitted
through the sample under investigation enters the objec-
tive lens and is separated into its component wavelengths
by diffraction optics contained in the spectrograph; a two-
dimensional image (spatial dimension X wavelength
dimension) is then formed on the detector; two-
dimensional line images acquired sequentially at adjacent
positions from the sample target are stacked to form a
three-dimensional hypercube, which may be processed
immediately in real time or stored for further analysis.

For such pushbroom systems, relative movement between
the object and the detector is necessary and this may be
achieved either by moving the sample (by use of a trans-
lation stage (see Figure 2(b)) or a conveyor belt) and
keeping the hyperspectral camera in a fixed position or
by moving the camera and keeping the sample fixed.
The wavelength of incoming light in the staring ima-
ger configuration is typically modulated using a tunable
filter; acousto-optic tunable filters (AOTFs) and liquid
crystal tunable filters (LC'TFs) are the two most common
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types used. AOTFs have been used in the construction of
commercially available HSI systems; the main advantages
of AOTFs are good transmission efficiency, fast scan
times, and large spectral range. On the other hand,
LCTFs show greater promise for filtering of Raman
images. More recently, staring imager systems that incor-
porate a tunable laser as the light source, thus removing
the need for a wavelength modulator have been devel-
oped. Such systems can produce hyperspectral images in a
fraction of the ume required by conventional systems
based on tunable wavelength filters, representing a sig-
nificant advance in the field.

Hyperspectral images can be obtained for reflected,
transmitted, or emitted light coming from the ultraviolet
(UV), through the visible-near-infrared (Vis—NIR), and
up to the short-wave infrared (SWIR) regions of the
electromagnetic spectrum. The camera, wavelength
modulator, and illumination conditions determine the
wavelength range of the system. Commercially available
Vis—NIR HSI systems typically range between 400 and
1000 nm, and use cameras with charge-coupled device
(CCD) or complementary metal oxide semiconductor
(CMOS) sensors; longer wavelength systems require more
expensive IR focal-plane array detectors. The sample/
target is usually diffusely illuminated by a tungsten—
halogen light source. Data acquisition and data storage are
a major issue in HSI; a typical image of 320 x 240 pixels in
size will contain over 75 000 spectra, each with >100 spec-
tral data points, resulting in a file containing >7 500 000
numbers; if each number is stored in floating point double
precision (16 bytes), the resultant image will be >100 MB
in size.

Hyperspectral Image Analysis

Numerous techniques exist to analyze HSI data, all of
which aim to optimally reduce the immensity of the data
while retaining important spatial and spectral information
with the power to classify important chemical or physical
areas of a scene. Typical steps followed in analyzing
hyperspectral images are briefly described below.

Image calibration

Hyperspectral image calibration is required to account for
spectral and spatial variations in light source intensity,
detector response, and system optics. Calibration of spec-
tral response can be achieved using a range of narrow-
band light sources (e.g., laser ‘pen lights’) or calibrated
standard reference materials such as NIST (National
Institute of Standards and Technology) glasses, and this
calibration should be verified periodically. Spatal cali-
bration over the field of view of the HSI instrument
should be carried out using a spatially and spectrally
homogeneous sample (e.g, flat ceramic tile). Intensity
calibration is required to compensate for changes in the

detector response and should be carried out using
certified reference standards (e.g.,, Spectralon gray scale
standards). Development of suitable reflectance standards
and the use of correct calibration transformations remain
a challenge in HSI. Spatial and intensity calibration
should, at the very minimum, be carried out on a daily
basis as small changes in electrical power sources, illumi-
nation, detector response, and system alignment may
result in significant changes in the detected response.
Inclusion of ‘internal reference’ standards in each hyper-
spectral image acquired is recommended; this is also a
good way to monitor the performance of the system
over time.

Spectral and spatial preprocessing

Preprocessing is usually performed to remove nonchemi-
cal biases from the spectral and spatial information
contained in a hyperspectral image (e.g., scattering effects
due to surface inhomogeneities) and to prepare the data
for further processing. A number of spectral preprocessing
techniques exist, including polynomial baseline correc-
tion, Savitzky—Golay derivative conversion, mean
centering, and unit variance normalization. Spatial opera-
tons usually carried out at the preprocessing stage
include (but are by no means limited to) thresholding
and masking to remove redundant background informa-
tion from the hypercube, image filtering (e.g., Gaussian
filtering) to decrease noise, and interpolation (e.g,
bilinear interpolation) to reduce image size.

Classification and regression

Classification of hyperspectral images aims to identify
regions or objects of similar characteristics using the
spectral and spatial information contained in the hyper-
cube. Various unsupervised methods, including principal
component analysis (PCA), k-nearest neighbors cluster-
ing, and hierarchical clustering, can be applied in either
the spectral or spatial domains to achieve classification.
These methods are particularly useful in the analysis of
samples of unknown composition, enabling the identifica-
tion of spectral and spatial similarities within or between
images that can be used further for their characterization.
PCA is commonly used as an exploratory tool in HSI, as it
represents a computationally fast method for concentrat-
ing the spectral variance contained in the more than 100
image planes of a hyperspectral image into a smaller
number (usually <10) of principal component score
images. Supervised classification methods, including
partial least squares discriminant analysis (PLS-DA),
neural networks, linear discriminant analysis, and spectral
angle mapping, require the selection of well-defined and
representative calibration and training sets for classifica-
tion optimization. One of the major advantages of HSI in
this respect is the sheer volume of data available in
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each hypercube with which to create calibration and
training sets.

Hyperspectral image regression enables the prediction
of constituent concentration in a sample at the pixel level,
thus enabling the spatial distribution or mapping of a
particular component in a sample to be visualized. Many
different approaches are available for the development of
regression models (e.g, partial least squares regression
(PLSR), principal component regression (PCR), stepwise
linear regression), all of which require representative
calibration sets containing spectra with corresponding
accurate reference values (e.g, fat content, protein con-
tent). This poses a problem in HSI: it is practically
impossible to measure the precise concentration of com-
ponents in a sample at the pixel scale and therefore
impossible to provide reference values for each pixel
spectrum. To overcome this, regression models may be
built using mean spectra obtained over the same region of
the sample (or a representative region) on which the
reference value was obtained. After model optimization
through training and testing, the regression models devel-
oped using the mean spectra can be applied to the pixel
spectra of the hypercube, resulting in model predictions
at the pixel level. This results in a prediction map in
which the spatial distribution of the predicted compo-
nent(s) 1s easily interpretable.

Image processing

Images from different planes in a hypercube may be
combined using algorithms based on straightforward
mathematical operators, for example, addition, subtrac-
tion, multiplication, and division. Image processing is also
carried out to convert the contrast developed by the
classification/regression analysis into a picture depicting
component distribution. Gray scale or color mapping
with intensity scaling is commonly used to display com-
positional contrast between pixels in an image. Image
fusion or false color mapping, in which two or more
images at different wave bands are represented as red,
green, or blue channels and combined to form a new RGB
(red, green, and blue) image, may be employed to
enhance apparent contrast between distinct regions of a
sample.

Applications of Hyperspectral Imaging to
Dairy Products

Technological advances in spectrograph and detector
design, leading to reduced cost and improved instrumen-
tation, have enabled HSI applications to increase in
number and widen in scope over the past 20 years
(Figure 3). Reported applications of HSI in food science
and technology (while not as numerous as those in estab-
lished HSI disciplines such as remote sensing) are rapidly
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Figure 3 Number of published scientific articles with
‘hyperspectral imaging’ or ‘chemical imaging’, or ‘imaging
spectroscopy’ in the title. From Web of Science Citation Reports,
January 2009. Reproduced from Burger J and Geladi P (2006)
Hyperspectral NIR image regression part Il: Dataset
preprocessing diagnostic. Journal of chemometrics 20:106-119.

emerging, with the majority of reported research con-
cerned with quality control of vegetable, fruit, grain,
meat, and poultry products. There have been, to date,
very few reported applications of HSI to dairy foods; its
use as a research tool in dairy science has not yet been
exploited. However, a wide range of quality and safety
testing practices in the dairy industry could be comple-
mented and potentially improved with HSIL. Therefore, it
is expected that research on its application in dairy
science will expand in the future.

Process Monitoring

Dairy products are subjected to numerous heat, pressure,
mixing, and fermentation stages during processing to
produce from milk the wide range of dairy products
currently available, such as cream, butter, cheese, and
yogurt. Driven by international economic, social, and
legislative trends, dairy production has increasingly
shifted from small-scale farm production to high-volume
industrial-scale processing. Advances in computer pro-
cessing technology have enabled an increased level of
integration in the automation and control of dairy pro-
cesses. Automated dairy processing and manufacturing
units are required to consistently meet the stringent safety
and quality standards set out by food regulatory agencies.
Monitoring these unit process operations and characte-
rizing their influence on the final product quality are a
major challenge for dairy producers. Potential applica-
tions of HSI in the control of some typical dairy processes
are described below.

Milk coagulation and curd formation

Scattering of light is intrinsically related to the size and
distribution of particles in a sample; for example, smaller
particles of glass tend to scatter more light and appear
whiter in color than larger ones. Changes in the light-
scattering properties of milk during coagulation can be
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used for automatic non-destructive quality control of the
cheesemaking process. Monitoring changes in the optical
properties of milk arising during coagulation and curd
formation using Vis—NIR spectroscopy and RGB imaging
1s well documented. These light-scattering properties
have been exploited successfully in the development of
online sensors based on Vis—=NIR spectroscopy for opti-
mization of the gel-cutting step in cheesemaking. HSI
may offer improved characterization of the coagulation
and curd formation processes, through spatial character-
ization of the spectral response. The time required
(typically 1-2 min for current instrumentation) for hyper-
spectral image acquisition may limit its use, since milk is a
spatially dynamic product; hyperspectral line scanning, as
mentioned previously, may also be useful here.

Dehydration

Spray drying is commonly used for the preservation of
dairy products and in the production of milk powders.
The resulting chemical, microbial, physical, and organo-
leptic properties of the dairy product are highly
dependent on the drying conditions applied. The poten-
tial of HSI to monitor the drying process lies in its ability
to provide spatial information on the distribution of water
in a sample. Water molecules have known absorbance
features in the near infrared, and absorbance patterns
in this wavelength region may also be used to differ-
entiate between free and bound water in a substance.
Consequently, HSI may be used to generate moisture
distribution profile maps for products during dehydration
and to investigate the effects of various drying parameters
on the final product quality. This would enable estimation
of accurate drying end points in dairy powder production
and also improve quality assurance of the final product.
Moreover, HSI may be used to detect any problems in the
drying process, for example, nonuniform drying due to
equipment malfunctions would be detected by nonuni-
form moisture profiles in a product. Examination of the
surface composition of milk powders, which is known to
differ from their bulk composition, is another area in
which HSI may potentially be applied.

Blending

The HSI technique has an added advantage over tradi-
tional bulk quality measurement techniques in its ability
to detect problems arising during processing. HSI can be
used to spatially map the distribution of components
within a food product during manufacturing, allowing
direct qualitative comparison with control products.
This would be useful in monitoring the process of blend-
ing in dairy food production, which is important since the
uniformity of blending directly affects the final product
quality. For example, regions of ingredient agglomeration
in blended dairy products may be identified and related to

inadequate blending protocols. The potential application
of HSI has already been demonstrated in the monitoring
of blend homogeneity of powder and tablet forms in
pharmaceutical processing. HSI may also be used to esti-
mate particle size distribution during processing, enabling
improved monitoring of the blending process, more accu-
rate estimation of blending end points, and enhanced
insight into the behavior of dairy products during
blending.

Compositional Analysis

Dairy products are complex food matrices composed of
dissolved, suspended, and emulsified substances, fat in glo-
bular and continuous forms, proteins, carbohydrates,
minerals, and vitamins. Traditional wet chemistry methods
for compositional analysis of dairy foods are labor-intensive,
tme-consuming, and require sample destruction.
Numerous studies that demonstrate the effectiveness of
near- and mid-infrared spectroscopy for nondestructive
prediction of dairy food composition (e.g, for the prediction
of fat, protein, and lactose) have been reported.
HSI provides the added potential to simultaneously esti-
mate the spatial distribution of numerous components in a
sample while also predicting average compositional infor-
mation. A number of authors have published work on the
application of HSI to estimate the distribution and concen-
tration of active ingredients in pharmaceutical products,
and its potential for predicting the location of components
such as water, fat, and protein in food products has also been
demonstrated.

The first reported application of HSI to dairy pro-
ducts was for prediction of cheese composition from
hyperspectral images in an article on NIR hyperspectral
image regression. The researchers also examined the
effects of various spectral pre-processing methods on
the predictive ability of the developed regression mod-
els. A range of 12 commercial cheese products were
tested, selected to span as wide a range as possible in
terms of protein, fat, and carbohydrate content. The
average composition values on the packaging labels
were used as standard reference values and a parallel
set of reference values for protein and fat content was
determined using standard techniques. The challenges
of developing accurate calibration models using hyper-
spectral image data were discussed. One major issue is
that reference values were available only for entire bulk
samples, not at the individual pixel level. To overcome
this limitation, the authors used the mean spectral
response from sample images to build calibration mod-
els. PLSR models were developed on mean spectra
subjected to various spectral pretreatments, and (consi-
dering the prediction error of the regression models) the
results suggested that applying a first-derivative
Savitzky—Golay smoothing was the most effective
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spectral pre-treatment. Using this approach, a PLSR
model with two or four latent variables could be used
to satisfactorily predict fat, protein, and carbohydrate.
Typical model prediction errors of 1-2% for protein and
fat and 2-3% for carbohydrate were obtained, which
were greater than the errors in the reference measure-
ments (0.14% for protein and 0.41% for fat) but similar
to results reported for other NIR spectrometers.

The regression models developed on mean spectra
and bulk reference values were then applied to pixel
spectra for each hyperspectral image studied, to gener-
ate prediction maps showing the distribution of each
component as estimated by the calibration model
Figure 4 shows the false color maps for the two latent
variable PLSR models for predicting protein (green),
fat (red), and carbohydrate (blue) of the 12 individual
cheese samples studied. Some inhomogeneous regions
are noticeable as changes in the coloration of the
images, which in some cases do not appear to be uni-
formly distributed; these may indicate areas of non-
uniform fat and protein distribution, which may in
turn be related to processing parameters involved in
the production of the selected cheeses. The presence of
cheese eyes or holes in the cheese surface may pose
difficulties in hyperspectral image analysis. In the case

of thin slices, where the holes are open, it may be
possible to apply thresholding operations to remove
such regions from the image.

Predicting Physical Properties

Physical properties of foods are intrinsically related to
their composition and structure; consequently, proces-
sing methods that alter dairy product composition and
structure  directly affect their physical properties.
Potential applications of NIR spectroscopy and conven-
tonal RGB imaging have been reported for the
prediction of physical properties of dairy products;
some examples include turbidity and viscosity of milk,
and free oil formation and meltability of cheese. Other
optical techniques reported for monitoring structural
changes related to physical properties in dairy products
include confocal laser scanning microscopy, scanning
and transmission electron microscopy, and magnetic
resonance imaging.

Control of the physical properties of dairy products
demands an understanding of where the constituent com-
ponents (e.g., fat, protein) are located in relation to each
other, and how they are modified during processing. HSI
offers a relatuvely low-cost method for examining the

Figure 4 False color concentration prediction maps for two-component first-derivative spectral models of 12 different cheeses.

A smaller rectangle below each prediction map indicates the target ‘color’ expected. Rectangular cheese regions are 209 x 320 pixels
in size corresponding approximately to 50 x 62 mm?. Reproduced from Burger J and Geladi P (2006) Hyperspectral NIR image
regression part Il: Dataset preprocessing diagnostics. Journal of Chemometrics 20: 106-119.
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distribution of components within a sample, which may
be useful in monitoring the development of physical
properties during processing. HSI would enable improved
image contrast not available with RGB imaging, and
provide additional insights into the effect of underlying
composition distribution on physical properties. One
example where HSI may be particularly useful is in
NIR monitoring of free oil production in cheese, as oil
1s semi-transparent to visible light captured in RGB imag-
ing. Physical properties of milk powders, including
flowability and particle size distribution, could also
potentially be evaluated using HSI, since these properties
directly relate to the concentration and size of constitu-
ents in the powders expressed as light-scattering
differences, which may be examined using HSL

Classification

Accurate classification is critical for pricing, authentica-
tion, and categorization of dairy products. Products
may be classed based on the manufacturing methods
used in their production and based on their geographi-
cal origin, composition, physical properties, and
maturity; for example, milk and cream products are
priced based on their fat content. Therefore, rapid
and accurate classification techniques would represent
an economic benefit for producers. The multivariate
nature of dairy product classification, combined with
the knowledge that many dairy food components exhi-
bit characteristic light absorbance and scattering
behavior in the near infrared, makes NIR spectroscopy
well suited for many classification tasks. Multispectral
imaging has been used in the classification of blue

(b)

cheeses based on product type and producer using a
custom-made system capable of recording images at
eight wave bands in the UV-Vis—=NIR wavelength
regions.

HSI offers exciting new opportunities in object clas-
sification, based on spatial and spectral properties of
samples. This method is particularly well suited to
the classification of blue cheese products, where distri-
bution and concentration of ingredients are the key
grading parameters. In order to demonstrate the poten-
tal of HSI in the classification of cheese products, a
hyperspectral image of 12 pieces of high-fat and low-fat
cheese slices arranged on a piece of black cardboard
was obtained using a pushbroom HSI system operating
in the wavelength region of 400-1000 nm. For compar-
ison, an RGB image of the cheese samples studied
(obtained wusing a digital camera) was acquired
(Figure 5(a)); all cheese samples appear similar in
color and appearance. However, looking at the mean
HSI spectral profiles of each product, it is evident that
the full-fat product reflects more light in the visible
(500-950 nm) wavelength range. These spectral features
may be used to classify each pixel of the hyperspectral
image into one of two or more groups. In the present
case, a spectral angle mapping algorithm, which com-
pared the similarity of the spectrum of each pixel in
the hyperspectral image with the mean spectra shown
in Figure 5(b), was applied and each pixel was classi-
fied as full-fat or half-fat depending on its similarity to
each mean spectrum. Although the algorithm correctly
classified most pixels, some edge regions in the half-fat
samples were misclassified, possibly due to lighting
inhomogeneities at edge regions.
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Figure 5 (a) RGB image of cheese samples studied; (b) mean spectra of half- and full-fat cheese samples; and (c) cheese
classification map (red = half-fat, green = full-fat) obtained using spectral angle mapping algorithm.
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Conclusion

HSI offers new possibilities to researchers and produc-
ers in food science; by combining spectroscopy and
imaging, this tool can be used to map the distribution
of constituents over the surface of a sample. This capa-
bility may be useful for dairy food analysis at the
laboratory-scale research and for the development of
both laboratory and online monitoring technologies in
the dairy industry. Future improvements in the preci-
sion and speed of HSI are likely to arise with improved
lighting systems, higher-quality photometric sensors,
and faster hardware. As HSI continues to emerge as a
tool for food quality and safety analysis, and with new
systems offering faster image acquisition and processing
times, the potential role of this technology in the mon-
itoring and control of dairy food processes seems very
promising. It is anticipated that the number of

applications of this technology to problems in the
dairy industry will increase rapidly in the coming years.
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Introduction

Fluid dairy products, milks, homogenized milks, creams,
and dairy emulsions, are white because the dispersed
species, be they casein micelles, fat globules, or emulsion
droplets, are efficient scatterers of light. We can gain
quantitative information on the sizes and size distribu-
tions of those scattering species using the light scattering
techniques to be described in this article. All analysts
know that the particles that constitute real samples do
not consist of any single type but instead will generally
exhibit a range of shapes, more so for casein micelles than
emulsion droplets, and sizes. Particle size determinations
therefore are undertaken to obtain information about
the size characteristics of an ensemble of particles.
Furthermore, because the particles being studied are not
the exact same size, information is gained only about the
average particle size and the distribution of sizes about
that average. Nevertheless, these data are useful in asses-
sing the success of product preparation, monitoring
stability, or identifying the effects of recipe or process
changes, among other benefits.

Background Principles

The interaction of light with matter is ubiquitous. We are
able to see and register objects, near and far, because
essentially all materials scatter and/or absorb light. The
essential main elements of an apparatus to observe the
scattering process are a light source, a scatterer (essential),
and a detector. First, we require a well-focused
or collimated stable source of light. A laser fulfills
these requirements as well as providing coherence, an
essential requirement for dynamic light scattering. The
well-collimated beam enables the direction of scattering
to be established with precision; stability in the light
source is always important when comparing samples
under different conditions. Emission over a narrow line-
width or wavelength range is another important attribute
of laser light sources allowing the wave vector to be
defined precisely.

Next we have a scatterer contained in a thermostated
cuvette, preferably cylindrical. The light source should be
focused on the center of this cuvette. The scatterer should
be of a size that light scattering theories (to be described)
are applicable. The volume fraction of the scatterer

should be low enough to ensure that only single scattering
occurs, that is, any photon received at the detector is
scattered only once in its passage through the cuvette.
Multiple scattering is an avoidable complication in static
light scattering and in conventional dynamic light scatter-
ing, where size distributions might be sought, although
diffusing wave spectroscopy (DWS), an extension of
dynamic light scattering, exploits it. It should also be
realized that only the scattering particles of interest
should be present in the sample. This means the diluting
suspending medium should be filtered through micropore
filters to remove dust and other contaminants.

The third component is the detector. This always used
to be a photomultiplier but nowadays avalanche photo-
diodes are frequently employed. The detector may be
mounted on a goniometer arm centered on the scattering
center to allow a variable scattering angle or scattering
wave vector, but again frequently the scattering angle is
fixed at 90°. In some static light scattering instruments, a
range of annular detectors at fixed angles to the direction
of scattering are employed to maximize the amount of
scattered light detected.

Static Light Scattering
Theoretical Background

If the photon counts measured by the photomultiplier are
averaged over time, a static light scattering experiment is
performed. If the scatterers are small in size, 4, compared
to the wavelength, A, of the light employed (2 <1/20), the
scattering is largely independent of the angle of scattering
but the data can be used to obtain information on the
molecular weight and interaction behavior of the scatterer
through the equation

ke 1 4oy 1]
fe_ o »
Ry Mw
where K is an instrument constant defined below, ¢ the
concentration of the scatterer, My the molecular weight,
A, the second virial coefficient (a measure of intermole-
cular interactions), and Ry the Rayleigh ratio.
ri
Ry = — [2]
Iy
where 71s the distance of the detector from the scattering
volume, I, the incident intensity of the light, and 7y the
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excess scattered intensity at angle . To avoid determin-
ing the primary light intensity, the instrument is usually
calibrated by a standard of known scattering power,
usually benzene or toluene. The Rayleigh ratio is then
written as

l.solution - Z.sol\'em
[abs.t()lucnc [3}

Ry = -

Loluene

where L oluene 18 tabulated in the instrument literature.
The optical constant, X is given by

4l (dn :
k=3 () g
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where 7, is the refractive index of the medium, A, the
wavelength of the light i vacuo, No Avogadro’s number,
and dz/dc the refractive index increment of the scat-
terer. The presence of the latter means that, if there is no
refractive index difference between the scatterer and the
medium, there is no scattered light signal. It should
always be remembered that innocuous additives, such
as sucrose, change the background refractive index and

can even in sufficient concentration remove any refrac-
tve index difference, a technique known as contrast
matching.

For larger particles, measured scattered intensity
becomes a function of the angle of observation and follows
the equation

X (L + ZAw) L 51

Ry My =) P0)
Scattered photons from different parts of the particle
differ in total scattering pathlength on arrival at the
detector; they differ in phase and accordingly destruc-
tvely interfere. This is taken into account by the
Rayleigh—Gans—Debye form factor or scattering factor,
P(0), or more properly P(x), where x=ga, ¢ being the
scattering wave vector defined as ¢ = (4722/L)sin(6/2). As
x—0, P(x) — 1, so that for either very small angles or
very small particles, the form factor is unity, scattering
becomes independent of angle, and eqn [5] reduces to
eqn [1]. Analytical expressions are available for several
particle geometries, for example, sphere, ellipsoid, disc,
or for polymeric species where the reciprocal form factor
1s written as

1 16w, , . 5 (0
%:1+7<I>Sln (z)-i‘ [6}

which, on substitution in eqn [5], gives the following
expression as a function of concentration and scattering

angle:
@) o

Ke (1 Yy ><1+167T2<2>‘
— = | — c — (5 )SIn
Ry My ? 377

This yields the well-known Zimm plot.

()

Plotting K¢/Ry as a function of sin’(f/2) at constant
concentration, ¢, gives a straight line with slope M and
intercept / as

M= (le + ZAZC) (136; <:z>> [82]
I= (ML + 24, c) (8]

w

If the intercept values obtained at different concentrations
are plotted as a function of ¢, we obtain a new straight line
with slope 24, and intercept the reciprocal of the average
molecular weight. Back substitution then allows calcula-
tion of the mean square radius of gyration <s*>.

By seeking to reduce or remove the effects of particle
size and concentration by extrapolating to zero angle and
zero concentration, only weighted averages are obtained
for size and interaction parameters. This throws away
most of the information content of the data
Theoretically, the effect of polydispersity on the second
virial coefficient, 4,, is unclear.

Instruments are available, however, that take the mea-
sured scattered intensity as a function of ¢ and, using a
Fourier transform approach, deconvolute from that the
particle size distribution giving rise to that light scattering
spectrum. These instruments incorporate multidetector
arrays to accumulate the intensity data and their software
employs Mie theory, the light scattering theory that
allows calculation of the angular distribution of light
scattered by a sphere with no underlying assumptions or
approximations, apart from considering the particle as
spherical. From these instruments, particle size distribu-
tions are obtained, but little research seems to have been
done on using them to study the influence of particle
concentration, which might lead to information on the
effect of particle interactions on the scattering behavior.

Comments and Caveats

A size distribution has two coordinates. The size, which is,
invariably in light scattering, an equivalent spherical dia-
meter, is plotted on the x-axis; and the amount in each
size class 1s plotted on the y-axis. The amount is usually
given as either the number or volume or mass of particles.
If the particle density is the same for all sizes, then the
volume and mass descriptions are equivalent. This would
not be true if we had two populations of differing densi-
ties, as for example, casein micelles and fat globules in a
suspension, as in whole milk. Resolving the two is not
easily done and the best approach for obtaining the size
distributions of both particle groups is to remove one or
the other from the suspension. For the fat globules, where
the smaller micelles actually present less difficulty for
reasons to be explained below, the casein micelles can
be dispersed by adding an excess of a calcium sequestrant
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such as ethylenediaminetetraacetic acid (EDTA). For the
casein micelles, the milk should be skimmed thoroughly
and filtered to remove the larger fat globules. Even then,
perhaps the preferred technique is dynamic light scatter-
ing rather than the static technique, although advances in
static light scattering methodology may have obscured
the advantages that dynamic light scattering once mani-
fested for particles in the micellar size range.

Each particle sizing technique weights the amount
observed differently. For example, light scattering by
really small particles is weighted by the intensity of
scattered light, which varies in that size range as the 6th
power of the diameter. As larger particles are encoun-
tered, the power law dependence drops smoothly to a
second power dependence, as for Fraunhofer diffraction.
For most particles of interest, however, the power law
dependence remains sufficiently high that a few large
particles can dominate the scattered light signal, obscur-
ing the presence of small particles. This is the reason why
dust is such a problem in light scattering. It also explains
why the determination of the size distribution of larger fat
globules can tolerate the presence of much smaller casein
micelles but not vice versa.

Dynamic Light Scattering
Theoretical Background

Far from being constant and subject only to random noise
generated in the response of dynodes to photons or the
presence of stray background light, the intensity of light
scattered by a colloidal suspension or a hydrocolloid
solution fluctuates rapidly due to the Brownian motion
of the scattering entities (Figure 1).

Intensity

()

Dynamic light scattering analyzes these fluctuations in
terms of correlation functions computing the intensity
correlation function, G(z), as

Gy (1) = (1(0).1(7)) [9]

where the angle brackets denote a time average. The
delay time, 7, is given by ;7, where 7 is the number of
delay channels (j=1, 2, 3, ... ,N, the last being the
number available in the correlator) and 7 the time span
of each channel, assuming a linear spacing of channels.
The correlation procedure is illustrated in Figure 1,
where the fluctuating light scattering intensity (7) is
plotted as a function of # The correlator performs the
operations [(0).[(t=7), [0).L(r=2T), [0).Lt=3T), ...
1(0).[(r=Nr), repeating this procedure over a period of
time (minutes to hours) and accumulating the autocor-
relation function Gy(#). This 1S a monotonically
decaying function that decays from an initial value
equal to the time average of the intensity squared,
<P>, to the square of the average intensity, </>°.
Emphasizing this point, the product collected in the
first correlator channel is that at 7= 0 and its immediate
neighbor, where intensity has hardly changed; hence,
the product is effectively 7, and integrating this over
the period of accumulation gives </°>. Also, in multi-
plying /(0) by /(r= N7), the two values are uncorrelated
and may take any value around the mean </>, so that
their accumulated product is effectively </>°. Note
that the time span of the delay channel is selected to
achieve both these events; that within one channel,
intensity is slowly changing and over the complete
delay span of the correlator, the intensities are comple-
tely uncorrelated. The amplitude of the correlation
function is therefore the variance of the intensity fluc-
tuations, </'> — <[>,

t=07 2t
3t 4t 5t

h.

<>

Time(t)

Figure 1 Fluctuating light scattering intensity as a function of time and the derivation of the correlation function. After one cycle has
been completed, the time grid shifts up one channel (1 becomes 0, 2 becomes 1, etc.) and the cycle is repeated.
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The intensity correlation function computed above is
generally normalized as
Gz(l)
o) =—5 (10]
{1
The correlation function that carries the information
regarding particle mobility is the electric field correlation
function, g (#), and the two are related by the Siegert
relation,

2(1) =1+4a() (11]

where 4 is an instrumental constant, of order 1, whose
value depends on scattering volume, detector efficiency,
and apparatus geometry.

If we have a dilute suspension of noninteracting parti-
cles, all of the same size (monodisperse), the electric field
correlation function decays as a single exponential.

la(1)] = exp(~T7) (12]

A plot of the logarithm of this correlation function against
decay time will therefore be a straight line of gradient I.
The result of the experiment will therefore be a mobility,
a measure of the scatterer’s ability to move through the
solution, or in some examples, the inverse mobility, the
relaxation time. For a dilute suspension, where single
scattering prevails, this mobility is related to the transla-
tional diffusion coefficient of the particle (D) by the
equation I' = Dg’, ¢ being the previously defined scatter-
ing vector, emphasizing that the actual relaxation time
will be a function of the angle of observation and that the
ruler against which the measurements are made is the
scattering vector. For spherical particles, the translational
diffusion coefficient is directly related to the particle
radius, 4, by the Stokes—Einstein relation
kg T

D= (13]
6TNa

Here kg is the Boltzmann constant, 7" the absolute tem-
perature, and 7 the viscosity of the suspending medium.
Entering a cautionary note here, anything that changes
the viscosity, be it temperature, solvent, or solution com-
position such as addition of sucrose or polysaccharide,
will impact on the mobility of the particle and be com-
puted as an apparent change in particle size unless
viscosity is corrected for that change.

Rod-like and plate-like particles can also undergo
rotational movement, which introduces another term
into the correlation function. Flexible particles like poly-
mer chains have internal motions, which also give rise to
correlation terms. In both instances, specialized data
treatments are required to extract useful information on
such systems. These are beyond the scope of this intro-
ductory article, but further information may be found in
texts on dynamic light scattering.

Uses of Dynamic Light Scattering

Again, most samples of interest are not monodisperse but
encompass a range of sizes. This polydispersity manifests
itself as a range of decay times in the correlation function
where each size contributes according to its intensity-
weighted mass fraction in the system and produces a
nonlinear decay in the semilog plot versus decay time.
Smaller particles introduce faster decay and larger
particles a slower decay.

Mathematically, the correlation function can be
expressed as

a(?) :/G(F)exp(—rt) dr [14]

where G(I') is the intensity-weighted distribution of
decay constants, which must be determined to obtain
the underlying particle size distribution.

Over the years, much effort has been devoted to the
problem of deconvoluting or inverting this integral equa-
tion, and most manufacturers of dynamic light scattering
equipment provide software for this exercise, based for
example on the exponential sampling technique or the
CONTIN package. Space does not permit extensive
description or discussion of these methods, but it should
be remembered that these inversion problems are ill-
conditioned, that the solutions are not necessarily unique,
and that as many independent pieces of prior knowledge
as available should be employed in justifying any parti-
cular selection. Knowing what the solution will look like
is a great help in finding it! For particles in a suitable size
range where the intensity of scattering is angular depen-
dent, one particular approach is to compare solutions for
the particle size distribution obtained from correlation
function data recorded at different scattering angles.
Although the correlation functions differ, the ultimate
particle size distributions should be identical within the
error of the experiment. Cummins and Staples also
exploited angular dependence of correlation function
behavior but used a forward calculation of intensity-
weighted correlation functions to evaluate the distribu-
tion of sizes. This procedure also works well with
multimodal mixtures in predicting both sizes and relative
scattering distributions.

More generally, the first estimates of average particle
size in a polydisperse system are obtained by a so-called
cumulants analysis of the correlation function. In essence
this fits the logarithm of the correlation function to a
polynomial in the decay time 7z Generally, this series is
truncated at the quadratic or cubic term. It is readily
demonstrated that the coefficient of the linear term yields
the average hydrodynamic size and that the quadratic
coefficient gives a measure of the variance or width of
the size distribution, hence an indication of the polydis-
persity. Higher order coefficients can also be used to learn
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more about the shape of the distribution but the quality of
the data frequently limits their usefulness.

Finally, a word of caution is necessary. Many of the
modern methods of particle size analysis purport to give
complete size distribution information. Often they do not.
They often attempt to fit noise in the data resulting in the
introduction of spurious peaks. With the exception of,
perhaps, image enhancement, rarely can a computer
improve resolution in particle sizing applications.

Laser Doppler Electrophoresis

Imposing movement onto the random Brownian motion
can also be detected in light scattering behavior. Thus, the
imposition of an oscillating electric field at a suitable
frequency can be picked up as a damped oscillation in
the decaying correlation function. This is the principle
behind the dynamic light scattering technique known as
laser Doppler electrophoresis. The magnitude of the
response can be related to the electrophoretic mobility of
the charged particle and hence by a suitable model to its
zeta potential, a measure of electrostatic repulsion between
particles and an indicator of their long-term stability.

Light Scattering from Opaque
Concentrated Dispersions

The extension of dynamic light scattering to opaque
systems presents a series of problems, both theoretical
and experimental. Conventional dynamic light scattering
demands operation under single scattering conditions.
This is because the inverse scattering wave vector is the
ruler against which diffusional motion is measured. In a
multiple scattering situation, knowledge of the scattering
vector is lost. Several approaches have been employed to
try to rectify this deficit.

One approach is to reduce the level of scattering by
matching the refractive index of the scattering particle to
that of the medium, generally by judicious choice of
solvents. This should not markedly change the particle
size but may influence the particle—particle interactions.
Another approach employs two lasers of different wave-
lengths and cross-correlates the light at angles chosen in
such a way that the scattering vectors for both beams
coincide. This 1s stull limited to fairly low particle con-
centrations as the light sull has to traverse a scattering
volume. This latter problem of light collection was inge-
niously circumvented in one apparatus, previously
marketed by employing a single optical fiber to carry
light into the sample with the same fiber collecting the
back-scattered light. The constraints of this geometry
ensured that the back-scattered light was dominated by

single scattering and therefore the theories and

procedures for data treatment for single scattering, as
described above, still applied. However, the apparatus
was not a commercial success and was subsequently
withdrawn.

Diffusing Wave Spectroscopy

DWS approaches the problem of analyzing the dynamic
light scattering behavior of an opaque suspension by turn-
ing multiple scattering into an absolute necessity. In
strongly scattering media, the propagation of light can
be described very well by treating the passage of light as
a diffusion process, that is, by assuming that each detected
photon has executed a random walk through the suspen-
sion. The detected light is the incoherent sum of
contributions scattered along all possible paths and this
fluctuates in intensity, as always, due to the motion of the
scatterers. Considering only one such path, physically, the
decay of the correlation function reflects the time it takes
for the pathlength to change by one wavelength. This
wavelength change results from the contributory move-
ments of the large number of particles encountered along
that scattering path. All paths are possible. None are
excluded. Paths involving large numbers of scattering
events decay the most rapidly because each individual
particle along the route needs to move only a very short
distance and takes a short time to do so. In contrast, paths
made up of only a few scattering events decay more
slowly as the lower number of particles must move rela-
tvely further to reach an accumulated pathlength change
of one wavelength. Because all such paths are sampled,
the overall correlation function obtained is markedly
nonexponential.

To obtain the correlation function, the contributions
from all paths are summed, each weighted by the prob-
ability, P(s), that the light follows that path or random
walk. This is where the light diffusion approximation is at
its most powerful because it allows the problem of sum-
mation, really integration, to be reduced to the solution of
a diffusion equation for the light subject to boundary
conditions set by the geometry of the experiment. Size,
shape, and positioning of sample, source, and detector all
play a part. The back-scattering geometry of a point
detector and planar source is particularly favorable in
this respect and solution results in a reasonably simple
analytical expression for the electric field correlation
function (eqn [15]), which simplifies even further to a
stretched exponential with exponent 1/2 when sample
depth (L) is much greater than the diffusion mean free
path for light through the suspension (/°):

()
() B

[15]
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6t

a(r) =exp {7<?)1/2} for L >> I* [16]

Here, 7 is the relaxation time and L is the thickness of a
slab of infinite lateral extent; light is incident on its front
face where the point detector is also located. The para-
meter 7y is introduced as a multiplicative factor to locate
the conversion plane, parallel to the front face, within the
sample at which the passage of light can be considered
diffusive. This provides a physically meaningful bound-
ary condition that allows analytical solution of the light
diffusion equation. In experiments using monodisperse
polystyrene latices of known diameter, a value of 2.0
provided a good approximation for the value of 7.
Similar equations involving hyperbolic functions can be
developed for the alternative transmission geometry,
although the diffusion mean free path of the light, /7,
remains to be determined.

An apparatus that approximates to the ideal back-
scattering geometry described above uses a bifurcated
bundle of optical fibers in a Y-shaped configuration.
Half the fibers bring light from an HeNe laser down one
arm of the Y into the common central leg where they are
randomly mixed over the front face. When this common
leg (the probe) is dipped into the scattering suspension,
the other half of the fibers carry light back toward the
detector. There, masking by slit and pinhole ensures that
light from only a few fibers impinges on the detector.
Launching and receiving fibers in the immersed face of
the common leg are physically separated by a finite dis-
tance. Light can reach the receiver only through the
suspension and only after having followed a multiple
scattering path through that suspension. The signal
received at the photomultiplier is then processed in the
conventional way in a digital autocorrelator.

Equation [16] predicts that for any significant depth
of suspension, the logarithm of the correlation function
measured in this back-scattering configuration should be
linear in the square root of the delay time, the gradient of
the line being 2v(7/6) /2, from which we can derive the
relaxation time for the mobility of the particle, 7. Note
again that we do not measure size by this technique but
only particle mobility, which in favorable circumstances
can be related to particle size through the Stokes—Einstein
relationship (eqn [13]), as for conventional single scatter-
ing dynamic light scattering.

Because the correlation function is built up of the
summation of contributions for all possible scattering
paths and there is no means of dictating or interrogating
the size of the particle encountered at each of the many
scattering events along each path, it is physically impos-
sible to obtain any direct information on particle size
distribution from a DWS experiment. However, in studies
of mixtures of pairs of lattices in predefined composition,
it was possible to demonstrate that the average size was a

weighted sum of individual contributions with a weight-
ing factor proportional to the cross-sectional area of the
particle.

DWS Relaxation Time and Particle-Particle
Interactions

When particle concentration is increased, particle mobi-
lity 1is constrained by the presence of interacting
neighbors. This is observed by DWS as an increase in
the relaxation time with increasing volume fraction, ¢.
For fluid emulsions, it has been demonstrated that the
Stokes—Einstein equation still held at these volume frac-
tions but now the appropriate viscosity term was the
viscosity of the emulsion itself and not simply that of
the suspending solvent. This dependence of the relax-
ation time on particle concentration means that in an
emulsion undergoing creaming, an apparent increase in
relaxation time will be recorded with the probe located
in the cream layer, irrespective of any size increase due to
droplet coalescence. Such behavior was noted, for exam-
ple, in a study of Ostwald ripening where anomalous
increases in particle size, beyond those due to ripening,
were encountered at high volume fractions.

DWS Behavior in Aggregating and Gelling
Systems

Relaxation time is lengthened as particle motion is hin-
dered or slowed. A logical progression of this would be
toward particle entrapment and complete immobility
when the particle becomes part of a gel network. With
milk as a substrate, we have monitored the changes seen
in DWS relaxaton time as gel formation progresses,
either due to enzyme action with chymosin or due to
acidification. Such data may be utilized at several levels
of sophistication. Initial increases in relaxation time
beyond those recorded for the fluid milk have been
ascribed to aggregation and the formation of aggregating
micellar clusters. Since the relaxation time rapidly rises
by 2-3 orders of magnitude from this point on, the reac-
tion time at which this departure occurs has been
identified as the clotting time. As a critical time in the
progress of the reaction, this clotting time can be usefully
related to many reaction parameters for the testing of
postulated mechanisms. Also, the ability to measure clot-
ting time with such a non-perturbing, non-destructive,
non-invasive probe marks DWS as an extremely useful
technique for online monitoring of these reactions and
attempts have been made to market such methodology for
this purpose. However, the above usage falls well short of
the full potential of DWS in the study of gelling systems.
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DWS and Microrheology

Groups have recognized that this light scattering beha-
vior is a probe of the (micro)rheology of the maturing
network. As we have already noted, the dynamic light
scattering behavior interrogates the particle mobility.
This random motion uses only the thermal energy of
the system, kg7 In the viscous limit, the mean-squared
displacement, <A#»*>, increases linearly with time, the
gradient of this line being the translational diffusion
coefficient. In the case of a particle moving in a pure
elastic homogeneous medium, a plateau in the mean-
squared displacement occurs when the thermal energy
density of the probe particle equals the elastic energy
density of the network that is being deformed by the
displacement of the particle.

kg T

wGa

(AP (r — 00)) = [17]
Using a generalization to finite frequencies of the Stokes—
Einstein relation, based on the description of the
dynamics of the particle by the Langevin equation (18),
the solution of which gives a relationship between the
Laplace transform of the relaxation modulus, G(s), and
the Laplace transform of the mean-squared displacement,
(A7%(5)), where s is the Laplace frequency.

Gy = = {ﬂ} it

~ oma [2(72 (1))

Implementation of this scheme to yield real and imagi-
nary components of the complex modulus, G*, requires an
algebraic functional description of their dependence on
frequency w. This is frequently not known and assump-
tions have to be made. Nevertheless, the technique has
been used to measure the rheological properties of poly-
mer and biopolymer gels, successfully overlapping
rheological data transformed from light scattering meas-
with obtained by
mechanical rheometry.

These experiments were carried out monitoring the
motion of a probe particle in a continuous background
network. An important limitation is that the dimensions of
the probe particle should be much greater than the net-
work mesh size. When the particle is comparable to or
smaller than the length scale of the structures in the
medium, the tracers can move within small cavities.
Motions are then a measure of not only the viscoelastic
response of the network but also the effect of steric
hindrance caused by the cavity walls. Also, if the surface
chemistry of the particle modifies the structure of the
material around the bead, the particle displacement will
be a reflection of the local environment rather than the
bulk rheology, which the experiment is seeking to probe.
All of this relationship between DWS behavior and
microrheology is an area of active research, offering the

urements results conventional

promise of widening our understanding of the role of
interactions in defining rheology and structure.

In another empirical approach, it was recalled that for
a Maxwellian body consisting of a single spring and dash-
pot in series, the rheological phase angle is given by the
relationship tan 6 =1 /w7, where w is the oscillation fre-
quency. In parallel rheology and light scattering
experiments monitoring the acid-induced gelation of
skim milk, this relationship was obeyed through the
experiment when DWS relaxation time was substituted
in this expression, tan ¢ being taken from the rheology
data. In another experiment using latex particles as scat-
tering tracers during the sol—gel transition of gelatin, this
correlation was obeyed for phase angle covering the range
85—5°, that 1s, from a viscous solution through the gel
point and beyond. In these same experiments, it was
noted that the amplitude of the correlation function
decayed beyond the rheologically observed gel point.
Correlation function amplitude, as we noted earlier, is
the variance of the intensity of the fluctuations in the
intensity of scattered light due to particle mobility. As
the scatterers become locked up into the gel network, it 1s
intuitively expected that such fluctuations should decay.
Indeed, an inverse correlation was observed between the
rate of decay of correlation function amplitude and the
rate of increase of elastic modulus for a wide range of
gelation kinetics in the formation of acidified milk gels.
Experiments continue to expand on these observations
and on the factors controlling the magnitude of the cor-
relation function amplitude itself, but it seems obvious
that information is available from these data on the bulk
rheological properties of soft gels. The difficulty lies in
relating this information to the structure and interactions
that give rise to it, but this is a problem faced in the
interpretation of mechanical bulk rheological data also.

Conclusion

This article has attempted to give a summary of the state
of the artin static and dynamic light scattering techniques.
To most readers, light scattering will be used as a tool, a
means to an end. Hopefully, those readers will no longer
see it as a black box and that the information given will
help them avoid obvious pitfalls in the interpretation of
their data. To others, may they see it as a vibrant technol-
ogy the uses of which continue to grow and expand,
perhaps through their own contributions.

See also: Analytical Methods: Microscopy
(Microstructure of Milk Constituents and Products);
Physical Methods; Principles and Significance in
Assessing Rheological and Textural Properties.
Homogenization of Milk: High-Pressure Homogenizers;
Other Types of Homogenizer (High-Speed Mixing,
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Ultrasonics, Microfluidizers, Membrane Emulsification);
Principles and Mechanism of Homogenization, Effects and
Assessment of Efficiency: Valve Homogenizers. Liquid
Milk Products: Liquid Milk Products: Flavored Milks;
Liquid Milk Products: Membrane-Processed Liquid Milk;
Liquid Milk Products: Modified Milks; Liquid Milk Products:
UHT Sterilized Milks; Pasteurization of Liquid Milk
Products: Principles, Public Health Aspects; Recombined
and Reconstituted Products. Milk: Physical and Physico-
Chemical Properties of Milk. Milk Lipids: Fat Globules in
Milk. Milk Proteins: Casein, Micellar Structure.
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Atomic Spectrometric Analysis

In atomic spectroscopy, the sample is placed in an environ-
ment hot enough to break molecular bonds and produce
free atoms. The atoms can be identified and their
concentration measured by the emission or absorption
of specific wavelengths of characteristic radiation. In
atomic absorption spectrometry (AAS), light from a
source emitting radiation characteristic of a specific ele-
ment (usually a hollow cathode lamp) is passed through
the atomized sample and the transmitted radiation is
measured as a decrease in intensity. In atomic emission
spectrometry (AES), the sample is heated to sufficiently
high temperatures so that the electrons of the atoms are
excited from their ground electronic state to an excited
state. As the electrons return to ground state, they emit
radiation characteristic of the element present. In
conventional AAS and AES, photon detectors are used
to detect the radiation transmitted through/emitted from
the atomizer. Increasingly, however, mass spectrometry
is used as a detector and very high sensitivity is
achieved.

Minerals Analyzed in Dairy Products Using
Atomic Spectrometry

All the 15 elements for which United States
Recommended Dietary Allowance (RDA) and Adequate
Daily Dietary Intake values exist (Ca, P, I, Fe, Mg, Cu,
Zn, Se, Cr, Mo, Mn, F, Na, Cl, and K) can be determined
using some type of atomic spectrometric technique. In
addition, many of the elements considered essential, but
have no defined requirement levels for humans, can also
be determined using atomic spectrometry. This latter
group includes As, Ni, Si, B, Cd, Pb, Li, Sn, V, and Co.
A number of elements in both of these categories can be
toxic at high levels, so their analysis in food products is all
the more important. The atomic spectrometric method of
choice for the determination of minerals in dairy products
depends, of course, on the element to be determined, but
also on the type of product to be analyzed.

Sample Preparation

Atomic spectrometric techniques conventionally are
optimized for handling liquid samples. Some notable
exceptions to this rule (e.g, arc and spark emission
and laser ablation techniques) exist, but those are not
utilized traditionally for the analysis of foods. As a
result, the first step in most analyses is the digestion
or decomposition of the sample to facilitate liquid
sample handling. It is important that the entire sample
is digested to ensure that the element(s) of interest
is(are) dissolved. A sample such as milk can be ana-
lyzed after simple dilution with dilute nitric acid, but
for solid samples acid digestion or fusion may be used.
Milk and dairy products are normally acid digested
using either wet-ashing or dry-ashing procedures.
These procedures destroy the organic material and
release minerals into the solution in a form suitable
for analysis. Dry ashing involves combustion of the
sample in a furnace followed by dissolution of the ash
in dilute acid. Wet ashing can be achieved on a hot
plate or heating block, or it may be carried out in a
sealed Teflon vessel in a microwave oven. The
increased pressure provided in sealed microwave diges-
tion can significantly reduce digestion times. For
example, 0.25¢ of animal tssue can be digested in a
Teflon vessel containing 1.5ml of 70% nitric acid and
1.5ml of 96% sulfuric acid at a microwave power of
700 W in ~1min. The commercially available micro-
wave digestion systems allow temperature and pressure
control, and a variety of digestion methods are avail-
able in the literature. Microwave technology has greatly
improved in recent years, and fully automated systems
are readily available.

It is possible to analyze solid samples directly using the
common forms of atomic spectrometry. The strategies
used for this application are unique to each technique
and are discussed below (see ‘T'echniques and
Applications’).

An important consideration in the determination of
trace elements is the choice of reagents used in sample
preparation. The acids used should be of high purity to
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ensure that contaminants if any are present at low levels.
Sub-boiling distilled or double-distilled acids are the
preferred choices. The laboratory environment in which
samples are prepared is equally important. In an ideal
situation, samples should be prepared under clean-room
conditions under laminar flow to reduce contamination.
Sources of contamination are many and include the ana-
lyst, vessels and containers used, ovens, and the air inside
the laboratory.

Choice of Instrumentation

The most commonly used systems for the analysis of trace
elements in milk and dairy products are as follows:

® flame atomic emission spectrometry (FAES)

® flame atomic absorption spectrometry (FAAS)

® clectrothermal  atomic  absorption  spectrometry
(ETAAS), also called graphite furnace atomic absorp-
tion spectrometry (GFAAS)

® inductively coupled plasma atomic emission spectro-
metry (ICPAES)

® inductively coupled plasma mass spectrometry (ICPMYS)

A summary of the analytical performance and the charac-
teristics of the above systems are given in Table 1.
Analytical performance involves limit of detection
(LOD) in solution (ng ml™"), robustness of the method
(freedom from matrix interferences), selectivity (degree
of spectral interferences), and precision. The analytical
figures of merit are only indicative as developments and
improvements in commercial instrumentation are
continual.

In all analyses, several factors affect the choice of
the instrumental detection method. The method
selected depends on (1) the substances present in the
sample, (2) the expected concentration of the analyte,
(3) the accuracy required, (4) the number of samples,
(5) cost, and (6) the time, equipment, and expertise
available. For each application, all factors should be
considered, but often detection capability is the top
priority. A general rule is to use the simplest method
available that provides the detection required. The vast
body of literature in analytical chemistry serves as the
most important and most useful source of information
on sample preparation and choice of detection method.
Modern instruments now provide a library of methods
for determining different elements with a list of poten-
tial interferants.

Techniques and Applications

The five techniques listed above are used for the vast
majority of analyses involving milk and dairy products.

A brief description of each technique follows, together
with a mention of their applications in dairy product
analysis. T'o keep informed, the reader is directed to the
annual Atomic Spectrometry Updates in Clinical and
Biological Materials, Foods and Beverages in the Fournal
of Analytical Atomic Spectromerry.

Flame Atomic Emission Spectrometry

This method is also known as flame photometry and is a
robust, low-cost technique used for the determination of
Na, K, Li, Ca, and Ba. Simple instruments with digital
readout use air and methane flames to atomize and
excite the elements listed in a liquid sample. The strong
emission lines of Na, K, Li, Ca, and Ba are isolated using
optical filters. Flame photometers are routinely used in
clinical laboratories and are very useful for determina-
tion of the relatvely high concentrations of Na and K
present in dairy products.

Flame Atomic Absorption Spectrometry

Like FAES, FAAS is a simple, robust, and easy-to-use
tool for the analysis of liquid samples. Common flame
types are air—acetylene, which can reach a tempera-
ture of ~2500K, and nitrous oxide—acetylene, which
can reach a temperature of ~3000K. The sample is
passed in a continuous flow through the flame, where
atomization takes place. Calibration can normally be
achieved using aqueous standard solutions. LODs are
in the low range of micrograms per milliliter, so the
method 1s useful for the detection of a number of
elements in dairy products, including Ca, Cu, Fe,
Mg, Mn, and Zn.

Direct analysis of milk can be achieved using FAAS,
eliminating the need for sample preparation. Although
the sample introduction system is optimized for liquid
samples, the interface in FAAS is quite forgiving to high
levels of dissolved solids, and to suspended solids. Several
groups of workers have reported excellent sensitivities
and LODs achieved through direct introduction of sus-
pensions of milk powder and milk-based infant formulae
into FAAS. Milk fat can be emulsified with sodium dode-
cylbenzosulfate and directly analyzed by FAAS. Of
paramount importance in direct analysis, particularly
of suspensions and emulsions, is the homogenization of
the sample prior to and often during introduction into
the flame. This can be achieved by placing the sample-
containing vessel in an ultrasonic bath or on a vortex
mixer immediately before analysis.



Table 1 Summary of analytical performance of the atomic spectrometric techniques most commonly used in analysis of milk and dairy products

Sample volume LOD

Technique (ml) (ng mi~ 7 Multielement Matrix effects Spectral interferences Precision (% relative standard deviation)
FAES 5-10 1-100 Yes Large Significant 0.5-1
FAAS 5-10 1-10° Possible Large Few 0.5-1
ETAAS 0.01-0.1 1072-0.1 Possible Moderate Few 3-5
ICPAES 1-10 0.05-10 Yes Small Large 0.5-1

ICPMS 1-10 1073-1072 Yes Moderate Significant 1-3
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Electrothermal Atomic Absorption
Spectrometry

ETAAS provides low and sub-nanogram-per-milliliter
detection limits using microliter-sized sample volumes.
The sample is placed onto a small graphite platform
situated inside a resistively heated graphite tube. The
furnace is heated to temperatures above 3000 K. Over
the past two decades, stabilized temperature platform
furnace (STPF) conditions established by M Slavin have
become adopted widely. Methods developed according to
the STPF conditions have allowed direct quantitation
using aqueous standards.

In addition to the higher temperatures obtainable in
ETAAS as compared with FAAS, the temperature is
controllable and various steps are incorporated into a
program, to facilitate drying, charring, or ashing, and
atomization of the sample. In modern instruments, these
steps can be followed via a built-in video camera placed to
look into the graphite tube as the program is executed.
Judicious choice of a temperature program can allow
imn situ sample preparation, so that solid samples can be
analyzed directly. The most successful solid sampling
ETAAS analyses have been achieved through the use of
slurries or suspensions of powdered sample in aqueous
media. Preparation of a slurry means that conventional
liquid sample handling equipment can be used. Much of
the work in the area of slurry analysis, particularly for
food analysis, has been carried out by N J Miller-Ihli.

Inductively Coupled Plasma Atomic
Emission Spectrometry

Inductively coupled plasma (ICP) reaches much higher
temperatures than a combustion flame (>8000K).
Argon plasmas are conventionally used to provide a
high-temperature, high-stability excitation source in
ICPAES. The inert atmosphere of the argon plasma
eliminates a significant proportion of the interference
encountered in combustion flames. The photon detec-
tors used in ICPAES have become increasingly
sophisticated; charge-coupled devices and charge injec-
tion devices are now commonplace. These detection
systems allow both fast sequential and simultaneous
multielement analyses with ever-decreasing LODs. A
very desirable feature of ICPAES for the analysis of
milk and dairy products is the wide linear dynamic
range of calibration achievable. ICPAES allows both
trace and macro elements to be determined simulta-
neously. Because of these features, ICPAES is replacing
AAS as the elemental analytical technique of choice in
many laboratories. However, it should be remembered
that capital and running costs of ICPAES are far higher
than those of FAAS or ETAAS though the detection

capabilities are similar. The number of elements to be
determined routinely or otherwise must be borne in
mind when investment in ICPAES is considered.

Inductively Coupled Plasma Mass
Spectrometry

The high temperature and relative freedom from
interference offered by ICP renders it an excellent
source not only for atomic emission spectrometry, but
also for mass spectrometry. lIon detection by a mass
spectrometer provides both enhanced sensitivity over
ICPAES and the possibility of isotopic analysis.
ICPMS provides multielement, isotopic data with detec-
tion at the sub-nanogram per milliliter level, also
permitting the detection of non-metals of interest in
milk and dairy products, such as phosphorus and iodine.
ICPMS permits the use of isotope dilution in trace and
major element analysis. Isotope dilution uses isotopes
as internal standards for quantitative analysis; so no
external calibration is required.

The costs involved in purchasing and operating
ICPMS equipment are significant and commensurate
with the analytical performance, and the use of the tech-
nique 1s increasing.

Method Validation

Analytical methods are validated by demonstrating that
accurate results have been obtained. This can be achieved
by a number of approaches:

® analysis of standard reference materials

® comparison of results obtained using a second analyti-
cal method

® comparison of results obtained from another analytical
laboratory

One or more of the above should be carried out when a new
method is developed. A number of standard reference
materials are available for validation of mineral analysis
of milk and dairy products. Some examples are given in
Table 2. Use of standard reference materials is essential for
quality control in method development. However, as these
materials are expensive, analysts should consider produc-
tion of in-house quality control materials. These materials
can be characterized using the approaches listed above.

Conclusions

Various techniques of atomic spectrometry have been
used for decades for the analysis of trace and major
elements in milk and dairy products. Advances in both
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Table 2 Commercially available reference materials for milk and dairy products analysis

Supplier Reference material

Certified constituents

ARC/CL-1 Skim milk
powder

CRMO063R Skim milk
powder (natural)

CRM150 Skim milk
powder (spiked)

CRM151 Skim milk
powder (spiked)

SRM1549 Nonfat milk
powder

SRM8435 Whole milk
powder?

SRM1846 Milk-based
infant formula®

Agricultural Research Centre,
Finland
BCR, European Commission

National Institute of Standards and
Technology (NIST), USA

Cd, Ca, Cu, Fe, Pb, Mg, Mn, Hg, Mo, Se, Zn

Ca, Cl, Cu, |, Fe, Pb, Mg, N, P, K, Na, Zn

Cd, Cu, |, Fe, Pb, Hg

Cd, Cu, |, Fe, Pb, Hg

Cd, Ca, ClI, Cr, Cu, |, Fe, Mg, Mn, Hg, P, K, Se, Na, S, Zn

Al, As, Ba, B, Br, Cd, Ca, Cl, Cr, Co, Cu, F, |, Fe, Pb, Mg, Mn, Mo,

Ni, N, P, K, Rb, Se, Na, Sr, S, Ti, W, Zn
Ca, Cu, |, Fe, Mg, Mn, P, K, Se, Na, Zn, CI

2Values for these reference materials are noncertified but indicative.

sample preparation and instrumental detection techni-
ques have resulted in improved sensitivity and ease of
use in many routine analyses.

See also: Analytical Methods: Infrared Spectroscopy in
Dairy Analysis; Sampling.
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Introduction

Nuclear magnetic resonance (NMR) spectroscopy is
a technique used to determine the detailed, three-
dimensional structure of molecules and, more broadly,
to study the physical, chemical, and biological properties
of matter. It uses a strong magnet that interacts with the
natural magnetic field in atomic nuclei. In addition,
unlike other techniques for determining molecular
structures and physicochemical properties, NMR allows
the user to carry out experiments non-destructively.
The rheological and functional properties of food com-
ponents are related to their molecular structure,
morphology, and atomic mobilities. NMR provides a
powerful tool for elucidating chemical structures, mole-
cular conformations, and interactions of components in
food systems. NMR spectroscopy uses the interactions of
radio frequency waves with the nuclei of certain atoms
in a magnetic field to probe the electronic environment
of the nucleus, and from this determine the molecular
structure of the sample being examined. NMR and
X-ray crystallography remain the only methods for
structural determination, with NMR being the only
method available to determine the structure of a mole-
cule in solution. For compounds in a mixture, while
there may be some small changes due to solvent and
other effects, in general the NMR signals remain char-
acteristic of each compound and useful information may
be gained even from complex biological samples,
although full structural elucidation may not be possible.

A fully accurate description of the principles behind
NMR will tend to become complicated beyond the point
of any clarity for readers not already extensively familiar
with the technique. As a first stumbling block, the theory
of NMR is based on an intrinsic quantum mechanical
property of the nucleus; attempts to explain this in classi-
cal terms will be incomplete while accurate descriptions
quickly become exercises in complex mathematics and
models. In addition, the procedure giving rise to the
spectrum involves timed and calibrated radio frequency
pulses, superconducting magnets with additional tuning
coils for uniform magnetic fields, and Fourier transforms
from time to frequency domains. While all of these are
integral to NMR, the complex theory stands in sharp
contrast to the ease of use and interpretation associated
with most modern systems where a large part of the
more theoretically complicated aspects is handled by

computerized systems during normal use. However,
awareness at some level of the theory behind the tech-
nique is always an advantage even for the most casual
NMR wuser and will enable users to better plan and
execute their experiments. In the following, we will
attempt to give a brief introduction to the basics of
NMR background, techniques, and use, without straying
into the overly technical or theoretical aspects. More
complete accounts can be obtained from the list of
recommended reading provided in Further Reading.

Nuclear Spin as the Basis for NMR

The nuclei of atoms possess a characteristic called spin. In
atoms with odd mass numbers, the spin is described with
half-integral spin quantum numbers. In atoms with even
mass and atomic number, the spin is zero, and in atoms
with even mass number and odd atomic number, the spin
is described using integral quantum numbers. Only nuclei
with non-zero spin quantum numbers are NMR active. In
those atoms that are NMR active, the atoms possess a
magnetic moment due to the spinning electric charge
associated with the protons in their nucleus. In the absence
of a magnetic field, there is no energy difference between
the possible alignments of these states. In the presence
of an applied magnetic field, protons may align with or
against the applied field depending on the spin state.
Transitions between the spin states of the atoms in a
magnetic field from a lower to higher level require energy.
The energy required can be supplied by electromagnetic
radiation in the radio frequency region, with the energy
required being proportional to the strength of the magnetic
field. NMR spectroscopy studies the absorbance of this
energy in order to determine the structure of the
compounds examined.

The energy (and hence wavelength) of radiation
absorbed is a function of both the applied magnetic field
and the properties of the nucleus. An additional compli-
cation is the magnetic field caused by the electrons
surrounding the nucleus. Electrons in an atom in a mag-
netic field also produce an independent magnetic field,
which opposes the applied magnetic field. This results in
alterations of the magnetic field experienced at the
nucleus and alters the absorption frequency of the nucleus
by effectively shielding the nucleus. Therefore, each
nucleus of the isotope being studied in a particular
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environment will absorb radio waves at a distinct wave-
length. As the electronic environment of a nucleus
depends on its neighboring atoms and its bonding to
these atoms, the examination of the wavelengths absorbed
and the intensity of the absorption gives an indication of
the structure of the atoms in question.

While the spectrum obtained by an NMR spectro-
meter can be thought of as the signal obtained due to
absorbance of radiation while a magnetic field is varied,
modern NMR systems do not use this method. Instead,
the sample is held in a strong magnetic field, while being
irradiated with a short pulse of radio frequency radiation.
This excites all the nuclei at once, with the resulting
signal being a free induction decay (FID) signal as a
function of time. This is converted to a frequency signal
by the Fourier transform to give the NMR spectrum.
A series of short pulses is usually used with the final
spectrum being an average of the spectra obtained at
each pulse.

Practical Requirements for NMR

A simple cross-sectional diagram of a typical NMR spec-
trometer is shown in Figure 1. The principal requirement
for an NMR spectrometer is a strong magnet. In nearly all
systems in current use, this is in the form of a super-
conducting electromagnet. The core of these systems
consists of a current flowing through a superconducting
loop; as there is no resistance in the circuit, the current
flows without external driving energy, and so as long as
the temperature remains below the temperature at which
the magnetic material behaves as a superconductor, the
magnetic field remains constant over a prolonged period
of time. This low temperature is generally achieved by
placing the magnet in a dewar of liquid helium at 4K,
which is then surrounded by a dewar of liquid nitrogen to
limit the boiling of the helium. The center of the system
contains the bore for introduction of samples and probes.
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Figure 1 Cross-sectional diagram of an NMR magnet.

The probes consist of the radio frequency transmitters
and receivers, in addition to localized temperature
controls. The sample is generally introduced into the bore
using a pneumatic system with the lower end of the
sample tube (containing the sample solution) sitting in
the probe surrounded by the transmitter and receiver coils.

In general, for a spectrum, the sample is dissolved in
deuterated solvents, that is, common solvents where
hydrogen atoms are substituted with deuterium, for
example CDCI; in place of CHCI; (chloroform). The
use of deuterated solvents is necessary as the signal from
protons in solvents would effectively mask the signals
from the sample being analyzed. It also allows the use of
the deuterium in the sample as a lock signal. This is used
to compensate for small changes in the magnetic field due
to external factors.

Most standard NMR sample tubes are 5 mm in dia-
meter, although both larger and smaller diameter tubes
are also used depending on requirements and the parti-
cular system in use. In all cases, the tubes are made from
high-purity glass and manufactured to high standards to
minimize interference and artifacts.

Once dissolved and filtered into a tube, the sample can
be introduced into the magnet. Small frequency and sen-
sitivity adjustments are made to obtain optimum results
for each sample. In addition, small changes to the mag-
netic field are usually necessary, a process known as
shimming. This involves making small (in comparison to
the main magnet) changes to the current flowing in
special shim coils. The purpose of this is to ensure that
the sample experiences a uniform magnetic field, which
results in sharper peaks and greater resolution. Shimming
can be carried out manually, although automatic systems
simplify the process and provide good results. Once all
necessary adjustments are made, the spectrum can be
obtained. A number of experiments can be run on the
same sample and the spectrometer systems are generally
highly automated. While programs exist to aid analysis
of complex spectra, in general simpler spectra are
interpreted manually.

Uses and Information Obtained

In essence, any element that has an isotope of non-zero
nuclear spin can be used for NMR, with the usefulness of
information obtained varying due to many conditions. In
practical terms, NMR 1is not a very sensitive technique,
and relatively large amounts of compounds are required
for good results with the exact amount varying from
system to system and with varying experimental require-
ments; however, the sample can be recovered at the end of
the experiment as NMR is a non-destructive technique.
The recommended amounts required for a sample will
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vary according to the type of tube, probe, strength of
magnet, and isotope being examined.

The most commonly examined nuclei are 'H, the most
common isotope of hydrogen, and "*C, the only isotope of
carbon active in NMR terms. As the frequencies of
absorption vary with magnetic field, a scale has been
developed for the easy comparison of results. The scale
used is the ppm scale and 1s described by the equation

6 (in ppm) = (observed shift from TMS in Hz)
y 10°
(operating frequency of the instrument in Hz)

Hydrogen will in general give rise to peaks between 0 and
15 on this scale. The scale is referenced to tetramethyl
silane (TMS) (at 0), which contains protons in a region of
high electron density (highly shielded protons). For most
common uses, the spectra are referenced to the residual
solvent peak position rather than using TMS in every
sample, although where this results in ambiguity or
where greater accuracy is required, TMS can be added
to the sample solution. As a rule, protons in an electron-
rich environment will absorb toward zero, while those in
an electron-poor environment (due to bonding or the
presence of strongly electronegative atoms) will absorb
at the 7-15 end of the scale. An additional complication
is seen in aromatic compounds, where the presence of
delocalized electrons increases rather than decreases the
magnetic field felt at the nucleus, resulting in most aro-
matic species absorbing at 7-9 ppm. Deshielding is seen in
protons attached to doubly bonded carbons, while part-
cularly strong deshielding is seen in aldehydes due to both
the presence of the double bond and the electron with-
drawing effect of the oxygen. In addition to providing
information as to the particular environment of the proton,
the integration of the peak obtained will give the relative
amount of that particular proton to another (with an error
of approximately 10%). This allows the distinction
between, for example, CH;, CH,, and CH 1in a molecule.

The carbon of TMS can also be used in a similar
fashion, with the scale in this case extending over a
wider range, and with the positions of the carbon signal
being dependent on the same types of deshielding and
shielding seen in proton spectra.

There are two further contributions toward the signal
obtained. These can broadly be defined as the influence of
atoms that are connected through bonds to the signal
obtained and the influence of atoms that are near in
space to the observed atom.

The influence of atoms that are closely bonded gives
rise to splitting patterns, as the transfer of energy through
bonds gives rise to small energy level differences.
Therefore, an adjacent CH; will split a CH, into a quartet,
while a CH, will split a CHj; into a triplet. The splitting
pattern depends on the number of equivalent protons, with

in general 7 equivalent protons giving a splitting of 7+ 1.
Equivalent protons for the purposes of splitting are defined
as those that have the same chemical shift and are chemi-
cally equivalent. For instance, for CH; or CH, in alkyl
chains, including those substituted with heteroatoms or
other groups, all protons are considered equivalent. Non-
equivalent protons are frequently seen in saturated ring
systems (such as carbohydrates) and in alkene groups. This
gives rise to more complicated splitting patterns in these
groups. Note that protons in different enantiomers will
be equivalent, and therefore splitting will not in general
be different in these groups, while for other structural
isomers, the protons will not in general be equivalent in
the absence of other symmetry factors.

Splitting intensities are in general described by
Pascal’s triangle (shown below) so, for example, a single
proton will split an adjacent set of protons into a doublet,
with the ratio of the intensities of the peaks of the doublet
to each other being 1:1.

0—singlet 1
1—doublet 1 1
2—triplet 1 21
3—quartet 1 3 3 1
4—quintet 1 4 6 4 1

Where the relative intensities of the splitting pattern are
significantly different from this, it can be assumed that the
splitting pattern is caused by more than one set of equivalent
protons; for example, in the case of CH;-CH,-CH,CN, the
splitting pattern will consist of a CHj triplet, a CH, triplet
while the central CH, will be split into a 1:3:3:1 quartet with
each peak further split into a 1:2:1 triplet by the CH, to give
12 peaks, which will not have a relationship defined by
Pascal’s triangle and will have two distinct splitting constants.

Splitting constants (the distance between the peaks in a
multiplet, usually expressed in Hz) are in general reci-
procal, where one group splits a group by 7=6 Hz and
that group will in turn be split by 7= 6 Hz. This is one
way of determining connectivity in complicated spectra.
Splitting patterns also vary with angle according to the
Karplus equation, although there are some exceptions,
and this can be useful for the determination of the geo-
metry of ring systems and other constrained structures. In
addition, more complex splitting patterns are seen In
aromatic molecules, with substituted aromatic ring sys-
tems giving distinctive splitting patterns depending on
the substitution pattern. These can help determine subs-
titution patterns and give distinct and easily recognized
signals for key groups.

The presence of protons or other atoms nearby in
space gives rise to the nuclear Overhauser enhancement
(NOE). This 1s an enhancement of the signal due to the
presence of atoms nearby in space. It is used in NOE
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spectroscopy, which can be used to probe the three-

dimensional structure of molecules and also gives rise to
13

small enhancements in ~C spectra.

Carbon-13 NMR

As we have already seen, for an atom to be useful for
NMR purposes, it must possess uneven nuclear spin. In
the case of the carbon, this leads to a significant disadvan-
tage, as the most common isotope ('*C) has even nuclear
spin. The stable isotope *C has uneven spin, but is pre-
sent at only 1% of total natural abundance. In addition, it
is less sensitive to NMR than the proton. In general, this
would make it unsuitable for NMR analysis; however, as
it is such an important component of most organic
systems of interest, methods have been developed to
compensate for these disadvantages.

The acquiring of "*C spectra must also be carried out
using pulse Fourier transform-NMR (FT-NMR) spec-
trometers using signal averaging. Instrumental parameters
are used to decouple proton—carbon interactions, to pre-
vent splitting of carbon signals, which would result in loss
of sensitivity and a more complicated spectrum. In gen-
eral, higher concentrations of samples are required with a
far greater number of scans needed when compared to
proton NMR and therefore acquiring of a spectrum will
take a far greater length of time (over an hour compared
to roughly a minute).

In a "’C spectrum, the ppm scale runs from 0 to
200 ppm, and in addition no splitting due to adjacent
carbons is seen due to the low probability of two "*C
atoms being adjacent in a molecule. Peaks will generally
be narrow and well defined, and peaks due to carbons
having protons attached will usually be higher than those
with no attached carbons. In the case of carbon spectra,

HO— CH,—CH,

integration of the peaks gives no meaningful information
about the relative number of carbons responsible for a
signal. Additional pulse experiments distortionless
enhancement by polarisation transfer (DEPT) can give
information about the number of protons attached to a
carbon giving a signal at a particular position.

Sample Spectra

Ethanol can provide an example of the use of an NMR
spectrum of a molecule to solve structure (Figure 2). The
"H spectrum of ethanol consists of one peak at 1.17 ppm
and one peak at 3.65 ppm, with a third peak visible due to
the solvent D,O. When examined closely, as in the insets
next to both peaks above, the peak at 1.17 ppm is split into
a triplet, while the peak at 3.65 ppm is split into a quartet.
Depending on several factors, including temperature and
solvent used, an additional broad OH peak may be seen at
varying locations. Integration of the areas of the peaks will
give a ratio of 3:2 for the peaks 1.17:3.65. This allows us to
determine that the peak at 1.17 is due to CHj3, from both
the integration and its position toward 1 due to the
absence of any directly connected heteroatoms. The
only other significant peak at 3.65 is due to CHy; integra-
tion shows that it contains two protons, and the position
shows the connection to the OH group, resulting in slight
deshielding due to the electronegative oxygen.

The CHj peak is split into a triplet by the adjacent
CH,, with the CH, peak being split into a quartet by the
CH;. The splitting constants are reciprocal, both being in
the region of 7 Hz. This confirms the assignments made
above, and it also confirms that the two carbons in
question are bonded and adjacent, confirming that the
structure of the molecule in the sample tube in this case
is CH;CH,OH.

~rprere
3.6ppm 1.15 ppm

Figure 2 'H spectrum and structure of ethanol.

14I5 1.'0 pp'm
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Figure 3 '3C spectrum of ethanol.

The broadness, variability, or occasional absence of the
OH peak demonstrates another characteristic of NMR. In
terms of molecular motion and reactions, it is not a partic-
ularly fast technique, and is in effect taking an averaged
spectrum of species in constant fast interactions. The OH
peak in alcohols, phenols, and carbohydrates is subject to
exchange with other hydrogens, whether in solvents or
other alcohols. If D,O is used as a solvent, the ethanol will
exchange D for H frequently enough to remove the OH
signal. The exchange also leads to the observed signal
broadening. Techniques have been developed to take
advantage of these effects to probe reactions and move-
ments on a molecular scale . The "*C spectrum of ethanol
is relatively simple, consisting of two peaks, one at 17.5
corresponding to the shielded CH; and the other at 58.1
corresponding to the CH, attached to the OH (Figure 3).

Multidimensional Spectra

The spectra described above are one dimensional. This
means that we have irradiated the sample and observed
the FID, which is transformed into our spectrum.
Additional information can be gained by two-dimensional
and multidimensional methods. In these, the molecules in
the sample are irradiated, leaving the molecules with an
altered energy level distribution. Before the molecules
return to their original energy level distribution, a further
irradiation is carried out and a two-dimensional spectrum
obtained.

Variations on the excitation methods used can further
probe the structure of the molecules, with various inter-
actions giving rise to altered distributions; for example,
relaxation through bonds or through space will give
altered absorption compared to isolated systems.
Examples of two-dimensional methods include COSY
(correlation spectroscopy) and HMQC (heteronuclear

T

60

50 40 30 20 10 ppm

multiple-quantum coherence). A COSY spectrum will
display cross-peaks where peaks are due to protons on
adjacent carbons, and supplements information available
from splitting patterns. In particular, this can be useful in
aromatic systems for distinguishing long-range and short-
range splitting patterns.

An HMQC is used to correlate the carbon and proton
signals, confirming that a particular carbon peak is the
same carbon that a particular group of hydrogens produc-
ing a given signal are attached to.

Once again, we can return to the spectrum of ethanol
to demonstrate some of these two-dimensional spectra . In
the COSY spectrum (Figure 4), the cross-peaks between
the signals due to the adjacent carbon can be seen clearly,
confirming the conclusions made with regard to the split-
ting pattern. In the HMQC spectrum (Figure 5), the
peaks show the correlation between the carbon at
17.5 ppm and the proton at 1.17 ppm, and the carbon at
58.1 ppm and the proton at 3.65 ppm. While these results

| i

HO—CH,—CH,

ppm

F1.0
1.5
F2.0
F25
F3.0
F3.5
F4.0
F4.5
5.0
F 5.5
5‘.5 5I.0 4;5 4i0 3;5 3I.0 2;5 2;0 115 110 ppm

Figure 4 COSY spectrum of ethanol.
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Figure 5 HMQC spectrum of ethanol.

seem trivial when applied to a small molecule, they can be
invaluable in solving more complex molecules and for
confirming results for unknown compounds.

In addition, methods have been developed such as
DOSY to correlate diffusion constants of mixtures with
particular signals in mixtures, HETCOR (heteronuclear
correlation spectroscopy) for correlation with heteroa-
toms, TOCSY (total correlation spectroscopy) for all
long-range and short-range coupling, and a wide variety
of variations on each of these methods are used depending
on the required results and systems.

Applications of NMR in Food Science

NMR spectroscopy has many applications in food
science. Some of these are not unique to food science.
For example, structure elucidation of new and novel
compounds derived from foods is one of the most com-
mon applications of NMR to foods. However, unlike
conventional organic chemistry where molecules of
interest can be synthesized in large enough quantities
to acquire an NMR spectrum, food science researchers
are often faced with the considerable challenge of
extracting and purifying compounds from their natural
sources. It is, however, not always necessary to extract
and purify a particular component to obtain useful
information by NMR from a food. In fact, NMR has
been used extensively on whole foods and crude
extracts thereof in techniques such as stable isotopic
analysis. This technique is an excellent tool for origin
assessment as the ratio '’C/'*C gives straightforward
responses concerning the primary photosynthetic
metabolism of plant products, and the ratios of the
stable isotopes of oxygen ('°0/'*0) and hydrogen
(*H/'H) are good indicators of environmental condi-
tions. Using NMR, the natural abundance of

isotopomers may be precisely and accurately quanti-
fied, thus allowing the user to obtain vital information
about the geographical origin and authenticity of food-
stuffs. The application of 'H and "*C and site-specific
natural isotope fractionation (SNIF) NMR studies to
the practical problems of food authenticity, adultera-
tion, and geographic origin has increased significantly
over the last decade. The SNIF technique allows mea-
surement of the relative amounts of deuterium and
hydrogen in a particular sample, and in cases where
an alcohol has been derived from a plant-produced
sugar allows determination of the type of plant used,
for example, sugar beet versus grape. This is used
extensively for the determination of the adulteration
of grape must with sucrose derived from sugar beet.

To date, NMR analysis of solid foods has usually been
carried out on crude or purified components dissolved in
deuterated solvents. However, modern NMR probes
using magic angle spinning allow the application of
NMR to whole solids, which is of considerable impor-
tance to food science as many foods are solids at room
temperature. This approach results in a very complex
spectrum; however, using chemometric and statistical
methods, these spectra can provide insights into the struc-
tures and dynamics of constituents in complex food
systems. This in turn allows the user to gain a better
understanding of attributes governing quality, stability,
and safety such as appearance, feel, smell, and taste. For
example, signal peaks indicative of lipid oxidation and
important quality index governing flavor can be deter-
mined against a background of normal lipids and other
components in complex systems.

Metabolomics is the study of the metabolome, which is
the entire metabolic content of a cell or organism at a
given moment. The most extensively used analytical
approach for metabolomics i1s NMR spectroscopy. This
technique allows the user to develop a metabolomic fin-
gerprint of a sample. This fingerprint can then be used to
look for compositional similarities and explore the overall
natural variability. NMR spectroscopy of biofluids and
ussue extracts can rapidly generate vast quantities of
spectral data and therefore advanced bioinformatic
approaches are necessary to obtain useful information.
While most of the above discussion has focused on carbon
and proton spectra, it should not be forgotten that in
principle NMR can be used for the study of any atom
with an isotope that has nonzero spin. Nitrogen-15 spec-
troscopy can be used in the determination of peptide and
some protein structures; in general, the samples used must
be enriched with "’N. Other isotopes of interest include
isotopes of oxygen and phosphorus. While specific diffi-
culties for each isotope and particular requirements may
be present, in general an understanding of the principles
and proton NMR and the

involved in carbon
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interpretation of their spectra will be useful in under-
standing a wider range of techniques.

From the above discussion, it is clear that NMR can be
used to determine the structure of molecules in solution,
and 1s the only method capable of doing this. It can be
used to probe the composition of complex mixtures and
can be an important tool for the determination of the
quality and purity of a range of samples. With careful
measurement and techniques, it can be used in a semi-
quantitative fashion. It also complements and can be
complemented by various other analytical techniques;
for example, it can be used in conjunction with mass
spectrometry to determine the structure of an unknown
plant isolate. The further examples and descriptions in
this encyclopedia will give a clear demonstration of the
various uses to which NMR can be put, in particular
focusing on the area of food science.

See also: Analytical Methods: Nuclear Magnetic
Resonance: Principles.
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Background

The many applications of nuclear magnetic resonance
(NMR) to dairy products can be divided into three
groups, according to the NMR technique used. The first
group uses high-resolution NMR spectroscopy for the
molecular study of dairy compounds such as casein,
a-lactalbumin, [(-lactoglobulin, lactose, and triacylgly-
cerol. All possible nuclei ('H, °H, '’0, ’C, or *'P) can
be used to obtain molecular structures. The second group
involves the application of magnetic resonance imaging
(MRI) to dairy processing and the third group concerns
studies based on NMR relaxation and diffusion measure-
ments. Only MRI and NMR relaxation and diffusion
applied to dairy products will be described in this article.
We first discuss NMR and MRI techniques as such, with
special emphasis on relaxation time parameters, and pro-
vide some examples of how NMR and MRI can be
applied to dairy products and dairy processes.

NMR Technique and Parameters

NMR spectroscopy is based on the fact that certain nuclei
possess a permanent nuclear magnetic moment. When
placed in an external magnetic field, they take on a certain
well-defined state, which corresponds to a distinct energy
level. Transitions take place between neighboring energy
levels due to the absorption of electronic radiation at
radiofrequencies. The energy difference between the
energy levels is proportional to the magnetic field By:

ag =12
2

By = hv [1]
where « is the gyromagnetic ratio of the respective
nucleus, 4 the Planck’s constant, and v the resonance
frequency. The signal in NMR is obtained by simulta-
neous excitation of all transitions with radiofrequency
pulses at the Larmor frequency wy, followed by detection
of the radiation emitted as the system returns to the
equilibrium state. The signal recorded after excitation is
called the relaxation signal, and two relaxation signals can
be measured according to the excitation scheme: spin—
lattice (or longitudinal) relaxation, designated 7, and
spin—spin (or transverse) relaxation, designated 75. The
time constants describe these exponential relaxation pro-
cesses and are known as relaxation times. Relaxation is a
function of the spin species and the chemical and physical

environments surrounding the spins. Analysis of the 7]
and T, of a sample will therefore allow study of the
chemical and physical properties of the sample.

The mechanisms involved in T3 and T are different.
T) is the interaction of a nuclear spin dipole with the
random, fluctuating magnetic fields caused by the motion
of the surrounding dipoles: the closer the frequencies of
the fluctuating magnetic fields to the resonance fre-
quency, the more efficient or faster the spin—lattice
relaxation. There is a distribution of frequencies in the
sample and only the frequencies at the Larmor frequency
will affect 77. T will therefore vary as a function of the
strength of the magnetic field since the Larmor frequency
1s proportional to By (wy = yBy) and will vary as a function
of the molecular motion 7.. For slow motion (wy7.>>1),
the system is in the solid regime and 7} can be very long.
This 1s the situation encountered for crystals. In liquids,
when rapid motion occurs (woT.<<1), the molecular
motion is very rapid and 77 is also very long. For cases
with woT. 21, T} is very short.

T; is measured by the inversion recovery (IR) pulse
sequence or the saturation recovery (SR) sequence
(Figure 1). The signal is generally described by the sum
of exponentials:

Y (2) :ili(l—aexp<— 7;)) 2]

i=1

where « 1s a constant that depends on the NMR sequence
used, that is, IR or SR, and on the imperfection of the
pulses. For an IR sequence, «a 1s close to 2, and for an SR
sequence, « is close to 1. / and 77 are the NMR signal
intensity and the spin—lattice relaxation time, respec-
tvely. The number of exponential terms (#) will vary
according to the chemical composition of the sample
and according to the microstructure. Specific examples
are given below for dairy products.

Unlike spin—lattice relaxation, spin—spin relaxation is
an adiabatic process and the redistribution of energy
among the spins does not change the number of nuclei
at the higher energy level. Moreover, 75 is independent
of the resonance frequency. 75 will thus vary only as a
function of the molecular motion. For solids or crystals,
T, values are approximately several microseconds, and
for liquids, 75 values are in the seconds range. T'wo pulse
sequences should be used according to the 75 value for
the measurement of 75. A single 90° pulse is used for
short 75 values and the signal recorded is named free
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Figure 1 Spin-lattice relaxation signal after a saturation recovery NMR sequence (O) and an inversion recovery sequence (@).

induction decay (FID). However, for long relaxation 15,
the spin—spin relaxation measured is much longer than
the 75 value expected because of the inhomogeneity of
the magnetic field. This magnetic field inhomogeneity
induces a faster signal decrease. The most common
approach used to reduce this effect is a Carr—Purcell-
Meiboom—Gill (CPMG) sequence. This sequence is a 90°
pulse followed by a train of 180° pulses. Each of the 180°

pulses is used to reduce the effect of the magnetic field
inhomogeneity. Nevertheless, the shortest relaxation time
that can be measured with a CPMG sequence is around
the millisecond range because of the slow acquisition rate
compared to the FID. Thus, both signals have to be
acquired when the sample is a mixture of compounds
with short and long relaxation times, that is, the FID
and the CPMG signal, respectively (Figure 2). For a
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Figure 2 Spin-spin relaxation after a free induction decay (FID) and a Carr—Purcell-Meiboom-Gill (CPMG) sequence.
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solid and liquid mixture, the spin—spin relaxation decay
signal can be described as

n 2 4
t 2
Y(f) = Z Sn exp— (Tzsn) + PZI LP €xXp (7 Tsz> [3]

n=1

with a Gaussian function for protons from molecules in
the solid state and an exponential function for protons
from molecules in the liquid state. The signal intensities §
and L are proportional to the amount of solid and liquid
and Ths and T3, are the spin—spin relaxation times for the
solid and liquid molecules, respectively. As already men-
tioned for T), the numbers of Gaussian terms 7 and
exponential terms p will be modified according to the
compositional and structural characteristics of the
product.

NMR Diffusion

An alternative way to study water states in macromole-
cular solutions and gels is self-diffusion measurement of
water mobility. This can be achieved by means of the
pulsed field gradient NMR (PFG NMR) techniques.
These techniques are all based on the use of well-defined
linear gradient pulses, which change the strength of the
magnetic field probed locally by the molecule’s protons.
Consequently, if a molecule diffuses spatially in this mag-
netic field gradient, the NMR signal is reduced: the faster
the diffusion rate, the greater the NMR signal reduction.
In its simplest version, the method consists of two equal
and rectangular gradient pulses of magnitude gand length
6, one on either side of the 180° pulse after the first 90°
pulse. For a molecule undergoing free diffusion charac-
terized by a single diffusion coefficient of magnitude D,
the NMR signal intensity is given by

1(4,6,8) = I—o exp{fq/zgz(‘}z (A - g) D} [4]

where 4 represents the time between the two gradient
pulses. By varying g, or 6 or 4, D can be obtained by fitting
eqn [3] to the observed NMR signal intensities.

MRI Technique

MRI can be regarded as an extension of NMR. Compared
to NMR, MRI provides spatial NMR information. The
spatial information is obtained with magnetic field gradi-
ents superimposed onto the main magnetic field. Indeed,
the proportionality between magnetic field and resonance
frequency in NMR can be used for spatially selective
excitation of spins in a magnetic field gradient and for
computing the spatial localization of the nuclei from a

resonance signal acquired in the presence of a magnetic
field gradient. The combination of these options makes
MRI feasible. It is possible to obtain two-dimensional
slice images with a resolution in the millimeter range, or
even three-dimensional images. A resolution in the sub-
millimeter range is achievable but requires a longer
acquisition time. The signal intensity in a given voxel (a
three-dimensional volume element) in the sample
depends on the choice of the parameters in the imaging
sequence applied. For example, for a standard spin echo
sequence (a 90° pulse followed by a 180° pulse), the signal
is given by

w0 = ntesteo- i) -ov(- i)
s(x,y) = so(x,y)exp| — ———= —exp| — ——
VT EIER T Tey) AR

[5]
where s, is the signal intensity extrapolated to 7 =0 and
tr = 5T (usually called spin density and proportional to
the number of excitable nuclei in the voxel), and 7, is the
echo time (2x the delay between the 90 and 180°
pulses).

NMR Relaxation
Dairy Protein and Skimmed Milk

Most of the NMR relaxation studies on milk and dairy
protein systems are performed with low magnetic field
spectrometers typically operating at frequencies of less
than 25 MHz. Since the introduction of the benchtop low
magnetic field NMR equipment in the 1970s, the electro-
nic and computational specifications have improved
dramatically. Short, powerful excitation pulses now per-
mit sampling of the relaxation decay curve from 11 ps up
to several seconds. The number of data points available
(several hundreds for FID and several thousands for the
CPMG sequence) and the fast sampling rate (20 MHz) are
used for the simultaneous acquisition of the solid- and
liquid-like relaxation. Moreover, the use of continuous
inverse Laplace transform methods has improved the
understanding of relaxation behavior in complex food
products.

For T, relaxation in milk, the signal is therefore
directly fitted as the sum of a Gaussian function and an
exponential function:

t 2 t
Y(#) = Ly-exch €xp— <T7 h) +lexeh €XP (7 T ) [6]
ZNn—eXcl Zzexch

The Gaussian function describes the NMR behavior of
the non-exchangeable protons from the protein and lac-
tose protons (CH, and CHj), with [, . the signal
intensity and 75,_cp, the relaxation time of the nonexc-
hangeable protons. The exponential function describes
the behavior of the water protons, including the
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exchangeable protons of the protein and the lactose. Ly,
is the signal intensity and 75, ey the relaxation time of
the water proton and exchangeable protons.

In milk and in dilute dairy protein systems, the amount
of non-exchangeable protons is generally too low to be
detected and eqn [6] becomes

t
TZexch> 7

For non-exchangeable proton relaxation 7, or Tj, the
changes in relaxation can be related directly to a change
in the mobility of the molecule, explained by either
composition or a structural modification. For the relaxa-

Y(t) = ILxenexp (7

tion of exchangeable protons, the interpretation can be
more difficult since this parameter involves different
molecules in interaction, for example water and protein.
Several studies have been undertaken to understand the
mechanisms that govern the variations in 7T5e, relax-
ation in dairy products. The general model considers
three exchanging fractions of protons: free water protons,
water protons in the casein micelles, and exchangeable
protons of the soluble proteins and lactose. At low field,
the transverse relaxation rate is given by

1 o Pyater Prater— casein
TZcxch TZwater TZwa[crfcasein
Practose — soluble
actose — prot
+ (8]

-1
Tilactose —soluble prot + 'l}]am,sc —soluble prot

where 75, 1s the relaxation time of different proton states,
with P; their relative population. 4, is the rate of proton
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exchange. Therefore, because of the chemical exchange
mechanism, 7.y, measured experimentally is not a true
measurement of water mobility, as was often assumed, but
a probe of the protein mobility.

In a skimmed milk of pH 6.6 and with 9% of dry
matter, quantitative analysis of the relaxation value has
revealed that 58% of the proton relaxation rate comes
from water protons in the casein micelles (Pyacer-casein)
and 34% from the soluble whey proteins and lactose
protons (Placose-soluble proc)- | he hydrating water proton
has been explained by the porous structure of the casein
micelle, which contains a large amount of water. This
water is still highly mobile in fast exchange with the
bulk water. Consequently, any physicochemical treat-
ments that modify the structure of the micelle and
hence the hydration properties would be monitored
through changes in NMR relaxation time.

This sensitivity is illustrated by the investigation of the
effect of pH on micellar structure (Figure 3). When the
pH is decreased from a natural value of 6.6 to a value
around 5.3, the micellar calcium and phosphorus (MCP)
content decreases and induces considerable modification
of the micellar voluminosity. The amount of water inside
the micelle then decreases and the overall relaxation rate
of the water decreases independent of the temperature.
Above pH 5.3, the concentration of MCP is nil, and gel
formation starts. At this pH range, the relaxation time of
water reflects the change in gel structure induced by the
temperature used during the acidification kinetics. The
advantage of the NMR technique to monitor pH changes
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Figure 3 Variations in normalized relaxation rate 1/T, of reconstituted skimmed milk at 20 MHz with pH at different temperatures:
@ 5°C, A20°C, m 30°C. Reproduced with permission from Mariette F, Tellier C, Brule G, and Marchal P (1993) Multinuclear NMR study
of the pH dependent water state in skim milk and caseinate solutions. Journal of Dairy Research 60(2): 175-188.
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is that the method can be used for whole milk and
skimmed milk and it allows continuous investigation of
the pH-decreased kinetic effect on micellar destabiliza-
tion. Indeed, it has been demonstrated from NMR
measurements performed during an acidification process
that the micellar organization for the same pH values
differs according to the acidification rate. A continuous
change in the micellar structure is observed for a slow
acidification rate, whereas no variation in the micellar
structure is observed when the acidification rate is fast,
until instantaneous destabilization of the micelles occurs.

Moreover, relaxation parameters are insensitive to gel
formation with rennet, and thus micellar structural
changes induced by lactic fermentation after renneting
can be followed selectively. Many experimental condi-
tions have therefore been studied, for example high-
pressure treatment of milk. In this case, variations in the
relaxation time were measured as a function of pH for
milk samples treated at different high-pressure intensities.
Between pH 6.8 and 5.2, changes in transverse relaxation
time were enhanced by the pressure treatment and they
demonstrated that the amount of micellar calctum phos-
phate was less than that in untreated milk.

The sensitvity of the water relaxation 75 to protein
structure has also been used to investigate thermal dena-
turation of whey proteins. In this case, the main mechanism
involved in the relaxation rate is the chemical exchange
between water and whey protein. Equation [8] becomes

1 o Pyater
TZexch TZW ater

Psotuple prot [9]
-1
Thsoluble prot + £

soluble prot

and the relaxation rate measured is now sensitive to
changes in the amount of labile protons from the whey
proteins and to the local mobility of the whey proteins.
When aggregation occurs, the local mobility is reduced
and the relaxation rate (1/T5souble proc) increases and
dominates the relaxation mechanism.

The relaxation mechanism described above is valid
only when the fast diffusive exchange limit is verified.
In this case, because the exchange through thermal diffu-
sion is rapid, the different water pool, the bulk and the
hydration or internal water pool, and the labile biopoly-
mer are in exchange and the relaxation is the weight
average of the three. Nevertheless, the 7, from water
can also be complicated by the effect of translational
mobility characterized by the diffusion coefficient.
Consider two different environments (1 and 2) with a
size 4, where the NMR characteristics of water 75, and
T,, are different. If the
(D (m*s™ ")) is rapid compared to the difference in the
relaxation rate AR, (with R, = 1/T5), water relaxation will
be average and a single monoexponential signal will be
measured. The NMR signal is given by eqn [7]. On the
other hand, if the diffusion coefficient rate is slow

diffusion coefficient rate

compared to the difference in the relaxation rate, then
the water molecule will not be exchanged and the NMR
signals will be characterized by several components for
water relaxation, each with its own relaxation time. The
NMR signal then becomes

Y(7) = 4, exp<7 T%) + 4y exp<f TL> [10]

In this case, each exponential term will be an NMR
signature of the two local environments. The limit
between the fast and slow diffusion regimes is given by
ﬂz ARz/D << 1.

Biexponential behavior has been reported during the
syneresis of milk gel after renneting. A biexponential
decay relaxation curve was observed and each exponen-
tial term was attributed to the water expelled from the gel
and to the water confined in the shrunken gel, respec-
tvely. According to eqn [10], the intensity A; describes
the whey fraction expelled from the gel. The intensity i1s
therefore directly related to the amount of whey expelled.
The T3, 1s given by

1 o Pater
TZ whey TZwater

Plactose - soluble prot [1 1 ]

—1
TZlactose —soluble prot + klacmsc —soluble prot

Since the composition of the whey is constant during
syneresis, the T5yhey is time-independent of the syneresis.

The intensity 4, describes the water confined in the
gel. The intensity decreases during syneresis in propor-
tion to the water content of the gel, and the evolution of
the relative intensity A4,/(A; + A,) during the time course
of the syneresis is related to the gel volume.

Finally, the 75, is given by eqn [8]. Because the whey
concentration is constant, the relaxation terms for water
proton and exchangeable proton from lactose and soluble
proteins are constant and a linear variation can be
observed during the relaxation rate 1/75, and the
Pwater-casein which is related to the casein concentra-
tion. Three kinds of information are available from the
NMR method: the curd volume-decreased kinetics, the
curd moisture-decreased kinetics, and the curd relaxation
rate. An example of the kinetics of the curd shrinkage is
given in Figure 4. Three replicate syneresis experiments
were performed and the results showed a good level of
reproducibility of the method.

The method has been used to study the effects of
chemical factors on syneresis such as ionic strength and
pH, or physical factors such as temperature. After modeling
of the shrinkage kinetics with an exponential equation,
the effects of ionic strength and heat treatments were
highlighted (Table 1). For example, the curd shrinkage
kinetics appeared to be sensitive to the ionic strength of
milk and to the heat treatment. Indeed these two factors are
known to be important factors for the protein network
through the protein—protein interactions, which explains
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Figure 4 Curd volume according to time during syneresis.
Three replicate kinetics were compared. Reproduced with
permission from Mariette F (2003) NMR relaxometry and MRI for
food quality control: Application to dairy products and
processes. In: Webb A, Belton PS, Gill AM, and Rutledge DN
(eds.) Magnetic Resonance in Food Science: Latest
Developments, p. 209. Cambridge: Royal Society of Chemistry.

their effects on the kinetics and also on the amount of
residual water at the end of the syneresis. The casein
level in milk affects only the shrinkage rate through an
increase in the probability of a protein—protein bond: the
greater the increase in the casein level, the faster the
shrinkage. Finally, the NMR method has also been used
to monitor simultaneously the kinetic effects of lactic fer-
mentation on casein destabilization and the consequences
on water retention properties of yogurts.

Concentrated Dairy Products: Cheese Products
and Retentate

NMR relaxation time analysis of concentrated dairy pro-
ducts is complicated by the presence of fat and protein.
For example, the T relaxation curve for cheese has been
described by the following equation:

t 2 t 2
Y(r) = Ayexp| — T +4, exp| — T + Ay exp| — T
i) —+ cte

+A4exp(f T

| (12]

For such a complex signal, with numerous relaxation
parameters, the challenge is to validate the attribution of
each exponential and Gaussian term to a specific proton

molecule fraction before using 75 as a probe of the matrix
structure. For example, attribution was undertaken using
eqn [12] to fit the 75 relaxation curve for soft and hard
cheeses. The first 4; component was explained by the fat
crystal fraction, whereas the second was attributed to the
amorphous fraction. The other two components, A4 and
Ay, were attributed to the liquid fat and to water. Care
should be taken using 75 NMR on cheese because of the
multiexponential behavior of the liquid component. This
multiexponential behavior and the ratio between A4; and
Ay are in fact very sensitive to the amount of water and
liquid fat. Moreover, the water 75 relaxation depends on
the pH and microstructure of cheese, whereas the liquid
fat signal depends on the fat composition. Although the
sensitivity of the water 75 relaxation allows detection of
changes in the microstructure of cheese, quantification
can be difficult because of the similarity of the fat and
water 715 values. Lastly, since water diffusion between
water compartments induces a complex modification of
the relaxation decay, transition from a single exponential
behavior to a multiexponential behavior for water relax-
ation only can occur. Despite this difficulty in the
attribution of the relaxation component, several investi-
gations of cheese microstructure using NMR findings
have been performed and they demonstrate the high
sensitivity of the technique.

For example, the effect of pH on the casein structure in
retentate has been investigated according to NMR relax-
ation time measurements. As observed for milk, a
reduction in pH from 6.6 to 5.5 induced a decrease in
the water relaxation rate (1/75). Moreover, when the
casein concentration increased, the variation in relaxation
time according to the change in pH decreased (Figure 5).
Two mechanisms should be considered. First, when the
casein concentration increases, the buffering power of the
sample increases and the MCP released is lower at a
constant pH value. Consequently, the effect of pH on
the casein structure is lower and a small variation in 75
is registered. Second, the sensitivity of the relaxation is
explained mainly by the considerable difference between
the relaxation time of water inside the micelle and the
relaxation time of bulk water. For concentrated casein
dispersion, the amount of water outside the micelle
decreases to the benefit of the water inside the micelle.

Table 1 Statistical analysis of the effects of casein concentration, heat treatment, and ionic
strength and curd shrinkage kinetics

Parameter of the model Casein effect lonic strength effect Heat treatment effect

y=a+bexp(-k x 1) ns + 4+
y=a+bexp(-k x t) ns +++ +++
y=a+bexp(-k x t) ++ ++ ns

Casein concentrations were 27 and 37 gk g . The ionic strength was reduced to 0.5 compared to that of
unmodified milk. Untreated milk and milk heat treated at 72 °C for 20 s were compared. The curd shrinkage
kinetics were modeled with an exponential equation. ns, nonsignificant.
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Figure 5 Variations in the T, relaxation time for casein retentate at pH 6.6 and 5.5 according to casein concentration. Reproduced
with permission from Mariette F (2003) NMR relaxometry and MRI for food quality control: Application to dairy products and processes.
In: Webb A, Belton PS, Gill AM, and Rutledge DN (eds.) Magnetic Resonance in Food Science: Latest Developments, p. 209.

Cambridge: Royal Society of Chemistry.

The difference between the water relaxation rates in the
two compartments is then small. The water relaxation
time thus becomes less sensitive to acidification.

If the effect of pH could be monitored when it
decreases, the water relaxation time could also be used
to monitor increased pH. The latter has been demon-
strated when considering the ripening of soft cheese.
During ripening, the lactate produced by the lactic
acid bacteria during the acidification period is oxidized.
This lactate metabolism causes an increase in pH. The
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combined action of pH and the precipitation of salt
(especially calcium) induces modifications of the protein
gel structure and softening of the cheese. In turn, these
modifications induce an increase in the water relaxation
ume. For example, the transverse relaxation time of the
water phase was shown to be 35 ms for a commercial
non-mature soft cheese and reached 60 ms when the
cheese was mature (Figure 6). This variation in 75
relaxation is dependent on the dry matter in the cheese:
the lower the dry matter, the greater the variation.
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Figure 6 T, distribution from a Carr—Purcell-Meiboom-Gill (CPMG) signal. Samples were soft cheeses, one non-ripened with pH 4.9
and the other ripened with pH 6.5. The first peak could be attributed to the liquid fraction of the fat and the larger peak to the water
phase. Reproduced with permission from Mariette F (2003) NMR relaxometry and MRI for food quality control: Application to dairy
products and processes. In: Webb A, Belton PS, Gill AM, and Rutledge DN (eds.) Magnetic Resonance in Food Science: Latest

Developments, p. 209. Cambridge: Royal Society of Chemistry.
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Although the multiexponential behavior of the 75
relaxation in cheese is explained mainly by cheese com-
position, certain technology can induce multiexponential
behavior for water relaxation only. Indeed, when a limita-
tion to averaging of the water pools through diffusion
occurs, two or even three components can be detected
for water. For example, three water relaxation compo-
nents have been identified in Mozzarella cheese: one for
serum water, the water accumulated in the large open
channels of the protein network; one for the water inside
the meshes of the casein gel-like network; and one for
water trapped within the casein matrix. A decrease in the
T, from the serum was observed during aging, attributed
to a change in the microstructure of the cheese, induced
by the rearrangement of the protein network. The effects
of the composition of the fat globule surface on water
holding capacity have been studied in rennet-derived
retentates. Reconstituted fatty retentates were prepared
from a fat-free retentate mixed with different fat-in-water
stabilized with native phosphocaseinates
(NPCs) or sodium caseinates. The coagulation of reten-
tate reconstituted with native fat globules (fresh cream)
and industrial fatty retentate was also investigated. The
results showed that fatty products reconstituted from
fresh cream and the industrial retentate presented lower
water holding capacity than that obtained with NPCs or
sodium caseinate emulsions.

The water holding capacity can also be measured
using a method based on washing out of water by heavy
water. The 75 experiments were performed before and
after washing with D,0O. The reduction in the NMR
signal is therefore proportional to the amount of water
replaced and is related to the water-holding capacity of
the sample, assuming that the NMR signal for liquid fat
protons is negligible.

emulsions

Dairy Fat and Dairy Emulsion
Solid-Fat Content Measurements

The most widespread application of NMR for dairy pro-
ducts is the solid-fat content (SFC) method. Since NMR-
SFC has become an international ISO method, the
method will not be detailed in this article, and only
certain key points will be mentioned and some recently
proposed improvements will be described. The general
determination of SFC is based on the sampling of two
points from the FID signal, one after the dead time of the
probe (11 ps) and the next at 70 ps. This method is valid
only for anhydrous products. If measurements are per-
formed on aqueous products such as butter or cream, the
contribution of the water signal should be subtracted from
the signal at 70 ps. Indeed, at 70 ps, the NMR signal
intensity is the sum of the intensities of the liquid fat
signal and the water signal. Moreover, this method

supposes that the relaxation time of the solid part is
temperature-independent and also independent of fat
composition when using an external reference. These
assumptions have not always been verified and a precise
analysis of the free induction signal of milk fat at 5°C has
shown that an intermediate phase characterized by
relaxation 75" (varying from 50 to 250 ps) range can be
detected. This intermediate phase represents about 4% of
the whole fat and thus should be considered when abso-
lute SFC is required. One solution to overcome the
choice of sampling time is to fit the complete NMR signal.
It was recently demonstrated that greater accuracy in the
measurement of the SFC could be achieved from com-
bined FID and CPMG acquisition. Moreover, this
method takes into account the « and [ polymorphic
forms of the fat crystal. In anhydrous products, the FID
of the a polymorph was described by a monotonically
decaying Gaussian function such as eqn [3], while for the
B and ' polymorph, an ‘Abragam sinc’ function has to be
added (eqn [15]). The results obtained demonstrated that
the NMR method was potentially the first technique to
provide simultaneously the amounts of the solid and
liquid phases and the polymorphic state of the lipids.
Therefore, the FID and CPMG relaxation decay curve
is fitted with the sum of terms for the liquid and solid
phases. The liquid phase is fitted by

[Liquid] = Z/ exp(——)+2[ exp(—T—)
[13]

and the solid phase is fitted by

g

= Z G(k)exp <7
7

[Solid]

2’:: Jexp ( A t2> sinlgfz)
e

[Solid],,

5P\ 2
,) for the o form  [14]
2k

exp(f TL) for the 3 form [15]

27

with Ly, Ly, L3, G, and P the proportions of the different
phases and T, their 75 distribution. 4 and B are the terms
of the Abragam sinc function. This method simulta-
neously provides the SFC and the ratio between the «a
and (3 polymorphic forms for the crystal phase. An exten-
sion of this method has also been proposed in order to
adapt the method to emulsions.

Polymorphism and Crystal Organization

Parallel to the development of this 75-based approach, an
investigation into the behavior of the spin-lattice 7
relaxation time from the crystallized fat phase was also
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carried out. The study was based on the effects of storage
tume on the fat crystal network. The 7T} of a model
mixture consisting of a liquid and a solid triacylglycerol
was followed over time (Figure 7). The evolution of T}
with storage time followed a power-law model which was
related to the Ostwald ripening phenomenon, which cor-
responds to the melting of smaller crystals to form larger
ones. At the same time, it was verified that polymorphism
and SFC remained constant. The changes in the thickness
of the crystals were determined by X-ray measurements
in order to establish the correlation between T of the
crystalline phase and crystal size. The two parameters
followed the same evolution (Figure 7), establishing
that the increase in 7 is related to growth in the thickness
of the crystals.

The sensitivity of the T) relaxation time of the fat
crystal organization has also been observed in fat mix-
tures with added surfactant and in food emulsions. For
example, wide variations in 7} were observed according
to the cooling rate of milk fat. A shorter 77 was observed
for a faster cooling rate, and the 77 was reduced when
surfactants were added, compared to the 7; from the
dairy fat without surfactant. In dairy emulsions, a change
in T; relaxation time of the fat crystal was observed
according to the maturation temperature of the emul-
sion. A narrow T, distribution was obtained for a
maturation temperature of 4 °C, whereas a bimodal dis-
tribution was obtained for a maturation temperature of
12 °C. Changes in the 7 relaxation time of the crystal-
lized fat phase have also been reported in ice cream mix
and ice cream. The T) of the crystalline phase thus
seems to be a very interesting parameter for investiga-
tion into the behavior of food containing significant
amounts of fat, since the fat crystal network confers on
food its physical properties.

Liquid Fat Phase and Crystal Network

Surprisingly, the behavior of the signal from lipids in the
liquid state has had little attention. In fact, the relaxation
tme of a mixture of lipids is often characterized by a
wide continuous distribution of relaxation times, both in
T, and T7, and is influenced by both the length of the
carbon chain and the amount of unsaturation, which
complicates the interpretation of relaxation times of
the lipid phase. Nevertheless, despite this wide distribu-
tion, a mean T, value can be calculated and this makes it
possible to explain the expected relationship between
the molecular mobility (reflected by 75) and the viscos-
ity and chain length of the triacylglycerol. It should be
pointed out that this relationship is valid only in a
nonconstrained system, in other words in the absence
of a crystal network. Indeed, in porous media, the spin—
lattice relaxation time (7)) and the spin—spin relaxation
ume (753) depend on the interactions with the surface of
the pores. The 77 and T) relaxation times at the surface
are reduced by dipole—dipole interaction, crossrelax-
ation, and chemical exchange. Due to the surface
relaxation mechanism, the relaxation times are shorter
in pores with a high surface-to-volume ratio. The
relaxation parameters can therefore be used to obtain
information on pore geometry. The relationship
between the T, or T relaxation times and the surface-
to-volume ratio can be expressed by

SA
VTIAZS

1 P

T] ,2measured T] ,2bulk

[16]

where T pu 1s the bulk relaxation time, 77, the
relaxation of the molecule at the surface of the pore,
and A the thickness of molecules interacting with the
surface of the pore. S is the total surface accessible to
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Figure 7 Evolution of T; (4) and crystal thickness () measured by X-ray diffraction over time for a 50:50 (w/w) mixture of tricaprin and
tristearin at 40 °C. The line corresponds to the power-law fit of T4 Reproduced with permission from Adam-Berret M, Riaublanc A,
Rondeau-Mouro C, and Mariette F (2009) Effects of crystal growth and polymorphism of triacylglycerols on NMR relaxation parameters.
Part 1: Evidence of a relationship between crystal size and spin-lattice relaxation time. Crystal Growth and Design 9(10): 4273-4280.
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the liquid phase and / the open pore volume. In the fat
crystal network, § corresponds to the specific surface
area developed by the crystals and /" depends on the
amount of liquid phase. The surface-to-volume ratio is
inversely proportional to the mean radius of the pores
and depends on pore geometry. The model presented
above is valid only when the system is in the fast
diffusive exchange limit, that is, when molecules are
mobile enough and exchange by diffusion between the
molecule in the pore and the molecule at the surface is
rapid. If the porous material contains pores of different
sizes, a superposition of monoexponential functions is
observed. It is then necessary to determine the distri-
butions of the relaxation times in order to obtain
information about the shape of the pore size distribu-
tion. However, it is only possible to determine the
average pore size.

This model was recently used to describe the behavior
of the mean 75 value of tricaprin in the liquid state in a
tristearin crystal network during storage (Figure 8). In
this situation, the amount of liquid phase remained con-
stant and the evolution depended only on the
modifications to the specific surface area developed by
the crystals. It was possible to note that there was a rapid
increase in 715 during the first few days and a slower
increase subsequently. The 75 values of the liquid phase
were fitted by a power-law model. It has already been
proved that the specific surface area of tristearin crystals
in paraffin oil decreases over time, as does the average
crystal size. This change in 75 was related to the decrease
in the specific surface area of the fat crystals during
storage.

Dairy Powders

The rehydration capacity of dairy powders is a crucial
quality criterion for dairy companies. Nevertheless, the
standard methods are crude and dedicated to milk powder
and not suitable for other dairy powders. In 1997, an NMR
method was proposed for monitoring rehydration. The
advantage of the NMR method is that measurement is
performed under strring at a controlled temperature.
Consequently, the NMR method provides complete
kinetics of the rehydraton process and can be used
whatever the composition of the powder. Usually, the
NMR method is performed during continuous stirring for
30 min and without stirring for the remaining 30 min. This
method allows the identification of the rehydrated protein
which exhibits low stability and high sensitivity to desta-
bilization through decantation. This method is based on the
T, changes induced by rehydration of the dairy protein,
and can therefore be used for milk powders and for dairy
protein powders. Moreover, due to the sensitivity of 75 to
protein structure, the method allows discrimination of the
powder according to the denaturation of the protein that is
induced by the preparation of the concentrate before dry-
ing and by the drying process itself.

Diffusion
Water Diffusion in Dairy Suspensions and Gels

The great advantage of PFG NMR is that quantitative
measurement of the diffusion of water and metabolites
can be performed noninvasively on a microscopic scale
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Figure 8 Evolution of T; from liquid fat phase and polarized light micrographs over time at 60 °C for a 50:50 (w/w) mixture of tricaprin
and tristearin. Reproduced with permission from Adam-Berret M, Riaublanc A, Rondeau-Mouro C, and Mariette F (2009) Effects of
crystal growth and polymorphism of triacylglycerols on NMR relaxation parameters. Part 1: Evidence of a relationship between crystal
size and spin-lattice relaxation time. Crystal Growth and Design 9(10): 4273-4280.
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and in any direction of displacement. Moreover, the
technique can be applied to most samples and provides
structural  information about the system being
investigated. The dependence of the water diffusion coef-
ficient on the protein concentration has been reported in
casein and whey protein solution and gels. In both sys-
tems, the water diffusion is reduced with increased
protein concentrations in solutions and gels (Figure 9).
The obstruction effect of the protein can be explained by
taking into account two self-diffusion flows: a water flow
close to the protein backbone and a water flow around
the casein micelles or globular whey proteins. The effect
of the change in network structure on the water diffusion
coefficient was also investigated for casein gels. No
difference in water diffusion was observed regardless of
the method of preparing the gel, that is, acid or renneted
gel. However, heat treatment of the whey protein solu-
tion induced a slight reduction in the water diffusion,
explained by a change in the accessibility of the whey
protein aggregates to water. For casein, it was recog-
nized that the overall accessibility to water was not
significantly affected by the formation of a gel. It was
concluded that water diffusion in protein systems
follows a general trend whatever the protein system
studied.

The specific effects of casein and fat content on
water diffusion have been outlined in a cheese model.
The experiments demonstrated that the water diffusion
was not explained by the water content of the
cheese model alone, as had been expected. The
obstruction effects induced by the casein and the fat
globules on the water diffusion were different. The
reduction of the water diffusion coefficient was less
with fat compared with casein, explained by the inter-
nal diffusion of water molecules in casein, which
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induced a significant reduction in the diffusion.
Moreover, a general model describing the effects of
water content on water self-diffusion has been pro-
posed. This model includes the effects of aqueous
phase composition, and the obstruction effects of casein
and fat droplets on water diffusion. It requires no
structural information on the gel network since no
effect of the structure has been observed, except when
the water distribution inside the gel becomes hetero-
geneous and when the serum phase starts to release.
This model was validated on information obtained from
industrial cheese.

Droplet Size in Dairy Emulsions

Using PFG NMR, the diffusion coefficient of mole-
cules can be measured over time (4). This parameter
can be chosen during the experiment from a few
milliseconds to several seconds. For free diffusion,
the diffusion coefficient is constant over A. This situa-
tion has been met in the experiments in dairy gels.
However, in dairy emulsions, when 4 is large enough
to allow the molecule to probe the boundary of the
droplet, the molecular displacement cannot exceed
the droplet size and diffusion is restricted. In this
case, the diffusion coefficient becomes a function of
the diffusion time 4 and the droplet size distribution
can be measured in oil-in-water (o/w) or water-in-oil
(w/0) emulsion from a careful analysis of the PFG
NMR data. The accuracy of the method has been
widely debated for determination of water droplet
and oil droplet size in food emulsions such as butter,
margarine, and dressings. However, the method has
mainly been applied to nondairy fat-containing pro-
ducts, because of the effects of the crystalline fat
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Figure 9 Water diffusion as a function of casein concentration for casein dispersion (@) in acid gels (O) and in rennet gels ([J) (left) and
water diffusion as a function of whey protein concentration in whey protein solution () and gels (O) (right). Reproduced with permission
from Métais A, Cambert M, Riaublanc A, and Mariette F (2004) Effects of casein and fat content on water self-diffusion coefficients in
casein systems: A pulsed field gradient nuclear magnetic resonance study. Journal of Agricultural and Food Chemistry 52(12): 3988-

3995 and from Colsenet R, Cambert M, and Mariette F (2005) NMR relaxation and water self-diffusion studies in whey protein solutions

and gels. Journal of Agricultural and Food Chemistry 53: 6784-6790.
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High amounts of solid fat may affect the apparent
droplet size because the fat crystal network may intro-
duce a second mechanism to hinder diffusion within
the droplet. For dairy products, it has been assumed
that droplet size measurement with PFG NMR can be
performed only at temperatures above 15°C, in view
of the SFC for butterfat according to temperature. For
example, the droplet size of fat in cheese has been
determined at 37°C.

Multidimensional NMR Relaxation

The NMR applications described above are all based on
the analysis of one-dimensional conventional relaxation
spectra. Although Ti-filtered T, or T5-filtered acquisition
has been performed for some specific applications, the
data have always been processed with a one-dimensional
Laplace inversion. The advent of a fast algorithm for two-
dimensional Laplace inversion has recently led to the
development of ‘multidimensional’ NMR relaxometry.
These types of measurements are valuable to improve
the assignment of multiexponental relaxation behavior
and to study dynamic processes such as chemical
exchange or diffusive exchange. For example, 15-7T;
correlation and D-T) correlation experiments have been
performed on milk, yogurt, cream, and cheese. For milk
samples, a single peak was observed for both experiments
and in both cases the two-dimensional relaxation
approach did not provide more information than one-
dimensional relaxation experiments. However, for the
other samples, a bimodal distribution was observed for
both experiments (Figure 10). The first peak was
assigned to the water fraction and the second peak to
the fat fraction. In 7T\—7, correlation experiments, the
separation between the two relaxation components was
still difficult and affected by the water content of the
sample. Indeed, the results showed that the fat relaxation
did not change with the chemical composition of the dairy
sample, while the water relaxation associated with the
water  phase sample to sample.
Consequently, for a few samples, an equal relaxation
time value was observed for the two fractions, thus pre-
venting any separation of the two compounds. In contrast,
the DT distribution functions improved separation of
the water and fat features and, because of the wide differ-
ence between the water diffusion and fat diffusion
coefficients, this separation was independent of the che-
composition. Such  methods offer many
opportunities for sample characterization, but it is neces-
sary to step back from the complexities of real food
systems in order to assign the peaks to particular proton
pools.

varied from
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Magnetic Resonance Imaging

Evaluation of Water and Fat Content Distribution
by MRI

Using MRI to obtain water and fat content distribution is
one of the applications that are widely represented in the
literature about food. Several NMR parameters are used to
determine water content, that is, proton density and spin—
spin relaxation time 75 since both are dependent on the
water content. The spin—lattice relaxation time 7 can also
be used but, because its sensitivity to water content is less
than the sensitivity of 75, the latter is preferred. The MRI
method requires establishing a model between the gray
level intensity of the voxel and the water content whatever
the NMR parameters chosen for the experiments (proton
density, 75 or T)). Nevertheless, the 75- or 7Tj-based
approach is usually preferred since the methods based on
this approach are less sensitive to the variation in gray level
induced by the nonuniformity of the coil used for excita-
tion and acquisition of the MRI signal. For example, a
Ty-based method has been successfully used for the deter-
mination of water distribution during the draining of curd
(Figure 11). A linear model was previously validated
between the water relaxation rate (1/75) and the water
content, then the 75 was computed for each voxel in the
image, and the water content was calculated from the
model. Moreover, other information can be extracted
from MR images such as the size of the curd, the location
of whey, and the amount of whey in the container. The
same approach has been used to study the effects of
freezing—thawing on the macroscopic structure and water
distribution in the curd. The MRI method for water con-
tent distribution measurements has also been evaluated on
fatty products such as cheese and cream.

This requires a more sophisticated MRI acquisition
protocol and the complexity of the model between the
gray level intensity and the water content increases.
Indeed, the methods require that the gray level intensity
is not polluted by the fat proton or the water proton when
fat distribution methods are implemented. A sophisticated
method has been proposed mainly based on the differ-
ences in resonance frequency between fat and water
protons.

Macrostructure Information

Many attempts have been made to quantify the
macroscopic structure or organization of cheese and
to relate these features to quality criteria. This
approach was first applied to Swiss cheese for quanti-
fication of the morphology of holes by MRI. The
number of holes was determined, and the thinness
ratio, cross-sectional area, and hole center locations

were calculated. The mean gray level, angular
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Figure 10 Comparison of T;—T, distribution functions (left) and D-T, distribution functions (right) measured on four different dairy
products: skimmed milk, heavy cream, a soft cheese (Brie), and a hard cheese (Emmentaler). The dashed lines in the T1-T, distribution
functions indicate T4 = T,, whereas in the D-T, distribution functions, they indicate the diffusion coefficient of water. Contour lines are
shown at 10, 30, 50, 70, and 90% of the maximum values in each panel. Reproduced with permission from Hurlimann MD, Burcaw L,
and Song YQ (2006) Quantitative characterization of food products by two-dimensional D-T-2 and T-1-T-2 distribution functions in a
static gradient. Journal of Colloid and Interface Science 297(1): 303-311.

moment, and contrast of gray scale images were cal-
culated to define the internal texture of Swiss cheese
and a classification procedure was devised using these
parameters. This approach was also used for the clas-
sification of soft cheese according to the processing
conditions, and to predict the sensory textural proper-
ties of the cheese. Other examples have focused on the
determination of rind thickness and analysis of the
structure of blue-veined cheeses (Figure 12).

Microstructure and Molecular Structure
MRI

The sensitivity of 75 water relaxation to changes in the
molecular dynamics of protein has also been at the origin
of MRI investigations into dairy processing operations.
Consequently, if the voxel intensity is 75 value-weighted
(T5-weighted images), information can be provided by
MRI at a molecular level. However, since several
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Figure 11 Water distribution in curd according to draining time. Images were acquired with an open scanner (Siemens) at 0.2T.
Reproduced with permission from Mariette F, Davenel A, Marchal P, and Chaland B (1998) A study of water by NMR and MRI in dairy

processes. Revue de I'Institut Francais du Petrole 53(4): 521-525.

Figure 12 T,-weighted MR images of blue-veined cheeses at D + 3 (left), D + 15 (central), and D + 37 (right). Reproduced with
permission from Onea A, Collewet G, Fernandez C, Vartan C, Richard N, and Mariette F et al. (2003) Quality analysis of blue-veined
cheeses by MRI: A preliminary study. Proceedings of the SPIE, The International Society for Optical Engineering. San Diego, CA, USA.

processing operations induce concomitant changes in
water content and molecular structure, both of which
affect the MR images to a certain extent, care should be
taken in the design of MRI protocols in order to provide
correct interpretations of the gray level intensity of the
images. It is nevertheless possible, using the appropriate

MRI protocol, to obtain spatial distributions on the scale
defined by the voxel size (between 100 um up to several
millimeters) of structural changes on a molecular scale.
This property has been widely exploited for the study of
cheese ripening and freezing—thawing effects in dairy
gels.
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Figure 13 T, map of soft cheeses according to ripening time. (a) D + 9, (b) D + 14, (c) D + 30, and (d) D + 44. Images were acquired

with an open scanner (Siemens) at 0.2T.

For example, Figure 13 represents a 75 map of soft
cheese as a function of time of ripening. As explained pre-
viously in the ‘NMR Relaxation’ and ‘Concentrated Dairy
Products: Cheese Products and Retentate’ section, change in
T; can be related to change in the protein network structure
induced by an increase in pH. After 9 days, the relaxation
time of the cheese was low and slight heterogeneity was
observed. After 14 days, an increase in the 75 was observed
on the periphery of the cheese. Moreover, a gradient took
place from the center to the cheese surface. The high 75
value voxel number increased to the detriment of the low 75
value voxel number as a function of time. After 44 days, all
the voxels had reached the same 7T values and the cheese
was totally mature. The variation in 75 observed during
ripening was in close agreement with the expected ripening
mechanism. Indeed, it is known that the deacidification
occurs initially at the surface, resulting in a pH gradient
from the surface to the center of the cheese. The MRI
technique could thus be applied to different ripening con-
ditions, and the kinetics of ripening could be followed.

The effects of freezing on Mozzarella have been
studied according to the 75 distribution in the 75 map.
Differences between unfrozen pasta filata and nonpasta
filata were noted in the 75 histogram. Moreover, after a
freezing—thawing process, the 75 histogram was modified
and this effect was dependent on the initial structure of
the cheese and also on the storage time, the differences
being explained by the microstructure of the gel and by
the damage to the protein structure induced by the
freezing—thawing process.

Future Trends

The NMR and MRI applications described in this article
demonstrate the potential for non-invasive characteriza-
tion of dairy processing and how information about
composition, internal structure at different scales, and
molecular mobility can provide new insights into the
mechanisms involved in dairy engineering and
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formulation. Moreover, several studies are currently in
progress to improve the applications of NMR and MRI
techniques to dairy sciences. Some of these, such as the
use of multidimensional NMR relaxation, are related
directly to ways of manipulating spin magnetization and
will increase the sensitivity of NMR to changes in the
molecular structure. Some involve the design of new
magnet geometry such as the NMR-Mouse, and some
are open access systems such as the Halbach magnet,
which will allow the characterization of products directly
in the factory, or through the packaging. Finally, devel-
opments are proposed for the measurement of non-NMR
parameters such as flow and rheological properties,
referred to as velocimetry MRI or Rheo-NMR, and
others have proposed multisensor technology when
NMR is simultaneously combined with other spectro-
scopy techniques such as near-infrared (NIR),
impedance and ultrasound, or scattering techniques.
These recent studies demonstrate that promising new
results can be expected in the near future.

See also: Butter and Other Milk Fat Products:
Anhydrous Milk Fat/Butter Oil and Ghee; Properties and
Analysis. Cheese: Acid- and Acid/Heat Coagulated
Cheese; Biochemistry of Cheese Ripening; Blue Mold
Cheese; Camembert, Brie, and Related Varieties; Curd
Syneresis; Pasta-Filata Cheeses: Low-Moisture Part-
Skim Mozzarella (Pizza Cheese). Dehydrated Dairy
Products: Milk Powder: Physical and Functional
Properties of Milk Powders. Fermented Milks: Yoghurt:
Types and Manufacture. Milk: Physical and Physico-
Chemical Properties of Milk. Milk Proteins: Casein
Nomenclature, Structure, and Association. Water in
Dairy Products: Water in Dairy Products: Significance.
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Introduction

Chromatographic methods of analysis, which combine the
separation and analysis steps, are very useful for the
analysis of complex foods such as milk and dairy
products, and several techniques have been developed
and standardized (Table 1). Chromatography in general
comprises separation techniques in which the analytes
partition between different phases that move with differ-
ent velocities relative to each other. In principle, anything
that can be dissolved can be analyzed by high-perfor-
mance liquid chromatography (HPLC) using different
techniques to separate the analytes by size, charge,
solubility, or biological activity (Table 2). Components
that are volatile, or could be made volatile by heating or
derivatization, can be analyzed by gas chromatography
(GC). Thin-layer chromatography (TLC), which was
developed long before HPLC and GC, is still used
for specific analyses (e.g., analyses of radioactive com-
pounds). Only the highly automatic techniques HPLC
and GC will be discussed further in this article.

Because of the complex structure of milk and dairy
products, some sample preparation is needed before
chromatographic analysis can be performed. For liquid
chromatography, fat is separated efficiently from the
protein and aqueous phase by techniques such as cen-
trifugation at high speed and low temperature.
Deproteination is performed by acid precipitation fol-
lowed by centrifugation or filtration. The components of
the aqueous phase may be fractionated specifically using
ultrafiltration, further precipitation, extraction with
organic solvents, distillation, or initial chromatography
on solid-phase cartridges. Solid products like cheese
have to be dissolved or dispersed in a solvent as a first
step of sample preparation and are then treated similar
to liquid dairy products. Specific sample preparation
methods used for the analysis of volatile compounds
are described in the section ‘Gas chromatography’.

HPLC and GC techniques that are commonly used to
analyze milk and dairy products are described briefly
below. Separation techniques, detection methods, and
some specific sample preparation methods are described,
and analysis methods currently used for different
components of milk and dairy products are given as
examples.

Gel Permeation Chromatography

The separation principle of gel permeation chromatogra-
phy (GPC) or size-exclusion chromatography (SEC) is, in
general, simple. The analytes should preferentially not
interact with the stationary phase and they should be sepa-
rated only by their ability to penetrate the pores of the
matrix. Smaller molecules penetrate more easily into small
pores of the porous stationary phase, than larger molecules
do, which consequently have a shorter passage through the
column and elute first. Buffers should be chosen for their
ability to dissolve the sample and keep the analytes sepa-
rated. To suppress interaction of the column material with
the analyte, separation is usually performed at a particular
salt concentration. Samples that are poorly soluble or tend
to aggregate (e.g, caseins) require to be suspended in
buffers containing dissociating agents like urea (typically
6mol1™"), sodium dodecyl sulfate, ethylenediaminetetraa-
cetic acid (EDTA), mercaptoethanol, or dithiothreitol.

The choice of column packing material is crucial and
the pore size determines which molecular range can be
separated. The stationary phase commonly consists of
polymer beads made of polyacrylamide, cross-linked
dextran (Sephadex), or agarose for low-pressure appli-
cations, or for high-pressure applications, silica that may
be derivatized with glycidylpropylsilane for use at
neutral and acidic pH, or polystyrene beads are used.

The separating power of GPC is generally poor and the
technique is used mainly as a step in purification procedures
and sample preparation. In the case of dairy products, whey
proteins may be analyzed successfully by GPC (Figure 1).
Several GPC methods have been tested for describing the
extent of proteolysis in cheese. This is because GPC can be
used to measure the changes in the molecular size distribu-
tion of released peptides incurring during the maturation of
cheese. However, the resolving power has so far been poor,
and problems with association between protein and peptide
molecules in the samples, as well as interaction with the
stationary phase, are not easily overcome.

lon-Exchange Chromatography

lon-exchange chromatography (IEC) separates molecules
on the basis of their molecular charge or, in the case
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Table1 Components of milk and dairy products analyzed by chromatographic methods

by IDF standards

Component Method IDF standard
Chymosin, bovine pepsin IEC 110B:1997
Vitamin A RP-HPLC 142:1990
Vitamin D RP-HPLC 177:2002
lodide in milk RP ion-pair HPLC 167:1994
Cholesterol TLC, GLC 159:1992
Sterol composition of fat GC 200:2006
Antioxidants in butter oil RP liquid chromatography 165:1993
Benzoic acid, sorbic acid RP-HPLC 139:2008
Natamycin RP-HPLC 140-2:2007
Furosine lon-pair RP-HPLC 193:2004
Heat treatment intensity Gel permeation HPLC 162:2002
Lactulose Cation-exchange HPLC 147:2007
Lactose HPLC 198:2007
Acid-soluble -lactoglobulin RP-HPLC 178:2005
Organophosphorus compounds GLC 144:1990
Pesticides, organochlorine compounds Capillary GLC 130:2008
Aflatoxin M, Immunoaffinity, TLC 190:2005
Aflatoxin M4 Immunoaffinity, HPLC 171:2007

GC, gas chromatography; GLC, gas-liquid chromatography; HPLC, high-performance liquid
chromatography; IDF, International Dairy Federation; IEC, ion-exchange chromatography; RP,

reversed-phase; TLC, thin-layer chromatography.

Table 2 Separation principles in HPLC

Molecular property HPLC technique
Size GPC
Charge IEC
Biological activity Affinity chromatography
Hydrophobicity/hydrophilicity HILIC
RP chromatography
HIC

GPC, gel permeation chromatography; HIC, hydrophobic interaction
chromatography; HILIC, hydrophilic interaction liquid chromatography;
HPLC, high-performance liquid chromatography; IEC, ion-exchange
chromatography; RP, reversed-phase.

of large polymers and biomolecules, mainly on the basis
of their surface charge. Analytes with charge opposite to
that of the ion-exchange resin are retained to different
extents. At a pH above the pl (pH at isoelectric point) of
the analytes, they become negatively charged and will
bind to an anion exchanger. Salt and pH gradients are
used to elute the compounds from the column. The
resolution is influenced by the pH of the eluent, which
affects the selectivity and the 1onic strength of the buffer,
which in turn mainly affects the retention. The combined
effects of ionic strength and pH are used to optimize a
separation.

Principally, four groups of ion-exchange resins exist;
they may exchange anions or cations and they may be
weak or strong. Anion-exchange resins are prepared by
attaching cations to the matrix. The attached ions are
associated with negatively charged counterions, which

are mobile and can be exchanged by ions in the sample.
Analytes with higher affinity for the matrix than the
counterions will be exchanged. The ionic charge of the
analytes depends greatly on pH.

An early application of ion-exchange separation with
HPLC is the ‘amino acid analyzer’. Amino acids are sepa-
rated on a cation-exchange column using a complex pH
gradient from acidic to basic reaction to elute the amino
acids as a function of their isoelectric pH. Post-column
derivatization with ninhydrin is made online and the
amino acids are detected using spectrophotometry. A draw-
back for this technique is the high cost of the equipment,
and, further, it can be used only for amino acid analysis.

Milk proteins are separated and analyzed by IEC.
Typically, the proteins are loaded onto the ion exchanger
in a buffer of chosen pH and low ionic strength. The
proteins are commonly eluted using a linear gradient of
ionic strength over 10-20 column volumes to a NaCl
concentration of about 0.25-0.50moll™" in the elution
buffer.

The caseins are separated by high-performance anion-
exchange chromatography. The sample solution and the
elution buffers contain large amounts of a dissociating
agent such as urea, and a NaCl gradient is used for
elution. The v-, 8-, and k-caseins are well separated,
but o - and a,,-caseins co-elute. For analytical purposes,
capillary electrophoresis offers better possibilities of
separating all casein components, as well as their primary
breakdown products, in cheese.

The isoelectric pH values of lactoferrin and lactoper-
oxidase are higher than that of any other main milk
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Figure 1 Gel permeation chromatography to whey proteins on
a TSK Gel G2000SWXL 7.8 x 300 mm column with a 6 x 40 mm
TSK guard column and a buffer of 0.01 mol I~" KHoPO,,

0.09mol I~ " K,HPO,4, and 0.15mol I~ Na,SO,, pH 5.75 at a flow

rate of 0.8 mimin~".

proteins and it is possible to choose a pH value where
they are the only two proteins that are positively charged.
Cation-exchange chromatography with a polymeric resin
is an excellent technique to both analyze and purify these
proteins.

Anion exchange at a high pH is useful for the analysis of
carbohydrates. These analytes are at least partly ionized at
high pH and can be separated using a strong anion-
exchange resin (Figure 2). This approach cannot be used
with silica-based columns, which will deteriorate at the
high pH, and a base-stable polymer anion-exchange matrix
is needed. A polystyrene and divinylbenzene substrate
agglomerated with quaternary amine-activated latex is
used for analyzing mono- and disaccharides. Attention
must be paid to the instabilities of several carbohydrates
at pH above 7.0, such as epimerization or deacetylation of
N-acetyl glucosamine. Usually, the analysis is made at a
sufficient short time, but whenever a longer time is needed,
the stability must be investigated. High-precision detection
of the carbohydrates is successfully made using pulsed
amperometric detection (PAD).
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Figure 2 Anion exchange chromatography of carbohydrates
on a Dionex Carbopac PA1 9 x 250-mm column with a flow rate
rate of 1 mImin~". Elution gradient was 0-10min at 5mmol |~
NaOH, 10-20 min linearly from 5 to 100 mmol =" NaOH and
0-200 mmol I~" HAc, 20-25 min at 100 mmol I~ NaOH and from
200 to 500 mmoll~! HAc, 25-30 min from 100 to 25 mmol |~
NaOH and 500-1000 mmol I~! HAc. Detection was made by
Dionex ED 40 electrochemical detector. Unpublished data from
our laboratory by Dorte Fris Jensen.

Reversed-Phase High-Performance
Liquid Chromatography

The chromatography method most commonly used
for analytical purposes is reversed-phase high-
performance liquid chromatography (RP-HPLC). The
stationary phase of RP-HPLC columns is nonpolar
and typically made of silanized silica with Cg or Cig
groups coupled to the silanol groups. A large variety of
organic molecules may then be chromatographically sepa-
rated using a polar, largely aqueous, mobile phase. The
surface of silica always contains quite a lot of free silanol
groups, which act as weak cation exchangers at neutral
pH. At or below pH 3, the silanol groups are protonated
and do not interfere with the chromatography, which
could be a reason for choosing a low pH.

Casein that has been precipitated from milk or dairy
products and dissolved in a buffer may be analyzed by
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RP-HPLC, but - and ~y-caseins are only partly sepa-
rated. Casein solutions are preferably analyzed by
capillary electrophoresis.

A standard protocol for gradient elution at low pH has
been developed for proteins and peptides. Water with
0.1% trifluoroacetic acid (TFA, as counterions to avoid
aggregation and non-specific interactions) is used as the
hydrophilic part of the mobile phase and the organic part
acetonitrile (also containing 0.1% TFA) as the hydro-
phobic modifier. This method is used widely for the
analysis of casein hydrolysates and water-soluble pep-
tides in cheese. The peptides are detected online by
measuring ultraviolet (UV) absorbance at 210-220 nm.
The lower part of the interval is preferred because of a
higher sensitivity. The method is used to study changes
in peptide profiles during cheese ripening or to compare
typical profiles of specific cheese varieties (Figure 3).
Chemometric methods are used for evaluation of differ-
ences between the peptide profiles. However, because of
independent variations in both retention time and light
absorbance, quite a lot of data manipulation is needed to
achieve correct results. The chromatograms represent a
much higher number of peptides than there are peaks,
but it is possible to identify peptides of the most domi-
nant peaks using online mass spectrometry (MS) as well
as sequencing of the amino acids using tandem MS-MS
or even analysis of fragments of amino acids obtained by
MS®. UV spectra of the peaks measured online can be
used as a step in the identification procedure because
some amino acids differ markedly from others especially
in absorbing light at 280 nm (tyrosine and tryptophan).

RP-HPLC of small organic molecules such as amino
acids, amines, small carboxylic acids, and a-ketoacids is
commonly performed after derivatization and at a pH
where the silanol groups of the silica surfaces contri-
bute to the separation. This group of analyses will be
exemplified here by HPLC of amino acids that are
typically derivatized at the primary amino group with
o-phthalaldehyde (OPA) and 3-mercaptopropionic acid
(MPA). The amino acid proline has no primary amino
group and is not derivatized by OPA and a second
derivatization step is needed if all amino acids are to
be analyzed. The separation is then made according to
the different properties of the amino acid side chains
usually around neutral pH. By including an internal
standard, at least 23 amino acids can be analyzed quan-
titatively this way (Figure 4). The coefficient of
variation can be kept well below 5% for most amino
acids, but sometimes it can reach up to 10% because of
variations in the interactions between amino acids and
the negatively charged column material, with the latter
undergoing changes during aging. Another drawback is
that the derivatives of some amino acids are not stable
for a long time, making an automatic derivatization
and injection system highly useful. Several other
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Figure 3 Reversed-phase high-performance liquid
chromatography profiling of peptides in different mature cheese
varieties. A silica column (Nucleosil 5 um C4g, 250 x 4.6 mm) was
used with an elution scheme in three steps at a flow rate of
1mimin~". The gradient started with 0.1% trifluoroacetic acid
(TFA) and then a linear increase from 0 to 48% acetonitrile for
80 min and finally for 10 min with 80% acetonitrile for 10 min with
a constant TFA concentration. Three amino acids (Tyr, Phe, and
Trp) and two whey proteins (x-lactalbumin and s-lactoglobulin)
are found on all the chromatograms. P-P is proteose-peptone
from plasmin activity on -casein. Peptides from the amino end
of ag1-casein are peaks 1-6, (f1-9), (f1-8), (f1-7), (f1-6), (f1-13),
and (f1-14), respectively.

derivatization methods have been developed for

amino acids and these can solve the problem
of wunstable derivatives; however, all have some
limitations.

Hydrophobic anions or cations may be added to the
eluents to prolong retention of oppositely charged mole-
cules, which speeds up the elution of the molecules with
the same charge without affecting the neutral analytes at
the chosen pH. This technique is named paired-ion chro-
matography and is used, for example, to improve
resolution for analysis of water-soluble vitamins.
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Figure 4 Reversed-phase high-performance liquid chromatography used for quantitative analysis of amino acids on a Waters
XTerra™ RP18, 3.5 1 column. o-Phthalaldehyde derivatives were analyzed at 340 nm. The elution buffers contained tetrahydrofuran and
Titriplex Il as described in the Laboratory Manual in further reading section. A linear gradient was used from retention time 0 to 28 min
with an increase in acetonitrile from 0 to 32% and a slight increase in NaOAc from 30 to 34 mmolI~". Using an internal standard (NVA)
and reference standard curves, it is possible to obtain quantitative results. Three of the amino acids give two peaks each, but it is
possible to handle quantitatively. GABA, v-aminobutyric acid; AABA, a-aminobutyric acid; NVA, norvaline.

Other HPLC Techniques

Adsorption chromatography or normal-phase chromato-
graphy (NPC) uses a polar adsorbent (silica) and a
nonpolar mobile phase such as petroleum ether and chloro-
form. Hydrophilic interaction liquid chromatography
(HILIC), which can be considered as a modern version
of NPC, uses an aqueous mobile phase for the separation
of very polar analytes, such as hydrophilic peptides, sugars,
oligosaccharides, and complex carbohydrates. In particular,
this technique has become popular for the analysis of fluor-
escently derivatized N- and O-glycans (oligosaccharides).
The same separation mechanisms as for RP-HPLC are
used for hydrophobic interaction chromatography (HIC),
but denaturation of analytes occurs less frequently because
the column material has a low population of hydrophobic
groups, while those used for RP-HPLC have the entire
surface covered with these groups. Proteins are injected to
the column in a salt solution and then water and dilute
buffers with low ionic strength are used to elute them using
a salt gradient of decreasing salt concentration. HIC is
important as a preparation step for biologically active
molecules with a complicated structure that is sensitive to
denaturation and crucial for biological activity.

Enzymes and other biologically active molecules may
be isolated and analyzed by high-performance liquid
affinity chromatography. Columns are available with
tresyl chloride-activated silica, which can couple with
amino groups of different molecules such as proteins or
peptides. Components with an affinity specific to those
groups may then be analyzed. Phosphopeptides are
analyzed successfully in dairy products using Fe(IIl)
affinity chromatography.

Detection Techniques for HPLC

Spectrophotometry is the most commonly used technique
for online detection in HPLC. Analytes with UV absorp-
ton are very well detected without derivatization. For
example, proteins are detected at 280 nm; two amino acid
residues, tyrosine and tryptophan, absorb light at this wave-
length. UV /visible (VIS) spectrophotometry is used for
detecting small derivatized analytes that absorb light at a
specific wavelength. Diode array detectors may register the
spectra for a defined interval of wavelengths and can be
used for online identification of specific compounds by
comparing the spectrum with those in a database.
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Fluorimetry measures the fluorescence at a specific
emission wavelength after induction with a light pulse of
a specific excitation wavelength. Combining these two
wavelengths in different ways gives possibilities for very
specific analysis of components or groups of components.
The detection limits for fluorometric methods are typi-
cally 10 times better than for light absorbance detection
methods. Some compounds have intrinsic fluorescence,
for example, tryptophan, tyrosine, and phenylalanine in
proteins, whereas others require derivatization with
fluorescent probes, for example, 2-aminobenzamide and
2-anthranilic acid for glycan analysis.

Potentiometry measures the current produced in a
sample when a defined voltage is applied to the sample.
PAD methods are developed especially for analyzing
carbohydrates in an effluent stream. pulsed amperometric
detection (PAD) measures the current generated from
electrolytically oxidized analytes on the surface of a
gold electrode, after application of specific patterns of
positive potential pulses over the sample to be analyzed.

Refractometry is the classical technique used to detect
sugars that change the refractive index of the eluent. The
method 1s, however, applied only to neutral carbohy-
drates and the sensitvity is low compared to other
techniques. It is used successfully for identification of
sugar peaks that may interfere with the results when
analyzing other compounds in complex samples from
foods like milk and dairy products.

Evaporative light-scattering detection can be used for
measuring phospholipids in dairy products by atomizing
the HPLC column eluent and following evaporation.
Light scattering by the particles is measured at 45° to
the incident beam of light. A modification of this is multi-
angle laser light scattering, which provides information
regarding molecular dimensions and molecular mass of
the eluted solute and is often used to measure aggregates
in heat-treated products.

Surface plasmon resonance (SPR) in combination
with HPLC utilizes electrostatic adsorption of proteins,
which have positive or negative charges, onto the
surface of a chemically treated SPR sensor and employs
changes in the refractive index at the interface of the
metal /HPLC eluent solution of the SPR sensor. This
technique can be used to detect compounds that do not
absorb in the UV /VIS range.

Radioimmunoassay can be used online to detect
radioactivity from labeled molecules coupled to the
analytes. It is also useful for studying biological activities on
an added radioactively labeled component. The main pro-
blem involved in using this technique by many laboratories is
the expense involved, because the whole chromatography
equipment needs to be keptin rooms approved for work with
radioactivity and needs to be handled with special care.

MS determines the molecular mass of the analytes
online in a

small amount of sample from the

chromatographic column. Mainly positively charged
ions are separated according to their relative masses.
Large molecules may be ionized resulting in one or
more charges, and may give complex spectra, which can
be used for their identification. Depending on the
technique used, the ions may be analyzed intact or
after fragmentation (due to the ionization process).
Determination of the molecular masses of the fragmented
ions is useful in identification work. The mass spectra can
be compared to those collected in a database and be used
for identification of the analytes. In electrospray ioniza-
tion (ESI), the sample and the solvent are sprayed through
a needle, producing droplets, which evaporate and
thereby form ions. These are fed through a capillary and
into a quadrupole ion trap, which, by using a radiofre-
quency, selects individual ions. These may be fragmented
by collision with helium resulting in a predictable frag-
mentation. The individual fragments are analyzed and the
identity of the parent ion determined using software for
this purpose.

Gas Chromatography

GC is a widely used technique to analyze thermally stable
compounds that are volatile or may become volatile after
derivatization. The sample is introduced to the GC
system via a heated injection port and carried through
a column in a continuous gas stream. Separation on the
gas chromatographic column is based on volatility and
interactions of the analytes with the stationary phase.
Volatile compounds in foods are commonly present at
low concentrations (ngkg™" to mgkg™); hence, prior to
GC analysis, the volatile compounds have to be isolated
from the food matrix and concentrated. Interactions of
volatiles with fat and protein in dairy products have to be
considered, because it may influence their release from
the product during sample preparation and analysis.
Most isolation methods for dairy volatiles are based on
either headspace analysis or distillation combined with
solvent extraction. Static headspace sampling is quite a
simple method for analyzing the headspace of a sample
that has been kept in a closed container at a defined
temperature until equilibrium between sample and head-
space is reached. A higher sensitivity is obtained by purge-
and-trap or dynamic headspace sampling in which the
sample 1s purged with an inert gas stream above or
through the sample, continuously removing the headspace
and shifting the sample/air equilibrium. The stripped
volatile constituents are collected in a trap, containing
adsorbent material, and are desorbed from the trap prior
to GC injection by either heat or a solvent. Solid-phase
microextraction (SPME) is a technique developed more
recently where volatiles adsorb to a thin solid-phase
coated fiber that is kept in the headspace above the
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sample. The adsorbed volatiles are thermally desorbed in
the GC injector. The composition of the adsorbents varies
and it is possible to select an adsorbent for a chosen group
of components. SPME and static headspace are widely
used in routine analysis, and the sensitivity can be
increased by increasing sampling temperature. GC sam-
ples can also be prepared by simultaneous distillation
extraction using either atmospheric pressure or low pres-
sure and a temperature around 30—40 °C to avoid artifacts
from chemical reactions. Acid, neutral, and basic volatiles
are extracted with high precision, but highly volatile
compounds like acetaldehyde and several sulfur com-
pounds may be lost. Solvent-assisted flavor evaporation
(SAFE) is a direct high-vacuum distillation technique that
is used for milk, working at ambient temperature prevent-
ing thermal changes. One drawback of methods that
involve the use of solvents is the resulting solvent front
in the chromatogram masking early eluting compounds.
Derivatization can be used to make compounds more
volatile and this procedure is efficient for the analysis of
short-chain carboxylic acids in cheese. The acids are
analyzed using GC after vapor distillation and benzyl
esterification, with a capillary column and a known detec-
tion limit (e.g,, 10 mgkg™" for butyric acid). GC methods

for free fatty acids in butter and cheese, as well as for fatty
acid composition of milk fat, are widely used. Also, amino
acids may be analyzed with GC after derivatization.

For GC analysis of foods, flame-ionization detectors
(FIDs) and MS are the most commonly used detectors,
but other detectors like the nitrogen—phosphorus detector
(NPD) are also available. In FID, the organic compounds
are readily pyrolyzed when introduced into a hydrogen—
oxygen flame and ions are produced in the process. These
ions are collected at charged electrodes and the resulting
current 1s measured by means of an electrometer ampli-
fier. Compounds are identified by their retention time
and the identity of peaks is confirmed by adding known
reference substances to the sample (spiking), and FID
results are successfully used for quantification. Better
identification, however, is obtained by an MS detector.
The concentration of many volatile compounds in dairy
products is below threshold for odor activity. Those that
are odor-active can be determined by GC-olfactometry,
in which a human nose is used as detector of the com-
pounds eluting from a GC column. In GC—olfactometry,
several people may be used as assessors. Some substances
can be detected at lower concentrations with olfactometry
than with MS detection (Table 3).

Table 3 Flavor-active compounds analyzed by GC of a 10-month-old Prima Donna cheese sampled by dynamic

headspace, given in the order they elute from the column

No. Odors observed by GC-olfactometry

Compounds identified by GC-MS

1 Solvent, permanent marker, butyric acid 2-Methylbutanal, 3-methylbutanal
2 Caramel, diacetyl, butter, cheese 2,3-Butandione (diacetyl)
3 Fruit, pineapple, ethyl butanoate Ethyl butanoate
4 Caramel, sweetish, diacetyl-like 2,3-Pentandione
5 Burned, burned coffee, sweetish, greenish/fermented Unknown
6 Silage, cat food, cheese, onion, slightly green Unknown
7 Solvent, sour, estery 2-Methylbutanol, 3-methylbutanol
8 Sweetish, fruity, nasty, fermented Ethyl hexanoate, (2)-4-heptenal
9 Dirty socks, popcorn, sweetish, baked 2-Acetyl-1-pyrroline
10 Fermented, onion, cheese-like Dimethyl trisulfide
11 Pea pod, pyrazine, cucumber, potato, dry Isopropyl methoxypyrazine
12 Butter, dairy, cucumber, sweetish (E)-2-Octenal
13 Potato, cabbage, fermented Methional
14 Solvent, metallic, acid Unknown
15 Slightly green, slightly potato, carrot, gas, old 2-sec-Butyl-3-methoxypyrazine
16 Grass, sourish, cucumber (E,E)-2,6-Nonadienal
17 Flower, hyacinth, cheese Phenyl acetaldehyde

18 Vitamin tablet, soup, cheese

19 Pig sty, dirty dish cloth, butyric acid, dirty feet, cheese

20 Fruity, gas, sourish
21 Cheese-like
22 Sweetish baked, rice, sour, burned

23 Fresh herb, tobacco, slight potato/vegetable, newly boiled rice, dry

2-Methyl-3-(methyldithio)furan
Isovaleric acid
(E,E)-2,4-Nonadienal
Pentanoic acid
2-Acetyl-2-thiazoline
Unknown

24 Ozone, fruit, electric train, plastic/rubber, oat flakes, bad (E,Z,E)-Nonatrienal
25 Coconut, dill, aromatic plant 6-Decalactone
26 Fruit, sweetish, coriander 6-Dodecalactone

27 Bad breath, cigarette smoke

Unknown

GC, gas chromatography; GC-MS, gas chromatography—mass spectrometry.
C Varming, MA Petersen, and Y Ardd, Department of Food Science, University of Copenhagen, Denmark, unpublished data.
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Future Trends

Column materials have been developed extensively dur-
ing recent decades and have reached a very high
technological level, and this development continues
mainly for more specific applications. The improved
quality of the instruments considerably facilitates chro-
matography. It is possible today to have stable pressure
from the pumps, degassing systems giving constant com-
position of the buffers for each run, and efficient flow
through detectors, and these improvements will continue.
On the very high-standard equipment available today, sev-
eral new analysis applications will be seen in the near future.
Online detection of UV /VIS spectra and mass spectra (MS)
1s becoming available for many laboratories, and it makes the
identification work much easier. Development is expected in
the improvement of solid-phase extraction methodologies as
well as improvement in MS techniques including refinement
of Fourier transform ion cyclotron resonance. New develop-
ments of several other online detection techniques could be
expected, and multivariate statistical analysis is increasingly
adapted to analysis of chromatographic data.

See also: Cheese; Analytical Methods: Electrophoresis;
Mass Spectrometric Methods; Sampling. Cheese:
Biochemistry of Cheese Ripening; Overview. Flavors and
Off-Flavors in Dairy Foods. Milk Lipids: Fatty Acids.
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Terminology

Immunochemical techniques can be defined as analytical
techniques based on the interaction between antigens
(substances that prompt the generation of antibodies and
can cause an immune response) and antibodies (proteins
that are found in blood or other bodily fluids of verte-
brates and are used by the immune system to identify and
neutralize foreign objects, such as bacteria and viruses).
Antigens are usually proteins or polysaccharides. This
includes parts (coats, capsules, cell walls, flagella, and
toxins) of bacteria, viruses, and other microorganisms.
Lipids and nucleic acids are antigenic only when com-
bined with proteins and polysaccharides.

Immunoassays have often been used to detect admix-
tures (in the case of frauds) and contaminants (to avoid
toxic components or food-borne pathogens) or to quantify
constituents in dairy products. From a more basic point of
view, immunochemical techniques can be used to obtain
structural information on viruses, bacteria, supramolecu-
lar structures, and so forth. Antigens are constituted by a
succession of antigenic determinants, so-called epitopes,
corresponding to the part of a macromolecule that is
recognized by the immune system, specifically by anti-
bodies, B cells, or T cells. The part of an antibody that
recognizes the epitope is called a paratope. Most epitopes
recognized by antibodies or B cells can be thought of as
three-dimensional surface features of an antigen mole-
cule; these features fit precisely and thus bind to
antibodies. Exceptions are linear epitopes, which are
determined by the amino acid sequence (the primary
structure) rather than by the three-dimensional shape
(tertiary structure) of a protein. It is generally accepted
that the contact zone of the epitope with the paratope is
constituted by 3—6 amino acids; however, 20-25 amino
acids on the antigen are involved in the antigen—antibody
interaction.

Antibodies are of either monoclonal or polyclonal
nature. Monoclonal antibodies are monospecific antibo-
dies that are identical because they are produced by one
type of immune cell, all of which are clones of a single
parent cell. Polyclonal antibodies (or antisera) are anti-
bodies that are derived from different B-cell lines. They
are a mixture of immunoglobulin molecules secreted
against a specific antigen, each recognizing a different
epitope. More recently, technologies for producing
recombinant monoclonal antibodies (known as repertoire

cloning or phage display/yeast display) have been devel-
oped. Recombinant antibody engineering involves the use
of viruses or yeasts, rather than mice, to create antibodies.
These techniques rely on rapid cloning of immunoglobu-
lin gene segments to create libraries of antibodies with
slightly different amino acid sequences from which anti-
bodies with desired specificities can be selected. These
techniques can be used to enhance the specificity with
which antibodies recognize antigens, their stability in
various environmental conditions, their therapeutic effi-
cacy, and their detectability in diagnostic applications.

Interaction between antigens and antibodies occurs via
the establishment of noncovalent bonds between the two
partners. Among these bonds, it is generally accepted that
hydrophobic interactions account for more than 50% of
the interactions between the two partners.

General Characteristics of the
Immunochemical Techniques

One of the most important characteristics of immuno-
chemical techniques is their high specificity. These
techniques allow for the detection and/or quantification
of a single molecule, even in a complex protein mixture.
Furthermore, by using very specific antibodies, it is pos-
sible to discriminate different forms of the same molecule;
for instance, an antibody can be specific to the heat-
denatured form of a protein but not to its native form.
Sensitivity is also a major characteristic of immuno-
chemical techniques. In milk, these techniques can
quantify molecules at very low concentrations such as a
few nanograms per milliliter. It is even possible to
increase immunoassay sensitivity by using fluorescence
or luminescence for the revelation of the reaction.
Finally, immunochemical techniques provide results
rapidly if optimized. For instance, quantification of a protein
using an immunosensor can be performed within 10 min.

Description of the Immunochemical
Techniques Applied to Dairy Products

Enzyme-Linked Immunosorbent Assay

Enzyme-linked immunosorbent assay (ELISA) was first
described in 1971. It consists of a two-pronged strategy:
(1) the reaction between the antibody and its

177
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corresponding antigen and (2) the detection of that reac-
tion using an enzyme, labeled to the reactants, as an
indicator. This technique is based on the fact that at
alkaline or neutral pH, a protein can be immobilized by
noncovalent binding onto a solid phase such as the poly-
styrene of a microplate.

The different types of ELISA are represented in
Figure 1. Direct and indirect ELISAs are noncompetitive
methods that involve the coating of the antigen onto the
microplate. This step may induce conformational changes
in the antigen resulting in the modification of antibody
binding. Therefore, direct and indirect ELISAs are often
used for qualitative tests. Another noncompetitive
method is the sandwich ELISA. Here, antibodies are
immobilized to trap antigens from crude extracts. This
technique requires that the antigens have at least two
epitopes.

Competitive methods include competitive and inhibi-
ton ELISAs. Competitive ELISAs are based on the
competition of enzyme-labeled antigen with the antigen
present in the test sample for the antibody on the solid
phase. Inhibition (also called competitive indirect)
ELISAs are based on the inhibition of the reaction of
enzyme-labeled antibodies and the immobilized antigen
by free antigen present in the test or calibration sample.
The amount of enzyme immobilized on the solid phase is
inversely proportional to the amount of free antigen pre-
sent in the incubation mixture.

Quantitative assays are mostly inhibition, competitive,
or sandwich ELISAs where the antigen—antibody interac-
tion occurs in solution and keeps the antigen in its native
form. On the one hand, these methods are fast and require
minimum controls, but on the other hand, high antigen
concentrations are needed for proper detection.

There has been some misunderstanding in the defini-
tion of ELISA sensitivity. The limit of detection or
detectability of an ELISA corresponds to the lowest con-
centration that gives a signal that is significantly different
from that of the background values (= ability to detect). In
contrast, sensitivity is defined by the dose—response curve
and corresponds to the change in response (dR) per unit
amount of reactant (dC) and equals dR/dC as the slope of
the titration curve. Thus, an ELISA can have a high limit
of detection and, at the same time, be extremely sensitive.

In the same way, there is sometimes confusion between
the terms ‘accuracy’ and ‘precision’. Accuracy is the con-
formity of a result to an accepted standard value or true
value. Precision, however, is defined as the degree of
agreement between replicate measurements of the same
quantity and may be of very low accuracy.

Radioimmunoassays (RIAs) have also been developed
for analyzing milk proteins. These techniques are very
similar to the ELISAs, except that visualization of the
reaction is made using radioisotopes and scintillation
counters instead of a colorimetric substrate and a
spectrophotometer.

Immunoprecipitation in Gel

Immunoprecipitation in gel techniques are based on the
diffusion of an antigen and/or an antibody in a gel. A
precipitate forms as the antigen and the antibody interact.
Some of these techniques are quantitative. Single radial
immunodiffusion (SRID) has been the most widely used
quantitative technique. It involves the diffusion of an
antigen (antibody) through an agarose gel that contains
the corresponding specific antibody (antigen). This leads
to the formation of circles, with diameters proportional to

Direct Indirect Inhibition or Competitive Single Double
indirect Sandwich
competitive
A = Antigen ﬁﬁ: Antibody = Conjugate

Figure 1 The different types of ELISA.
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the antigen concentration. SRID is simple, easy, and rapid
to perform even if one day is needed to obtain results.
The most important drawbacks, however, are its lack
of sensitivity (limit of detection of a few micrograms
per milliliter) and the necessity to use precipitating
antibodies.

Immunoblotting

Immunoblotting involves the separation of the different
constituents of a mixture by electrophoresis, their transfer
onto a membrane, and their revelation by an antibody. It
can be a sensitive technique especially when lumines-
cence is used for revelation of the proteins (10 pg of a
protein can be detected in this case). However, this tech-
nique can hardly be quantitative and it can take a day to
perform it.

Immunosensors

An immunosensor is a type of biosensor (see Analytical
Methods: Biosensors) that combines a biological recogni-
tion mechanism with a transducer, which generates a
measurable signal in response to changes in the concen-
tration of a given biomolecule. One component (ligand) of
the interaction to be studied is covalently immobilized to
the matrix, and other interactants (analytes) are passed
over the sensor in solution. Biosensors using antibodies as
ligands are called immunosensors. Immunosensor tech-
nologies are quite recent and began to be used for the
analysis of food around the mid-1990s. In recent years,
significant progress has been made in the miniaturization
of the immunosensors. Portable immunosensors for on-
site detection are now commercially available, some of
them allowing the simultaneous detection of several
biomolecules.

Antibody Microarray

An antibody microarray is a specific form of protein
microarray. A collection of capture antibodies are spotted
and fixed on a solid surface, such as glass, plastic, or
silicon chip, for the purpose of detecting antigens. An
antibody microarray is often used for detecting protein
expressions from cell lysates in general research and
special biomarkers from serum or urine for diagnosis
applications. Applications related to milk and dairy
products are limited and involve the diagnosis of milk-
related pathologies (allergy) or the detection of minor
constituents of major biological interest (cytokines in
colostrum).

Applications

The majority of the immunochemical techniques applied
to milk and milk products aim at detecting contaminants
(pathogens, chemicals, antibiotics, etc.). However, some
applications for determining the protein composition of
dairy products, the detection of milk allergens in food, the
impact of processing on milk proteins, and the adultera-
tion of dairy products have also been widely investigated
using dedicated immunoassays.

Proteins

Quantitative techniques have been developed in the past
years for determining the concentrations of caseins and
whey proteins in milk, dairy products, and food using
milk proteins as ingredients. These techniques were
developed to determine the food composition and its
evolution during storage. For example, caseins were
quantified and their degradation followed during proces-
sing (cheese ripening, milk clotting, etc.). One major
difficulty to overcome was that an antibody specific to a
peptide will also cross-react with the mother protein.
Therefore, sandwich immunoassays with antibodies spe-
cific to the N- or C-terminal extremities of the casein
have been proposed to quantify only intact proteins.
Similarly, a-lactalbumin, 3-lactoglobulin, and lactoferrin
have been the targets of many immunoassays due to their
nutritional properties.

Milk proteins are also major food allergens.
Immunoassays are perfect tools for detecting in complex
food matrices the presence of traces of milk proteins that
could result from cross-contamination. Immunoassays,
particularly antibody microarrays, have also been devel-
oped as diagnostic tools for food allergy. In that case, milk
proteins or peptides are spotted onto the array. Detection
of these immobilized ligands by specific IgE of allergic
patient sera allows a quick diagnosis using only a few
microliters of biological sample. Furthermore, antibody
arrays can allow the simultaneous detection of dozens of
allergens, and they will therefore probably play a major
part in the food allergy diagnostic market.

One of the major adulterations of dairy products
consists in the fraudulent substitution of ewe’s or
goat’s milk by cow’s milk due to the difference in
price between them. This substitution can become a
serious problem in cheese manufacture as the origin of
the milk influences the sensory characteristics of the
final product. Thus, for economic as well as ethical
reasons, there is a need for analytical procedures that
can detect the addition of cow’s milk to ewe’s or goat’s
milk in order to protect ovine and caprine milk pro-
ducts from adulteration and to assure consumers the
authenticity of the product and its quality.
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Immunological techniques because of their specifi-
city and sensitivity are well adapted for revealing dairy
product adulteration. Indeed, it is quite easy to produce
a species-specific antibody that will detect only a cow’s
marker in ewe’s or goat’s milk. Three different strate-
gies can be used to obtain such a species-specific
antibody:

® A polyclonal antibody can be raised against a protein
and adsorbed against the protein of the other species.

® When the protein sequence of a different species is
known, it is possible to select a species-specific peptide,
to synthesize it, and to use it for immunization of an
animal. The polyclonal serum thus obtained will
recognize only the target marker to detect.

® Monoclonal antibodies raised against a protein can be
directed against species-specific sequences and thus
can be a valuable tool for detection of dairy product
adulteration.

The different immunological techniques developed for
studying dairy product adulteration are listed in Table 1.

Whey proteins also have different sensitivities to
heat denaturation and have been widely used as mar-
kers of heat treatment. Changes in their conformation
resulting from heat denaturation can be followed when
antibodies specific to the native form of the tracer are
available. Therefore, native a-lactalbumin-specific anti-
bodies have been used to study the impact of ultra-high-
temperature (UHT) treatments on drinking milk. More
recently, antibodies specific to native milk alkaline
phosphatase have been produced allowing the detec-
tion of milk pasteurization, which 1s a key issue for
protected designation of origin (PDO) cheeses made
from raw milk.

Enzymes

More than 60 different enzymes are reported in milk.
Most, if any, of them are present in milk in very low
concentrations. However, due to their specific activities,
these enzymes can play a significant role in the quality of
dairy products. For instance, proteases such as plasmin
have been shown to play a critical role in the develop-
ment of sensorial qualities of Swiss-type cheeses. Another
example is the role played by proteases from psychro-
trophic bacteria such as Pseudomonas fluorescens in the
destabilization of UHT milk during storage. Therefore,
many immunoassays detecting either the enzyme itself or
the product of its activity have been developed and
applied to dairy products. However, in some cases, it has
been shown that immunochemical detection of the
enzyme has to be completed by determination of its
specific activity as the enzyme, even if present and

detectable in the food matrix, can be inactivated by the
other constituents.

Hormones

Different types of hormones are present in milk. Among
protein hormones, some are indigenous such as prolactin,
whereas others like somatotropin are administered to cows
for increasing milk production. However, because the use
of this hormone is not allowed in some countries, there is a
strong need for detection techniques.

The operation of the milk industry is connected to
good management of animal reproduction within herds.
The major problem a farmer has to face is the precise
determination of the cow’s estrus period. Estrus corre-
sponds to the period preceding ovulation. The
quantification of certain hormones in milk, in particular
progesterone, constitutes an excellent marker of the
estrus period. Indeed, during this period, milk progester-
one concentration, which is usually around 0.1 ng ml™"'
increased dramatically to reach more than 6ng ml™".
Therefore, several sensitive immunoassays have been
proposed to quantify progesterone in milk. Among
those, a very interesting approach was to develop immu-
nosensors designed to operate online in a dairy parlor,
allowing the estimation of the progesterone concentration
in milk during milking.

Antibiotics, Drug Residues, and Chemical
Contaminants

The use of antibiotics and drugs in animal husbandry can
lead to the appearance of residues in milk. The traditional
microbiological techniques used to detect these contami-
nants show poor sensitivity, whereas analytical techniques
such as chromatography and mass spectrometry are not
widespread and need high-level skills and costly
investments. Therefore, immunochemical techniques
became very popular for the detection of drug
residues in milk, and immunoassays for the quantifi-
cation of antibiotics like penicillin, streptomycin,
gentamicin, chloramphenicol, and cephalexin are
available. A nonexhaustive list of some techniques
available for antibiotic detection in milk is given in
Table 2.

Similarly, chemical contaminants such as pesticides
and herbicides have been tracked in dairy products, and
molecules like atrazine, polychlorinated biphenyls, and
acetochlor can now be monitored in milk using dedicated
1MMmunoassays.

Toxins and Pathogens

Some microorganisms such as pathogenic bacteria and
fungi are able to produce toxins. Staphylococcal



Table 1 Detection of milk and cheese adulteration using immunochemical techniques

References Product Adulteration Marker Antibody Technique Limit of detection
Hewedy and Smith (1990) Milk Soy/milk Soy proteins Adsorbed polyclonal Indirect ELISA 1%

Moio et al. (1992) Cheese Cow/ewe ~2-CN Polyclonal Immunoblotting 5%

Garcia et al. (1993) Milk Goat/ewe Whey proteins Adsorbed polyclonal Sandwich ELISA 0.5%

Bitri et al. (1993) Milk, cheese Cow/ewe or goat r-CN f139-152 Polyclonal Competitive ELISA 0.25%

Levieux and Venien (1994) Milk Cow/ewe or goat (-1g Monoclonal ELISA 0.01%

Rolland et al. (1995) Milk Cow/goat as1-CN f140-149 Polyclonal Competitive ELISA 0.5%

Addeo et al. (1995) Cheese Cow/ewe or buffalo 3-CN Polyclonal Immunoblotting 0.5%

Haza et al. (1996) Milk Goat/ewe ass-CN Monoclonal Indirect ELISA 0.5%

Anguita et al. (1996) Milk, cheese Cow/ewe 3-CN Monoclonal Immunostick ELISA 1% (milk) 0.5% (cheese)
Beer et al. (1996) Cheese Cow/ewe or goat 53-lg Adsorbed polyclonal Inhibition ELISA 0.1-0.2%

Molina et al. (1996) Cheese Cow/ewe or goat (-lg Polyclonal Immunoblotting 1%

Haza et al. (1997) Milk Ewe/goat ass-CN Monoclonal Indirect ELISAInhibition ELISA 0.5% 0.25%
Anguita et al. (1997) Milk, cheese Cow/ewe or goat 3-CN Monoclonal Competitive ELISA 0.5%

Richter et al. (1997) Milk, cheese Cow/ewe or goat ~+3-CN Polyclonal Inhibition ELISA 0.1%

Haasnoot et al. (2001) Milk powder Pea, soy, wheat/milk Plant extracts Polyclonal Immunosensor <0.1%

Chavez et al. (2008) Milk Milk/whey GMP Polyclonal Western blotting 0.5%

Haasnoot et al. (2006) Milk Cow/ewe or goat k-CN Monoclonal Immunosensor 0.17%

[-lg, B-lactoglobulin; CN, Casein; GMP, Glycomacropeptide.
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Table 2 Detection of antibiotics in milk using immunochemical techniques

References Antibiotic Technique Limit of detection
Rohner et al. (1985) Penicillin G ELISA

Jackman et al. (1990) Penicillin G ELISA

Brown et al. (1990) Gentamicin ELISA (fluorescence)

Hammer et al. (1993)
Everest et al. (1994)
Martlbauer et al. (1994)
Schneider et al. (1994)
Usleber et al. (1994)
Kumar et al. (1995)

Streptomycin
Tetracycline

Chloramphenicol

Penicillin

(B-Lactam (penicillin G, ampicillin, cloxacillin,
amoxicillin, ceftiofur, cephapirin)

ELISA
ELISA
ELISA
ELISA
ELISA
ELISA (fluorescence)

Mitchell et al. (1995) (B-Lactam Immunodiffusion ELISA 70ng mi~!
Albrecht et al. (1996) Spiramycin ELISA 5.2ng ml™
Bouksaim et al. (1999) Nisin ELISA 1.7ng ml™"
Watanabe et al. (1999) Kanamycin ELISA 0.2ng ml™"
Haasnoot et al. (1999) Gentamicin, neomycin, streptomycin, ELISA
dihydrostreptomycin

Nadankumar et al. (2000) Nisin Immunosensor 3pumol I~
Baxter et al. (2001) Streptomycin Immunosensor 41ngml’
Ferguson et al. (2002) Streptomycin Immunosensor 30ng mi~!

Dihydrostreptomycin Immunosensor 100ng mi~’
Loomans et al. (2003) Gentamicin, kanamycin, neomycin ELISA
enterotoxins, for example, are 26- to 30-kDa proteins  foodstuffs (se¢ Yeasts and Molds: Mycotoxins:

that are resistant to heat treatment (se¢ Pathogens
in Milk: Sraphylococcus aunrens — Molecular). Their
adsorption by the consumer will result in gastroenter-
itis (diarrhea, vomiting). The high toxicity of these
toxins needs analytical techniques sensitive enough to
allow the detection of extremely low concentrations in
food (around 1ng ml™'). Immunoassays, particularly
ELISAs, have been widely used for this purpose.
More recently, immunosensors have been used to
detect staphylococcal enterotoxins in food. Milk can
also be contaminated with small amounts of aflatoxin
M1 (AFM1) as a consequence of metabolism by the
cow of aflatoxin Bl (AFB1), a mycotoxin commonly
produced by the fungal strains Aspergillus flavus and

Aflatoxins and Related Compounds). The maximum
allowed of AFM1 in milk wunder the
European Union directives is 50 ppt, and because of

content

their high sensitivity, immunoassays are particularly
relevant for quantifying aflatoxins in milk.

Another alternative consists in detecting the patho-
genic  microorganism  itself,  and
immunoassays have been proposed in the literature to
reach this goal (Table 3). Compared with the basic
culture techniques traditionally used, commercially
available immunochemical techniques for pathogen
detection permit one to get a quicker response.
However, this still requires a pre-enrichment on selec-

numerous

tive media to obtain a sufficient amount of bacteria for

Aspergillus  parasiticus and found in certain animal  immunodetection.
Table 3 Immunodetection of pathogens in milk and dairy products
Limit of
References Pathogen Product Technique detection
Cohen and Kerdahi Escherichia coli Cheese ELISA
(1996)

Waller and Ogata (2000) Campylobacter jejuni Milk Immunocapture polymerase chain 1 cellml™

reaction
Liu et al. (2002) E. coli Milk ELISA with immunomagnetic

separation
Karamonova et al. (2003) Listeria monocytogenes Milk ELISA
Waswa et al. (2007) E. coli Milk Immunosensor 100 cfuml™’
Chu et al. (2009) Bacillus cereus Milk Immunomagnetic beads 10cfuml™’
Cheng et al. (2009) E. coli Milk Magnetic nanoparticles 20 cfuml™
Pal and Alocilja (2009) Bacillus anthracis spores Milk Immunosensors 420 sporesml| ™"
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Conclusion

Because of their high specificity and sensitivity, immu-
nochemical techniques have been widely applied to
milk and dairy products and are particularly adapted
for quantifying proteins, contaminants, pathogens, and
so forth. In the near future, more and more specific
probes such as highly specific monoclonal or phage
recombinant antibodies will be needed. Novel forms
of detection such as chemiluminescence and cascade
amplified system will significantly improve the already
high sensitivity of the immunoassays. It is also probable
that the strong need for ‘on-farm’ control will result
in the development of immunoassays easy to use for the
end user. It is likely that the trend will be toward
different solid-phase configurations, such as ‘dipsticks’
Also, biosensors
have the advantage of
providing continuous ‘online’ measurements and are
therefore more suited to process control than are
current immunoassays and thus will show a strong
development.

or latex bead assays. based on

immunological principles

See also: Analytical Methods: Biosensors. Pathogens
in Milk: Staphylococcus aureus — Molecular. Yeasts and
Molds: Mycotoxins: Aflatoxins and Related Compounds.
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Introduction

Electrophoresis is defined as the migration of charged
molecules under the influence of an electric field. Since
only charged particles migrate in an electric field, experi-
mental conditions are made conducive to enable the
resolution of particles based on differences in their charge
or charge density (ie, by adjusting the pH or ionic
strength of the solvent buffer to influence the charge on
solute particles). In a solution, if a solute has a positive
charge (cation), it will migrate toward the negative elec-
trode (cathode), and a negatively charged ion (anion) will
migrate toward the positive electrode (anode). Each kind
of molecule travels through the medium at a rate, specific
to that molecule and the rate depends on its electrical
charge and molecular size. A solute may be charged due
to the ionization of groups on the molecule or a charge
may be induced by the electrolyte.

The first part of the article describes gel-based elec-
trophoresis. Acrylamide gel is the medium commonly
used for the electrophoresis of proteins. Native electro-
phoresis is realized when proteins are separated due to
their native charges. Denaturing electrophoresis is rea-
lized when using sodium dodecyl sulfate (SDS), an
anionic detergent. The second part of the article describes
gel-free electrophoresis and multidimensional electro-
phoresis, involving at least two different electrophoretic
separations of proteins.

Gel-Based Electrophoresis

Gel electrophoresis is a technique used for the separa-
tion of biomolecules, especially nucleic acids and
proteins, using an electric current applied to a gel
matrix. Polyacrylamide gel electrophoresis (PAGE) is a
very useful technique that has been widely used in
research and development laboratories for the separa-
tion of macromolecules from various origins. The matrix
used in gel electrophoresis is a mixture of acrylamide
and a cross-linking agent (usually bisacrylamide).
Polyacrylamide gels are formed by copolymerization of
acrylamide and bisacrylamide (‘bis’, N,N'-methylene-
bisacrylamide). The chemical reaction is a vinyl addition
polymerization initiated by a free radical-generating
system. Polymerization is initiated and catalyzed by
ammonium persulfate and tetramethylethylenediamine
(TEMED): TEMED accelerates the rate of formation of

free radicals from persulfate and these free radicals in
turn catalyze polymerization. The persulfate free radi-
cals convert acrylamide monomers to free radicals,
which react with unactivated monomers to begin the
polymerization chain reaction. The elongating polymer
chains are randomly cross-linked, resulting in a gel with
a characteristic porosity. The pore size of a gel is deter-
mined by two factors: the acrylamide concentration and
the amount of cross-linker. Pore size decreases with
increasing acrylamide concentration; acrylamide con-
centration varies from 4% for large proteins to 18.5%
for peptides. A 5% concentration of cross-linking agent
gives the smallest pore size; any increase or decrease in
the concentration of the cross-linking agent increases
the pore size. Acrylamide/bisacrylamide gels of three
different ratios are commercially available: a 37.5:1
ratio of acrylamide/bisacrylamide is usually recom-
mended for the separation of high/medium molecular
weight proteins (10-250 kDa); a 29:1 ratio is recommended
for the separation of small proteins or DNA, particularly for
the analysis of protein/DNA interactions, or peptides; and a
19:1 ratio is used for the sequencing of small nucleic acid
fragments.

Slab gel PAGE systems have found widespread appli-
cation in the analysis of proteins. Continuous buffer
systems have been used to resolve caseins and whey
proteins; however, nearly all one-dimensional (1-D)
PAGE techniques that have been used recently for the
analysis of caseins and whey proteins have used discon-
tnuous buffer systems. Gel buffers normally contain urea
or SDS as a dissociating agent. Nondenaturing buffers are
not useful for caseins, although they are effective for the
analysis of whey proteins.

Sample preparation normally involves dissolving the
sample in a buffer (which usually contains a reducing
agent, e.g., 2-mercaptoethanol) prior to electrophoresis.
The sample may be defatted centrifugally and a solute
(e.g, sucrose or glycerol) added to increase the density of
the sample and facilitate loading into the gel slots.
Following an electrophoresis run, the resolved proteins/
peptides are fixed in position within the gel by denatura-
ton and/or precipitation to prevent diffusion, which
would result in reduced resolution.

Fixing solutions containing trichloroacetic acid (TCA,
e.g., 12% w/v), acetic acid, organic solvents, or a shift in
pH are commonly used. Direct or indirect staining using
Coomassie blue or amido black followed by destaining
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using several changes of distilled water until the back-
ground becomes clear, is the most widely used technique
to visualize protein bands. However, since only relatively
large peptides stain under these conditions, it is limited to
the detection of whey proteins, caseins, and their primary
proteolytic degradation products.

For example, peptides in the 10kDa ultrafiltration
permeate or in the 70% ethanol-soluble fraction of
water-soluble extracts of cheese do not stain with
Coomassie blue on urea-PAGE, but the retentate of the
water-soluble extract contains several detectable pep-
tides, as do the 2% TCA-soluble and 2% TCA-
insoluble fractions of the retentate. Proteins and peptides
can also be visualized using a silver staining technique,
incorporating glutaraldehyde fixing, which is a very sen-
sitive staining technique.

After staining, gel electrophoretograms are usually
recorded photographically or by scanning the gels
into a computer, although densitometry or excision and
elution of the stained bands, followed by spectrophoto-
metric quantitation, have also been used. The difficulty
in obtaining quantitative data is a serious limitation of
electrophoresis. It is recommended that several refer-
ence samples should be included in each gel and that
comparisons should be made only between samples on
the same gel. Band dimensions are critical for densito-
metry and dye uptake is a function of the protein as well
as the staining and destaining protocol. Thus, PAGE
should be considered only as a semiquantitative analy-
tical technique.

SDS-PAGE

A very common method for separating proteins by elec-
trophoresis uses a discontinuous polyacrylamide gel as a
support medium and SDS to denature the proteins. The
method is called SDS-PAGE.

SDS is an anionic detergent, meaning that when dis-
solved its molecules have a net negative charge within a
wide pH range. A polypeptide chain binds amounts of
SDS in proportion to its relative molecular mass (1.4 mg
SDS mg ™' protein). The negative charge on SDS destroys
most of the complex structure of proteins, and the nega-
tively charged SDS molecules are strongly attracted
toward an anode (positively charged electrode) in an
electric field.

Polyacrylamide gels restrain larger molecules from
migrating as fast as smaller molecules. Because the charge-
to-mass ratio is nearly the same among SDS-denatured
polypeptides, the final separation of proteins is dependent
almost entirely on the differences in the relative molecular
mass of polypeptides. In a gel of uniform density, the relative
migration distance of a protein is negatively proportional to
the log of its mass. If proteins of known mass are run simul-
taneously with the unknowns, the relationship between Rf

and mass can be plotted and the mass of unknown proteins
estimated. The Rf is calculated as the ratio of the distance
migrated by the molecule to that migrated by a marker dye
front.

Tris/Glycine-SDS-PAGE

The most commonly used system is also called the
Laemmli method after UK Laemmli, who was the first to
publish a paper using SDS-PAGE in a scientific study.
Laemmli gels are discontinuous and are composed of two
different gels (stacking and running gels), each cast at a
different pH and with a different acrylamide concentration
(pH 6.8 and 4% acrylamide for the stacking gel; pH 838
and between 6 and 18% acrylamide for the running gel).
The running gel is buffered with Tris base (2-amino-
2-(hydroxymethyl)-1,3-propanediol) by adjusting it to pH
8.8 with HCI (375 mmol ™" Tris, 0.1% SDS). The stacking
gel is also buffered with Tris but adjusted to pH 6.8 with
HCL The sample buffer is adjusted to pH 6.8 with Tris—
HCI (125 mmol 1" Tris, 0.1% SDS). The electrode buffer
is also buffered with T'ris, but here, the pH is adjusted to a
few tenths of a unit below that of the running gel (in this
case 8.3) using only glycine (usually 25 mmoll™" Tris,
192 mmol 1" glycine, 0.1% SDS).

As electrophoresis begins, both Cl™ and glycinate ions
begin to migrate through the stacking gel. Because the pH 1s
several points lower in the stacking gel than the pK,, of
glycine, the vast majority of glycine molecules are zwitter-
ionic at any moment and their mobility is very low. Because
the mobility of the chloride ions is greater than the mobility
of glycine, the chloride ions (leading 1ons) begin to migrate
away from the glycine (trailing ions). The chloride ions do
not move far before they leave behind an area of unbalanced
positive counter-ions. A steep voltage gradient develops, the
Kohlrausch discontinuity, which pulls the glycine along so
that the chloride and glycine ions become successive fronts
moving at the same speed. The ion fronts sweep through the
sample molecules. The sample molecules, being of inter-
mediate mobility between that of chloride and glycine, are
carried along, becoming stacked into very thin distinct
layers in the order of electrophoretic mobility.

When the interface between the stacking and separation
gels 1s reached by the moving boundary region, the pH
changes abruptly (as well as the pore size). At the higher
pH, a much higher percentage of glycine will be in the
ionized state, and its mobility will be increased commen-
surately. The mobility of sample molecules is decreased by
the sieving of the new, higher percentage matrix. The
glycine accelerates past the stacked layers of sample mole-
cules and the process of unstacking in the separating gel
begins. From this point on, the electrophoretic separation
occurs under conditions of constant pH and voltage that
are indistinguishable from homogeneous PAGE.

Protein separation by SDS-PAGE can be used to esti-
mate relative molecular mass, to determine the relative
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Figure 1 Glycine-SDS-PAGE and alkaline urea-PAGE

(F Chevalier and AL Kelly, unpublished data). (1) Glycine-SDS-
PAGE of bovine skim milk (6% acrylamide in the stacking gel
and 12% acrylamide in the resolving gel); (2) alkaline urea-PAGE
of bovine skim milk (6% acrylamide in the stacking gel and 12%
acrylamide in the resolving gel).

abundance of major proteins in a sample. SDS-PAGE is
not widely used for analysis of the caseins since they
present a similar migration and thus are not as well
resolved by SDS-PAGE as by alkaline urea-PAGE
(Figure 1). S-Casein has a higher molecular mass than
agi-casein, and therefore would be expected to have a
lower mobility; however, in SDS-PAGE electrophoreto-
grams of the caseins, B-casein has a higher mobility than
arsp-caseln, as it binds more SDS and therefore acquires a
higher net negative charge.

SDS-PAGE is widely used for the analysis of whey
proteins as they have a much broader molecular
weight range. The major whey proteins, c-lactalbumin,
B-lactoglobulin, and bovine serum albumin, with mole-
cular masses ~14.2, 18.3, and 66.3kDa, respectively,
are resolved well using SDS-PAGE.

Tris/Tricine-SDS-PAGE

Tricine is a commonly used electrophoresis buffer and is
also used for the resuspension of cell pellets. It has a lower
negative charge than glycine, allowing it to migrate faster.
In addition, its high ionic strength causes more ion move-
ment and less protein movement. This allows for low
molecular weight proteins to be separated in lower per-
cent acrylamide gels.

A discontinuous SDS-PAGE system for the separation
of proteins in the range from 1 to 100 kDa was described
by Schagger and von Jagow in 1987. Tricine, used as the
trailing ion, allows a resolution of small proteins at lower
acrylamide concentrations than in glycine—=SDS-PAGE
systems. A superior resolution of proteins, especially in
the range between 5 and 20 kDa, is achieved without the
need to use urea. Proteins above 30kDa are already
destacked within the sample gel. Thus, a smooth passage
of these proteins from sample to separating gel is war-
ranted and overloading effects are reduced. This is of
special importance when large amounts of protein are to
be loaded onto preparative gels. The omission of glycine
and urea prevents disturbances that might occur in the
course of subsequent amino acid sequencing.

Practically, two electrode buffers are prepared. The cath-
ode buffer (pH ~8.25) is composed of 0.1 moll™" Tris,
0.1 moll™" tricine, and 0.1% SDS (no pH adjustment
needed). The anode buffer contains only 0.2 mol1™" Tris—
HCI at pH 89. The sample buffer is the same as with the
Tris/glycine=SDS-PAGE protocol. In contrast, tricine and
glycerol are added in the gel buffer. Tricine-SDS-PAGE
was used to analyze [3-lactoglobulin glycated with glucose or
heated at 60 °C with or without a reducing agent (Figure 2).

Native PAGE

‘Native’ gel electrophoresis is run in the absence of SDS. In
SDS-PAGE, the electrophoretic mobility of proteins
depends primarily on their molecular mass, whereas in
native PAGE, the mobility depends on both the protein’s
charge and its hydrodynamic size. The electric charge
driving the electrophoresis is governed by the intrinsic
charge on the protein at the pH of the running buffer. This
charge will, of course, depend on the amino acid composi-
tion of the protein as well as post-translational modifications.

Thus, native gels can be sensitive to any process that
alters either the charge or the conformation of a protein.
This makes them excellent tools for detecting events such
as changes in charge due to chemical degradation (e.g,
deamidation), unfolded, ‘molten globule’, or other mod-
ified conformations, oligomers and aggregates (both
covalent and noncovalent), and binding events (protein—
protein or protein—ligand).

This method of gel electrophoresis allows one to sepa-
rate native proteins according to differences in their
charge density. The buffer in the gel is suitable for main-
taining the protein in its native state. Thus, for enzymes,
their activity can be assayed after the electrophoretic
separation. All proteins present in the gel can be visua-
lized using a general protein stain. By comparison of
identical gels stained specifically for the enzyme of inter-
est and gels stained by the general protein stain, one can
evaluate the purity of an enzyme preparation. The
evaluation can be quantitative by comparing relative



188 Analytical Methods | Electrophoresis

(@)

kDa M 12 3 4 5 67 M 8 9 101112 13
R e R e mew e e _

- -

67 b - v

43 > - 11

30— .- —— —— .||~l—||.-|.-|-..
2010 | s s e e e | ™ s D
144 p» = -

(b)

kDa M 12 3 45 67 M 8 9 101112 13

] Vv T :

94 » v =

67 » '-'! I

43— - Mo

30— - I =

201 b - e s |
144 p - s

Figure 2 Tricine-SDS-PAGE of heated and glycated -lactoglobulin. Reproduced from Chevalier F, Chobert J-M, Dalgalarrondo M, and
Haertlé T (2001) Characterization of the Maillard reactions product of -lactoglobulin glucosylated in mild conditions. Journal of Food
Biochemistry 25: 33-55. (a) Without 5-mercaptoethanol; (b) with 3-mercaptoethanol. M, molecular mass markers. (1-7) 5-Lactoglobulin
heated without sugar for 0, 24, 48, 72, 96, 168, and 264 h, respectively; (8-13) 3-lactoglobulin heated in the presence of sugar for 24, 48, 72,
96, 168, and 264 h, respectively; (I) monomeric 3-lactoglobulin; (Il) dimeric -lactoglobulin; (Ill) trimeric S-lactoglobulin; (IV) tetrameric

[-lactoglobulin; (V) polymeric 3-lactoglobulin.

mobilities of the enzyme-stained protein band and the
protein-stained protein bands. Relative mobility is
defined as the distance moved by the protein band of
interest compared to the distance moved by the dye
front (a low molecular weight dye that is highly charged
is used to mark the electrophoretic front).

Urea-PAGE

In urea-PAGE, urea partially unfolds proteins during the
solubilization process, and hence it is not a native PAGE.
Urea-PAGE is mostly used only for the separation of
caseins. The use of urea gives good solubilization of
the hydrophobic proteins of the casein micelle. Caseins
are then resolved according to the charges, and well-
separated bands o