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Abstract

Since 2004, graphene as transistor channel has drawn huge amount of attention due
to its extraordinary scalability and high carrier mobility. In order to open required
bandgap, its nanoribbon form is used in transistors. Breakdown effect modelling
of the graphene nanoribbon field-effect transistors (GNRFETs) is needed to
investigate the limits on operating voltage of the transistor. However, until now
there is no study in analytical approach and modelling of the breakdown voltage
(BV) effects on the graphene-based transistors. Thus, in this project, semianalytical
models for lateral electric field, length of velocity saturation region (LVSR), ion-
ization coefficient (a) and breakdown voltage (BV) of single- and double-gate
graphene nanoribbon field-effect transistors (GNRFETs) are proposed. As the
methodology, the application of Gauss’s law at drain and source regions is
employed in order to derive surface potential and lateral electric field equations.
Then, LVSR is calculated as a solution of surface potential at saturation condition.
The ionization coefficient is modelled and calculated by deriving equations for
probability of collisions in ballistic and drift modes based on lucky drift theory of
ionization. Then the threshold energy of ionization is computed using simulation,
and an empirical equation is derived semianalytically. Finally, avalanche break-
down condition is employed to calculate the lateral BV. As a result of this research,
simple analytical and semianalytical models are proposed for the LVSR, and BV,
which could be used in design and optimization of semiconductor devices and
sensors. The proposed equations are used to examine the BV at different situations
of various channel lengths, supply voltages, oxide thickness, GNR’s widths and
gate voltages. Simulation results show the operating voltage of FETs could be as
low as 0.25 V in order to prevent breakdown. However, after optimization, it can be
reached to 1.5 V.
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Chapter 1
Introduction on Scaling Issues
of Conventional Semiconductors

Abstract In this section, firstly, a brief background is presented to explain the
issues connected with CMOS scaling and breakdown voltage. Secondly, the
research objectives, scope, plan and a brief methodology of this project are
expressed.

Keyword Scaling issues � High voltage problems � Graphene

1.1 Background of CMOS Scaling Problems

Metal oxide field-effect transistor (MOSFET) as shown in Fig. 1.1 has been the
most used semiconducting device for low-power logic circuits, power MOSFETs
and analogue applications. The key advantages of MOSFET compared to previous
counterparts such as resistor–transistor logic (RTL) and bipolar junction transistor
(BJT) are its low power consumption and high input impedance due to isolation of
gate from channel. However, high delay of CMOS (complementary MOS) used in
digital applications has been always an issue compared to high switching frequency
of, for example, BJT logics.

For decades, there has been a lot of improvements in lowering power and delay
in MOSFETs by changing the gate dielectric, altering the structure and using
different layers, adding several gates leading to double gate, triple gate and even
surrounding gate MOSFETs to control the channel better and obviously employing
different channel material such as GaAs instead of silicon to increase the carrier
velocity.

Alternatively, shrinking transistor sizes has been one of the most significant
solutions for improving power-delay product (PDP). Reducing the channel length,
results in lowering the channel resistance and delay. In addition, it causes the gate
capacitance, which is the most important factor in logic gates’ delay, to reduce
International roadmap for semiconductor technology (ITRS). There are limitations
such as short channel effects which prevent scaling down to nanoscale dimensions
and reaching desired characteristics.

© The Author(s) 2018
I.S. Amiri and M. Ghadiry, Analytical Modelling of Breakdown Effect in Graphene
Nanoribbon Field Effect Transistor, SpringerBriefs in Applied Sciences
and Technology, https://doi.org/10.1007/978-981-10-6550-7_1
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When the channel length is comparable to the depletion region of the source and
drain, the device is called a short-channel device. In short channel devices, short
channel effect arises that limits the device performance. Therefore, researchers have
been trying to introduce new materials with higher mobility and scalability. In
2004, Geim and Nikolove [1] managed to produce stable graphene—one atom thick
layer of graphite at room temperature—and measure its mobility. As it was
expected from previous theoretical studies, high carrier mobility was measured in
graphene, which is a promise for future nanoelectronic devices. In addition to very
high carrier velocity, it shows very high conductance and tunable
bandgap. However, the main issue with graphene is its zero bandgap which makes
it a very poor semiconducting material for application of FETs. Further studies on
opening bandgap in graphene, resulted in introduction of Carbon Nanotube
(CNT) and graphene nanoribbon (GNR). Figure 1.2 shows typical samples of GNR
and CNT.

Fig. 1.1 Conventional
MOSFET with isolated gate
from channel using oxide.
Each FET consists of four
main parts, drain, source, gate
and channel. Gate is
responsible to control
conductivity of the channel
and establish current flow
between drain and source

Fig. 1.2 Graphene in form of a tube is called carbon nanotube (CNT). Narrow sheet of graphene
which is unzipped CNT is known as graphene nanoribbon (GNR)

2 1 Introduction on Scaling Issues of Conventional Semiconductors



Graphene nanoribbons are strips of graphene with narrow width normally less
than 50 nm indicating notable electrical properties such as high mobility, high
conductance and small bandgap [1]. Recently, GNR has been introduced as an
alternative material for the next generation of MOSFETs [2]. Figure 1.3 shows a
typical graphene nanoribbon FET (GNRFET) with a top gate. Using graphene with
thickness as low as possible, the adverse short channel effects in silicon-based
MOSFETs could be solved. Therefore, the dimensions of the transistors could be
scaled down extremely, which results in low propagation delay down to 0.025 ps
[3].

However, the benefits of GNR come with cost. Firstly, the bandgap opened in
GNR is still not enough to secure a satisfactory Ion/Ioff, and in narrow ribbons, edge
effects suppress the mobility to some values even less than that of silicon
counterpart. Secondly, fabrication of GNR is still a difficult and not accurate task
[2]. Despite great improvement in fabrication process of GNR, it is still not mature
enough to be used in mass production and industry. However, the research is still
vastly going on in this field hoping to find solutions for these issues.

Due to difficulties in fabrication of GNR, many researchers take advantage of
analytical modelling and computer simulation to extract details about properties of
GNR and possibility of making applicable FETs using GNR. As a result, there are
several models for properties of GNR and CNT in the literature. However, since
graphene as channel material was introduced recently, there are still many unan-
swered questions to be explored on these materials. As an example, there has been
no attempt to study the breakdown mechanism and ionization process of GNR
analytically or experimentally.

Lateral breakdown, which will be the focus of this thesis, is a mechanism
limiting the maximum voltage that can be tolerated before the beginning of large
current flow between the drain and source in a FET. Prior to calculation of the
lateral breakdown voltage, impact ionization rate must be computed. Equation (1.1)
shows the relation of impact ionization and breakdown voltage [4].

Fig. 1.3 Typical GNRFET with top gate and Au drain and source contacts. Graphene nanoribbon
is used in channel to decrease the transistor switching time

1.1 Background of CMOS Scaling Problems 3



1 ¼
ZLd

0

adx; ð1:1Þ

where Ld is the length of saturation velocity region—a portion of channel between
pinch-off point and drain—and a is the impact ionization which is the number of
electron–hole pairs created by a mobile carrier travelling a unit of distance along the
lateral electric field [5].

When a sufficient electric field is applied between drain and source, mobile
carriers gain enough energy to create electron–hole pairs by colliding with lattice
atoms resulting in impact ionization [6, 7]. This process (impact ionization) defines
the current which flows in the depletion region when a large electric field is applied.

In this thesis, a study on effects of lateral breakdown voltage of GNR-based
FETs is conducted. As a result of this thesis, several analytical models are proposed
for breakdown mechanism and safe operating voltage of typical devices is calcu-
lated analytically. In addition, future studies on design and optimization of related
devices such as power FETs or avalanche photodiodes (APDs) could use the
proposed approach here.

1.2 High-Voltage Scaling Issues

Increasing the drain-source voltage (Vds) in FETs causes the drain-source current
(Ids) to increase. However, there is a limit (breakdown voltage (BV)) in increasing
Vds. After that limit, the device does not function properly and either it conducts
high amount of current or cut the current both being a failure in a circuit. Therefore,
it is necessary to identify BV of any new material in the devices in order to limit the
operating voltage. While in carbon-based FETs, which is the most important device
in carbon-based digital and analogue circuits, there is shortage of research on
breakdown voltage. Therefore, it was a motivation for us to examine the breakdown
and ionization mechanisms in GNRFETs. In this project, an analytical approach is
presented to calculate maximum operating voltage of GNRFETs.

1.3 Study Limitations in This Book

As fabrication of carbon-based devices requires sophisticated equipment such as
advanced and accurate CVD (Chemical vapour deposition) machine and precise
photo-lithography, fabrication is not possible with the available equipment in our
university. Therefore, our research is limited to analytical models and computer
simulations only. We only address lateral breakdown and ionization. In addition,
among variety of devices such as bilayer-GNRFET and CNT-FET, we limit this

4 1 Introduction on Scaling Issues of Conventional Semiconductors



project to mono-layer GNRFET for simplicity to make sure that we can achieve our
objectives. However, both single-gate and double-gate FETs are modelled, and
breakdown voltage is calculated.

1.4 Study Objectives on Graphene Field-Effect Transistors

• To propose analytical models for lateral electric field and length of velocity
saturation region of GNR-based FETs

• To propose an analytical model for ionization coefficient and breakdown voltage
of GNR-based FETs

• To simulate GNR-based FETs in terms of breakdown voltage and calculate the
maximum operating voltage of the typical GNRFETs at different conditions.

1.5 Summary of Methodology Used to Study Breakdown
in Graphene-Based Transistors

The modelling in this project is divided into three different sections. The first
section deals with surface potential, lateral electric field and length of velocity
saturation region. The second section provides models for ionization coefficient,
and in the last section, the model for breakdown voltage is provided.

1.5.1 Length of Saturation Velocity Region

Surface potential will be modelled using application of Gauss’s law at drain and
source regions of graphene nanoribbon channel. As Fig. 1.4 shows, the models are
derived using one-dimensional approach for simplicity. Firstly, we start by applying
Gauss’s law inside the channel to obtain Poisson’s equation. Then surface potential
is resulted by solving the Poisson’s equation. By taking derivation, lateral electric
field can be obtained. In addition, using the surface potential expression, the length
of velocity saturation region is achieved.

1.5.2 Impact Ionization Coefficient

Impact ionization model can be derived based on general lucky drift theory reported
in [8] and successfully used for semiconductors with parabolic bandstructure such
as Si and GaAs [5]. In this method, it is assumed that a carrier can reach threshold

1.3 Study Limitations in This Book 5



energy in two ways. First, it reaches threshold energy through a ballistic motion.
Second, the carrier first undergoes some collisions and then reaches the threshold
energy. Therefore, the motion of electron is modelled in both drift and ballistic
modes. First, an expression for characteristic length being the distance carriers
travel before reaching threshold energy having no collision is derived. Then the
probability of having no collision travelling characteristic length in both ballistic
and drift modes is formulated. Adding two probabilities gives the total probability
of reaching threshold energy. It is worth to mention that due to unusual properties
of GNRs, significant modification must be made to the previous models, which are
discussed in the relevant section.

1.5.3 Breakdown Mechanism in Field-Effect Transistors

Finally, the breakdown voltage is modelled. The model relies on Fullop’s integral,
which has been used many times for calculation of BV in silicon-based transistors

Fig. 1.4 Flow chart is used to conduct this book
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[4]. In this method, firstly multiplication factor is calculated and then by equating
the multiplication factor to infinity (avalanche breakdown condition), BV is cal-
culated. The drain-source voltage is increased until the avalanche condition is
satisfied. The obtained Vds is called breakdown voltage resulting in infinite multi-
plication factor. In summary, a flow chart shown in Fig. 1.4 is used to conduct this
project.

1.6 Book Organization

This thesis is organized as follows. Chapter 2 provides the basic concepts regarding
the length of saturation velocity region, ionization mechanism and lateral break-
down voltage. Furthermore useful equations and definitions will be provided there.
In addition, more information will be given focusing on the advantages and dis-
advantages of graphene, application of graphene in FETs and required equations
and properties used in this thesis. Chapter 3 will review literature in three sections,
surface potential models, ionization coefficient models and graphene-based tran-
sistors. The methodology is presented in three sections of Chap. 4 consisting three
types of analytical models.The next chapter presents the simulation results based
on the proposed models at different values of structural parameters. A comparison
between double gate (DG) and single gate (SG) will be conducted as well.
Chapter 5 presents a summary of this thesis and outlines the achieved results and
recommends possible future works.
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Chapter 2
Basic Concept of Field-Effect Transistors

Abstract In this chapter, first the basic concept of FETs is introduced. In addition,
in three subsections, the concepts related to the length of saturation velocity region,
impact ionization and lateral breakdown are discussed. Finally, graphene is intro-
duced as a candidate for transistor channel and its properties related to FET are
studied.

Keywords FET � Ionization � Length of velocity saturation region � Carbon-based
devices

2.1 Field-Effect Transistors (FETs) and Its Issues

A FET, shown in (Fig. 2.1), is simply a device consisting of a gate, a channel
region which connects the source and drain junctions, and a barrier which separates
the channel from the gate. By controlling the channel conductivity in FETs the
drain current increases or decreases. The channel conductivity varies by changing
the applied voltage between gate and source. A threshold voltage Vt is defined in
FETs as the minimum voltage of gate-source to form a conducting channel between
drain and source.

There are three main regions in each voltage transfer characteristic, cut-off, linear
and saturation. In cut-off state, where Vgs < Vth no conducting channel is formed
and therefore no current flows. In the linear region, Vgs > Vth and Vds < Vsat, where
Vsat is the drain saturation voltage. In this region as Vgs increases, the current too
increases, almost linearly respect to Vgs. The last is saturation region (see Fig. 2.2),
where as Vds increases current increases slightly.

In this region, carriers’ speed reaches velocity saturation tsat and does not exceed
that due to collisions, which deviate carriers from lateral direction and reduces their
velocity.

© The Author(s) 2018
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2.2 Length of Velocity Saturation Region

The effective channel length is one of the most important parameters of MOSFETs
showing the portion of the channel that contribute to the properties of the MOS
such as current–voltage (I–V) characteristic. In order to calculate effective channel
length, which is LE = L − Ld, the length of the drain region Ld has to be computed.
The Ld controls the lateral drain breakdown voltage [2], substrate current, hot
electron generation [3] and drain current at the drain region [4]. In a FET, if the
applied drain voltage is higher than the drain saturation voltage, the electric field
near the drain junction will be higher than the critical field strength, which results in
carrier velocity saturation. In addition, high electric field near the drain junction
causes impact ionization [5]. Saturation region is defined as the region between
pinch-off point and drain (see Fig. 2.3).

As reported in [2, 6], the length of this region is used along with Fulop’s Integral
to calculate breakdown voltage (BV) in FETs. In high power devices, a drift region
is normally formed outside the gate area to increase the breakdown voltage and
length of saturation region is approximated to the length of drift region [7, 8].
Figure 2.4 shows a schematic view of a typical power device. In this figure, the
length of velocity saturation region Ld and the effective channel LE separated by
pinch-off point are shown.

Fig. 2.1 Conventional FETs.
Schematic cross section of an
n-type bulk silicon FET
(extracted from [1])

Fig. 2.2 FET transfers
characteristics showing ID
against the gate-source
voltage, Vgs. Increasing Vds

causes the current to increase.
However, after a certain Vds,
which is called saturation
voltage (Vth) a saturation
point is reached and the
current does not increase as
Vds increases
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2.3 Impact Ionization

As the feature size of integrated MOS devices decreases further, the high electric
field near the drain region becomes more crucial and poses a limit on the device
operations, notably by a large gate current, substrate current and substantial
threshold voltage shift, hot-electron generation and drain breakdown caused by the
impact ionization in the high-field region near the drain. The key parameters for
describing these mechanisms are the impact ionization rate and the length of
velocity saturation region.

The definition of impact ionization is the number of electron–hole pairs created by
a mobile carrier travelling unit of distance through the depletion region along the
direction of the electric field [10]. According to several previous works such as [10],
the electrons and holes impact ionization coefficients are strongly dependant on the
electric field strength. It can be formulated as the inverse of the average distance
travelled by a carrier prior to the ionization event, and it is given by a = P(F, Et)/l0,
where P(F, Et) is the probability that electron reaches threshold energy Et defined as

Fig. 2.3 Length of velocity saturation region Ld and pinch-off point. At high electric field,
carrier’s velocity reaches a saturation velocity and current saturates. Impact ionization occurs in
the region between pinch-off and drain

Fig. 2.4 A typical power transistor with drift region outside gate area. The tf, tb, tsi are front oxide,
back oxide, channel thickness, respectively, and L is the length of drift region or Ld. In
conventional power devices, increasing drift region length (L) causes the breakdown voltage to
increase (figure has been extracted from [9])
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minimum energy required to free an electron [11]. In this equation, a is the impact
ionization coefficient of GNR, F is the electric field strength and l0 = Et/qF is the
distance travelled by carrier prior to impact ionization assuming no collision is
possible.

Impact ionization is an important charge generation mechanism. It occurs in
many semiconductor/devices and it may either considered as beneficial character-
istic of the device or it can result in unwanted parasitic effects [12]. For example, it
is exploited in avalanche photodiodes (APDs). An avalanche photodiode (APD) is
light-sensitive electron device employing the photoelectric effect to interpret the
intensity of the light to electricity. Applying high reverse bias (typically 100–200 V
in silicon) results in a gain (roughly 100) caused by impact ionization and avalanche
phenomenon.

2.4 Lateral Breakdown in Field-Effect Transistors

One of the most important and unique properties of power devices is their capability
to resist high voltages and currents [2, 8]. In the design of transistors used for digital
applications, reducing power consumption and increasing the performance are the
two important objectives. One of the most influential parameter in reducing power
is lowering the supply voltage [13]. In contrast, in power devices, such as tran-
sistors used to derive electric motors, the operating voltage is much higher than that
of digital applications. Therefore, high breakdown voltage is required. Based on the
application, the BV could be varied from around 20 to 30 V for voltage regulators
used in power supply circuits in order to supply voltage for processors to over
5000 V for devices, which is employed in power transmission lines [2]. However,
in nanotransistors, this voltage decreases down to even less than 2 V [13].

Tolerating high voltages without showing high and uncontrolled current flow in
a semiconducting device is ruled by the avalanche breakdown related to the lateral
electric field in the device [14]. Normally high electric field is seen inside the
structure of the device or at the edges [15]. Therefore, the device is optimized to
tolerate high drain-source voltages while the on-state voltage drop must be kept as
low as possible in order to reduce the power dissipation [15].

2.4.1 Multiplication Coefficient and Ionization Integral

The condition for occurring avalanche breakdown is met if the rate of the impact
ionization becomes infinite. If the electric field is increased enough, it reaches a
certain level, where the carriers could be accelerated and finally gain enough energy
to generate electron–hole pairs by colliding to lattice atoms. According to definition
of the impact ionization coefficient, any hole creates [ap dx] pairs of electron–hole
by travelling dx in the depletion region. Concurrently, the electron does the same
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and creates [an dx] pairs travelling the distance dx. Therefore,M(x), which is known
as the multiplication coefficient, defined as the number of electron–hole pairs
generated by a single electron–hole pairs firstly created at a distance x from the
source junction, is written by Baliga [16] as

M xð Þ ¼ 1þ
Zx
0

anM xð Þdxþ
ZLd
x

apM xð Þdx ð2:1Þ

where can be written by Baliga [16] as

M xð Þ ¼ M 0ð Þexp
Zx
0

an � ap
� �

dx

0
@

1
A ð2:2Þ

where M(0) is the total number of electron–hole pairs at the edge of the depletion
region, and an and ap are ionization coefficients of electrons and holes, respectively.
Applying this equation in 2.1 and taking x = 0 gives a solution of M(0) [16].

M 0ð Þ ¼ 1�
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0

apexp
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M xð Þ ¼ exp
R x
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� �

dx
� �

1� R Ld0 apexp
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0 an � ap
� �

dx
� �

dx
ð2:4Þ

This equation is useful for calculation of the total number of electron–hole pairs
caused by the creation of a single electron–hole pair at a distance x from the
junction provided that the lateral electric field strength and distribution (in tran-
sistors) is calculated. The avalanche breakdown condition, which is met when the
total number of generated electron–hole pairs in the depletion region is almost
infinite, can be interpreted as the M almost equal to infinity. This condition is met
by assuming the dominator of Eq. 2.4 to 0.

ZLd
0

apexp
Zx
0

an � ap
� �

dx

0
@

1
Adx ¼ 1 ð2:5Þ

The left-hand side expression is referred as ionization integral. In the calculation
of breakdown voltage and analysis of the power devices, it is common to find a
voltage at which make the ionization integral equal to 1 [9]. Considering equal
coefficient for impact ionization of holes and electrons, the avalanche breakdown
condition can be written as [2, 17]
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ZLd
0

adx ¼ 1 ð2:6Þ

Using this equation, in order to find avalanche condition and breakdown voltage,
we need to calculate ionization coefficient a and Ld. This matter will be addressed
using semi-analytical approaches in the following chapters.

2.4.2 Avalanche Breakdown

Electrons and holes that enter the depletion layer are swept out by the electric field
within the depletion region, leading to acceleration of the carriers to high velocities
until they reach saturation velocity. If the channel is made of silicon, the saturation
drift velocity is about 1 � 107 m/s, which is attained at the electric field more than
1 � 105 cm−1 [2]. If the electric field increases even more, the mobile carriers can
obtain enough energy so that their collision with lattice atoms could free an electron
from the valence band and elevate that to the conduction band resulting in gener-
ation of an electron–hole pair [18]. Then the created electrons and holes, which are
experiencing the electric field, contribute in further impact ionization and produce
even more pairs. As a result, it is said that impact ionization is a self-progressive
(multiplicative) phenomenon, leading excessive mobile carriers, which participate
in flowing significant current between drain and source. As the MOSFET is not able
to resist the applying higher voltages, due to a rapid increase in the current, the
breakdown voltage is known as a limit for operating voltage of MOSFETs [8].

Figure 2.5 shows breakdown mechanism due to impact ionization process.

Fig. 2.5 Avalanche
breakdown and substrate
current in a typical FET.
Impact ionization results in
substrate current, which is
undesired characteristic in
conventional FETs (extracted
from [2])
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2.5 Down Scaling Problems

The performance and power consumption of digital logic rely on almost completely
on the efficiency of a single device, which is the MOSFET. As mentioned before,
for decades, scaling down the MOSFETs has been the most important action to
succeed in digital logic. This miniaturization has made it possible that the com-
plexity of integrated circuits (ICs) doubles each 18 months as shown in Fig. 2.6,
resulting to essential progress in speed and decreases in power consumption and
price per transistor. Nowadays, processors employing two billion FETs, many of
them using gate lengths only 30 nm or less, are being produced (Fig. 2.6).

Moore’s law has forecast the trend of silicon chips in the last forty years [19].
For more than four decades, silicon has been the most important CMOS technology
of the today’s information society. It is thought that silicon is going to be the
dominant process for at least one more decade [19]. However, as transistor
dimensions approach few nanometres the silicon transistors’ behaviour becomes
more uncertain making silicon improper technology for the future circuit’s unless
new solutions are found to address its issues [20].

For decades shrinking the dimensions of the channel, oxide thickness and
operating voltage, has been the most important key to improve the power con-
sumption and performance of the FET devices, especially in logic applications.
However, this scaling cannot be continued forever as it has been anticipated several
times. After years of threshold voltage downscaling, leakage current has increased
from <10−10 amp/mm to >10−7 amps/µm. Thus, it is difficult to further lower the
threshold voltage and therefore, the operating voltage cannot be reduced as well
[21].

Another issue arises from scaling the oxide thickness. Although reducing the
oxide thickness results in device performance improvement and operating voltage
decrease, due to leakage current, it reaches the limits. Gate oxide in 65 nm tech-
nology of Intel FETs (SiO2) is only 1.2 nm, which is equal to five layers of silicon
atoms. This shows that downscaling is reaching the dimension of atoms. In other

Fig. 2.6 Trends in the
number of transistors per
digital chips and transistor
channel. To keep up with this
trends length of channel in
transistors has been reduced.
However, this shrinking
cannot continue for too long,
which is why new structures
such double-gate FETs, and
new materials like graphene
have been introduced hoping
to reach even shorter length
and higher processing speed
(extracted from [1])
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word, we are running out of atoms. Furthermore, there is a limit for increasing the
doping concentration. As the doping concentration increases, the carrier velocity
degrades due to increase in scattering. Reducing channel length has been also another
key approach to improve characteristics of FET devices. In high-performance
applications, FETs must quickly respond to Vgs variations, requiring high mobility
and short channel. However, short-channel length results in problems such as
threshold voltage roll-off and drain-induced barrier lowering (DIBL) [19].

Short-channel problems (effects) are one of the most challenging issues in the
nanoscale MOSFETs. When the channel length is comparable to the junction
thickness, which is relevant in nanotransistors, the gate barrier height is lowered,
which leads to decreasing the threshold voltage (Vth). In addition, if high voltages
for drain junction are applied to a short-channel transistor, the gate barrier height
decreases even more, which causes the threshold voltage to decreases further. This
issue is known as drain-induced barrier lowering (DIBL). Eventually, the MOSFET
reaches a point called the punch-through, where the gate is totally unable to control
the drain-source current flow.

Normally, two physical phenomenon are attributed to the short-channel effects,
which are (1) impairing the drift characteristics of the electron in the short channel.
(2) The threshold voltage changes because of channel length shortening. In other
point of view, short-channel effects are distinguished into five different effects

1. Hot electrons
2. Velocity saturation
3. Surface scattering
4. Impact ionization
5. DIBL and punch-through.

According to prediction of scaling theory [21], in order to make a robust FET
against short channel effects, a FET with a thin gate-controlled region (measured in
the vertical direction) and a thin barrier must be designed. The fact that in graphene,
it is possible to have channels that are as thin as one atom layer is perhaps the most
interesting properties of graphene for application in transistors [1].

Although there are reported devices with extremely thin channels, such as iii–v
HEMTs with typical channel length of 10–15 nm and silicon-on-insulator
MOSFETs using channel with thickness of less than 2 nm, the rough surface
results in deteriorated mobility [22]. More importantly, a significant threshold
voltage variation is seen in these devices because there is a fluctuation in body
thickness of these devices, and the same problem is expected to happen when the
thickness of iii-v HEMT is reduced to only a few nanometres [1]. These issues are
seen at thicknesses that are much greater than that of graphene.

Another important issue in the modern MOSFETs is the series resistance
between the source and drain junctions, which is becoming more significant as the
gate length is reduced [19]. Therefore, significant amount of research has been
devoted to suppressing the short-channel effects and optimizing the series resistance
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in modern transistors. As a result device engineers have been trying to find alter-
natives materials with better scalability and higher carrier velocity [1]. So far
graphene has been shown to have very high carrier velocity and scalability com-
pared to silicon and other counterparts such as GaAs.

2.6 Carbon-Based Semiconductor Devices

As the end of silicon scaling has been predicted number of times due to technical
reasons and scaling alone only results in fulfilling the needs of one generation,
introducing a fundamentally new material based on essentially different physical
properties compared to the silicon is of a great interest among the device engineers.
However, switching to a new material is a challenging task to do. Because logic
circuit fabrication needs complex processes and device fabrication plants are
extremely expensive to implement. In addition, introducing new material requires
the fabrication plants to be replaced or modified significantly, which costs a lot of
money.

Therefore, there are objections among logic designers against introducing
alternatives for silicon. However, the conditions are not the same for radiofrequency
applications. This field is supported and dominated by defence applications.
Because of need and advances in wireless communications, the military is wiling to
spend great amount of money in research into new radiofrequency devices. In
addition, radiofrequency chips are not as complex as the logic circuits are.
Therefore, the readiness for changing the device concept and introducing new
devices is much more than that of logic circuits. As indications, it is seen that
different materials and device types have been applied in radiofrequency elec-
tronics, including high-electron-mobility transistors (HEMTs) based on iii–v
semiconductors such as GaAs and InP, silicon n-channel MOSFETs and different
types of bipolar transistors [23].

Graphene, a new material for transistor channel, was first introduced for appli-
cation of radiofrequency. It is hoped that by using graphene, which is
one-atom-thick layer of graphite, it is possible to fabricate MOSFETs with extre-
mely thin channels, which will make these devices able to be scaled to shorter
channel lengths and lower delay without facing the short-channel issues that limits
the operating frequency of the current silicon devices. Therefore, proposing new
devices would be one of the most promising alternatives to improve silicon [24].

Graphene in its mono-layer form is a pure two-dimensional (2D) material. Its
lattice comprises regular hexagons of carbon atoms. The graphene lattice constant,
a, is 0.246 nm and the bond length of adjacent carbon atoms, Lb, 0.142 nm. The
application of this material has been reported long time ago in [25], when it was not
even called graphene. However, all the attempts to make stable graphene all failed.
Therefore, for long time it was thought that graphene cannot be existed and stable at
room temperature [25]. However, it was experimentally shown to be stable at room
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temperature in 2004 paper by the Manchester group [26] to start the huge amount of
research on this material.

2.6.1 Advantages of Graphene-Based Electronics

In 2004, an extremely high carrier mobility (�10000 cm2/V s) of graphene has been
experimentally and theoretically shown [26]. However, this property of graphene
needs to be discussed in more detail, which is given later in this chapter. Due to its
high mobility, if graphene is applied as a material of MOSFETs’ channel, those
devices could be considered as semi-ballistic transistors. Furthermore, extraordinary
high conductance of graphene results in very high current and low delay in
carbon-based transistors. The electron or hole transport in graphene occurs in the
p-orbitals perpendicular to the surface, and the exceptional transport characteristics
have been connected to a single spatially quantized subband populated by donor
carriers with low effective mass of me = 0.06 � m0 or by light and heavy holes with
masses of mh = 0.03 � m0 and mh = 0.1 � m0 [24]. Mean free path for carriers of
k � 400 nm at 300 K is another prospect of realizing ballistic devices, even at
relaxed feature sizes compared to the state-of-the-art CMOS technology [24].

2.6.2 Disadvantages of Graphene-Based Electronics

In the modern digital circuit, complementary MOS (CMOS) is the dominant
technology. A CMOS technology applies both n and p-type FETs in order to make
low-power circuits. The main idea is that at final states only one type is on and the
other one is completely off so the path between VCC and GND is disconnected.

The major benefit of CMOS over other technologies is that in the final states, a
number of the transistors are in off state resulting in having no static current. This
feature of silicon MOSFETs makes silicon CMOS enable to offer exceptionally low
static power consumption. Consequently, any possible successor to the current
MOSFET, which is to be applied in CMOS-like logic circuit should have very good
switching characteristic, as well as an Ion/Ioff, in range of 104 to 107 [22].

To do so, a bandgap of 0.4 eV or more is required in conventional FETs. In
addition, to make CMOS circuits, n- and p-type FETs are required with Vtn = −Vtp

for a proper CMOS operation. The major drawback of graphene-based FET is that
they are not suitable for CMOS applications. Inferior Ion/Ioff ratios in
graphene-based devices due to zero bandgap of unbiased and large-area graphene
make inefficient CMOS devices. Conductivity in graphene is at lowest point under
0 V gate bias, but turning off the device is difficult or even impossible at normal
temperatures because thermal energy and fluctuations are more than sufficient to
produce large carrier populations [1].
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As a result, leakage current is too high in graphene-based transistors and thus Ion/
Ioff ratios become typically just 1 or 2 orders of magnitude, which is not enough for
implementing an applicable MOSFET [1]. The next important problem is to find an
approach to reliably deposit the nanoribbons in predefined locations for mass and
scalable transistor fabrication [1]. Finally, producing scalable and high quality
sheets from graphene is an awkward task [1].

Many researchers are working on improving the bandgap in graphene sheet to
make it more suitable to be used as channel of low-power transistors. So far, there
has been success in providing good semiconducting graphene-based channels using
GNR and carbon nanotubes (CNT) resulting in very high-performance transistors.

GNR-based channel opens a bandgap inversely proportional to the width. To
gain enough bandgap the width of GNR must be less than 3 nm. However, in that
length mobility is degraded. In the case of CNFET circuits, it is costly and very
difficult to fabricate them at large scale due to some serious manufacturing issues
like variations in doping and diameter of CNTs, unwanted produce of metallic
CNTs and mispositioned CNTs shown in 2.7 [27]. As the doping and diameter
variations in CNTs result in drain current variations, the major problem is the
handling mispositioned and metallic CNTs because they impair the operation of the
gate [28] (Fig. 2.7).

2.6.3 Application of Graphene in Electronics

In this section, the potential applications of graphene in digital and analogue
electronics are discussed briefly. Several logic gates and arithmetic circuits using
graphene and CNT have been proposed in the literature, which are discussed here.
In addition, the application of the carbon in analogue devices is introduced.

2.6.3.1 Applications of Graphene in Digital Electronics

Graphene can be used in many applications. For example, it has the potential
properties to be suitable component of the next generation of the integrated circuits.
In addition, it benefits from an excellent carrier mobility and low noise, allowing
that to be applied as the channel of semi-ballistic FETs applying ultra high-speed
devices using graphene channel, several high-performance logic and arithmetic

Fig. 2.7 Mispositioned CNT
resulting in current variation
in CNTFETs (extracted from
[28])
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circuits have been reported. In [29], a complementary inverter using mono-layer
graphene nanoribbon is fabricated, and the performance of the circuit is measured.
Figures 2.8a, b show the cross section of the fabricated module, and the image of
the real fabricated device, respectively.

Reference [30] shows the performance of potential logic gates using mono-layer
graphene nanoribbon. Their proposed circuits include several ratio logic gates, such
as NAND, NOR, AND, and inverter using graphene. Figure 2.9 shows the sche-
matic of the proposed AND gate. Paper [31] reported high speed full adders using
carbon nanotube transistors and capacitors. Very high speed has been resulted
compared to the state-of-the-art full adders in the literature.

2.6.3.2 Application of Graphene in Analogue Electronics

An excellent material to be used in high-frequency analogue circuit needs
mechanical and thermal stability, high thermal conductivity, superior carrier

Fig. 2.8 A schematic of the fabricated CMOS inverter (a) and Fermi level repositioning in order
to implement p-type and n-type FET (b) (extracted from [29])

Fig. 2.9 An AND logic gate (a and b) employing mono-layer graphene transistor. R is the output
resistance of the graphene transistor, depending on the voltage of the gate VG. Obviously this kind
of logic dissipates static power but benefits from very low delay using high mobility graphene
mono-layer. Since making p-type and n-type channel is still a challenge the superiority of graphene
has been verified using undoped channel and RTL logic (extracted from [30])
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mobility and extremely high resistance to electro-migration [23]. All these prop-
erties have been seen in graphene making that a promising candidate for
high-frequency analogue applications. Graphene possessing high carrier speed can
present a large small-signal transconductance gm, determined as dIds/dVgs, which is
the most important parameter in measuring the speed and frequency of a FET and
also an amplifier gain. Recently reported results have shown graphene FETs with a
cut-off frequency (fT) of 100 GHz could be fabricated [32]. In addition, it is
believed that even graphene FETs with THz frequency could be created using 9 nm
graphene channel.

Furthermore, it has been established that graphene shows low level of 1/f noise,
which is an important criterion for analogue circuits working at high frequencies.
Comparing the 1/f of graphene with that of the conventional transistors reveals the
suitability of graphene in analogue applications in terms of the noise spectral
density [32].

2.6.4 Important Graphene Parameters in Connection
with FETs

Three important properties of graphene are discussed: the bandgap, carrier transport
(mobility and high field transport) at room temperature and 2D nature of graphene.

2.6.4.1 Bandgap Definition in Semiconductors

It is established that large-area graphene behaves like semi-metal and its bandgap is
zero. The conduction and valence bands of graphene are cone-shaped and meet
each other at the K points of the Brillouin zone (Fig. 2.13b). In logic application, it
is needed to switch off the transistors based on the input logic and since the bandgap
of large-area graphene is zero, it is not suitable for application of logic circuits.
However, it is possible to alter the bandstructure of the graphene and open a
bandgap to make a semiconductor. There are three ways to open a bandgap in
graphene [33].

1. By making one-dimensional graphene nanoribbons with width less than 10 nm.
As the width of the ribbon is reduced the larger bandgap opens.

2. By using two layers of graphene sheets forming bilayer graphene applying
different biases to the layers. Increasing the electric field strength causes the
bandgap to increase.

3. By applying strain to graphene. See Fig. 2.10 for remarks.

Based on the direction of applying current there are two types of GNR called
armchair and zigzag nanoribbon shown in Fig. 2.11. It has been forecast that both
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armchair and zigzag nanoribbons being ideal types of nanoribbon (Fig. 2.11a, b)
open a bandgap, which is appropriately related to the width of the nanoribbon.

Equation 2.7 can be used to calculate the bandgap in armchair GNR, which is
called simply GNR in the rest of this thesis.

Eg ¼ 2ptF
3W

ð2:7Þ

The ħ is reduced Plank’s constant, tF = 106 m/s is the Fermi Velocity and W is
the GNR’s width. In addition, the bandgap in zigzag GNR is calculated from

Fig. 2.10 Bandgap in graphene. SL: single layer; BL: bilayer; LA: large-area; GNR: graphene
nanoribbon. As can be seen existence of bandgap in GNR and BL graphene has been shown by
experimental and theoretical studies. However, large-area graphene does not open bandgap
(extracted from [1])

Fig. 2.11 Armchair (a) and zigzag (b) forms of GNR. The direction of current is assumed from
left to right (lateral direction)
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Eg ¼ 1:65 ðeV)
Wg ðnmÞ ð2:8Þ

as reported in [34]. The bandgap opening in GNR has been shown experimentally
for widths down to almost 1 nm [35], and a bandgap of around 0.2 eV has been
demonstrated experimentally and theoretically for widths below 20 nm (Fig. 2.12).
Therefore, to use nanoribbon in graphene transistors, a very narrow sheet of gra-
phene with excellent edges and well-defined width is required to be fabricated. This
is really difficult to fabricate such a material with the available processing equip-
ment of semiconductors. Using unfolding carbon nanotubes, the nanoribbons with
uniform width and optimized edges are produced [1]. However, even a perfect
nanoribbon in terms of edge roughness and width is not completely suitable for
electronics applications.

As the bandgap increases the valence and conductance bands become parabolic
instead of cone-shaped. This causes rise in carrier effective mass, which in turn
reduces the mobility.

In bilayer graphene the conduction and valence bands have parabolic shape near
the k point, but the bandgap is still zero. However, if we apply a suitable electric
field to the bilayer graphene, a bandgap appears and the shape of the bands becomes
so-called Mexican-hat shape (Fig. 2.13b). Theoretical studies show that the band-
gap’s size is related to strength of the applied electric field. Based on the theoretical
models, it can be as large as 200–250 meV for electric fields with strength around
1–3�107 V cm−1 [36]. There is doubt about the bandgap of large-area mono-layer
graphene. There are reports suggesting the nonzero bandgap of 0.25 eV.

On the other hand, when the material is used in transistor, the transfer charac-
teristic shows no switching-off demonstrating zero bandgap [1]. Finally, applying
strain has been proposed as an approach to open a bandgap in graphene, and the

Fig. 2.12 Bandgap versus
nanoribbon width. As width
of nanoribbon decreases the
bandgap increases [35]
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influence of uniaxial strain on the bandstructure has been studied using simulation
[37]. Currently, it seems that opening bandgap in graphene using strain is a difficult
task in practice since it requires a global uniaxial strain more than 20%. Therefore,
although there are some techniques to open a bandgap in graphene, none of them
are suitable to be used in realistic applications and industry, since, realizing all those
techniques, making nanoribbons, nanotubes and bilayer of graphene, and applying
global uniaxial strain more than 20% are difficult and costly due to their need to
complicated and accurate machines.

2.6.4.2 Mobility Description in Semiconductors

One of the most promising advantages of graphene is its extraordinary mobility at
room temperature. Mobility of exfoliated graphene on SiO2 has been routinely
measured and shown to be 10,000–15,000 cm2 V−1 s−1 [1]. Even upper limits of
between 40,000 and 70,000 cm2 V−1 s−1 have been reported in other studies such
as [38]. Moreover, having no of ripples and charged impurities, carrier mobilities of
200,000 cm2 V−1 s−1 have been estimated, and a mobility of 106 cm2 V−1 s−1 was
recently suggested for suspended graphene [39].

Finally, the mobility of graphene depends on the surface on which graphene is
grown. If the graphene is grown on SiC the mobility is reported to be higher than
that of the graphene, which is grown on silicon. The mobility of 5,000 cm2 V−1 s−1

has been reported for graphene on SiC [40] while for graphene grown on silicon
face the value is 1,000 cm2 V−1 s−1 [41]. However, growing graphene on SiC is a

Fig. 2.13 Bandgap related to graphene and GNRs. a An armchair GNR (ac-GNR) with length Lac
and width Wac. b Bandstructure for large-area graphene (i), GNR (ii), bilayer graphene (iii) and
bilayer graphene under the influence of an electric field (extracted from [1])
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difficult task, which makes silicon face more suitable for electronic applications at the
moment. In first graphene FETs, top-gate dielectric affected the mobility [42].
However, the later researches showed that it is possible to make transistors with high
mobilities with applying suitable dielectric and deposition process optimization. For
example, mobility of around 23,000 cm2 V−1 s−1 has been observed by [43].

Although the reported mobilities are impressive, it is important to be careful that
they are all related to large-area graphene with zero bandgap, which is not suitable
for electronic use. As Fig. 2.14 shows by increasing the bandgap, the mobility
decreases. This trend is valid in conventional semiconductors, and it is also pre-
dicted to be true in graphene and carbon nanoribbon [44].

If we compare silicon and graphene at the same condition, both having 1.1 eV
bandgap, the mobility of graphene is estimated to be less than of silicon. This
means that having large bandgap, graphene does not show any advantage over
silicon in terms of mobility. The mobilities measured in experiments-less than
200 cm2 V−1 s−1 for nanoribbons 1–10 nm wide and 1,500 cm2 V−1 s−1 for a
nanoribbon with width 14 nm (which is the highest mobility reported so far for a
nanoribbon)—agree the theoretical results. Figure 2.15 shows the GNR width
respect to mobility.

Therefore, although graphene may provide high-speed operation due to its high
carrier mobility, it has the drawback that when it turns on it does not turn off or the
ratio of Ion/Ioff is small. Thus its application in logic circuits is not practical for the
moment since it results in high power consumption.

Fig. 2.14 Electron mobility in conventional material such as iii–v compounds InSb, InAs,
In0.53Ga0.47As, InP, GaAs, In0.49Ga0.51P and GaN. The values of mobility are related to undoped
material except the Si. Moreover, two regions are demonstrated to show the range of mobility in
CNT and GNR provided by experimental and theoretical studies. The figure shows that GNR can
present lower mobility than that of silicon at bandgap wider than almost 0.5 eV (extracted form
[1])
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2.6.4.3 High-Field Transport in Semiconducting Devices

In FETs with gates several µm long, carrier’s speed is a proper function of mobility.
The electric field is not so high in long-channel transistors. However, in nanometre
FETs, which the gate length is around few nanometres, the electric field is quite
high resulting in velocity saturation. Therefore, the dependence of carrier transport
on mobility fades. In order to show this, suppose we have a FET with 100 nm gate
length and Vds = 1 V. Assuming a voltage drop of 0.3 V along the drain-source
resistance, the electric field in the channel is approximately 70 kV cm−1. At that
high field, the carrier velocity reaches a saturation point at steady-state, and thus the
saturation velocity become an important parameter of carrier transport. In Fig. 2.16
plots of the carrier velocity against the field are illustrated.

For carbon nanotube and the graphene, the highest carrier velocities are pre-
dicted to be around 4 � 107 cm s−1, compared to 2 � 107 cm s−1 for GaAs and
107 cm s−1 for silicon. In addition, at high electric fields, the velocity’s trend in the
nanotube and graphene is not decreasing drastically as it is in the iii–v semicon-
ductors. Unfortunately, at present, no experimental study exists in literature to show
the transport in graphene nanoribbons at high electric field and in large-area gra-
phene. But, in some references such as [46] high-field carrier speed of few 107

cm s−1 in graphene has been reported. Thus, in terms of high-field velocity, gra-
phene and the carbon nanotubes have a little superiority over the silicon devices.

Finally, it has to be said that published mobilities for graphene devices require to
be examined in details since the definitions for the mobility of the channel are
different in the different papers. Therefore, they cannot be simply compared toge-
ther. In addition, the methods used to measure the transport characteristics have
been only vaguely described in some works. Moreover, the resistance of the drain
and source and drain contacts should be eliminated in measuring the transport

Fig. 2.15 As the nanoribbon
width is reduced the bandgap
gets wider but unfortunately
the mobility of graphene
decreases from 105 cm/Vs for
W = 10 nm to 103 cm/Vs for
W = 2 nm (extracted from
[45])

26 2 Basic Concept of Field-Effect Transistors



characteristics. However, it is not clear whether this has been done in all the works
or not.

However, it is commonly believed that the filed effect mobility of graphene (µFE)
is given by Schwierz [1]

lFE ¼ Lgm
WCgVs

; ð2:9Þ

where L, W are channel length and width, respectively, Cg is the gate capacitance,
and gm is transconductance. In addition, there could be different interpretation of
capacitance of top-gated GNR FETs. Normally, it is calculated form Cox = eox/tox
defined as the oxide capacitance per unit area, where tox is the dielectric thickness
and eox is the dielectric constant of the top-gate. It must be taken into consideration
that the quantum capacitance, Cq, is not insignificant value when tox is small.
Therefore, the total gate capacitance should be calculated form CG = CoxCq/
(Cox + Cq). Particularly, close to the Dirac point, where the current reaches the
minimum value, the fieldeffect mobility could be underestimated if the effect of
quantum capacitance is ignored.

2.6.4.4 Two-Dimensional Nature of Graphene

Graphene with its 2D nature offers the thinnest possible channels for the FETs.
Thus, GNRFETs could be more scalable than the other counterparts are such as
Si-based FETs. It is worth to mention that, however, the theory of scaling is valid

Fig. 2.16 Drift velocity of
electrons respect to electric
field for large-area graphene
(extracted from [47])
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for semiconducting materials and cannot be applied to semi-metal channels like
GNRFETs having zero bandgap. Therefore, scaling theory could be used for gra-
phene nanoribbons with a tunable bandgap but noticeably degraded mobilities than
the large-area graphene. As a result, since the high value of mobility is mostly
related to large-area graphene, which is not suitable for FETs, it can be said that the
most attractive advantage of the graphene is its ability to be extremely scaled down
in form of nanoribbon rather than its high mobility.

2.7 Length of Velocity Saturation Region

As discussed before, the length of saturation region can be obtained by solving
surface potential at ɸ(Ld) = Vsat, where Vsat is the saturation voltage. Therefore, it is
needed to review the surface potential models. Although there are many analytical
and semi-analytical models for surface potential of silicon-based devices, there is a
lack of research in modelling of this parameter for carbon-based transistors.
Therefore, in this section we briefly review the reported models for conventional
silicon transistors. In addition, few works focusing on length of saturation velocity
region are studied at the end of this section.

Table 2.1 shows important works regarding surface potential modelling. In [14]
paper, the modelling starts with

d2V
dx2

¼ qNepi

e
þ dEy

dy
; ð2:10Þ

which is a simple one-dimensional model. Using this model the breakdown voltage
single-gate power MOSFET is calculated. The results later are recalculated with
MEDICI simulator and compared with results computed using the model and they
agree well. Imam presented a model for threshold voltage of a typical double-gate
MOSFET using a two-dimensional surface potential model. The basic equation is
written as

w x; yð Þ ¼ qNa

esi
0� x� ts and 0� y� L; ð2:11Þ

where L and ts are the channel length and thickness, respectively. Then using
separation technique the equation is separated and written as.

Table 2.1 Application of
surface potential in modelling
of different device
characteristics

Approach Important references

One-dimensional [2, 14]

Two-dimensional [9, 49]

Three-dimensional models [48, 53]
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w x; yð Þ ¼ V xð ÞþUðx; yÞ; ð2:12Þ

where V(x) is the surface potential at the surface of the channel and U(x, y) is the
solution, which accounts for the 2D short-channel effects. Using proper boundary
conditions, the potential along the x and y direction can be calculated. A good
related review paper was published by Wong, which reviews the physics and
models of drain breakdown in short-channel MOSFET. Four mechanisms, namely,
(1) avalanche breakdown (MI mode), (2) finite multiplication with positive feed-
back of the substrate current and (3) parasitic transistor induced breakdown and
(4) punch-through, are discussed. The same approach as what Imam used was
employed by Yang [9] to calculate breakdown voltage of double-gate power
MOSFET.

After the surface potential model is obtained, the lateral electric field is modelled
and then using the ionization coefficient of silicon film and avalanche breakdown
condition the breakdown voltage is calculated and compared with experimental
results. A simple analytical expression of the 3D potential distribution along the
channel of lightly doped silicon tri-gate MOSFETs in weak inversion was derived
in [48]. It was based on a perimeter-weighted approach of symmetric and asym-
metric double-gate MOSFETs. The analytical solution was compared with the
numerical solution of the 3D using FlexPDE simulator. Finally using the model,
subthreshold slope and short-channel effects are studied. In conclusion, it can be
said that surface potential models can be broadly classified into one-dimensional
(1D), two-dimensional (2D) and three-dimensional models (3D).

One-dimensional models are simple and reasonably accurate but they are just
able to study the surface of the channel. On the other hand, 2D models show more
flexibility respect to 1D models and finally, the 3D models can be the most accurate
models presented. Differential equations for 1D, 2D and 3D methods are given as

@2/ðxÞ
@2x2

¼ qnðxÞ
echannel

ð2:13Þ

@2/ðx; yÞ
@x2

þ @2/ðx; yÞ
@y2

¼ qnðx; yÞ
echannel

ð2:14Þ

@2/ðx; y; zÞ
@x2

þ @2/ðx; y; zÞ
@y2

þ @2/ðx; y; zÞ
@z2

¼ qnðx; y; zÞ
echannel

; ð2:15Þ

where echannel is the channel dielectric constant and x, y and z are the dimensions of
the channel. In other point of view, surface potential approaches are divided into
three categorises.

1. Using separation method
2. Gauss’ law
3. Poison equation together with a parabolic function.
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In the first approach, it is strongly assumed that potential along the channel can
be separated and written as multiplication of two different elements based on the
two directions, ɸ(x, y) = ɸ(x) + U(x, y) and then the resulted equations should be
solved for every direction [49]. The resulted partial equations could be solved by
applying Fourier series. Calculation can be roughly done by taking approximation
and considering only two or three first expressions of the Fourier series [9].
However, the expressions are still complicated if a good agreement is needed
between theoretical and simulated results [50].

The second method applies the Gauss law on a rectangular region in the channel
[51]. Then special parameters should be proposed in order to get the expression of
electric field and surface potential at vertical direction. This method can simply be
used in 1D solutions and adequate accuracy could be resulted. In this approach also
potential could be modelled only at surface. Typically the modelling starts with

@2/1ðxÞ
@x2

¼ Vg � Vbi � /1ðxÞ
k2

¼ �qðN þ nÞ
eg

ð2:16Þ

for a single-gate device, for example. Banna [51] used this approach to study the
lateral electric field and current of short-channel transistors. Experimental data is
used in order to verify the results. To start the modelling application of Guass’s law
at saturation region is employed. The same approach was used again by Singh [6]
for calculation of breakdown of submicron MOSFETs. They reported that a 0.25
um technology single-gate MOSFET experience breakdown at voltages in range of
8–8.7 V. Finally, the third approach employs Poison equation. In this approach, it is
assumed that surface potential can be approximately expressed as a parabolic
function given as

/ x; yð Þ ¼ C0 yð ÞþC1 yð ÞxþC2 yð Þx2 ð2:17Þ

and the coefficients c0, c1 and c2 can be obtained by introducing proper boundary
conditions using Gauss law [48]. For interested reader in application of surface
potential to extract characteristics of transistors, Table 2.2 is provided here. In
addition, the surface potential has been successfully employed in several device
structures given in Table 2.3.

To calculate length of velocity saturation region (Ld) from surface potential, it is
a common practise to use saturation condition in surface potential equation
(ɸ(Ld) = Vsat) [51]. There are models available to calculate length of saturation

Table 2.2 Application of
surface potential in modelling
of different device
characteristics

Device characteristic Important references

Short-channel effects [48, 52]

Threshold voltage [49, 53, 54]

Drain current [48, 50]

Lateral electric field [2, 6, 20, 51]

Breakdown voltage (BV) [2, 6, 20]
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region [2, 5, 51]. Using the mentioned approach, they normally came up with an
expression given as below, for instance, with Ld at both sides of the equation, which
should be solved numerically.

A simple equation of Ld proposed in [5] is given as

Ld � k ln
aþ uþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2 þ 2auþ 1
p

aþ 1

 !
ð2:18Þ

where

u ¼ a cosh
Ld
k
� 1

� �
þ sinh

Ld
k

ð2:19Þ

Since measuring this parameter is quite difficult, analytical modelling is a suit-
able tool in this case. As a result, there are several models [8, 15, 17, 57, 58] in the
literature for conventional devices. Based on empirical results, Ld is a function of
oxide thickness, junction depth, bias and channel length. One example is the
empirical expression relying on MINIMOS [59] simulation results. However, the
proposed model is not well-developed. As an example, some introduced parameters
are dependant on device and vary for different devices. Further a more precise
model was presented in 1997 by [5], which is given by

Ld � ld0ln
aþ uþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2 þ 2auþ 1
p

aþ 1

 !
ð2:20Þ

where, ld0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
esitoxxj=eox

p
; u ¼ ðVD � VDsatÞ=ld0Es and a ¼ ld0=ðL� 2ld0Þ. The ES

is defined as the minimum electric field required to secure saturation velocity; Vds

and VDsat are the drain-to-source voltage and the drain saturation voltage of the
MOSFET, respectively. The tox is the thickness of the gate oxide; xj is the drain
junction depth; L is the effective channel length; and eox and eSi are the dielectric
constants of gate oxide and silicon, respectively.

Equation 2.20 shows that ld increases as the drain voltage increases and is
governed by channel length. In Fig. 2.17, width of impact ionization region relation
is shown respect to the bias and channel length. As numerical results show, the

Table 2.3 Application of
surface potential in modelling
of different device structures

Device structure Important reference papers

Single-gate low-power FETs [7, 14]

Double-gate transistors [9]

Tri-gate transistors [48]

Surrounding-gate devices [55]

High power transistors [8, 17]

Silicon nanotransistors [56]

GNR-based devices [37]
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models presented by Eq. 2.20 as L increases, the Ld, which is called impact ion-
ization length, increases too and it is verified well with the compared results.
However, the model is only valid for the channel length longer than 500 µm and
drain voltage between 1 and 3 V.

2.8 Ionization Coefficient

According to the literature, there has been no attempt to study the ionization
coefficient of GNR. However, there are models for ionization coefficient in con-
ventional materials. Table 2.4 introduces the most important works regarding
ionization modelling in conventional semiconductors. According to the previously
presented methods, calculation of ionization coefficient can be obtained in two
different cases. It can be computed at very high electric field, where the Wolf’s
model [60] is valid or at very low field, where Shockley’s model is applicable [61].
However, at moderate values of electric field, none of the mentioned models is
valid.

Fig. 2.17 The effects of
drain-source Vds and channel
length L on the length of
velocity saturation region
(Impact ionization length).
The Ld increases with Vds and
channel length (extracted
from [2])

Table 2.4 The most
important papers presenting
ionization coefficient models
in conventional
semiconductors

Semiconductor Important works

Silicon [11, 12, 60, 61]

InSb [62, 63]

SiGe [18]

Silicon with disorders [10, 64]
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Therefore, authors in [65] were motivated to propose a model, which is exact at
both low and high electric field values. However, their model is too complicated
and time-consuming to be used in real applications [65]. Calculation of breakdown
voltage and substrate current is normally includes integration of the ionization
coefficient over the length of velocity saturation region [66], therefore, it is nec-
essary to propose a simple mathematical approach for the ionization rate and sur-
face potential model. As a result, for a long time, Shockley’s model has been widely
applied in modelling the impact ionization and hot electron generation in
MOSFETs. According to Shockley’s model [61], the impact ionization coefficient,
a, which is the number of ionization events per unit length, is determined by the
local electric field, F, with the characteristics field strength, B. The impact ion-
ization rate can be approximated by

a ¼ A exp
�B
F

ð2:21Þ

Since expression 2.21 is valid in case of low electric field, it needs two fitting
parameters A and B to obtain acceptable values for different processes. They are
functions of process, biasing condition and temperature. For silicon surface elec-
trons, A and B are 2.45 � 105 cm−1 and 1.92 � 106 V/cm, respectively [61]. The
previous work done for modelling this parameter in silicon is reviewed in [12]. We
broadly categorize the models presented in the previous works into three types
called, equilibrium state (ES), lucky ballistic (LB) and lucky drift (LD) models.

The first attempt to calculate ionization coefficient in semiconductors was made
by Wolff [60], which is called ES model. In the ES model, it is shown that the
electrons in the tail of the equilibrium distribution can be regarded energetic enough
to create an electron–hole pair [11]. The general form of the ES-based models is
known as [11, 12].

a � exp
�a0
F2 ð2:22Þ

where F is the electric field strength and a0 is a constant. A principal objections to
this model is that it is possible that impact ionization may be more associated with
non-equilibrium electrons than with those in a nearly isotropic equilibrated distri-
bution. This objection formed the basis of a quite different approach by Shockley
[61] LB models, which has become known as the lucky-electron model. In the LB
model, impact ionization is shown to be produced by electrons, which happened to
avoid collision [11]. If km, which is the momentum relaxation mean free path, is
considered as a constant, the probability of an electron avoiding a collision is [11]

Pa ¼ exp
�Et

qFkm

� �
ð2:23Þ
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and so the ionization coefficient, in the simplest formulation, takes the form [11]

a ¼ 1
l0
exp

�Et

qFkm

� �
; ð2:24Þ

where Et is the ionization energy, q is the charge magnitude and l0 = Et/qF. The
electric field dependence of LB models are widely different from what was resulted
by Wolff’s models. The dependence in LB models is much more than that of ES
models. In practice, it is hard to decide accurately between LB and ES approaches
since the range, where a is calculated is too small and both of them have been
widely used in the literature. The most important objection against LB approach is
that the collision path for carriers is expected to be around 5 nm, which is too short
to result lucky-electron with sufficient probability.

As a result, LD model is proposed. In this model, the theory is that carriers could
drift in an electric field having momentum-relaxing collisions, a determined drift
velocity, and no noticeable energy-relaxing collision at the same period [11]. This
state is called lucky drift [11, 64].

Considering km and kE to be independent of energy, the ionization coefficient
based on LD model is given by Rubel et al. [10]

Fig. 2.18 Ionization
coefficient versus electric field
(e) and ionization threshold
energy (Ei) employing
different approaches
(extracted from [10])
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a ¼ 1
km

r exp �l0
kE

� �
� r exp �l0

km

� �� �
1� exp �l0

kE

� �
� r2 1� exp �l0

km

� �� � ; ð2:25Þ

where kE is the energy relaxation mean free path, and r = km/kE. The last approach
so far produced the most reliable results in literature. Figure 2.18 shows the results
of different modelling approaches.

2.9 Introduction on Graphene

In this section, important carbon-related works are briefly reviewed, which are
divided into two subsections. The first subsection, reviews the most important
experimental and theoretical studies on carbon-based electronics and next subsec-
tion, introduced the most significant works on graphene-based transistors.

2.9.1 Experimental Works and Analytical Models Related
to Carbon-Based Electronics

The properties of CNTs have been modelled and studied through experimental and
analytical attempts. Since the scope of this research is limited to breakdown voltage,
other works only summarized in form of tables for interested readers. Table 2.5
introduces the most important review papers regarding graphene and GNRFETs,
which is recommended for any researcher in this field. In addition, it acquaints
significant works in connection with other properties and applications in graphene.
Among the numerous analytical models presented for graphene’s properites and its
current characteristic, there are few circuit-level models such as [67, 68], which can
simply be used in circuit simulators such as HSPICE. One of the most accurate
proposed models is Deng’s CNT model, which considers non-idealizes and para-
sitic capacitances [67].

Table 2.5 Important review
papers and other works
related to various topics on
graphene

Topic Important references

Review papers [1, 39, 69]

Fabrication methods [39, 46, 57, 70–74]

Doping approaches [75]

Design methodology [76]

Arithmetic circuits [31, 77]

Graphene logic gates [29, 30]

Graphene transistors [1, 37, 42, 78–80]
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The paper presents a circuit-compatible compact model for the intrinsic channel
region of the MOSFET-like single-walled carbon nanotube field-effect transistors
(CNFETs). Their model for CNFET is valid for a wide range of diameters and
chiralities. In addition, it covers CNFET with either semiconducting carbon nanotube
(CNT) conducting or metallic channel [67].

As graphene showed properties that are more promising compared to CNT, huge
amount of interest has been drawn into modelling of this material. As an example,
the mispositioned CNTs and metallic CNTs are no more issues [28]. In addition, the
fabrication process is simpler than that of CNTs. As a result, many analytical and
semi-analytical models are available for graphene specially graphene nanoribbon,
which categorized in Table 2.6.

Beside the theoretical studies on graphene, many researchers are working on
fabricating of graphene-based transistors. So far, samples with the highest quality
has produced by the original mechanical exfoliation, but the method is not suitable
for mass production because it is neither high-yield nor high throughput meaning
that this approach is time-consuming and the yield is too low to be used in industry.
Yield is is calculated from,

yeild ¼ defect per unit area� die area
3

� ��3

ð2:26Þ

There are alternatives to mechanical exfoliation including four approaches,
which are listed as below [69].

1. Mechanical exfoliation
2. Attempts to catalyze growth in situ on a substrate
3. Bottom-up methods to grow graphene directly from organic precursors
4. Chemical efforts to exfoliated and stabilize individual sheets in solution.

None of these approaches are satisfying too for mass production. In case of
producing graphene, chemically, perfect exfoliation in solution needs the 2D crystal
to be modified extensively, which results in device performance degradation.
Uniform and large-area single layer can alternatively be produced by bottom-up
techniques. Due to side reactions and insoluble macromolecules, organic synthesize
of the graphene is a size limited process. There are two other approaches, growth of
monolayers on substrate by using chemical vapour deposition or CVD and silicon

Table 2.6 Important models
proposed for different
properties of graphene

Property Important references

Bandgap [33, 35]

Conductance [81]

Mobility and velocity [47, 70, 74, 82, 83]

Quantum and classic capacitance [84, 85]

Fermi velocity [86]

Current [37, 78, 82, 87, 88]

Scattering [46, 47, 72, 74, 82]
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carbide reduction. Careful controlling of the conditions is needed after nucleating a
sheet in order to promote crystal growth and avoid seeding the second layer or
making grain boundaries. To put it in nutshell, although tremendous progress has
been made in fabrication process, mechanical exfoliation using cellophane tape is
still the most highest quality approach to produce graphene flakes for small scale
production.

In terms of device concept, several devices have been already proposed and
experimentally examined. Top-gated devices, which use only one gate on top and
double-gate devices, which use top and back gates, for better controlling the electric
field and surface potential. Other researchers tried to improve the bandgap by
increasing the number of nanoribbons. These devices are called mono-layer,
bilayer, tri-layer and multilayer GNR transistors based on the number of nanoribbon
layers used.

2.9.2 Review of the Most Important Graphene-Based
Transistors

Implementing the graphene MOS transistor was one of the most important results
reported in 2004, which was presented by the Manchester group [26]. The nature of
the proposed device was a SiO2 layer with thickness of 300 nm below the graphene.
This layer designed to act as back gate dielectric and the back gate was made by a
layer of doped silicon (Fig. 2.19a)

The proposed device was acceptable to proof the concept. However, it suffered
from significant parasitic capacitances due to use of back gate making the concept
impossible to be integrated with the other devices. As a result, to use graphene
transistor in real situations, a top-gate is required. In 2007, the first top-gated
graphene transistor was proposed in [42], which was a very important milestone in
implementing graphene-based transistors and the research was accelerated after that
in this field (Fig. 2.19b).

Three methods have been reported to make top-gated graphene.

1. Using exfoliated graphene [42].
2. Growing on metals. (i.e. example copper and nickel [89]).
3. Using epitaxial graphene with top-gate dielectric of SiO2, Al2O3 and HfO2 [90].

Large-area graphene have been used to form the channel of the top-gated gra-
phene FETs.

As we know, the large-area graphene does not open bandgap, therefore, when
the transistor is turned on, it does not switch off.

As Fig. 2.20a shows transistors made by a large-area graphene are unique in
terms of the current-voltage characteristic. The potential difference between the
gates (top and back gates) and the channel controls the carrier density and type in
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the channel. If a positive voltage is applied the number of electrons is increased in
the channel and therefore, an n-type channel is formed. Otherwise, if a negative
voltage is used, a p-type channel is formed due to increase in the density of holes in
the channel. As a result, these transistors can be both n- and p-types depending the
type potential applied (negative or positive), which is separated by the Dirac point
as shown in Fig. 2.20a.

Fig. 2.19 a Several structures to make transistors based on graphene. From left, back-gated,
double-gated employing exfoliated graphene channel or graphene, which has been grown on
metal, and top-gated with a channel of epitaxial graphene [1]

Fig. 2.20 Drain current against drain-source voltage in large-area graphene-based FET.
a Transfer characteristics consists of two linear regions and one saturation region. b Transfer
characteristics cross at high values of Vds meaning that the gate cannot control the current
(extracted from [90])
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Positioning of the Dirac point in these transistors can be performed by adjusting
the following approaches [1].

1. The difference between the work functions of the gate and the graphene
2. The charges’ density and type at the interface points between channel and top-

and back-gates
3. Graphene’s doping.

So far the published results for the ratio of Ion/Ioff have been in range of 2–20. In
terms of device speed, the graphene has a drawback over conventional devices.
Because graphene-based transistors show no saturation or only a week saturation in
their transfer characteristic [91]. However, unusual kind of saturation has been seen
in some graphene transistors (Fig. 2.20b). As shown in Fig. 2.20b in some con-
ditions, there are two linear regions separated by a saturation region [90].

Based on the reasoning presented in [1], these transistors work as follows. If the
Vds is small, the entire channel is n-type and the transistor functions in a linear-like
region (region I). By rising the drain-source voltage, current starts to reach a sat-
uration point until the inflection point, on which Vds = Vds,crit, is reached (region II).
If the Vds increases and exceeds the Vds,crit, then the channel is turned from n-type to
p-type and therefore, the conduction enters the second linear region. (Region II in
Fig. 2.20b).

As the channel in graphene-based transistors have almost zero bandgap, the
transfer characteristics overlap at high values of Vds. This leads to a zero or negative
transconductance, which is a very undesirable property.

Beside the issues regarding opening a bandgap in graphene nanoribbons, there
are other issues in using graphene as transistor channel in digital applications. First,
a significantly thick oxide is needed in fabrication of these devices. As a result,
relatively high voltage is required to switch the transistor on. While almost the same
device in silicon needs only around 1 V to be turned on.

In addition, to form a functional CMOS logic, both n-type and p-type devices
with suitable and threshold voltages are necessary. While such devices have not
been reported so far GNRFETs with top-gate have been recently reported in [43].
Using a thin top-gate dielectric made from high-k dielectric of HfO2, the device
shows high on/off current ratio of around 70 at room temperature and excellent
transconductance of almost 3.2 mS µm−1, which is higher than that of the most
state-of-the-art similar silicon devices and iii–v HEMTs. Another way to open a
bandgap in graphene is to use two layers of graphene called bilayer graphene and
use different bias voltages on the layers. Bilayer graphene transistor was examined
by simulation and experiment [92]. The Ion/Ioff ratio has been reported to be 2000 at
low and 100 at room temperature. Although it is still not enough for digital
applications, it is significant improvement, more than 10 times, over the devices
using large-area graphene.
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Chapter 3
Methodology for Modelling of Surface
Potential, Ionization and Breakdown
of Graphene Field-Effect Transistors

Abstract This chapter addresses the methodology used in this thesis, which is
divided into three sections. Section 3.1 presents models for surface potential, lateral
electric field and length of saturation velocity region (LVSR) of single- and
double-gate GNRFETs. Section 3.2 proposes a model for ionization coefficient of
GNR, and finally, Sect. 3.3 presents analytical approaches to calculate breakdown
voltage of single- and double-gate GNRFETs. In addition, some parts of the results
are presented here for the purpose of clarification and will not be repeated in the
results and discussion chapter.

Keywords Length of velocity saturation region � Surface potential � Lateral
electric field � Ionization � Analytical modelling

3.1 Length of Velocity Saturation Region (Ld)

We divide this section into two subsection. The first section presents the proposed
model for length of velocity saturation of a typical single-gate GNRFET. Then, we
extend the model to double-gate GNRFET, which is presented in the second
subsection.

3.1.1 1D Model for Single-Gate GNRFET

A schematic cross section of top-gated GNRFET is shown in Fig. 3.1, where tox is
the oxide thickness of top gate with dielectric constant of eox; tg, W and L are the
GNR’s thickness, width and the channel length, respectively.

The channel is divided into two sections. Section 1 is defined between drain and
saturation point and Section 2 between saturation point and source junction. We
begin with applying Gauss’s law in Section 1, shown in Fig. 3.1.

© The Author(s) 2018
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where q is the charge magnitude, eg and eox are the graphene and oxide dielectric
constants, n is the intrinsic carrier concentration, N is doping concentration, nox, n0
and nx are the oxide, saturation and lateral electric fields. Taking derivation over 3.1
yields

@2/ðxÞ
@x2

þ Vg � FFB � /ðxÞ
k2

¼ qðN þ nÞ
eg

ð3:2Þ

where /1(x) is the surface potential of GNR at any point along the x-direction inside
Section 1 0\x\Ldð Þ; and Vg is the gate voltage. The parameter k ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

egtgtox=eox
p

is relevant length scale for potential variation [1]. Flat band voltage VFB in GNR
with a bandgap Eg ¼ htF=3w is written as Zhang et al. [2]

VFB ¼ htF
6qW

� VT ln
N
n

� �
ð3:3Þ

where tF � 106 m=s is the Fermi velocity and VT ¼ KT=q is the thermal voltage.
Since quantum capacitance is significant in nanoscale transistors, we need to
include the effect of that in the surface potential model. As the enclosed charge in
the gauss surface is given by

Q ¼ q
Ztg
0

Zx
0

nþNð Þdtdx; ð3:4Þ

q nþNð Þ can be replaced by Q
�
tgx. Therefore, surface potential is written as

@2/1ðxÞ
@x2

þ Vg � Fbi � /1ðxÞ
k2

¼ Q
xtgeg

ð3:5Þ

Fig. 3.1 Schematic cross
section of a top-gated
GNRFET
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The charge Q can also be calculated from

Q ¼ Cg þCq
� �

VFB þ/ch � Vsubð Þtg; ð3:6Þ

where Cg ¼ eg
tg

is the GNR capacitance, Cq is the quantum capacitance of the

channel, Vsub is the substrate voltage and /ch is surface potential in the central
region of the channel. The concentration of the holes has been neglected here.
Capacitance Cq is the quantum capacitance of the channel which is given by

Cq ¼ q2
@n
@E

; ð3:7Þ

where E is the energy. The /ch can be approximated to /(L/2) where /(x) is the
surface potential at any point along the channel. This term will be addressed later in
this paper. The two-dimensional carrier concentration n2D is written as [3]

n2D ¼
Zþ1

0

DOS f E � EFdð Þ � f E � EFsð Þð ÞdE ð3:8Þ

f E � EFið Þ ¼ 1

1þ exp E�EFi
KT

� 	 ð3:9Þ

where for i ¼ s; d:
We approximate EFS ¼ EF and EFd ¼ EF � qvds [3, 4], where Fermi energy is

written as EF ¼ qVVh with Vch being the channel potential Fang et al. [5]. The
density of states DOS is given by [6] as

DOS ¼ 2me

p�h2
ð3:10Þ

fi ¼
1

1þ exp E�EFi
KT

� 	

Replacing

n2D ¼
Zþ1

0

DOS fd � fsð ÞdE ð3:11Þ

Finally, n ¼ n2D 1
tg þ tint

with tint being the interlayer distance of graphene is

written and limited as
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n ¼ 1
tg þ tint


 �
2me

p�h2

Zgd
0

fddE �
Zgs
0

fsdE ð3:12Þ

where gd ¼ EFi�Eg=2
KT . Finally, quantum capacitance is given as

Cq ¼ q2
1

tg þ tint


 �
2me

p�h2
fd � fsð Þ ð3:13Þ

Now, we can proceed to calculate surface potential and lateral electric field
analytically. Boundary conditions for /1(x) are defined as /1 0ð Þ ¼ V0 þVbi;
/1 Ldð Þ ¼ Vbi þVds; n1 0ð Þ ¼ n0; where V0, Vds, Ld, Vbi and n0 are the saturation
voltage at the onset of saturation region, drain voltage, length of saturation region,
bulk-drain built-in voltage and saturation surface electric field, respectively.
Solving the differential equation and taking

A ¼ Q
tgxeg

� Vg � Vbi

k2
ð3:14Þ

yields

/1 xð Þ ¼ k2A cosh
x
k

� 	
� 1

� 	
þ V0 þVbið Þ cosh x

k

� 	
þ kn0 sinh

x
k

� 	
ð3:15Þ

Since x1ðxÞ ¼ �@/1ðxÞ=@x, surface electric field distribution n1(x) is expressed as

n1 xð Þ ¼ � kAþ V0 þVbi

k

� �
sinh

x
k

� 	
� n0cosh

x
k

� 	
ð3:16Þ

In order to model the surface potential /2(x) between source and satu-
ration points (Section 2), we apply Gauss’s law at the region 2 with
boundary conditions of n2(0) = n0 and /2(0) = V0 + Vbi. Assuming that
Ld < L/2, /(L/2) = /2(L/2 − Ld). As a result, /ch is expressed as

/ch ¼ cosh
L� 2Ld

2k

� �
k2A� k2AþV0

þVbi cosh
L� 2Ld

2k

� �
þ kn0 sinh

L� 2Ld
2k

� � ð3:17Þ

To calculate Ld, Eq. 3.15 can be numerically solved at x = Ld. As a result, the
effective channel length LE = L − Ld is given as
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LE ¼ L� sinh Ld
k

� �
V0k

Vdsk
2A cosh Ld

k

� �� 1
� �� V0 þVbið Þcosh Ld

k

� � ð3:18Þ

According to [1, 7], the electric field at Section 2 can be assumed to be linear. As
a result, it is concluded that @2/2ðxÞ=@x2 ¼ �n0=LE. In addition, it is assumed that
/2(0) = V0 + Vbi = n0.LE + Vbi. Therefore, using Poisson’s equation again, n0 is
given as

n0 ¼ � LEk
2

L2E þ k2
Q

egtgx
� Vg � 2Vbi

k2

� �
ð3:19Þ

and V0 is written as

V0 ¼ � LdLEk
2

L2E þ k2
Q

egtgx
� Vg � 2Vbi

k2

� �
ð3:20Þ

3.1.2 1D Model for Double-Gate GNRFET

Now, we move to double-gate GNRFET surface potential 1D model. At the end, it
is possible to conduct a comparison between single- and double-gate GNRFETs in
terms of breakdown voltage. A schematic cross section of double-gate GNRFET is
shown in Fig. 3.2. Applying Gauss’s law on the device presented in Fig. 3.2 yields

�
ZX
0

eoxnox1dx�
ZX
0

eoxnox2dx�
Ztg
0

egnox2dtþ
Ztg
0

egnxdt ¼ q
Zx
0

Ztg
0

nþNð Þdxdt

ð3:21Þ

By solving Eq. 3.21 and taking nox ¼ Vg�Vbi�/ðxÞ
tox

, Eq. 3.22 is obtained.

Fig. 3.2 Schematic cross
section of a double-gate
GNRFET (DG-GNRFET).
The parameters nsat and n0 are
used interchangeably in this
text
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@2/1ðxÞ
@x2

þ Vg � Vbi � /1ðxÞ
2k2

¼ qðN þ nÞ
eg

ð3:22Þ

where k is given as k ¼ egtgtox=eox
� ��2

.
To include the effect of quantum capacitance in the surface potential model, the

same approach as what was used in SG-GNRFET can be applied.

Q ¼ q
Zx
0

Ztg
0

nþNð Þdx dt ð3:23Þ

The term q(n + N) can be replaced by Q/tgx. Therefore, surface potential is
written as

@2/1ðxÞ
@x2

þ Vg � Vbi � /1ðxÞ
2k2

¼ Q
egtgx

ð3:24Þ

Boundary conditions for Eq. 3.22 can be defined as /1(0) = V0 + Vbi, V
(Ld) = vD + Vbi and n(0) = nS, where nS, VS, VD and Ld are saturation electric field,
drain saturation voltage, drain voltage and length of saturation velocity region
(LVSR), respectively [7]. Solving Eq. 3.22 with the defined boundary conditions
and taking

A ¼ Q
egtgx

� Vg � Vbi

2k2
ð3:25Þ

yield

/1 xð Þ ¼ 2k2A cosh
xffiffiffi
2

p
k

� �
� 1


 �
þ V0 þVbið Þ cosh xffiffiffi

2
p

k

� �
þ

ffiffiffi
2

p
kn0 sinh

xffiffiffi
2

p
k

� �
ð3:26Þ

Since n1ðxÞ ¼ �@/1ðxÞ=@x, surface electric field distribution n1(x) can be
written using as

n1 xð Þ ¼ �
ffiffiffi
2

p
kA� V0 þVbiffiffiffi

2
p

k

� �
sinh

xffiffiffi
2

p
k

� �
� n0 cosh

xffiffiffi
2

p
k

� �
ð3:27Þ

In order to model the surface potential /2(x) between source and saturation
points (Section 2), we apply Gauss’s law at the region 2 with boundary conditions
of n2(0) = n0 and /2(0) = V0 + Vbi.

Assuming that Ld < L/2, /(L/2) = /2(L/2 − Ld). As a result, /ch can be
expressed as
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/ch ¼ cosh
L� 2Ld
2
ffiffiffi
2

p
k

� �
2k2A� 2k2Aþ V0 þVbið Þ cosh L� 2Ld

2
ffiffiffi
2

p
k

� �

þ
ffiffiffi
2

p
kn0 sinh

L� 2Ld
2
ffiffiffi
2

p
k

� � ð3:28Þ

In order to calculate Ld, Eq. 3.15 can be numerically solved at x = Ld. As a
result, the effective channel length LE = L − Ld is given as

LE ¼ L�
sinh Ldffiffi

2
p

k

� 	
V0

ffiffiffi
2

p
k

Vds � 2k2A cosh Ldffiffi
2

p
k

� 	
� 1

h i
� V0 þVbið Þcosh Ldffiffi

2
p

k

� 	 ð3:29Þ

To calculate V0, lateral electric field at saturation is modelled first. The electric
field at Section 2 can be assumed to be linear according to [1, 7, 8]. As a result, it
can be concluded that @2/ðLEÞ=@x2 ¼ �n0=LE. Therefore, using Poisson’s equa-
tion again, n0 is given as

n0 ¼ � 2LEk
2

L2E þ 2k2
Q

egtgx
� Vg � 2Vbi

2k2

� �
ð3:30Þ

and V0 is written as

V0 ¼ �Ld
2LEk

2

L2E þ 2k2
Q

egtgx
� Vg � 2Vbi

2k2

� �
ð3:31Þ

3.1.3 2D Model for Double-Gate GNRFET

In this thesis first, it was tried to model the surface potential using a
two-dimensional approach. However, the approach was not further pursued because
of two reasons. Firstly, due to complexity of calculations, time-consuming simu-
lation was resulted. Secondly, the aim of this thesis is to model the surface potential
and lateral electric field (only at surface) meaning that a simple one-dimensional
approach is enough. However, since we have done the simulations, it is worth to
mention them and the derived equations in this section.

A schematic cross section of DG-GNRFET is shown in Fig. 3.3, where tox is the
oxide thickness of front and back gates with dielectric constant of eox. The tg, eg,
W and L are the thickness, dielectric constant, width and length of the GNR,
respectively. Generally, to model the potential distribution, Poisson’s equation is
solved [9].
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r2/ x; yð Þ ¼ � qN
eg

; 0� x� tg; 0� y� L ð3:32Þ

where /(x, y) is the potential at any point (x, y), in the GNR, q is the electric charge
magnitude and N is the doping concentration of GNR. Ignoring the built-in
potential of the source/drain channel junction [9], the boundary conditions of
Eq. 3.32 are defined as /(0, 0) = Vbi + 0 and /(0, L) = Vbi + VDS. In addition, as
the electric flux along the front and back GNR/oxide interface is continuous, the
potential function must satisfy

@2/ð0; yÞ
@x

¼ eox
eg

� /ð0; yÞ � Vg1

tox
ð3:33Þ

And

@/ðtg; yÞ
@x

¼ eox
eg

� Vg2 � /ðtg; yÞ
tox

ð3:34Þ

where Vg1 = VGS1 − VFB1, Vg2 = VGS2 − VFB2, VGS1 and VGS2 are gate-source
voltages for front and back gates, respectively, and VFB1 and VFB2 are front and
back flat band voltages, respectively. Flat band voltage VFB in GNR with a bandgap
Eg = htF/3wg [2] can be calculated using Eq. 3.35

VF ¼ htF
6qwg

� VTln
N
n

ð3:35Þ

where tF 106 m/s is the Fermi velocity of graphene, VT = KBT/q is the thermal
voltage, n is the intrinsic carrier concentration of graphene. According to [9, 10],
/(x, y) can be decomposed into two parts:

/ x; yð Þ ¼ V xð ÞþUðx; yÞ ð3:36Þ

where V(x) is the 1D solution of the Poisson’s equation

Fig. 3.3 Schematic cross
section of a double-gate
GNRFET
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@VðxÞ
@x2

¼ �qN
eg

ð3:37Þ

which accounts for long-channel effects and U(x, y) is the solution of Poisson’s
equation which deals with 2D short-channel effects. Using Eqs. 3.36 and 3.37 in
3.32, U(x, y) satisfies the Laplace equation

@2Uðx; yÞ
@x2

þ @2Uðx; yÞ
@xy2

¼ 0 ð3:38Þ

As Eq. 3.36 shows, the boundary conditions of /(x, y) can be also written into
two parts. Therefore, by separating Eqs. 3.33 and 3.34, the boundary conditions can
be expressed as

@VðxÞ
@x

¼ eox
eg

V 0ð Þ � Vg1

tox

� �
ð3:39Þ

and

@VðxÞ
@x

¼ eox
eg

Vg2 � V 0ð Þ
tox

� �
ð3:40Þ

Solving Eq. 3.37 with boundary conditions of Eqs. 3.39 and 3.40 yields

V 0ð Þ ¼ V0 ¼ Cg

2Cg þCox
Vg2 þVg1

Cox

Cg
þ 1

� �
þ qNtg

1
Cg

þ 1
Cox

� �
 �
ð3:41Þ

The boundary conditions for Eq. 3.38 are expressed as

U 0; 0ð Þ ¼ �V0 ð3:42Þ

U 0; Lð Þ ¼ VDS � V0 ð3:43Þ

@Uð0; yÞ
@x

¼ eox
eg

U 0; yð Þ
tox

ð3:44Þ

@Uðtox; yÞ
@x

¼ eox
eg

U tox; yð Þ
tox

ð3:45Þ

The solution of Eq. 3.38 can be obtained by the separation of variables method
[10]. The solution at the surface is given by the following exponential series
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U 0; yð Þ ¼
X1
n¼1

An exp knyð ÞþBn exp �knyð Þ ð3:46Þ

where

An ¼ ðVDS � V0Þ exp �knLð ÞþV0 exp �knLð Þ
1� exp �knLð Þ ð3:47Þ

Bn ¼ �Vs � An ð3:48Þ

and kn is potential variations parameter defined as

tgkn ¼ Cg

2Cox

� �
tgkn
� �2� Cox

Cg

� �
 �
tan tgkn
� � ð3:49Þ

As tg is a small value (in order of 10−9), tan(tgkn) can be approximated to tgkn.
Thus, kn is given by

kn ¼ 1
tg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2Cox

Cg

s
ð3:50Þ

In order to get a simple solution of U(0, y), it can be approximated to only the
first term (n = 1) of the series in Eq. 3.46 according to [9]. Thus, Eq. 3.46 reduces
to Eq. 3.51 taking into account that we approximated exp(−x) � 0 for x > 3. This
approximation is justified if y and L > 3k, which is relevant in this study.

U 0; yð Þ ¼ VDS � V0ð Þ exp k y� Lð Þð Þ � V0 expð�kyÞ ð3:51Þ

Thus, using Eq. 3.36, the surface potential along y can be written as

/ 0; yð Þ ¼ V0 þ VDS � V0ð Þ exp k y� Lð Þð Þ � V0 expð�kyÞ ð3:52Þ

In addition, the lateral electric field along the channel can be expressed as
derivation of Eq. 4.6 over y.

n 0; yð Þ ¼ k Vds � V0ð Þ exp k y� Lð Þð ÞþV0 exp �kyð Þ½ � ð3:53Þ

By taking y = L − Ld, /(0, y) = VSat, and solving Eq. 4.6 for Ld, we have

Ld ¼ L� 1
k
ln

Vds�V0
expðkLÞ exp 2kðL� LdÞð Þ � V0

Vsat � V0

 !
ð3:54Þ

which can be solved numerically. In Eq. 4.8, Vsat and ld are drain saturation voltage
and length of saturation velocity region, respectively. The proposed equations
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simply explain the relations of surface potential, electric field and length of satu-
ration region with tox, tg, VDS and L.

3.2 Ionization Coefficient

This section provides a model relying on lucky drift theory (LD) for ionization
coefficient of GNR. It is organized as follows. Sect. 3.2.1 verifies the assumptions
made in this modelling. Section 3.2.2 derives and explains the proposed ionization
model and finally Sect. 3.2.3 proposes a semianalytical approach to calculate ion-
ization threshold energy.

3.2.1 Verifying the Models’ Assumptions

As mentioned in the previous section, there are several research efforts providing
analytical models for calculation of ionization coefficient in silicon. Before starting
the modelling, the possibility of applying silicon’s ionization models in GNR is
studied using analytical modelling and simulation. Three main assumptions have
been made in the most important proposed models for ionization in silicon [11–15].
First, it has been assumed that the bandstructure is parabolic. Second, the
momentum and energy mean free path, km and kE, are considered independent of
energy E. Third, the steady-state drift velocity has been assumed to be independent
of energy. To continue, the validity of each one of the assumptions is studied in
GNR.

GNR has a parabolic bandstructure. According to [16], in general, the larger the
bandgap that opens in a GNR, the more the valence and conduction bands become
parabolic (rather than cone-shaped). As in this thesis GNR is used as FET channel
with a nonzero bandgap, its bandstructure is considered as parabolic.

Momentum mean free path and time are functions of energy in GNR.
Momentum mean free path is calculated from km = tFsm [17], where sm is the
momentum relaxation mean free time and tF = 1 � 106 m/s is the Fermi velocity.
In [18], sm as a function of energy is written as

sm Eð Þ ¼ 4�h3qm tphtF
� �2

D2KBTE
ð3:55Þ

where qm = 7.6 � 10−8 g/cm2 is the mass density of graphene, tph = 2 � 104 m/s
is the sound velocity in 2D graphene and D = 16.5 eV is the acoustic deformation
potential. The analytically calculated values of 1/sm and km = smtF are shown in
Fig. 3.4a, b, respectively. Apparently, as carrier’s energy increases, the scattering
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rate increases and therefore, the momentum mean free path decreases. The simu-
lation results extracted from [17] also confirm this conclusion.

The values obtained from modelling (Eq. 3.55) and simulation [17] have been
compared together in this figure showing that equation km = smtF is valid for
calculation of km.

Drift velocity can be taken as a constant at high energies in GNR. According to
[19], at high electric fields, the drift velocity is calculated from

td ¼ lF

1þ lF
tsat

� 	c� 	1
c

ð3:56Þ

where µ = (qnq)−1 is carrier mobility, n is carrier density, q is the GNR resistivity
[20], c = 2 is a fitting parameter and tsat is the saturation velocity given by [19]

tsat ¼ 2xopffiffiffiffiffiffiffiffiffi
p3n2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

op

4pn2t2F

1
Nop þ 1

s
ð3:57Þ

where Nop ¼ 1= exp �hxop

KBT

� 	
is the phonon occupation, xop is the optical phonon

frequency and n2 = 5 � 1016 m−2 is the 2D carrier concentration. To continue, we
derive a model for energy to first model the vdrift velocity as a function of energy
and second to show that electron energy E can go beyond the ionization threshold
energy Et at certain electric field strengths which is the main condition for expe-
riencing ionization.

The average energy of electron is given by E = qFgsm. Since according to [20],
the dominant inelastic scattering mechanism in GNR is the phonon scattering, it can
be assumed that [11]

Fig. 3.4 Momentum relaxation mean free time and path (sm and km) as a function of energy
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sE ¼ EsmðEÞ
�hxop

ð3:58Þ

Using sm given by Eq. 3.55, average electron energy is written as

E ¼ E0 þE1
qtg�h2qm tphtF

� �2
4D2KBTxop

ð3:59Þ

where E0 and E1 are constant fitting parameters obtained from simulation.
Using Eq. 3.59, energy can be numerically calculated as a function of electric

field as shown in Fig. 3.5a, b. In Fig. 3.5a, the energy is plotted with respect to the
electric field. It is obvious that as electric field increases, the carrier’s energy also
increases. It can be also concluded from the proposed model given by Eq. 3.59. We
compared the energy values calculated from the proposed model with those
extracted from simulation reported in [21], and a good agreement was achieved. In
Fig. 3.5b, the profile of energy at high electric field is shown. As can be seen,
energy is almost a linear function of electric field. Later, ionization threshold is
semianalytically modelled and calculated. The values of ionization threshold
voltage will show that ionization is possible in GNR. Using the obtained equation
for energy as a function of electric filed, the drift velocity is given as a function of
energy as

tdðEÞ ¼ l E � E0ð Þc2
1þ l E�E0ð Þc2

tsat

� 	c� 	1
c

ð3:60Þ

Fig. 3.5 Average energy of electron versus electric field a at moderate strength b at high strength.
Comparison of the modelled results using Eq. 3.59 with simulated data shows that the proposed
model agrees well with simulation
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where c2 is

c2 ¼ E0 þ q4D2KBTxop

E1qtg�h2qm tphtF
� �2 ð3:61Þ

The drift velocity versus energy is plotted in Fig. 3.6. As can be seen, the drift
velocity is strongly related to energy at low energies. However, it reaches steady
state at energies higher than 0.4 eV. As ionization is studied at high energies
(normally more than 0.4 eV), the drift velocity can be assumed independent of the
energy. To sum up, in our model, we assume the bandstructure to be parabolic and
treat sm, sE, km and kE as functions of energy. The drift velocity is assumed to be
independent of energy because ionization coefficient is commonly analysed at high
energies.

3.2.2 The Proposed Model for Ionization Coefficient

It is assumed that carriers can reach threshold energy through ballistic or drift
motions. Figure 3.7 illustrates schematically a typical carrier trajectory and the
associated energy gain [11]. Lateral electric field causes carriers to move semilat-
erally due to collisions deviating them from the lateral dimension.

Collisions could be energy relaxing with rate 1/sE due to inelastic collisions or
momentum relaxing with rate 1/sm due to elastic collisions. Both the collisions
result in change of direction. Due to each inelastic collision, the carrier loses its
energy as much as optical phonon energy (ħxop). After gaining enough energy (Et),
ionization could occur which is shown with black star in Fig. 3.7.

We derive the ionization coefficient model in three subsections. The probability
of each one is calculated in subsections 1 and 2, respectively. Then, in the sub-
section 3, the threshold energy is calculated semianalytically. Using the calculated
probabilities and threshold energy, the ionization coefficient is expressed as

Fig. 3.6 Profile of drift
velocity against energy
calculated from Eq. 3.60.
Drift velocity saturates at
3.5 � 105 m/s from 0.4 eV
energy onward
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a ¼ PLB E;Fð ÞþPLD E;Fð Þ
l0

ð3:62Þ

where PLB(E, F) and PLD(E, F) are the probabilities of reaching threshold energy
through ballistic and drift motion, respectively, and l0 = Et/qF is the distance
travelled by carrier prior to impact ionization assuming no collision is possible.

3.2.2.1 Ballistic Motion

If P(F, t) is the probability that electron avoids significant momentum-relaxing
collisions during travel time t, it is true that

PLB F; tð Þ ¼ exp �
Z t

0

dt
smðEÞ

0
@

1
A ð3:63Þ

Fig. 3.7 Typical carrier trajectory and the associated energy gain. As carrier experiences the
lateral electric field, it gains energy from field. During the path along the direction of electric field,
it may lose its energy due to collisions. (Figure extracted from [11])
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In order to replace t with energy, a relation between them must be found.
Electron travelling distance x in an electric field with strength F gains energy equal
to E = qFx. Taking x = km results in energy gain rate dE/dt = qFtg, where
according to [20], group velocity tg(E) is given as

tg ¼ 2
p�hDOS

ð3:64Þ

Therefore, PLB(F, E) is given by

PLB F;Etð Þ ¼ exp �
ZEt

0

dE
smðEÞtgqF

0
@

1
A ð3:65Þ

Using expression of sm in Eq. 3.55, Eq. 3.65 is written as

PLB F;Etð Þ ¼ exp �
ZEt

0

4D2KBTE

�h3qm tphtF
� �2

tgqF
dE

0
@

1
A ð3:66Þ

Performing integral, Eq. 3.66 is rewritten as

PLB F;Etð Þ ¼ exp
�Etc1
c1tgqF

dE
� �

ð3:67Þ

where

c1 ¼
�h3qm tphtF

� �2
4D2KBT

ð3:68Þ

3.2.2.2 Drift Motion

An electron starting from zero energy may move ballistically up to energy E and
then up to Et having momentum-relaxing collisions. This motion is called lucky
drift motion. The probability of not colliding during time t is PLB(F, t), and the
probability of colliding during a time dt is dt/sm(E). Thus, the probability of a first
collision in the time interval dt after t is just PLB(F, t)dt/sm(E). Converting to
energy, it is

PLD1 F;Etð Þ ¼ PLB F;Eð Þ
sm Eð ÞtgqF dE ¼ PLB F;Eð Þ E

c1F
ð3:69Þ
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The probability of lucky drift from E to Et could be calculated from PLD2.

PLD2 F;Eð Þ ¼ exp �
ZEt

E

dE
sE Eð ÞtgqF

0
@

1
A ð3:70Þ

Using the ratio of sE/sm = E/ħxop according to [11], Eq. 3.70 is rewritten as

PLD2 F;Eð Þ ¼ exp �
ZEt

E

E
c1tgqF

dE

0
@

1
A ð3:71Þ

Finally, the total probability of lucky drift is given by

PLD F;Eð Þ ¼
ZEt

E

PLD1 F;Eð ÞPLD2 E;Fð ÞdE ð3:72Þ

Solving the integral analytically gives the PLD(E, F) as

PLD E;Fð Þ ¼ c2 PLB E;Fð Þ � exp
E2
1

2c1c1F

� �
PLB E;Fð Þ

� �
ð3:73Þ

3.2.3 Ionization Threshold Energy

Now, we need to calculate the ionization threshold energy. According to the
reported results for conventional semiconductors, threshold energy is directly
related to bandgap energy Eg [22]. In this work, it is assumed that Et takes a form of
Et = b(N)Eg, where b(N) is treated as a variable and N is the number of carbon
atoms in traverse direction shown in Fig. 3.8. The bandgap energy in GNR is given
by Eg = 2pħtF/3W(N), where W(N) is the GNR’s width.

Fig. 3.8 Number of carbon
atoms in traverse direction
and the vertical distance
between two carbon atoms
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By calculating the distance d shown in Fig. 3.8, GNR’s width is written as

W Nð Þ ¼ ðN � 1Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2c�c � ac�c=2ð Þ2

q
ð3:74Þ

where ac–c = 0.14 nm is the carbon–carbon distance. As a result, the threshold
energy can be semianalytically computed from

Et ¼ bðNÞ 2p�htF

3ðN � 1Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2c�c � ac�c=2ð Þ2

q ð3:75Þ

3.3 Modelling of Breakdown Voltage

In this section, breakdown voltages for single- and double-gate GNRFETs are
modelled using the presented models for the length of saturation region and ava-
lanche integral, and the avalanche condition could be given as

1 ¼
ZLd
0

a n Vds; xð Þ;Wg;Et
� �

dx ð3:76Þ

where the value of Vds, which satisfies the equation, is called BV.

3.3.1 Single-Gate GNRFET

Using the equation derived for surface potential for single-gated graphene
nanoribbon FET, the length of saturation region (drift region) was shown to be
calculated from

Ld ¼
sinh Ld

k

� �
V0k

Vds � k2A cosh Ld
k

� �� 1
� 
� V0 þVbið Þcosh Ld

k

� � ð3:77Þ

Taking x = Ld in Eq. 3.76 and Vds = BV in Eq. 3.77, breakdown voltage BV can
be numerically calculated.
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3.3.2 Double-Gate GNRFET

The same approach is applied to calculate breakdown voltage in DG-GNRFET
numerically using the following equation to calculate Ld.

Ld ¼
sinh Ldffiffi

2
p

k

� 	
V0

ffiffiffi
2

p
k

BV � 2k2A cosh Ldffiffi
2

p
k

� 	
� 1

h i
� V0cosh Ldffiffi

2
p

k

� 	 ð3:78Þ
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Chapter 4
Results and Discussion on Ionization
and Breakdown of Graphene Field-Effect
Transistor

Abstract Based on the proposed semi-analytical models in the previous chapter,
lateral electric field and length of velocity saturation region are plotted with respect
to structural parameters in this chapter. In addition, ionization coefficient is cal-
culated with respect to inverse electric field. Finally, the breakdown voltage is
calculated for DG- and SG-GNRFETs and the trends and profiles are discussed.
Table 4.1 shows default values for all the parameters which can be used for
repeating the experiments.

Keywords Surface potential � Lateral electric field � Saturation region length �
Ionization � Analytical results

4.1 Lateral Electric Field and Length of Velocity
Saturation Region

In this section, the profile of lateral electric field and length of saturation region of
single- and double-gate GNRFETs are plotted with respect to structural parameters
such as oxide thickness, channel length and width. In addition, a comparison study
is presented to show the effect of the double-gate GNRFET compared to single-gate
GNRFET.

4.1.1 Single-Gate GNRFET

As it was seen before, the lateral electric field in single-gate GNRFET is calculated
using the following equation

nðxÞ ¼ � k
Q

tgxeg
� Vg � Vbi

k2

� �
þ V0 þVbi

k

� �
sinh

x
k

� �
� n0 cosh

x
k

� �
ð4:1Þ
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and the length of velocity saturation region is given as

Ld ¼
sinh Ld

k

� �
V0k

Vds � k2A cosh Ld
k

� �� 1
� 	� V0 þVbið Þcosh Ld

k

� � ð4:2Þ

Figure 4.1 shows the electric field distribution in the lateral direction at different
drain-source voltages (Vds). It is worth to mention that we are willing to study the
device in saturation condition; thus, Vds > V0, where V0 is saturation voltage
defined as V0 = Ldn0 and n0 is written as

Table 4.1 Default value for parameters used in simulation

Parameter name Value

Carrier concentration n2 ¼ 5� 10116 1
m2

Fermi velocity tF ¼ 106 m=s

Sound velocity mph ¼ 2� 104 m=s

Carbon–carbon distance a ¼ 0:14� 10�9 m

Charge magnitude q ¼ 1:6� 10�19 C

Temperature 300 K

Boltzmann’s constant Kb ¼ 1:38� 10�23 J=K

Planck’s constant h ¼ 6:6� 10�23 J s

Reduced Planck’s constant h=2p J s

Free electron effective mass m� ¼ 9:11� 10 kg

Electron effective mass in graphene mc ¼ 0:06m� kg
Hole effective mass in graphene mv ¼ 0:03m� kg
Phonon energy �hx ¼ 0:2 eV

Acoustic phonon deformation potential of GNR Dac ¼ 16 eV

Thermal voltage VT ¼ KBT=q V

GNR width W ¼ 5 nm

GNR thickness tg ¼ 0:5 nm

GNR dielectric constant eg ¼ 3:5� e0 F=m

SiO2 dielectric constant eox ¼ 3:9� e0 F=m

Vacuum permittivity e0 ¼ 8:85� 10�12 F=m

Oxide thickness tox ¼ 5 nm

Channel length L ¼ 15 nm

Gate voltage Vg ¼ 0:1 V

Fitting parameter E0 ¼ 0:31 eV

Fitting parameter E1 ¼ 0:75

Fitting parameter c ¼ 2

Optical phonon frequency xop ¼ 0:2 eV=�h

Some values such as channel length and GNR’s width may treat as variable
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n0 ¼
LEk

2

L2E þ k2
Q

egtgx
� Vg � 2Vbi

k2

� �
ð4:3Þ

As a result, the values for Vds in Figs. 4.1 and 5.4 are defined as ratio of
saturation voltage V0. Figure 4.1 shows the electric field profile and follows an
exponential form depending on the distance from the source.

Based on the electric field model provided, the effect of the drain-source voltage
and channel length on the length of saturation region is depicted in Fig. 4.2. The
higher the drain voltage and longer channel are, the longer the Ld is. As Vds

increases, lateral electric field increases as well. Therefore, carriers travelling from
source to drain reach saturation velocity in a shorter distance from source and the
length of velocity saturation region increases.

Fig. 4.1 Lateral electric field
of SG-GNRFET at different
drain voltages. The highest
electric field is seen at drain
junction

Fig. 4.2 Ld of SG-GNRFET
at different L and Vds
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Figure 4.3 shows the oxide thickness effect on the Ld or in the other way, the
effective channel, which is LE = L − Ld. It is seen that as thicker oxide is applied,
LE decreases and Ld therefore increases. Increasing oxide thickness results in oxide
electric field lowering. Thus, the effective electric field vector’s angle gets closer to
zero and the carriers are more under the influence of lateral electric field and reach
saturation velocity in shorter distance.

4.1.2 Double-Gate GNRFET

4.1.2.1 1D Model

We showed that the lateral electric field in double-gate GNRFET is given as

nðxÞ ¼ �
ffiffiffi
2

p
k

Q
egtgx

� Vg � Vbi

2k2

� �
� V0 þVbiffiffiffi

2
p

k

� �
sinh

xffiffiffi
2

p
k

� �
� n0 cosh

xffiffiffi
2

p
k

� �
ð4:4Þ

and the length of saturation region is expressed as

Ld ¼
sinh Ldffiffi

2
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Similar to single-gate GNRFET, the profile of lateral electric field is shown in
Fig. 4.4. As it is depicted later, higher lateral electric field is seen in DG-GNRFET
compared to that of SG-GNRFET. However, the profile is still the same expo-
nentially reaching peak at drain junction.

Figure 4.5 depicts the effect of the drain voltage and channel length on the
length of saturation region. The higher the drain voltage and longer channel are, the

Fig. 4.3 Ld of SG-GNRFET
versus tox variations at
different drain voltages
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longer the Ld is. In Fig. 4.6, it can be seen that increasing the oxide thickness causes
increase in Ld. In addition, the term d(Ld)/d(Vds) increases as tox increases.

4.1.2.2 2D Model

In this section, the profile of surface electric field and length of velocity saturation
region are shown using the 2D approach presented in Methodology section. In
addition, the effect of several parameters such as drain-source voltage, oxide
thickness and channel length on the length of saturation region is studied. The
surface potential, lateral electric field and length of velocity saturation region are,
respectively, given as

Fig. 4.4 Lateral electric field
of DG-GNRFET at different
positions from drain junction

Fig. 4.5 Ld of DG-GNRFET
at different channel lengths
and drain voltages
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w 0; yð Þ ¼ Vds � V0ð Þ exp k y� Lð Þð Þ � V0 expð�kyÞ ð4:6Þ

and

n 0; yð Þ ¼ �k Vds � V0ð Þ exp k y� Lð Þð ÞþV0 exp �kyð Þ½ � ð4:7Þ

and

Ld ¼ L� 1
k
ln

Vds�V0
exp kyð Þ exp 2k L� Ldð Þð Þ � V0

Vsat � V0

 !
ð4:8Þ

For the purpose of model verification, we compared the calculated values using
the proposed model with the simulated results by MEDICI for a Si-based device. As
shown in Fig. 4.7, good agreement can be seen between the simulation results and
model at different doping concentrations, oxide thicknesses and distances from

Fig. 4.6 Ld of DG-GNRFET
versus oxide thickness
variations at different drain
voltages

Fig. 4.7 Comparison of the
results extracted from 2D
numerical simulator and
model
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drain. Once the surface potential model is verified, the LVSR model is proved too
because it is the solution of the surface potential for w(0, y) = Vsat.

Figure 4.8a, b shows the potential and electric field distribution along the
nanoribbon surface is similar to the profile of surface potential in an abrupt junction
[1]. Figure 4.9a indicates that increasing the doping concentration in the channel
region results in a significant increase in the electric field near the drain junction.
Doping concentration has been set to be in order of 1025 m−3 to be an influential
factor in the electric field and length of saturation region. Figure 4.9b shows
expanding the oxide thickness causes decrease in LVSR because by doing so,
higher saturation voltage and lateral electric filed is resulted, and thus LVSR is
shortened. It is worth mentioning that the calculation of LVSR is done for VDS >
Vsat. Therefore, wherever VDS < Vsat, there is a missing point in the charts. For
example, in Figs. 4.9b and 4.10b, LVSR cannot be calculated for a few VDSes.
Figure 4.10a shows the dependence of LD on L. As can be seen in this figure and

Fig. 4.8 Effect of drain-source voltage on the profile of surface potential and lateral electric field
distribution using the proposed model. Default parameters are Nd = 5 � 1025 m−3, L = 20 nm, tox =
1 nm and graphene film thickness tG = 0.4 nm

Fig. 4.9 Effect of doping concentration (a) and oxide thickness (b) on the lateral electric field and
length of saturation velocity region. Default parameters are Nd = 5 � 1025 m−3, L = 20 nm, tox = 1
nm and tG = 0.4 nm
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Eq. 4.8, there is a direct relation between L and LD. Finally, Fig. 4.10b shows by
applying higher doping concentration the saturation voltage increases and LD
decreases.

4.1.3 Comparison Between Single- and Double-Gate
GNRFETs

In this section, a comparison is made between SG- and DG-GNRFETs in terms of
surface potential, lateral electric field and length of saturation region. Figure 4.11
shows that higher lateral electric field is seen in the channel of DG-GNRFET
compared to that of SG-GNRFET. Figure 4.12a–c shows length of saturation
velocity region of SG- and DG-GNRFETs at different drain-source voltages, oxide

Fig. 4.10 Effect of channel length and doping concentration on the length of saturation velocity
region. Default parameters are Nd = 5 � 1025 m−3, L = 20 nm, tox = 1 nm and tG = 0.4 nm

Fig. 4.11 Profile lateral
electric field against distance
from drain for DG- and
SG-GNRFETs. Horizontal
axis is the distance from drain
in nm
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thickness and channel length, respectively. The profiles are almost same and have
been explained before.

Comparing SG- and DG-GNRFETs in terms of Ld reveals that the length of
drain region is smaller in a double-gate device, because in a double-gate device
carriers are under the influence of two vertical electric fields formed by top and
back gates; therefore, they need longer path to reach saturation velocity.

In conclusion, using empirical equation extracted from presented charts, the
effective parameters on the length of velocity saturation region can simply be given
as

Ld / L � Vds � tox
ngate

ð4:9Þ

where ngate is the number of gates used in the FET, which could be 1 or 2 in SG-
and DG-GNRFETs.

Fig. 4.12 Profile of velocity saturation region length with respect to, drain-source voltage (a),
oxide thickness (b) and channel length (c). As can be seen, double-gate FET suppresses the length
of drain region
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4.2 Ionization Coefficient

In this section, ionization coefficient with respect to threshold energy and electric
field is plotted. As it was shown in Methodology chapter, ionization coefficient of
GNR (aGNR) is given as

aGNR ¼ PLB E;Fð ÞþPLD E;Fð Þ
l0

ð4:10Þ

Inserting the equations of PLB(E, F) and PLD(E, F), ionization coefficient is
written as

aGNR ¼
exp �E2

t c1
tgqF

� �
þ exp

�E2
t c

2
1�hxop �hxop�Etð Þ

c1tgqF

� �
E2
t

2c1
q

E
ð4:11Þ

where the ionization threshold energy was then calculated as

Et ¼ b Nð Þ 2p�htF

3 N � 1ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2c�c � ac�c=2ð Þ2

q ð4:12Þ

Based on the proposed equations, Fig. 4.13a, b illustrates the ionization coeffi-
cient of GNR at different threshold energies and inverse electric field compared to
that of silicon.

In order to verify the results extracted from ionization modelling, we compared
the results with results obtained from Monte Carlo simulation reported in recently

Fig. 4.13 Ionization coefficient of GNR versus reciprocal electric field (a) at high strength
compared to ionization coefficient of silicon extracted from [2] (b) at very high strength
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published paper [3]. The results of comparison shown in Fig. 4.14 reveal that the
model agrees well with the simulation results (Fig. 4.15).

In addition, we used Gaussian simulation results for ionization threshold energy
published in [4] to get the ratio of Et/Eg.

Apparently, the profile of ionization in GNR and silicon is almost same and
ionization coefficient in GNR is comparable to that of silicon. As can be seen,
different threshold energies result in various ionization coefficients. Clearly, as
threshold energy decreases the ionization coefficient increases since it means that
carriers need less energy to jump from valence to conduction band. GNR benefits
from long mean free path (50–400 nm), which means that carriers experience less
collisions than silicon’s carriers do. Therefore, they can reach threshold energy
under the influence of lateral electric field faster than silicon carriers do. Thus, the
ionization coefficient of GNR is estimated—using analytical modelling—to be
higher than that of silicon. However, the bandgap of GNR is a tunable parameter;

Fig. 4.14 Ionization
coefficient of GNR versus
electric field compared to that
of silicon. Solid lines show
the results of Monte Carlo
simulation from [3]

Fig. 4.15 Results of
simulation of threshold
energy using Gaussian atomic
simulator [5] and the ratio of
Et over Eg
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thus, it is possible to gain less ionization coefficient than silicon for certain appli-
cations. In conclusion, ionization coefficient is related to lateral electric field,
channel width, bandgap and ionization threshold energy as

a / F xð Þ
Eg �W � Et

ð4:13Þ

4.3 Modelling Results for Breakdown Voltage

4.3.1 Single-Gate GNRFET

The effect of oxide thickness on breakdown voltage is presented in Fig. 4.16a, b.
Apparently, as oxide thickness increases the breakdown voltage increases too. We
repeated the simulation for two devices with different channel length to study the
role of channel length on the breakdown voltage. As can be seen, increasing the
channel length does not affect the breakdown voltage significantly. In these
experiments, GNR’s width has been taken 5 nm to open a reasonable bandgap in
GNR. Figure 4.17a, b shows the breakdown voltage at different GNR’s width and
channel length. As channel width decreases, the bandgap increases. As a result,
carriers need more energy to cross the gap between valence and conduction band
and create electron–hole pairs. Thus, ionization threshold energy increases and
ionization coefficient decreases.

Therefore, breakdown which is a direct result of ionization happens at higher
drain-source voltages and the value of breakdown voltage increases as well. In
addition, the figures show that channel length does not have profound influence on
the breakdown voltage. This phenomenon can be explained by considering the
effect of channel length on Ld and lateral electric field. As channel length increases
Ld increases which causes breakdown voltage to increase. However, longer channel

Fig. 4.16 Breakdown voltage SG-GNRFET at different oxide thickness and channel length.
a L = 15 nm, b L = 30 nm
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length results in less lateral electric field at a fixed Vds meaning less ionization
coefficient and thus less breakdown voltage. Therefore, as can be seen in figures,
the breakdown voltage does not change significantly by altering channel length.

Finally, the dependence of gate voltage (Vg) is studied on the breakdown voltage
in Fig. 4.19. As the gate voltage increases, the breakdown voltage is reduced. The
lateral electric field increases by the gate voltage as we show in Fig. 4.18. As a
result of higher field, breakdown condition is satisfied at lower drain-source voltage
and therefore breakdown voltage decreases.

Fig. 4.17 Breakdown voltage for single-gate GNRFET at different GNR’s width and channel
length

Fig. 4.18 Gate-source
voltage versus lateral electric
field at the drain region.
Different channel length is
applied as well as gate-source
voltage
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4.3.2 Double-Gate GNRFET

The breakdown voltage of double-gate graphene nanoribbon is calculated using the
proposed models, and the effect of oxide thickness, channel length and GNR’s
width on that is examined. Default conditions of simulation are as follows, tf =
tb = 6 nm, L = 15 nm.

Figure 4.20a, b demonstrates the breakdown voltage at various oxide thickness.
We assumed the device to be symmetric meaning that tf = tb. Again, it is seen that
increasing the oxide thickness causes breakdown voltage to increase. It reaches a
saturation state at almost tf = 20 nm.

Figure 4.21a, b shows the breakdown voltage at different GNR’s width and
channel length. The result shows that to gain high breakdown voltage, GNR’s width

Fig. 4.19 Breakdown
voltage of single-gate
GNRFET against gate voltage
at different channel length

Fig. 4.20 Breakdown voltage for double-gate graphene nanoribbon transistor at different oxide
thickness and channel length
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should be decreased. In addition, this figure shows that shorter channel length
results in higher breakdown voltage. Therefore, in order to achieve high breakdown
voltage, it is required to use short channel, narrow GNR and thick oxide. In
addition, the dependence of breakdown voltage on the gate-source voltage of
double-gate device is shown in Fig. 4.22. As a conclusion, a simple formulation as
a guideline for optimization of breakdown voltage can be given as

BV / atoxLd
Wg � L � Vg

ð4:14Þ

As can be seen in Fig. 4.21a, b, the operating voltage of double-gate GNRFET
could be limited to a level as low as 0.25 V which could be even lower than
threshold voltage depending on the oxide thickness and the material used as oxide.
In addition, this figure shows that the most effective parameter in controlling

Fig. 4.21 Breakdown voltage for DG-GNRFET at different GNR’s width and channel length

Fig. 4.22 Breakdown
voltage of single-gate
GNRFET against gate voltage
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maximum operating voltage of GNRFETs is the channel width. Lowering channel
width increases both the bandgap and breakdown voltage. However, it is worth
mentioning that it also impairs the carrier mobility due to edge scattering.
Therefore, there is a trade-off between breakdown voltage and device delay, which
has to be taken into account for designing GNRFETs.

4.3.3 Comparison Between Breakdown Voltage of DG-
and SG-GNRFETs

This section presents results of breakdown simulation of single- and double-gate
GNRFETs together for conducting a comparison study. The common and inter-
esting point concluded from studying Fig. 4.23a–c is that the breakdown voltage of
a double-gate GNRFET is less than a counterpart device at the same condition. It
was depicted before that length of velocity saturation region, where breakdown
happens, in double-gate GNRFET is less than that of single-gate GNRFET. As it is

known, breakdown voltage is calculated from
R Ld
0 a ¼ 1.

Therefore, it is clear that breakdown voltage decreases with Ld. In addition, in
Fig. 4.23a, it is shown that both BV of DG-GNRFET and BV of SG-GNRFET are
functions of channel width. However, the effect of channel width is more in
single-gate device. The situation is different when the variable parameter is channel
length. As can be seen in Fig. 4.23b, breakdown voltage of single gate device is
almost independent of channel length when it is compared to that double-gate
device. However, as the channel length gets longer than almost 20 nm, there is
small change in breakdown voltage as channel length increases. Finally, Fig. 4.23c
shows that the oxide thickness slightly influences the BV of single- and double-gate
GNRFETs. In conclusion, the most effective parameters in adjusting breakdown
voltage of single- and double-gate GNRFETs are GNR’s width and channel length,
respectively.

4.3.4 Comparison with Silicon Counterpart Devices

Our aim is not to compare the breakdown voltage of GNRFET with counterpart
silicon-based FETs because there is no data for breakdown voltage of silicon-based
FETs with one-atom-thick silicon channel. However, we show the existed experi-
mental data for 40, 50 and 100 nm FET compared with a GNRFET at the same
channel length, oxide thickness and gate-source voltage but not the same channel
thickness and width. Table 4.2 shows the results.

It can be said that since ionization coefficient of GNR could be more than that of
silicon (depending on GNR width), assuming same drift region for GNRFET and
silicon-based FET, the breakdown voltage of silicon-based device is more than that
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Fig. 4.23 A comparison between breakdown voltage of single- and double-gate GNRFETs at
different GNR’s width, channel length and oxide thickness. It shows that breakdown voltage of a
double-gate device is almost half the BV of single-gate counterpart

Table 4.2 Breakdown voltage of GNRFET compared to existed experimental data for silicon
FETs in different technologies

Device Technology Channel length (nm) Breakdown voltage (V) Reference

Single-gate GNR 40 0.98 This work

Double-gate GNR 40 0.62 This work

Single-gate Si-SOI 40 2.11 [6]

Single-gate GNR 50 0.57 This work

Double-gate GNR 50 0.47 This work

Single-gate Si-bulk 50 6 [7]

Single-gate GNR 100 0.51 This work

Double-gate GNR 100 0.42 This work
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of a counterpart GNRFET. This later characteristic could be considered as another
drawback for GNR in a case that high-voltage application is required. However, it
can be exploited in avalanche photodiodes (APDs) which function based on impact
ionization process and demand very high speed (100 Gbps) due to their use in
telecommunication. In APDs, high voltage is applied to increase multiplication
factor which is given as

M xð Þ ¼ 1

1� R Ld0 a Fð Þdx
ð4:15Þ

where F is electric field. Clearly, using graphene in APDs with a higher a than that
of silicon results in higher multiplication factor at the same operating voltage.
Therefore, operating voltage of these sensors which are as high as 200 V can be
suppressed. In addition, due to high mobility of graphene, device speed could be
improved. The model presented in this thesis could be applied to study the beha-
viour and optimization of these kinds of devices.

4.4 Validation Range of the Proposed Model

This model has been proposed for GNR with width in range of up to 10 nm
according to definition of GNR [8]. The ionization threshold voltage has been
considered in range of 4Eg to 6Eg according to Gaussian simulation. In addition, the
verification of results shows that the model agrees well with simulation for electric
field in order of 106 V/m.
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Chapter 5
Conclusion and Future Works
on High-Voltage Application of Graphene

5.1 Summary and Conclusion on Breakdown, Ionization
and Surface Potential of Graphene Field-Effect
Transistors

Shrinking transistor sizes has been the most feasible and effective approach to
reduce power and delay of MOSFETs for decades. However, by reaching the
nanoscale dimensions, silicon is facing limitations for downscaling such as
short-channel effects. As a result, new device concepts such as graphene FETs are
being introduced as alternatives to silicon. Since graphene has a zero bandgap,
graphene nanoribbon of this material has been introduced to open a bandgap, which
was the focus of this study.

This thesis studied the ionization and breakdown mechanism of single- and
double-gate graphene nanoribbon FETs (GNRFETs) using analytical approach and
modelling. There were three main variables in this work, length of saturation velocity
region, Ld, ionization coefficient, a, and breakdown voltage, BV, itself. The Ld is a
solution of surface potential at saturation region; therefore, surface potential was mod-
elled by applying Gauss law on GNR channel. Then, a was found to be function of
lateral electric field and probability of collision through ballistic and drift motions.
Therefore, ionization coefficient was analytically modelled using lucky drift approach
and deriving equations for drift and ballistic motions. By developing the model of a,

breakdown voltage was calculated using avalanche breakdown condition,
R Ld
0 a dx ¼ 1.

Using the proposed models, simulation was done by MATLAB, and the effect of
several structural parameters such as oxide thickness, channel length and GNR’s
width was studied on the breakdown voltage, length of saturation velocity region
and impact ionization coefficient. It was shown that operating voltage limit for
GNRFETs could be as low as 0.25 V. However, after optimization, it could be
increased to 1.5 and 0.8 V in single- and double-gate GNRFETs, respectively.

In addition, it was found that altering channel length does not significantly
influence the breakdown voltage of single-gate device as it did in conventional

© The Author(s) 2018
I.S. Amiri and M. Ghadiry, Analytical Modelling of Breakdown Effect in Graphene
Nanoribbon Field Effect Transistor, SpringerBriefs in Applied Sciences
and Technology, https://doi.org/10.1007/978-981-10-6550-7_5

85



devices while it is influential in that of a double-gate device. Furthermore, the
profile of breakdown voltage with respect to oxide thickness and channel width was
plotted, and the effective parameters on BV were summarized as follows

BV / atoxLd
Wg � L � Vg

ð5:1Þ

We showed that the most effective parameter in controlling maximum operating
voltage of GNRFETs is the channel width. Lowering the channel width increases
both the bandgap and the breakdown voltage. However, it is worth mentioning that
it also impairs the carrier mobility due to edge scattering. Therefore, there is a
trade-off between them. What is more, it was revealed that BV of double-gate
GNRFET is less than that of single-gate GNRFET at the same condition meaning
that double-gate GNRFET is not a suitable candidate for high-voltage application.
In terms of ionization coefficient a, it was found that a is strongly dependant on
GNR’s width and is structurally tunable as shown in

a / F xð Þ
Eg �W � Et

ð5:2Þ

As the result showed, a in GNR could be four times more than that of silicon at a
same electric field. This property of GNR could be interpreted as desired or
undesired characteristic based on the application.

In addition, a rough comparison between breakdown voltage of conventional
devices and GNRFETs showed that GNRFET’s breakdown is less than that of the
silicon-based devices. We have modelled both Ld and a in this project; therefore,
the approach presented here could be used in study, design and optimization of
specific devices which function based on impact ionization process such as ava-
lanche photodiodes (APDs) or high-power devices based on GNR. In addition, they
could be further extended to study the threshold voltage, short-channel effects and
current in GNRFET or even bilayer graphene FET with slight modifications.

5.2 Future Works on Breakdown Mechanisms
and High-Voltage Applications of Graphene

In terms of fabrication, it is interesting to fabricate a prototype device suitable for
measuring substrate current and calculation of ionization coefficient to verify the
presented theoretical results in this work. Furthermore, considering the effect of
parasitic capacitances in surface potential model could be a further work, and
finally, application of the approach together with conductance model in sensors to
study the GNR-based sensors such as GNR-based DNA sensor or APDs is a fruitful
research to do.
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