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Preface 

The intent of this group of monographs on the " . . . Basis of Detoxica-
tion" is to offer pharmacologists, toxicologists, and biochemists a de­
tailed summary of our knowledge of those processes that lead to the 
removal of xenobiotics, i.e., foreign compounds, from the organism. The 
disposition of xenobiotics is viewed throughout from a biochemical point 
of view, with the earlier volumes in the series covering the individual 
enzymes that participate in detoxication and the pathways along which 
the functional groups are altered. 

This volume is oriented more toward the biological processes partici­
pating in detoxication. The range of articles covers topics as diverse as 
the formation of toxic metabolites and compounds that are not metabo­
lized at all, tissue distribution and nutritional considerations, and the 
kinetics and mechanisms of the metabolic and excretory processes. Given 
this range, uniformity of presentation is not appropriate. Nevertheless, in 
terms of the purpose of each of the volumes in this series, the authors 
were asked to provide the pharmacologist and toxicologist with the bio­
chemical aspects of the field and the biochemist with the pharmacological 
insight that is necessary for the study of detoxication. 

John Caldwell 
William B. Jakoby 

xiii 
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2 Scott W. Cummings and Russell A. Prough 

I. INTRODUCTION 

A. Historical Development 

Since the observations of P. Pott in 1775 that linked scrotal cancer in 
English chimney sweeps with exposure to soot1 and of L. Rehn in 1895 
that linked bladder cancer in German dye workers with exposure to 
aromatic amines,2 considerable effort has been expended in characterizing 
the biological and chemical processes that lead to human cancer. Al­
though it was realized that exposure to certain chemicals could result in 
cancer, the concept that the parent chemicals themselves were not biolog­
ically active, but rather required a chemical transformation to form reac­
tive intermediates capable of altering cell growth and expression, was not 
established. The early work of individuals such as E. Boyland,3-5 Miller 
and Miller,6,7 and R. T. Williams8 demonstrated the bio transformation of 
foreign compounds and stimulated interest in the enzymatic processes 
involved. For example, Boyland's group described the enzymatic forma­
tion of /rajis-dihydrodiols that were assumed to be formed through 
epoxide intermediates. Concomitantly, Miller and Miller were interested 
in arylamine and arylamide metabolism resulting in the covalent binding 
of these compounds to proteins. Williams and colleagues focused their 
attention on metabolic conjugation steps that altered the disposition of 
foreign compounds. 

At the same time, interest arose as to the chemical nature of the active 
principle of the aniline compounds that leads to methemoglobinemia.9,10 It 
had been suggested by Heubner in 191311 that N-oxidation might account 
for the biological conversion of anilines to phenylhydroxylamines, deriva­
tives known to oxidize oxyhemoglobin. On the basis of this suggestion, 
many investigators focused on nitrogen metabolism as an area that could 
lead to an understanding of the molecular mechanism of aromatic amine 
carcinogenesis and toxicity. 

These areas of interest focused on the chemical aspects of car­
cinogenesis and toxicity that for further progress required the elucida­
tion of the enzymatic basis of metabolic activation. The following section 
will describe the development of the enzymatic basis for the metabolic 
activation of foreign compounds to form reactive chemical intermediates. 

B. Discovery of Activating Enzymes 

/. Cytochrome P-450 
During the 1950s, a number of investigators became involved in the 

study of the oxidative metabolism of certain endogenous and exogenous 
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compounds.12'13 As seen in Table I, various compounds ranging from 
steroids, aromatic amines, and polycyclic aromatic hydrocarbons to nu­
merous drugs were found to be metabolized by NADPH- and in­
dependent enzyme systems localized largely in the endoplasmic reticulum 
fraction of most animal tissues. For the steroids, the enzyme systems 
were found both in the endoplasmic reticulum and in the mitochondrial 
fraction.14-15 

The availability of stable isotopes allowed investigators to inquire 
whether molecular oxygen could be directly incorporated into organic 
molecules as the result of enzyme-catalyzed oxidation. The classic exper­
iments performed independently by Hayaishi's16 and Mason's17 research 
groups utilized 1802 to establish the concept of mono- and dioxygenäse 
reactions. Hayano et a/.18 also applied this method to mammalian steroid 
metabolism. During the conversion of 11-deoxycortisol to cortisol, one 
atom of 180 is incorporated into the organic molecule from molecular 
oxygen (1802) and not from H2

180. Similar experiments on 
C-hydroxylation of drugs were performed by McMahon's group,19*20 who 
established that some N-dealkylation reactions catalyzed by liver micro-
somes incorporated an atom of oxygen from molecular oxygen to form an 
unstable carbinolamine. These studies pointed to the existence of 
NADPH- and 02-dependent enzyme systems that catalyze a number of 
C-, N-, and S-oxidation reactions. 

TABLE I 

Reactions Catalyzed by Microsomal Monooxygenases 

Reaction type Substrate Product 

N-Dealkylation 

O-Dealkylation 
S-Oxidation 
N-Hydroxylation 

C-Hydroxylation 

Epoxidation 
Steroid hydroxylation 
Azo reduction 

Nitro reduction 

3' - Methy 1-4-methylamino-
azobenzene 

Phenacetin 
Thioacetamide 
2-Acetylaminofluorene; 

4-aminoazobenzene 

Acetanilide; lauric acid 

Benzo[a]pyrene 
11-Deoxycortisol 
4-Dimethylaminoazo-

benzene 
4-Nitroquinoline TV-oxide 

3' - Methy 1-4-aminoazo-
benzene 

Acetaminophen 
Thioacetamide 5-oxide 
N-Hydroxy-2-acetylamino-

fluorene; 4-hydroxylami-
noazobenzene 

4-Hydroxyacetanilide; 11-
and 12-hydroxylauric 
acid 

Benzo[fl]pyrene 4,5-oxide 
Cortisol 
4-Dimethylaminoaniline 

and aniline 
4-Hydroxylaminoquinoline 

TV-oxide 
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Early studies by Klingenberg21 and Garfinkel22 demonstrated that a 
unique cytochrome exists in mammalian liver capable of binding carbon 
monoxide upon reduction. Omura and Sato23 characterized this micro-
somal cytochrome by optical spectroscopy and noted that upon addition 
of detergents or other chemicals, it could be converted from a cytochrome 
forming an Fe2+-CO species and absorbed light maximally at approxi­
mately 450 nm to one absorbing light at 420 nm. Mason et al.24 detected a 
unique electron spin resonance signal associated with liver microsomes; 
this species was designated as microsomal FeX. Finally, Estabrook, 
Cooper, and Rosenthal,25,26 in a classic study, utilized Warburg's tech­
nique of the reversal of inhibition of CO-bound cytochromes by mono­
chromatic light27 to link this biochemical entity, cytochrome P-450 (now 
classified as xenobiotic monooxygenäse, EC 1.14.19.1), to the metabolic 
activity of liver microsomes and FeX. Subsequent reports have described 
many of the enzymatic and physical properties of this unique cyto­
chrome.12,13,28,29 

Our current state of knowledge, based on the contributions of many 
research groups, is that the mammalian cytochrome found principally in 
the endoplasmic reticulum of most cells consists of a flavoprotein reduc-
tase, NADPH-cytochrome c (P-450) reductase (EC 1.6.2.4), of 76,000-
78,000 molecular weight,30 and the terminal oxidase, cytochromeP-450, of 
48,000-58,000 molecular weight.31-33 When purified and reconstituted in 
vitro, the binary enzyme complex normally requires added lipid (e.g., 
dilauroylphosphatidyl choline) to function at maximal catalytic turnover.34 

A number of isoenzymes of the cytochrome have been demonstrated to 
exist in rat and rabbit liver; some are constitutive and others are induced 
by animal treatment with either barbiturates, poly cyclic aromatic hy­
drocarbons, steroid derivatives,35 or isosafrole.36 The multiple forms of the 
cytochrome probably account for the broad substrate specificity of the 
monooxy genäse (see Chapter 2, this volume). A plethora of studies have 
shown that these enzymes catalyze the oxidation of numerous com­
pounds, as seen in Table I. 

2. FAD-containing Monooxygenase 
Initially, the oxidation of amines and sulfur-containing compounds was 

thought to be catalyzed exclusively by the cytochrome P-450-dependent 
monooxygenase. In 1962, Ziegler and Pettit37 demonstrated the existence 
of a different enzyme in liver that catalyzed N-oxidation reactions. The 
participation of this enzyme in carcinogen and drug metabolism has, until 
recently, been underestimated because of the heat lability of the enzyme 
in the absence of NADP(H) and the difficulties in assaying its activity. 
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Ziegler's group38,39 has purified the microsomal FAD-containing mono-
oxygenase (EC 1.14.13.8, dimethylaniline monooxygenase) to homo­
geneity and thoroughly characterized it biochemically. 

The enzyme catalyzes the N-oxidation of tertiary, secondary, and some 
primary amines (arylamines), hydroxylamines, and hydrazines, as well as 
the S-oxidation of sulfides, thiols, thioamides, and thiocarbamates (Table 
II). Several reviews describe the substrate specificity, product chemistry, 
and those aspects related to developmental and species differences.40-42 

It is of interest that the carcinogenic aromatic amines such as 
2-aminofluorene and 2-naphthylamine can be metabolized to reactive 
N-hydroxylamines by this enzyme.43,44 Because this result establishes that 
both cytochrome P-450 and the FAD-containing monooxygenase can 
N-hydroxylate aromatic amines, studies on the metabolic activation of 

TABLE II 

Reactions Catalyzed by the Microsomal FAD-containing Monooxygenase0 

Substrate type Example Product 

N-Oxidation 
Γ-Amines 
2°-Amines 

Γ-Hydroxylamines 
2°-Hydroxylamines 

3°-Amines 
Monosubstituted 

hydrazines 
1,1-Disubstituted 

hydrazines 

1,2-Disubstituted 
hydrazines 

S-Oxidation 
Thiols 
Sulfides 
Disulfides 
Thioamides 

Thioureas 

2-Naphthylamine 
4-Chloro-TV-methyl-

aniline 
Benzylhydroxylamine 
7V-Methyl-/V-benzyl-

hydroxylamine 
N, TV-Dimethylaniline 
Methylhydrazine 

1,1-Dimethylhydrazine 

1,2-Dimethylhydrazine 

2-Naphthylhydroxylamine 
4-Chloro-TV-methylphenylhy-

droxylamine 
Benzaldehyde oxime 
a-Phenyl-7V-methylnitrone or 

a-methyl-TV-phenylnitrone 
TV, TV-Dimethylaniline TV-oxide 
(Methyldiazene) methane and 

formaldehyde 
(1,1-Dimethyldiazenium ion) 

formaldehyde and methyl­
hydrazine 

Azomethane 

Cysteamine 
Dimethyl sulfide 
Dibenzyl sulfide 
Thioacetamide 

Phenylthiourea 

Cysteamine disulfide 
Dimethyl sulfoxide 
Dibenzylsulfinic acid 
Thioacetamide S -oxide and 

S -dioxide 
Phenylformamidine sulfinic and 

sulfenic acids 

a Data obtained from a review by Ziegler.' 



6 Scott W. Cummings and Russell A. Prough 

aromatic amines in various species and organs should consider the exis­
tence of both enzymes. Prough and Ziegler45 have noted that both en­
zymes function simultaneously in the metabolism of TV-methylamines in a 
number of species. In the case of teri-Af-methylamines, two reactions 
proceed during metabolism: N-dealkylation by cytochrome P-450 and 
N-oxide synthesis by the FAD-containing monooxygenäse. sec-N-
Methylamines are metabolized by the FAD-containing monooxygenase to 
s<?c-7V-methylhydroxylamine products that form formaldehyde when 
treated with acid. Because of the similarities of the products of the en­
zymes, one must use specific inhibitors and inducing agents to distinguish 
between the reactions of these two enzymes. 

3. Other Redox Enzymes 
Several other enzyme processes have been described that may lead to 

reactive intermediates. Some of these processes are dependent upon oxi­
dation of certain organic compounds in peroxide-dependent reactions.46 

The possibility of H202-dependent peroxidase activity in extrahepatic tis­
sues47 or cooxidation reactions with prostaglandin synthetase48 may ac­
count for some target-tissue reactions in organs with low concentrations 
of the monooxygenases. In addition, reduction reactions of nitro com­
pounds have been demonstrated that may lead to such ultimate carcino­
gens as 4-hydroxylaminoquinoline N-oxide.49,50 Other nitro compounds 
may form the nitro anion radical, which can be rapidly reoxidized by 
molecular oxygen to yield Superoxide anion.51 This process has been 
demonstrated with nitrofurantoin, which in certain avian species is a lung 
and liver toxin. This toxic phenomenon may be due to the active oxygen 
species generated as a result of formation of the nitro anion radical. It is 
assumed that a number of flavin-dependent systems can reduce nitro 
compounds to the nitro anion radical or hydroxylamine derivatives.51 

4. Conjugating Enzymes 
As shown by the pioneering work of R. T. Williams,8 many oxidized 

products formed in the enzyme-catalyzed reactions are further 
metabolized by enzymes that conjugate the oxidized compound with 
water-soluble agents. Many metabolites of xenobiotics are conjugated 
with either sulfate, glucuronic acid, or glutathione, to name three of the 
more common reactions, producing the more readily excreted sulfate es­
ters, glucuronides, or mercapturic acid derivatives.52 However, the prod­
ucts of other conjugation reactions, for example, the sulfate derivatives of 
aromatic amines53,54 and perhaps the glucuronic acid derivative of the 
reduced quinones of polycyclic aromatic hydrocarbons55 have been re­
ported to be responsible for the formation of reactive intermediates. 
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C. Objective 

The purpose of this chapter is to examine the formation of reactive 
chemical intermediates by enzymatic processes and to provide a definition 
of which enzyme systems may be functional with the various reaction 
types. The authors are aware of the abundant literature relevant to these 
topics and ask the reader's indulgence for choosing a relatively small 
number of examples to document these concepts. 

II. GENERAL EXAMPLES OF METABOLIC 
ACTIVATION 

Given the structural heterogeneity of chemical carginogens or toxins 
requiring metabolic transformation to elicit their toxic responses, it is not 
surprising that there are a variety of mechanisms by which these com­
pounds are metabolically activated. Among such processes are epoxida-
tion of double bonds, C-hydroxylation of certain nitroso and hydrazine 
derivatives, N-hydroxylation of organic molecules containing the nitrogen 
heteroatom, the generation of free radicals, and S-oxidation of organic 
molecules containing the sulfur heteroatom (Table III). The importance of 
each mechanism in terms of carcinogenicity and toxicity has been the 
subject of detailed study. It is the purpose of this chapter to examine both 
generally and specifically each area of metabolic activation and its rela­
tionship to deleterious biological reactions. This exposition is com­
plemented by that of Chapter 2, this volume. 

A. Epoxidation 

The production of phenols from aromatic compounds in mammals has 
long been considered a mode of detoxication; these reactions are 
catalyzed by NADPH- and 0 2 -dependent monooxygenases predomi­
nantly located in the liver of mammals. In the early 1950s, certain aro­
matic hydrocarbons, for example, naphthalene, were found to be excreted 
in the form of dihydrodiol or mercapturate derivatives.3,4 On the basis of 
earlier chemical work of Pullman and Pullman,56 it was assumed that 
reactive arene oxides (epoxides) were formed, thereby accounting for the 
several metabolic products (see Table III). Final proof for the existence of 
arene oxides came from the observation that specific hydrogen atoms on 
an aromatic ring, experimentally labeled with tritium for this purpose, 
would migrate and be retained in a different position on the ring during 
hydroxylation; this phenomenon was termed the NIH shift.57 In addition, 
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TABLE III 

Mechanisms of Metabolic Activation of Carcinogens 

Type of metabolic 
activation 

Theoretical 
active metabolite Specific examples 

Epoxidation 
C-Hydroxylation 

N-Hydroxylation 

Free radical formation 
and redox cycles 

S-Oxidation 

Arene oxide 
Carbonium ion 

Nitrenium ion 

Carbon-centered radical 
Oxygen-centered radical 

Sulfinic acid 

Benzo[fl]pyrene 
Dimethylnitrosamine and 

1,2-Dimethylhydrazine 
Naphthylamine and N-

Acetylaminofluorene 
Carbon tetrachloride 
Quinones and nitro com­

pounds 
Thioacetamide 

the stable K-region epoxide metabolites for phenanthrene, benz[a]an-
thracene, benzo[a]pyrene, and 7,12-dimethylbenz[#]anthracene have 
been isolated and characterized.58"61 These observations set the chemical 
framework for defining the reactions of arene oxides: isomenzation to 
form phenols, hydration to form dihydrodiols, and nucleophilic addition to 
form adducts with glutathione, protein, RNA, and DNA. 

B. C-Hydroxylation 

The importance of C-hydroxylation in metabolic activation is not fully 
understood. TV-Nitrosamines, a group of compounds that exhibit a wide 
range of carcinogenic and toxic effects, are believed to be activated by 
C-hydroxylation at the α-carbon of the nitrosamine. Direct evidence for 
this reaction has been obtained using cyclic nitrosamines.62*63 In these 
studies, the unstable products of hydroxylation (decomposition products 
of α-hydroxynitrosamines) were isolated, identified, and shown to be re­
flective of the activation of these compounds to this ultimate carcinogenic 
form. The importance of C-hydroxylation in metabolic activation of 1,2-
dimethylhydrazine in forming the putative diazomethane intermediate is 
discussed in Section III. 

C. N-Oxidation 

The concept of N-oxidation was discovered after trimethylamine ad­
ministered to humans was observed to be excreted as the trimethylamine 
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N-oxide.64 With naturally occurring alkaloids and some synthetic medici­
nal amines, N-oxidation results in less reactive derivatives. However, 
several studies have shown that N-oxidation of arylamines yields prod­
ucts that are more carcinogenic than the parent compounds.65 

The N-oxidation of primary, secondary, and tertiary amines yields a 
diverse group of products.40 The primary amines can be oxidized to hy-
droxylamines, and if a free a-hydrogen exists, they can be further oxidized 
to yield oximes. Secondary amines are N-oxidized in one or two steps to 
give either hydroxylamines or nitrones, respectively. The initial oxidation 
of tertiary amines yields an amine oxide that can be protonated under 
appropriate reaction conditions to the N-hydroxyammonium ion. In gen­
eral, N-oxidation of tertiary amines results in formation of a more polar, 
less toxic compound that is readily excreted. However, aromatic primary 
amines, for example, arylhydroxylamines, decompose under acidic condi­
tions to yield a very reactive amino cation (nitrenium ion, ArNH+) that 
may be responsible for their toxicity.5 

Aromatic hydroxylamines have been implicated in a number of tox-
icological responses. Their ability to interact with cellular nucleophiles 
such as proteins, thiols, and nucleic acids is believed to be the cause of a 
number of toxic reactions. The basic reactivity of aromatic hy­
droxylamines is proposed to lie in the ability of the OH (or OH2

+) to act as a 
good leaving group yielding the nitrenium cation, which is subject to 
nucleophilic attack.5,65 

The reactivity of AMiydroxyamides is similar to that of hydrox­
ylamines. Several N-acetylarylamines have been shown to exhibit 
both carcinogenic and toxic properties. The biological oxidation of these 
compounds to form N-hydroxy derivatives, which can subsequently lose 
OH (or OH2

+) and generate the reactive nitrenium ion, has been sug­
gested.5,65 The positive charge generated can be delocalized to the adja­
cent aromatic ring, thereby allowing nucleophilic attack by cellular com­
ponents. 

In addition to amine and amide derivatives, dinitrogen compounds, the 
hydrazines, also undergo N-oxidation. In general, the initial oxidation 
product of 1,2-disubstituted hydrazines is the chemically stable azo de­
rivative.66 The apparent toxicity of certain hydrazines does not appear to 
be due to the azo derivative itself but rather to the further oxidative 
products of the azo which can form either reactive free radicals67 or 
reactive carbonium ions by C-hydroxylation of the azoxy intermediates.68 

The mono- and 1,1-disubstituted hydrazines are oxidized to diazene 
intermediates.69 A major route of decomposition of the diazenes proceeds 
through free radical intermediates.70 
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D. Free Radical Formation 

The role of radical formation in carcinogenic and toxic reactions is 
much more speculative, although specific examples can be cited. For 
example, the initiation of lipid peroxidation by carbon tetrachloride is 
thought to involve formation of the trichloromethyl radical.71 This chemi­
cal species apparently propagates the radical oxidation chain reactions 
involving lipid peroxidation in vitro.72 The concept of cooxidation of sub­
strates by a heme-dependent peroxidative mechanism46,48 has provided a 
means for forming carbon-centered radicals by one-electron oxidation. 
Griffin has demonstrated that aminopyrine is oxidized by H202 in such a 
mechanism with a transient radical species as an intermediate.73 Oxygen-
centered radicals have been demonstrated for reactions involving air oxi­
dation of hydroquinones, for example, 3,6-dihydroxybenzo[a]pyrene74 

and the uncoupling of monooxygenases to yield the Superoxide anion 
radical.75 Each of these radical species would lead to such deleterious 
processes as lipid peroxidation; a few specific examples are discussed in 
Section III. 

E. Redox Cycling and Active Oxygen 

Several reactions allow redox cycling of the oxidative enzymes. One of 
the first examples of this process described was the interaction of 
menadione (vitamin K3) with NADPH-cytochrome c (P-450) reduc-
tase.76,77 The quinone appears to be reduced in a one-electron process to 
form a semiquinone intermediate. The semiquinone form rapidly reduces 
molecular oxygen to Superoxide anion, ultimately forming 0.5 mole of 
hydrogen peroxide and 0.5 mole of molecular oxygen. The reoxidized 
quinone can subsequently be reduced by the flavoprotein. During the 
course of these reactions, the otherwise tightly coupled flavoprotein, one 
possessing low reactivity with molecular oxygen, is uncoupled via the 
quinone, and large amounts of 0 | (H202) are formed at the expense of 
NADPH and oxygen. 

Other agents that appear to cause similar "oxidant" stress include par­
aquat,78 nitrofurantoin,51 benzo[ö]pyrene quinones,74,79 and hydro-
quinone.80 The high rate of production of Superoxide anion and hydro­
gen peroxide can have several deleterious effects. First, one of the major 
protective mechanisms of the cell against hydrogen peroxide, that is, 
cytosolic glutathione (GSH), may be depleted or its steady-state concen­
tration reduced to a level that allows the initiation of such processes as 
lipid peroxidation. The necessity of maintaining reduced GSH levels by 
use of glutathione reductase, an NADPH-dependent cytosolic enzyme, 
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may perturb cytosolic and mitochondrial levels of reducing equivalents 
such as NADH, NADPH, and GSH. This oxidant stress may place the 
cell in jeopardy by preventing its normal physiological role. 

F. S-Oxidation 

Organic sulfur compounds containing nucleophilic divalent sulfur atoms 
exist in four states: sulfides, thiols, disulfides, and thiones. Ziegler40 has 
reviewed the reactions of sulfur compounds in this regard (Table IV). All 
of them are capable of undergoing oxidation to a wide variety of com­
pounds. In the case of sulfides, oxidation to sulfoxides or further oxida­
tion to sulfones results in relatively stable products that are more polar 
than the parent sulfide. As was suggested for TV-oxides, the oxidative 
products of sulfides are believed to be detoxication products because 
once formed they are readily excreted. However, oxidation of certain 
thiols, disulfides, and thiones can yield highly reactive electrophiles capa­
ble of eliciting toxic responses. 

Both aryl and alkyl thiols are easily oxidized to yield very reactive 
sulfenic acid derivatives that rapidly react with free thiols to yield di­
sulfides and, in turn, can be further oxidized to sulfonic acids through 

TABLE IV 

S-Oxidation of Organic Sulfur Compounds" 

Compound Oxidation reaction 

Sulfides 

Thiols 

Disulfides 

Thioamides 

O O 
[O] I [O] I 

R — S — R > R — S — R > R — S — R 

O O 
[O] I RSH 

R—SH > R—SH ► RSSR + H 2 0 

O 
[O] I [O] [O] 

RSSR > RSSR > 2RS02H > 2RS03H 
S S S0 2 H 
II toi II to] i 

RCNHo - ^ - U RCNH2 > R C = N H 

SH 
Thiocar- | 

bamates R N = C — N H 2 

SOH S0 2H S0 3H 
[O] i [O] i [O] ' 

> R N = C — N H 2 > R N = C — N H 2 - ! - U R N = C — N H 2 

a Data taken from Ziegler/ 
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thiosulfenic and sulfinic acid intermediates. The toxicity of many thiols 
has been described, but the mechanism(s) of action is unclear. Whereas 
binary complex formation with metalloenzymes may explain their toxicity 
in part, the ability of sulfenic acid to react with free intracellular thiols, 
particularly GSH, may be more critical in toxicity. 

Thiones, either the thioamides or thiocarbamides, undergo S-oxidation 
but have quite different properties relative to the other S-oxidized deriva­
tives. Thioamides undergo oxidation to sulfoxides (sulfines), which under 
vigorous oxidizing conditions form iminosulfenic acids (sulfenes). The 
dioxygenated sulfene product exists transiently because of its extreme 
reactivity with nucleophiles. Sulfenes are strong electrophiles and are 
thus easily hydrolyzed to amides and thiosulfate. In contrast, thiocar-
bamides (thioureas) are similar in structure to thioamides but exhibit 
uniquely different properties. Thiocarbamides are readily oxidized to 
form formamidine sulfenic acids. Like alkylsulfenic acids, formamidine 
sulfenic acids are reduced by thiols, including GSH, to form the free thiol 
and glutathione disulfide (GSSG). If low molecular weight thiols are not 
present, thiol groups on proteins may be oxidized to form internal di­
sulfide bonds. 

III. SPECIFIC EXAMPLES OF METABOLIC 
ACTIVATION 

The following examples of specific xenobiotics that are metabolically 
activated were chosen as representative of the various classes of chemical 
carcinogens and toxins. 

A. Polycyclic Aromatic Hydrocarbons 

As described in the introduction, the metabolism of aromatic hydrocar­
bons has been extensively investigated. The observations that dihy-
drodiols and mercapturic acid derivatives are formed metabolically, as well 
as the existence of the NIH shift, provide evidence that arene oxides 
generally represent important reactive intermediates in various car­
cinogenic and toxic processes. During the last decade, considerable effort 
has been expended by the scientific community in the attempt to under­
stand the events contributing to the initiation of cancer by aromatic hy­
drocarbons. Because this subject is reviewed in Chapter 2 of this volume, 
we will deal only with certain salient features of the metabolic activation 
of polycyclic aromatic hydrocarbons in this chapter. 

A critical issue in understanding the reactivity of polycyclic aromatic 
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hydrocarbons is related to the means by which a hydrocarbon such as 
benzo[a]pyrene is metabolized to reactive arene oxides and the routes of 
disposition of these epoxides. Two basic reactions can occur with arene 
oxides: rearrangement to regain aromaticity of the ring (Eq. la) or nu-
cleophilic attack at a carbon center of the epoxide possessing a partial 
positive charge (Eq. lb). 

r ^ 

^ ^ 

NADPH+O? 
— ? V - ^ 
NADP+H20 

(la) 

(lb) 

The balance between these two reaction types and the stability of the 
arene oxide dictate the products formed. For example, the arene oxides of 
ring systems of lesser complexity tend to rearrange to phenols because of 
the thermodynamic factors, which add to the stability of aromatic rings 
compared to rings containing only ac/s-diene structure. The best exam­
ples of this are benzene and biphenyl81; both yield only phenols as prod­
ucts. Some evidence suggests that arene oxides are intermediates of the 
hydroxylation reactions of these compounds, but hydration to trans -
dihydrodiols or nucleophilic addition of cellular nucleophiles to these 
rings are reasonably uncommon. 

Aromatic hydrocarbons that possess more stable arene oxides obvi­
ously can undergo the second reaction with cellular nucleophiles such as 
water, thiols such as GSH, proteins, and nucleic acids. Each of the nu­
cleophiles reacts to a small extent without need for enzyme catalysis if the 
arene oxide is sufficiently stable to form an appreciable steady-state con­
centration. Normally, nucleophilic attack on an epoxide leads predomi­
nantly to the trans addition products as follows: water forms trans-
dihydrodiols, thiols form the trans-thiol adducts, and proteins or nucleic 
acids form trans adducts. Depending on the thermodynamics of the ring 
system, the phenolic group of these adducts can be eliminated to regain 
the aromatic ring system; this is a very common reaction. 

Whereas the formation of dihydrodiols or GSH adducts can occur 
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chemically, enzyme systems52 exist that facilely catalyze the addition of 
water (epoxide hydrolase, EC 3.3.2.3) and glutathione (glutathione 
S-transferase, EC 2.5.1.18). As might be expected, metabolism of ben­
z o l ]pyrene in the presence of a purified, reconstituted cytochrome 
P-450-dependent monooxygenase system leads to a large amount of 
phenolic products.82 The product ratio for the total phenols : total trans -
dihydrodiols formed shifts from a value of 13 in the absence of epoxide 
hydrolase to a minimum value of 0.4 in the presence of epoxide hydratase. 
Certain arene oxides, such as benzo[a]pyrene 4,5-oxide, are sufficiently 
stable so that inhibition of epoxide hydrolase allows recovery of the intact 
epoxide.83 

A major role for epoxide hydrolase84 and glutathione S-transferase85 is 
thought to be detoxication. However, Sims and Grover have reported that 
addition of the 7,8-frYws-dihydro-7,8-diol of benzol]pyrene, that is, the 
hydrolysis product of the epoxide, led to more DNA alkylation in Chinese 
hamster embryo cells than did addition of the parent hydrocarbon.86 A 
series of elegant studies by Conney, Levin, and Jerina's group87 and by 
Gelboin's group88 documented that three steps are required in the conver­
sion of benzo[«]pyrene, a nonreactive molecule, to its "ultimate" car­
cinogenic form, the 7,8-/nms-dihydro-7,8-diol 9,10-oxide: epoxidation to 
form the 7,8-oxide catalyzed by the cytochrome P-450 system, hydration 
to form the frY/A?s-7,8-dihydrodiol catalyzed by epoxide hydrolase, and a 
subsequent epoxidation also catalyzed by cytochrome P-450 to form the 
7,8-irafts-dihydrodriol 9,10-oxide. For most polycyclic hydrocarbons that 
have been studied, a testable hypothesis exists that implicates the unique 
chemical reactivity of arene oxides containing certain benzylic carbons in 
a benzo ring that has previously undergone an epoxidation-hydration 
reaction.89 This proposition is termed the Bay-region theory. The benzo 
rings of most polycyclic aromatic hydrocarbons contain an area defined 
by the unique nuclear magnetic resonance characteristic of the benzylic 
carbon (Fig. 1). It is ultimately this carbon that becomes a potent elec-
trophilic center allowing attack by nucleophiles such as nucleic acids or 
proteins. A number of excellent reviews describe the details of the meta­
bolic activation of the polycyclic hydrocarbons.89-91 

B. Nitrogenous Compounds 

/. Nitrosamines 
Nitrosamines are a ubiquitously occurring group of nitrogenous com­

pounds; dimethylnitrosamine (DMN) has been the most thoroughly stud­
ied member of this group. Initially, DMN was considered to have indus­
trial potential, but the early work of Magee and Barnes demonstrated it to 
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Fig. 1. Bay region of benzo[a]pyrene. 

be a potent hepatocarcinogen.92 DMN administration in vivo led to methyl-
ation of liver DNA, suggesting that a metabolic process converted the 
compound to an active methylating agent.93 Specific DNA-carcino-
gen adducts have been observed; the iV7-methylguanine and O6-
methylguanine adducts have been considered important adducts possibly 
leading to carcinogenesis.94 Because formaldehyde was noted as one of 
the products, C-hydroxylation was proposed to lead to formation of 
diazomethane (Eq. 2). Other nitrosamines with longer aliphatic side 
chains, such as butyl groups, can be C-hydroxylated at positions other 
than the α-carbon. All of these reactions appear to be catalyzed exclu­
sively by the cytochrome P-450 monooxygenases, and the alkyl groups 
can be subsequently oxidized in vivo to C02. 

Γ CH2OH1 
(CH3)2NNO^ | -+ HCHO + [CH3N2+ OH"] (2) 

LCH3N - NOj 

On the basis of two types of evidence, it would appear that 
α-hydroxylation is a significant reaction leading to nitrosamine car­
cinogenesis. First, it was noted that dideuteration at the a-positions led 
to marked reduction in the carcinogenicity of dimethylnitrosamine, 
nitrosoazetidine, and 4-nitrosomorpholine.95"97 Second, a-hydroxy-
nitrosamines were found to be very unstable in vitro and to decompose, 
forming an aldehyde and alkyldiazohydroxide.62,63 The a-hydroxylated 
derivative was synthesized with a blocked hydroxyl group and its degra­
dation followed after enzymatic deacetylation; the products were nearly 
identical to those obtained following microsomal metabolism. Such alkyl-
diazonium compounds appear to be the most likely reactive intermediates 
of nitrosamine metabolism. 

2. Arylamines and Arylamides 
The metabolism of arylamines to form reactive intermediates can best 

be exemplified by the activation of the aminoazo dye, dimethyl-4-
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aminoazobenzene (DAB). Miller and Miller have focused considerable 
attention on the tumorigenic properties of this carcinogen.65 The formation 
of a reactive intermediate from DAB was suggested because administra­
tion of the dye to rats resulted in yellow coloration of the isolated liver 
proteins. The color appears to be due to the retention of the azo 
chromophore covalently bound to the protein.6 These studies prompted 
considerable interest in the mechanism of activation of aromatic amines. 
Several groups have described the products formed upon metabolism of 
arylamines such as 2-naphthylamine and DAB.6,98 Ring hydroxylation ap­
peared to be a major reaction in vivo and in vitro. For the arylamide, 
2-acetylaminofluorene (2-AAF), N- and C-hydroxylated products can be 
formed, and many of the C-hydroxylated products are conjugates of 
glucuronic acid." Conjugated intermediates are rapidly excreted; on the 
basis of this observation, ring hydroxylation products were suggested as 
the products of detoxication reactions for arylamines and arylamides. 

The arylamines can also be N-acetylated to form amides, and the amide 
products, such as 7V-acetyl-4-aminoazobenzene, can be N-hydroxylated 
in vivo. For example, administration of either dimethyl-, monomethyl-, 
or 4-aminoazobenzene to rats led to excretion of N-hydroxy-
TV-acetyl-4-aminoazobenzene.65 Thus, arylamines can be converted 
to arylamides that are subsequently N-hydroxylated to yield hydroxamic 
acids (W-hydroxyarylamides). In 1960, Cramer, Miller, and Miller 
noted that the hydroxamic acid, 2-AAF, could be N-hydroxylated100 and 
that N-hydroxy-2-AAF was more carcinogenic than the parent com­
pound.101 Other acetylated aromatic amines were also shown to be meta-
bolically activated to N-hydroxy derivatives that were also more car­
cinogenic than the parent compound.65 

During metabolism of aniline in vitro, a considerable amount of 
o -hydroxyaniline was formed.5 Boyland and others had also noted that 
mercapturic acid derivatives of arylamines were formed in vivo.102 On the 
basis of these observations, Booth and Boyland5 proposed that the 
N-hydroxylation of aromatic amines to give hydroxylamines could lead to 
a nitrenium intermediate that subsequently can rearrange to o-hydroxy 
products (Eq. 3). 

ii "TV \ 
Nu 

Collectively, these studies suggested that many aromatic amines can be 
converted to theTV-acetyl derivative that may serve as "proximal" car-



1. Metabolie Formation of Toxic Metabolites 17 

cinogens and, upon N-hyroxylation, may form the nitrenium ion capable 
of serving as a reactive electrophile. However, the role of hydroxamic 
acids as ultimate carcinogens is still not clear. For example, Kriek103 

demonstrated that at an acid pH, the nonenzymatic alkylation of guanine 
residues of DNA and RNA by Af-hydroxy-2-aminofluorene occurred, but 
not by 7V-hydroxy-2-AAF. In addition, Miller and Miller65,104 demon­
strated the acid-catalyzed alkylation of methionine and free guanosine by 
N-hydroxyaminofluorene, but not by 7V-hydroxy-2-AAF. 

That hydroxylamines but not hydroxamic acids are reactive in vitro is 
paradoxical and leads to the conclusion that N-hydroxylation may be 
required to form an 7V-hydroxy intermediate, but depending upon the 
compound's structure, the N-oxidized intermediate may not readily form 
a nitrenium ion. N-Oxidation reactions can be catalyzed by one of two 
enzyme systems depending upon the structure of the carcinogenic sub­
strate: arylamides appear to be uniquely N-hydroxylated by cytochrome 
P-450 monooxygenase, and arylamines are N-hydroxylated by both 
the FAD and cytochrome P-450 monooxygenases. Although one-elec­
tron oxidation (peroxidase) reactions may play a role in metabolism 
in extrahepatic target organs, insufficient data exist to support this con­
tention. 

There is an apparent dilemma regarding the ability of N-
hydroxyarylamines to alkylate nucleic acids at slightly acid pH and the 
inability of 7V-hydroxyarylamides to do the same. A complicating factor 
is that certain aromatic hydroxylamines, for example, phenyl-
hydroxylamines, easily form o -hydroxy derivatives but are not inherently 
carcinogenic. It must be presumed that the chemistry, that is, stability, of 
a given 7V-hydroxy derivative dictates the facility with which the com­
pounds can form a putative nitrenium ion. 

The concept of stability may be related to the possibility that some 
N-hydroxy derivatives can be converted rapidly in a concerted reaction to 
the o -phenol at neutral pH and other aromatic amines, for example, 
A/r-hydroxy-4-methylaminoazobenzene, may require acid pH in order for 
the hydroxyl group to become a good leaving group. It would seem that at 
or near physiological pH, a small amount of reactive nitrenium ion may be 
formed to account for DNA alkylation by aromatic amines and that in the 
bladder, the urinary pH may be sufficient to enhance aromatic hy-
droxylamine decomposition.105 However, the pKa of the hydroxamic acids 
may be sufficiently low so that the OH is not a good leaving group. Miller 
and Miller54 and Irving53 have demonstrated that the N-benzoyl or sulfate 
esters of the hydroxamic acids are much better leaving groups than OH. 
The reactivity of the esters is thought to allow the arylamides to form 
electrophilic centers. The role of conjugating enzymes in activation of the 
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TV-hydroxy compounds to reactive esters is an intriguing mechanism but 
remains controversial. 

An additional toxic response to the formation of aromatic hy-
droxylamines is methemoglobinemia. While searching for the mechanism 
by which aniline derivatives cause methemoglobinemia, phenylhydrox-
ylamines were described as the active agents in this persistent problem 
seen in mammals exposed to aniline and aniline dyes.10 Kiese and co-
workers have demonstrated that aniline and TV-alkylanilines are oxidized 
to Af-hydroxy derivatives in the presence of liver microsomes, NADPH, 
and oxygen.9,10 The resultant phenylhydroxylamines can interact with 
oxyhemoglobin to form methemoglobin, H202 , and the corresponding 
nitrosobenzene derivative. However, this deleterious process involves a 
reduced heme(Fe2+)-oxygen-dependent process, not a concerted rear­
rangement of the hydroxylamine to a nitrenium ion. Rather, a redox reac­
tion described by Wallace and Caughey106 as a reductive displacement 
reaction seems to be involved. 

3. Nitro Compounds 
The mechanisms of formation of toxic metabolites of nitro compounds 

appear to be limited to two phenomena: reduction to the aromatic hy­
droxylamine or reduction to the nitro anion radical followed by redox cy­
cling. Nitro compounds can be reduced in a four-electron step to form the 
hydroxylamine derivatives.50,51 If the OH is a sufficient leaving group at 
the pH of the tissue or if specific mechanisms exist to aid in formation of 
the putative nitrenium ion, this process would account for one mechanism 
of formation of reactive intermediates from nitro compounds. A number 
of flavoproteins or flavoprotein systems supplemented with free flavin 
can, indeed, catalyze the reduction of nitro compounds.50 Because the 
carcinogen 4-nitroquinoline TV-oxide is reduced to 4-hydroxylamino-
quinoline TV-oxide, the hydroxylamine derivative most likely is the ulti­
mate carcinogenic form of the compound.49 It is of interest that an intact 
TV-oxide functional group is required for biological reactivity but probably 
does not participate directly in the alkylation reaction. 

The possible toxicity of nitro compounds by redox cycling is not well 
established. Boyd's group demonstrated that the lung toxin, nitrofuran-
toin, has increased covalent binding potential with liver microsomal pro­
tein under anaerobic conditions in vitro, suggesting a mechanism related to 
nitrenium ion formation.107 This observation rules out a furan epoxide as a 
potential reactive intermediate, because covalent binding by the epoxide 
derivative of the furan ipomeanol was inhibited under these conditions. 
However, nitrofurantoin forms a nitro anion radical in vitro under 
anaerobic conditions but not aerobically,51 suggesting that nitrofurantoin 
may rapidly redox cycle between its one-election reduced form and the 
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parent compound concomitantly generating appreciable amounts of 
Superoxide anion radical and hydrogen peroxide. In the presence of ni-
trofurantoin and oxygen, NADPH is rapidly oxidized and hydrogen 
peroxide produced in vitro.51 It is assumed that the radical species reacts 
rapidly with oxygen and precludes formation of the four-electron reduc­
tion product, the hydroxylamine. The possible role of redox cycling in the 
oxidant stress of nitro compounds is supported by the observation that 
selenium-deficient chicks are more susceptible to nitrofurantoin-induced 
lung toxicity than are selenium-sufficient chicks.108 In addition, the con­
centration of GSH in the liver was decreased relative to controls. Because 
of the preliminary nature of these results, more direct evidence will be 
required to establish whether redox cycling of nitro compounds can occur 
in vivo. One precedent exists: the most likely effect of paraquat in lung78 is 
the redox cycle established between several flavin-dependent reductases 
and oxygen by the catalytic function of the dye acting as a one-electron 
shuttle. 

4. Hydrazines 
The principal reactions of hydrazines are in serving either as strong 

nucleophiles or as reducing agents. The existence of two nitrogen 
heteroatoms bonded together makes hydrazines reactive toward the car-
bonyl groups of intermediary metabolites such as α-keto acids and 
pyridoxal phosphate. Certain hydrazines undoubtedly exert part of their 
biological effect by interacting with pyridoxal phosphate and altering 
amine metabolism. 

The main redox reaction of hydrazines is the loss of two electrons to 
form azo or diazene derivatives. 1,2-Disubstituted hydrazines form stable 
azo compounds and are chemically unreactive.69 Mono- or 1,1-di-
substituted hydrazines are readily oxidized to form diazenes; diazenes 
normally are unstable and either eliminate molecular nitrogen to form free 
radicals (Eq. 4a), or are further oxidized to form unstable diazoalkanes 
(Eq. 4b), or rearrange to form hydrazones (Eq. 4c). 

[R + N 2 + H] (4a) 
Zu 

RCH2NHNH2
 i0] > [RCH2N=NH] ^ - * [RCH2N2 "OH] (4b) 

C ^ RCH-N NH2 (4c) 

The biological oxidation reactions that result in azo and diazene com­
pounds involve a number of oxidative enzymes: the cytochrome P-45066 
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and FAD-dependent monooxygenases,109 mitochondrial110 and plasma 
monoamine oxidases,111 and certain peroxidative reactions.112 

Free radicals formed from diazenes can react with tissue mac-
romolecules to form covalent adducts. For example, the diazene interme­
diate of phenylhydrazine has been shown to react with flavin and heme 
prosthetic groups of several enzymes and heme proteins including 
oxyhemoglobin.113-115 Alkylation may occur because of the formation of 
the phenyl radical and its reactivity with the prosthetic groups. During 
metabolic oxidation of 2-methylbenzylazo compounds, methane is pro­
duced from theN-methyl group.67·116 As another consequence of this reac­
tion, microsomal protein is methylated by the TV-methyl group of the azo, 
but not azoxy derivatives, indicating that the azo compound is the proxi­
mal substrate leading to methane formation and protein alkylation. The 
study116 implicated the cytochrome P-450 monooxygenase in metabolic 
activation of the azo derivative because inhibitors of the function of the 
heme protein decreased the products of oxidative metabolism of the azo 
compound. In addition, methane formation was stimulated at the expense 
of protein methylation by addition of GSH. The results are suggestive of 
participation of a diazene intermediate or a methyl free radical in both 
methane formation and protein methylation. The effect of thiol may be to 
terminate the radical by allowing hydrogen abstraction, thereby favoring 
methane formation. Although the implications of these reactions regarding 
the deleterious effects of 2-methylbenzylhydrazines remain unclear, the 
putative methyl radical may represent a reactive intermediate formed 
during the N-oxidation of hydrazines and their azo(diazene) interme­
diates. 

The cytochrome /M50-dependent monooxygenase also converts azo 
compounds to stable azoxy derivatives.65,117 In 1970, Druckrey68 provided 
a rationale for the metabolic activation of 1,2-disubstituted hydrazines, 
particularly 1,2-dimethylhydrazine. The C-hydroxylation of methyl-
azoxymethane leads to the unstable methylazoxymethanol, which de­
composes to diazomethane and formaldehyde. Subsequent work con­
firmed this hypothesis,118 and others have suggested that procarbazine, a 
2-methylbenzylhydrazine derivative, may also be metabolically activated 
by C-hydroxylation of the azoxy metabolites,119 thereby accounting for its 
carcinogenic and toxic effects. However, clear differences exist between 
the chemistry of the two 1,2-disubstituted hydrazines because 1,2-
dimethylhydrazine does not yield CH4 upon metabolism. 

C. Halogenated Compounds 

At least two mechanisms of metabolic activation have been described 
for halogenated compounds. Some evidence suggests that halogenated 
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aromatic hydrocarbons are metabolized to reactive intermediates, per­
haps epoxides.120 Although the mechanism of activation of the hepato-
toxin, carbon tetrachloride (CCI4) has been disputed, Butler71 suggested 
that CCI4 may be converted to the trichloromethyl radical (CC13). The 
most likely mechanism of activation was suggested to require the cyto-
chrome P-450-dependent monooxygenase,71 and its metabolism to the 
trichloromethyl free radical has been substantiated by two major observa­
tions. First, oral administration of CC14 leads to a unique metabolite of 
• CCI3, hexachloroethane, that is, the dimerization product expected from 
the radical.121 Second, radical spin-trapping reactions, performed in vitro 
using CCI4, NADPH, and oxygen in the presence of liver microsomal 
protein,122 yielded an ESR spectrum similar to the one that would result 
from CCI3. 

The role of · CC13 in CC14 toxicity is less clear. When treated with CC14, 
one major finding in laboratory animals is the formation of fatty livers.123 

It has been assumed that the processes of lipid synthesis and of repackag­
ing into lipoproteins are altered in such a manner as to increase the con­
centration of free and esterified lipids in that organ. It is not clear whether 
this process is directly related to the formation of the trichloromethyl 
radical. However, it has been demonstrated that 14CC14 is metabolically 
activated to form an intermediate that can be bound covalently to protein 
and lipid.124 The formation of a reactive intermediate capable of alkylating 
certain key enzymes could account for the alteration of hepatic lipid me­
tabolism and disposition. 

It is also clear that in vitro formation of the · CC13 radical initiates a 
radical chain reaction in which lipid peroxidation of unsaturated fatty 
acids follows. As part of the process, small amounts of the CC13 radical 
abstract a methylene hydrogen from fatty acids, for example, arachidonic 
acid, to form a carbon-centered fatty acid radical.72425 The intermediate 
can react with molecular oxygen to form the lipid peroxy radical capable 
of sustaining and propagating the radical chain reaction. Under in vitro 
conditions, a small amount of CC14 and NADPH leads to massive utiliza­
tion of molecular oxygen and unsaturated fatty acids.72 The products of 
lipid peroxidation can also be measured in vitro and in vivo as respired 
hydrocarbons such as ethane and pentane.126 

D. Sulfur-Containing Compounds 

The hepatotoxic effects of the thiono-sulfur compound, thioacetamide, 
are expressed only after metabolic conversion of the parent compound to 
the thioacetamide 5-oxide, thioacetamide sulfine.127 This 5-oxide is a 
more potent hepatotoxin than thioacetamide at equal doses, but the tox­
icity of either compound can be enhanced by pretreatment of animals with 



22 Scott W. Cummings and Russell A. Prough 

phenobarbital or be decreased by treatment with inhibitors of the cyto-
chrome P-450 monooxygenase. Other studies using [14C]- or 
[35S]thioacetamide in vivo128 indicated that an appreciable amount of the 
carbonyl moiety of the molecule was covalently bound to protein and 
other cellular macromolecules, but that negligible radioactive sulfur was 
bound. The results suggest that thioacetamide is S-oxidized repetitively 
by cytochrome P-450 to form thioacetamide 5-oxide and thioacetamide 
S-dioxide. It is presumed that the 5-dioxide is the ultimate toxic metab­
olite. 

The toxicity of thioureas was once believed to be due to the release of 
hydrogen sulfide by reductive desulfuration. However, Boyd and Neal129 

demonstrated an oxidative attack on sulfur catalyzed by microsomal pro­
tein fractions. Poulsen et al.130 have shown that unlike the situation seen 
with thioamides, the FAD-containing monooxygenase can generate the 
toxic sulfenic and sulfinic acid intermediates from the thioureas. The abil­
ity of formamidine sulfenic acids to be rapidly reduced by GSH may 
explain the glycogen-depleting effects demonstrated by thioureas.131 The 
formamidine sulfinic acid esters have also been predicted to react with 
cellular nucleophiles to form covalent bonds and release the oxidized 
sulfur atom.127 

IV. COMMENTS 

An attempt has been made to summarize the evidence that charac­
terizes the chemical nature of the reactive intermediates formed from 
carcinogens and toxins. A number of enzyme systems have been de­
scribed as catalyzing the biological oxidation reactions that are available 
for metabolic activation of xenobiotics. As will be pointed out in Chapter 
2 of this volume, a number of oxidative and conjugative reactions can alter 
the equilibrium between reactions, leading to reactive intermediates and 
reactions that detoxify foreign compounds. In fact, a number of com­
pounds can be shown to be metabolically activated to chemical species 
that alky late DNAm vitro but not/>? vivo; 9-hydroxybenzo[ö]pyrene is an 
example.132,133 

It is clear that metabolic activation is a prerequisite for the initiation of 
chemically induced tumors. The second stage required for chemical car-
cinogenesis involves the process of promotion of tumor formation, a new 
and exciting area of research.134 A challenging problem exists in the rela­
tionship of compounds that art complete carcinogens (initiate and promote 
tumor formation) and others that are incomplete carcinogens (only initiate 
tumor formation). Because many nontumorigenic metabolites of carcino-
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gens are effective in initiating hyperplasia (9-hydroxybenzo[a]pyrene, for 
example135), it will be of interest to correlate the two phases of tumor 
formation (initiation and promotion) to the biological activity of the vari­
ous metabolites of a given carcinogen. Such studies may have to delineate 
the role of some metabolites, for example, diol epoxides, in the initiation 
process and others, for example, 9-hydroxybenzo[a]pyrene, in the pro­
motion process in order to understand clearly why some carcinogens are 
complete and others are incomplete. 
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I. INTRODUCTION 

A substantial proportion of xenobiotics are lipid-soluble molecules that 
are not excreted without metabolism. The integrated process of xenobi­
otic metabolism frequently consists of a functionalization step catalyzed 
by the microsomal polysubstrate monooxygenase system of the liver, 
which consists of several forms of cytochrome P-450 and the associated 
P-450 reductase. This step is typically followed by conjugation of the 
new functional group through reaction at one or more of three classes of 
enzyme: UDPglucuronyltransferase, sulfotransferase, and glutathione S-
transferase. 

It has become increasingly evident that xenobiotic-metabolizing en­
zymes function in an ambivalent manner. On the one hand, lipid-soluble 
chemicals are converted to water-soluble forms that are readily excreted 
via the kidney or bile duct; on the other hand, the same enzymes may 
generate reactive electrophilic molecules that modify essential cellular 
macromolecules, with resulting toxic or carcinogenic effects. The latter 
are frequently derived from metabolic pathways that are minor with re­
spect to the gross metabolic clearance of the chemical. Although most 
chemicals are preferentially metabolized in the liver, chemical tumorigen-
esis exhibits remarkable tissue specificity. For example, poly cyclic hy­
drocarbons such as benzo[a]pyrene (BP) are carcinogenic in the lung or 
breast, 2-naphthylamine induces bladder tumors, N-acetyl-2-aminofluo-
rene (AAF) is tumorigenic in the breast and liver, and aflatoxin Bx is 
relatively specific to the liver. In each case, DNA in the target tissue is 
extensively modified, consistent with the hypothesis that electrophilic 
modification of specific genomic sites may initiate cell transformation 
through one or more mutational events.1 

Much research on xenobiotic metabolism has focused on the detection 
and modulation of these side reactions that generate reactive elec-
trophiles. Because DNA-adduct formation provides a quantifiable end-
point that correlates with a biological process, namely, initiation of 
tumorigenesis, this discussion of integrated xenobiotic metabolism will 
focus on the metabolism of selected carcinogens to illustrate approaches 
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that can be generally applied to problems in xenobiotic metabolism and 
toxicity. 

Carcinogenesis requires, in addition to initiation by DNA modification, 
a complex, multistep process. Tissue and species differences in the repair 
and replication of chemically modified DNA, in the promotion of trans­
formed cells and in tumor progression, may all contribute in major ways to 
the diversity of chemical carcinogenesis. Nevertheless, although differ­
ences in DNA modification provide only one of many explanations for 
tissue or species differences in chemical susceptibility, increases in the 
formation of certain identified adducts in specific tissues may correlate 
well with increased incidence of tumor formation. 

In attempting to understand the contribution of xenobiotic metabolism 
to the chemical initiation of cancer, four goals are of major importance. 
These goals are (1) identification of the ultimate carcinogenic intermedi-
ate(s); (2) identification of DNA modifications that correlate closely with 
the extent of tumor formation; (3) determination of the extent to which 
differences in DNA modifications account for selectivity in tumorigenesis 
between different cells, tissues, or species; and (4) evaluation of the en­
zymatic characteristics of the formation and removal of carcinogenic elec-
trophiles (or modified DNA). The same strategy could equally be applied 
to chemical toxicity, although with less emphasis on DNA as the primary 
target. This chapter will focus on the integrated cellular metabolism of 
certain carcinogens that illustrate distinct features of metabolic activation 
and detoxication processes. 

II. IDENTIFICATION OF REACTIVE 
ELECTROPHILES DERIVED FROM 
XENOBIOTICS 

Chemical identification of the products of metabolite attack on polynu-
cleotides provides essential information on the nature of the reactive elec-
trophile and on the selectivity of attack upon different bases. Most labora­
tories now use a three-step enzymatic hydrolysis to yield nucleosides and 
chemical adducts that are fractionated either by chromatography on 
Sephadex LH-202 or by reverse-phase, high-pressure liquid chromatog­
raphy (HPLC).3 Deoxyguanine is the base that is generally most exten­
sively modified, and Fig. 1 indicates some of the diversity of base 
modifications. 

Reaction selectivity at DNA is determined by molecular orbital charac­
teristics of the attacking electrophile such as polarizability and charge 
delocalization, along with the attacking steric factors. In addition, reac-
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Fig. 1. Modification of deoxyguanosine by various reactive electrophiles. 

tive electrophiles may exist as enantiomeric pairs that will inevitably react 
selectively with DNA sites. For example, (+)-BP-anti-7,8-dihydrodiol 
9,10-oxide, which is by far the most carcinogenic of the four stereoiso-
mers derived from metabolism of benzo[a]pyrene, modifies DNA almost 
exclusively at the 2-position of dG, whereas the (-)-enantiomer reacts 
with different selectivity between dG, dA, and dC.4 Simple alkylating 
agents with less steric demands modify bases in a manner determined 
more by the electrophiHcity of the alkylating species. Thus, the 0-6/N-7 
ratio for alkylation of dG in DNA by a series of direct alkylating agents 
increases with the SN1 character of the alkylating agent.5 Some DNA 
adducts may be overlooked because of instability. For example, (-)-BP-
anti-7,8-dihydrodiol 9,10-oxide modifies dG in DNA at N-7, but this ad­
duct undergoes depurination with strand breakage and liberation of an 
yV-7-guanine adduct without prior hydrolysis of the DNA.4 

The fluorescence spectrum of modified DNA, particularly at low tem­
perature, is extremely sensitive and diagnostic of the chemical structure 
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of the hydrocarbon moiety in the adduct. The fluorescence spectrum of 
DNA after incubation with benzo[«]pyrene and methylcholanthrene-
induced rat liver microsomes has established that the major modification 
is derived from 9-phenol 4,5-epoxide.6 Similarly, fluorescence analysis of 
DNA isolated from tissue after dimethylbenzanthracene metabolism 
clearly indicates a bay-region dihydrodiol oxide adduct rather than addi­
tion through direct substitution on a hydroxymethyl metabolite of di­
methylbenzanthracene.7 Caution must be exercised in the use of fluores­
cence spectra because major differences in the quenching of DNA adducts 
by the bases may lead to erroneous quantitation. However, when the 
extent of modification is known from other methods, the fluorescence 
characteristics (such as spectra, quantum yield, and polarization) can 
provide major insight into the environment of the adducts. 

DNA adducts have also been quantitated by the use of antibodies to 
specific metabolite-DNA adducts.8 Using this technique, fmole levels of 
BP-7,8-dihydrodiol 9,10-oxide adducts have been quantitated,8 and an­
tibodies can discriminate between complete and deacetylated adducts of 
2-AAF.9 The method should be adaptable to many immunological tech­
niques to provide both great sensitivity and direct tissue quantitation. 

Isotope labeling techniques have proved invaluable in the elucidation of 
activation pathways. Specific 14C labeling of the acyl, aryl, or ethyl groups 
of phenacetin has been used to examine the modification of protein result­
ing from metabolism of phenacetin by hamster liver microsomes.10 This 
approach indicates that covalent binding of phenacetin metabolites to mi-
crosomal protein is accompanied by complete loss of the acetyl group 
to acetamide, in addition to 50% deethylation. Very different results have 
been obtained in vivo, where phenacetin seems to be substantially 
metabolized to acetaminophen prior to binding. 

The electrophile modifying DNA may be tissue dependent. HPLC and 
antibody analysis of the nucleoside adducts formed as a consequence of 
cellular metabolism of 2-AAF indicates that the acyl group is predomi­
nantly retained in the modification of DNA in hepatocytes, whereas al­
most complete deacetylation is found in fibroblasts and epidermal cells.9 

Acyltransferase or deacetylation pathways, although possibly of less im­
portance in the liver, may be crucial in extrahepatic tissues such as the 
mammary gland, where sulfotransferase activity is low. 

The extent of modification of DNA in living tissue may reflect the bal­
ance between reaction of DNA with electrophiles and the repair of this 
damage. Chemically modified bases are removed from DNA by a family 
of excision repair enzymes.11 This process is generally carried out with 
perfect fidelity so that mutations are not generated in the excision process. 
Excision repair rates differ from one cell type to another and are highly 
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dependent on the chemical modification. For example, although metabo­
lism of 2-AAF in rat hepatocytes leads to a predominance of adducts 
retaining the N-acetyl group, the dominant C-8 AAF adduct is rapidly 
repaired, resulting in a large increase in the proportion of deacetylated 
adducts. Because various types of mutation can be introduced into cellu­
lar DNA during the replication of chemically modified sequences, some 
correlation is likely between resistance to excision repair and mutation 
or transformation frequency. Significantly, 0-6 alkyl-dG and N-2 dihy-
drodiol oxide-dG adducts are both relatively resistant to repair, and forma­
tion of these adducts correlates with both mutation and morphological 
transformation.12,13 The rapid excision of adducts forms part of the liver 
cells' protection against reactive drug metabolites. Some comparisons 
show more rapid excision of DNA adducts in the liver than in the lung or 
bladder.14,15 Clearly, the net effect of chemical activation and modification 
on the one hand and excision on the other, particularly at the time of DNA 
replication, is central for any quantitative understanding of the initiation 
of carcinogenesis. 

III. CELL SPECIFICITY OF XENOBIOTIC EFFECTS 

A major goal in investigating the relationship of xenobiotic metabolism 
to either toxicity or initiation of cancer is the tissue specificity of the 
effect. Certainly, lower protection against reactive intermediates contrib­
utes to the prevalent polycyclic hydrocarbon carcinogenesis in the lung 
rather than the liver, even though metabolism is far higher in the liver. For 
example, the level of nucleoside adducts bound per milligram of DNA in 
mice injected with methylcholanthrene is two- to eightfold higher in the 
lung than in the liver and is much more slowly excised in the lung. Indeed, 
in the strain of mouse that is most susceptible to lung neoplasia, 40% of 
the adducts remained 28 days after exposure to methylcholanthrene.14 

Similarly, major differences in the chemical activation by liver and lung 
cells have been observed in culture. For example, aflatoxin Bx and di-
methylnitrosamine are both converted to more mutagens by the liver 
cells, whereas polycyclic hydrocarbons generate more mutagens during 
metabolism by lung cells.16 

A second example of tissue specificity in both DNA binding and 
tumorigenesis is provided by the metabolism and binding of naph-
thylamines.17 2-Naphthylamine is metabolized in the liver but preferen­
tially binds to DNA and is tumorigenic in the bladder. In contrast, 1-
naphthylamine produces only a low level of liver DNA adducts and is not 
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tumorigenic in the bladder. Reasons for the dissociation of metabolism 
and DNA modification will be developed in this chapter. 

Although cytotoxic effects of xenobiotics can be observed soon after 
metabolism, the initial sites of modification leading to cell damage have 
rarely been identified. The gross modifications of DNA, RNA, protein, or 
lipid provide an indicator of the extent of formation, reactivity, and selec­
tivity of the electrophilic species.17 The toxicity of ipomeanol, a furan 
isolated from moldy sweet potatoes, illustrates the close correlation be­
tween the xenobiotic toxic response and the extent of covalent binding of 
the compound to protein. In the uninduced rat, covalent binding and 
toxicity are far higher in the lung than in the liver.18 This difference in 
covalent binding is derived in part from differences in the selectivity of 
product formation resulting from metabolism at cytochrome JP-450. This 
presumably is derived from differences in the proportions of various forms 
of cytochrome P-450 in the rat lung and liver.19 Changes in cytochrome 
P-450 caused by induction with methylcholanthrene also alter the tissue 
specificity for toxicity and for metabolism of ipomeanol. Binding of 
metabolites to protein in the lung decreases by about 2.5 times but nearly 
doubles in the liver, and toxicity changes accordingly. 

Cytotoxic processes may contribute significantly to postinitiation 
tumorigenesis through selective cytotoxic effects against normal cells as 
compared to initiated cells with accompanying proliferation of the ini­
tiated cells and replication of the chemically modified DNA.20 Indeed, it 
has been suggested that the major role of reactive sulfates in 2-AAF 
carcinogenesis is through this type of cytotoxic stimulation of initiated 
cells.21 

Most organs consist of several different cell types that exhibit charac­
teristic metabolism of xenobiotics. For example, separation of the Clara 
and alveolar II cells from rabbit lung has indicated that xenobiotic metab­
olism is usually more active in the Clara cells,22 although substrate 
specificity differs considerably between the two cell types. Because the 
cells responsible for generation of reactive intermediates may be the most 
susceptible targets, specific cellular characterization of the metabolism of 
the suspected toxic compound may be crucial. 

IV. CLASSIFICATION OF XENOBIOTIC 
ACTIVATION PATHWAYS 

The analysis of the contributions of different enzymes to carcinogen 
activation can be simplified by classification of carcinogens according to 
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the mode of generation of an ultimate carcinogen (Fig. 2). Information on 
specific enzymes has been developed in Chapter 1 of this volume. 

Class la: Epoxides requiring direct formation. Aflatoxin Bx
23 and vinyl 

chloride24 typify this class when activated to aflatoxin Bx 2,3-epoxide and 
chloroethylene oxide, respectively. 

Class lb: Epoxide formation requiring multiple metabolic steps. Polycyclic 
hydrocarbons form a separate group, differentiated from those of Class la 
by the required formation of a trans -dihydrodiol adjacent to the position 
of epoxidation.25 

Class II: Direct activation without intervention of an epoxide. Dimethyl-
nitrosamine26 and chloroform27 provide examples of activation to an elec-
trophilic intermediate without formation of an epoxide. In both cases, 
initial hydroxylation leads to a very unstable intermediate that reacts 
further to form a reactive electrophile. 

Class Ilia: Activation through ester formation following N-hydroxylation. 
Aryl hydroxylamine derivatives may be formed by microsomal 
N-hydroxylation mediated either by cytochromeP-450 with 2-AAF as an 
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example28 or by the flavoprotein monooxygenase with N-methyl-4-amino-
azobenzene as an example.29 Primary or acetyl arylamines react pref­
erentially through the former pathway, whereas N-methylation increases 
the probability of reaction at the flavoprotein monooxygenase.30 N-
Hydroxy aryl acetamides are converted to electrophilic esters either by 
acyltransferase (deacetylated DNA adducts)31 or by sulfation.32 A deac-
ylation pathway may also contribute to activation of 7V-hydroxy aryl 
acetamides and can be assessed from the effect of parathion, an inhibitor 
of this reaction.33 N-Methyl-4-aminoazobenzene is also converted to an 
ultimate carcinogen by sulfation.34 Aryl sulfotransferases therefore con­
tribute to the activation of Class III carcinogens but can facilitate inac-
tivation of Class lb carcinogens by conjugating and inactivating precursor 
trans-dihydrodiols. Whereas O-glucuronidation of 7V-hydroxy aryl acet­
amides provides a detoxication pathway,35 N-glucuronidation plays a 
major role in the carcinogenesis of arylamines and aryl hydroxylamines.15 

Aryl hydroxylamine TV-glucuronides formed in the liver are stable at 
neutrality, leading to renal and biliary excretion. However, at the low 
pH of the urine, these glucuronides hydrolyze, liberating free aryl hy­
droxylamines in the bladder, where they react with DNA either directly 
or after activation by sulfation (see also Chapter 1, this volume). 

This sequence provides an explanation of the specificity of 
2-naphthylamine carcinogenesis for the bladder. HPLC analysis of DNA 
adducts in the liver and the bladder urothelium indicates a distribution of 
DNA adducts similar to that obtained by direct addition of N-
hydroxy-2-naphthylamine to isolated DNA in vitro (N-2, C-8 of dG and 
N-6ofdA).1 7 

Class lllb: Activation through ester formation following C-hydroxylation. 
The best-documented example of this type of activation is safrole, which 
is a hepatocarcinogen in rats and mice.36 Γ-Hydroxylation has been dem­
onstrated in these animals, and Γ-hydroxysafrole is also a potent 
hepatocarcinogen. Carcinogenicity appears to correlate approximately 
with changes in aryl sulfotransferase activity, suggesting that the ultimate 
electrophile is safrole Γ-sulfate.37 

V. PARTITION OF METABOLIC PATHWAYS 

The contribution of xenobiotic metabolizing enzymes to biochemical 
activation as compared to detoxication depends on the type of activation 
pathway. For Class la compounds (see Fig. 2) epoxide hydrolase may be 
protective, but this depends on the aqueous hydrolysis rate of the labile 
epoxide and the specificity of epoxide hydrolases. Thus, there is probably 
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little effect of the enzyme on hydrolysis of aflatoxin Bt 2,3-oxide but direct 
involvement in the hydration of chloroethylene oxide.24 For Class lb 
poly cyclic hydrocarbons, epoxide hydro läse is required for generation of 
the active species but also contributes to hydrolysis of dihydrodiol 
oxides.38 UDPglucuronyltransferases and sulfotransferases function in a 
protective role by decreasing the levels of trans -dihydrodiols that are 
available for secondary monooxygenation. Activation of Class II com­
pounds depends only on the characteristics of the polysubstrate 
monooxygenase system and should not be affected by epoxide hydrolase, 
UDPglucuronyltransferases, or aryl sulfotransferases. For Class III 
compounds, sulfotransferase activity is generally activating, whereas 
UDPglucuronyltransferase has a protective role because of the greater 
stability of aryl hydroxylamineO-glucuronides. The relative importance of 
aryl sulfotransferase and acyltransferase in activation will again depend 
on the interplay of several competing reactions: ester hydrolysis, trans­
port from the tissue, and the reaction of active esters with GSH as com­
pared to the rate of modification of DNA. Glucuronides, sulfates, and 
acetates clearly differ in aqueous stability, rate of excretion, electrophilic-
ity, and steric properties. For example, tV2 for hydrolysis of 2-
N-acetoxy-AF is 7 min but is only 1 min for hydrolysis of 2-
TV-sulfonoxy-AAF.35 

Most of the reactive electrophiles generated from compounds shown in 
Fig. 2 that modify DNA may be expected to react with GSH either with or 
without catalysis by glutathione 5-transferases. This process will be re­
ferred to here as glutathione detoxication. The extent of DNA modification 
depends on the ratio of the rate of modification of DNA (fcDNA[DNA]) to 
the sum of the rates of reaction with water and with GSH. The effective­
ness of glutathione 5-transferase depends in part on the relative rates of 
the reactive electrophile with water and with GSH. The steady-state con­
centration of the intermediate will inevitably be low for reactive elec­
trophiles, implying that enzymatic involvement will be significant only if 
[enzyme] x Vmax/Km for the enzymatic reaction (assuming GSH is 
saturating) is comparable to the rate of nonenzymatic breakdown 
(AGSH[GSH] + kmo). Enzymatic catalysis of the hydration and GSH 
conjugation of BP-anti-7,8-dihydrodiol 9,10-oxide has been established 
with high levels of purified enzymes,38,39 but the significance of the 
glutathione 5-transferases in cellular detoxication of dihydrodiol oxides 
remains to be established. 

Initiation of cell transformation in vivo usually involves treatment of 
cultured cells with a small dose of carcinogen that is fully metabolized. In 
most cases, carcinogen metabolism occurs in a time interval that does not 
allow significant DNA repair. DNA modification then depends primarily 
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upon the fraction of carcinogen metabolism passing into the carcinogen 
activation pathway as compared to pathways leading to detoxication. This 
activation pathway may consist of the conversion of the carcinogen to the 
ultimate electrophile (U) through a sequence of one or more precursors. 
Several types of detoxication may occur prior to glutathione detoxication. 
These are represented in Fig. 3 for benzo[#]pyrene activation. First, par­
tial detoxication occurs at the initial monooxygenation step. Primary selec­
tivity detoxication will be used as the term to describe reactions of the 
initial carcinogen (C) at alternative positions (regioselectivity) or with 
different stereochemistry (stereoselectivity) that do not lead to car­
cinogenic metabolites. The term diversionary detoxication will be used to 
describe reactions of the precursors (P) that lead to noncarcinogenic 
products and that therefore compete with the activation pathway. This is 
represented at only a single step, but this type of partitioning of reaction 
intermediates between activation and detoxication may occur at several 
steps in the activation sequence. Strictly speaking, partitioning of ben-
zo[a]pyrene metabolism also occurs at BP-7,8-oxide because GSH conju­
gation weakly competes with the hydration step. 

Figure 4 represents the more complex activation pathway that has been 
worked out for 2-AAF. Here the precursor 2-7V-(OH)AAF can be con­
verted to two ultimate electrophiles, 2-acetoxy-AAF or 2-N-sulfonoxy-
AAF, depending on the relative activities of the appropriate sulfotrans-
ferase and acyltransferase. O-Glucuronidation provides diversionary 
detoxication. There is strong correlative evidence for the involvement 
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Fig. 3. Carcinogen activation pathway for benzo[a]pyrene and the three types of 
detoxication. UDP-GT = UDPglucuronyltransferase; ST = sulfotransferase; GSH-T = 
glutathione S-transferase; EH = epoxide hydrolase. 
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of aryl sulfotransferase in the activation of 2-AAF as a hepatocarcinogen. 
Sulfotransferase activity, covalent binding to protein, and hepatocar-
cinogenicity are all higher in the male rat than in the female rat or in 
other tested animals. Thyroidectomy, hypophysectomy, and castra­
tion all lower sulfotransferase, protein binding, and hepatocarcinogenesis 
in the male rat.35 

Both the carcinogenic activity and the metabolic reactions that generate 
an ultimate electrophile are typically stereoselective. In addition, steric 
factors are major determinants of the carcinogenicity of reactive elec-
trophiles. For example, the stereoselectivity of DNA in the reaction with 
dihydrodiol oxides also appears to be highly conserved for many different 
hydrocarbons. 

Primary selectivity detoxication is determined by the regioselectivity 
and stereoselectivity of multiple forms of cytochrome P-450 (or flavo-
protein monooxygenäse) that metabolize the carcinogen. The partition 
of metabolism between activation and detoxication pathways at a 
microsomal polysubstrate monooxygenase system is determined by 
the characteristics of the multiple forms of cytochrome P-450 present 
in the microsomes (forms 1, 2, 3, . . . present at concentrations al9 a2, 
a3, . . .). The primary selectivity denoted by S is determined, in fact, by 
the sum of selectivities of each cytochrome-dependent reaction. 

Primary selectivity (S) = axrxPx + a2r2P2 + · · •/ßi'"i + Wi + (1) 
In Eq. (1), rl9 r2, and so on are the total rates of carcinogen metabolism at 
the separate forms, and Pl9 P2, and so on are the respective fractions 
metabolized to a carcinogenic precursor. 
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The partition of the metabolism of precursor P between activation to an 
electrophile U and detoxication can be represented by the diversionary 
detoxication factor D. 

D ~ ^ac t / I 2J ^inact + ^act) (2) 

In Eq. (2), the rate of activation of the precursor by secondary 
monooxygenation kact includes the respective regioselectivity terms 
αχΤχΡχ + atfiPi + . . . for metabolism of the precursor to the elec­
trophile U by cytochrome P-450 forms 1, 2 . . . , whereas Σ kinact also 
includes terms of form a^'il - P / ) for oxidative inactivation. Additional 
D -factors can be similarly constructed for each step in the activation 
pathway where diversionary reactions are significant. 

Carcinogen activation is further partitioned in the competition between 
DNA modification and the combined effects of glutathione S-
transferase-mediated detoxication and hydrolysis. These are quantita­
tively determined by G, the glutathione detoxication factor. 

G = kmA[ONA]/(kmo + kGSH) (3) 

Glutathione conjugation is assumed to be the only reaction other than 
hydrolysis that is quantitatively significant in removal of ultimate elec-
trophiles. Enzymatic and nonenzymatic reactions of GSH are included in 
kGSH. The formation of DNA adducts may require initial rapid complex 
formation of the electrophile with DNA, followed by either DNA-
mediated hydrolysis or adduct formation.40 In this case, the numerator of 
G may require careful evaluation. 

Combining the various detoxication factors, the fraction of initial car­
cinogen that ultimately modifies DNA (FMDNA) is given by Eq. (4). 

FMmA = S x D x G (4) 

Increased specificity can be included in this expression by adding a further 
factor to denote modification of DNA at particular sites. Current evidence 
suggests that initiation of carcinogenesis may be derived from slowly 
excised adducts,41 which could readily be specified in Eq. (4). 

The selectivity factor S can be directly determined from the distribution 
of products from microsomal metabolism of the carcinogen or from cellu­
lar metabolism in which conjugation reactions have been inhibited. Like­
wise, D and its components can be directly determined by measuring the 
short-term conversion of the precursor to hydrolysis products and GSH 
conjugates derived from the ultimate carcinogen in relation to other 
metabolites of the precursor. Glutathione detoxication G can be deter­
mined in cells from the ratio of DNA adducts to this sum of hydrolysis and 
GSH conjugation products derived from the ultimate carcinogen. 
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This model inevitably overlooks many complexities of cellular activa­
tion of carcinogens. However, the value of the analysis is that the con­
tribution of various cellular processes to detoxication can be evaluated. 
Knowledge of the quantitative contribution to 5, D, and G under one set of 
conditions should allow prediction of the impact of metabolic perturba­
tions that affect individual components of the detoxication scheme. A 
simple example of this analysis of DNA modification is provided by con­
version of benzo[tf]pyrene to BP-anti-7,8-dihydrodiol 9,10-oxide-dG DNA 
adducts with methylcholanthrene-induced microsomes and 1 mg/ml 
DNA.42 The fractional modification of DNA by benzo[#]pyrene in the 
absence of conjugation enzymes is 2.5 x 10"3. Diversion of metabolism 
at each stage of the activation is shown by the three factors: S = 0.1, 
D = 0.25, and G = 0.1. 

When a carcinogen that redistributes slowly is applied directly to a 
tissue (e.g., skin, lung, or breast), activation competes with the rate of 
redistribution and general clearance (see Chapters 8 and 9, this volume). 
This concept can be included in this simple model by use of a rate constant 
for redistribution of the carcinogen out of the tissue in the denominator of 
the primary selectivity factor. The preceding analysis reveals initiation of 
chemical carcinogenesis as a cascading sequence of chemical reactions in 
which an ever-diminishing amount of carcinogen seeks reaction with a 
DNA target. Enzymatic determinants of this cascade will now be re­
viewed in more detail. 

VI. REGIOSELECTIVITY AND 
STEREOSELECTIVITY OF CYTOCHROME P-450 

A. Multiplicity of Cytochrome P-450 
Many distinct forms of cytochrome P-450, now designated as xenobi-

otic monooxygenase (EC 1.14.19.1), have been purified from both rat and 
rabbit liver microsomes.43,44 Indeed, the purification of eight distinct 
forms of cytochrome P-450 from uninduced rabbit liver microsomes has 
been reported.45 The relative concentrations of these forms can be 
dramatically altered by exposure in vivo to inducers such as phenobarbital, 
stilbene oxide, pregnenolone 16-carbonitrile, ethanol, isosafrole, and 
poly cyclic aromatic compounds that also increase total cytochrome P-450 
levels. For many of these inducers, one or two distinct forms predominate 
that may be difficult even to detect in uninduced microsomes. The topic of 
multiplicity of P-450 has been extensively reviewed.46 

Immunological comparison of microsomal cytochrome P-450 from a 
single species indicates that although some forms are very similar, the 
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majority share very few antigenic determinants.47 This picture has been 
confirmed by sequence studies and peptide mapping.44 However, it is 
important to note that a single amino acid substitution is sufficient to 
change substrate specificity, as has been observed in one form of 
phenobarbital-induced rabbit P-450.47a 

Cytochrome P-450 is present in nearly all cells, although extrahepatic 
tissues have at least a 10-fold lower level.46 The forms present in a tissue 
are characteristic ofthat tissue, as is the response to each type of inducer. 
For example, the major uninduced form in rabbit lung is indistinguishable 
from the major phenobarbital-induced hepatic form, P-450LM2, which is 
undetectable in uninduced liver.47 Phenobarbital induces cytochrome 
P-450 only in liver and intestines, and this tissue specificity has also been 
shown in the mouse for the far more potent inducer of the same class, 
l,4-bis[2-(3,5-dichloropyridyloxy)]benzene.48 Clearly, the failure to in­
duce in a particular tissue is a property of gene regulation rather than 
access of the inducer to the tissue. 2,3,7,8-Tetrachlorodibenzo-p-dioxin 
(TCDD) and polycyclic hydrocarbons induce cytochrome P-450 in per­
haps the widest variety of tissues. This induction is associated with bind­
ing to a cytosolic receptor whose synthesis is determined by the Ah 
locus49 but whose concentration varies widely among tissues.50 

When the concentration of the enzyme is very low, regioselectivity 
provides a useful indicator of the form of cytochrome P-450. For example, 
the specific activity and regioselectivity of benzo[a]pyrene metabolism in 
mouse embryo 10 Tm fibroblasts before and after induction by benzan-
thracene strongly suggest a single form of the enzyme that is elevated by 
the inducer and that has an active site very different from those of the 
dominant liver forms that are inducible by benzol Janthracene.51 

Despite the broad specificity of the various forms of cytochrome P-450, 
substrates may be metabolized at widely different rates with regioselec-
tivities and stereoselectivities that are characteristic of the specific form 
of cytochrome P-450. Regioselectivity differences are exemplified by the 
metabolism of benzo[a]pyrene by cytochrome P-450 purified from rab­
bit.52 The distinct regio/stereoselectivity of different forms of cytochrome 
P-450 has also been elegantly demonstrated by the metabolism of R- and 
S-enantiomers of warfarin to 4'-,6-,8-,7-, and benzylic hydroxywarfarins 
and dehydrowarfarin.53 The stereoselectivity of purified rat liver cyto­
chrome P-450c toward epoxidation of polycyclic hydrocarbons has also 
been determined by formation, separation, and quantitation of diaste-
reomeric trans-addition products of the oxide products with glutathione. 
Over 97% of BP-4,5-oxide formed enzymatically atP-450c indicated oxy­
gen transfer from one side of the ring to form the (+)-(4S,5R) enan-
tiomer.54 Presumably, both stereoselectivity and regioselectivity are de-
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termined by the constraints on the orientation of the substrate in the active 
site. 

B. Multiplicity and Carcinogen Metabolism 

The importance of cytochrome/M50 regioselectivity in carcinogen me­
tabolism is indicated by the many positions of oxidative attack on ben-
zo[tf]pyrene, aflatoxin Bl9 and 2-AAF (Fig. 5). The role of individual 
forms of cytochrome P-450 in the activation of polycyclic hydrocarbons is 
emphasized by the effect of induction on the regioselectivity for the car­
cinogen activation pathway (Table I). Phenobarbital-inducible forms of rat 
liver microsomal P-450 combine to metabolize benzo[a]pyrene at lower 
specific activity than methylcholanthrene-inducible forms and with lower 
regioselectivity for the precarcinogenic 7,8-bond.55 Although 7,12-di-
methylbenzanthracene is more rapidly metabolized by forms induced by 

a. Aflatoxin B| 

o o 

oxide"-7 ^ O ^ O - ^ ^ O C H , ' 
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Fig. 5. Positions of oxidation of three carcinogens at cytochrome P-450. The heavy 
arrow indicates the position for formation of the carcinogen precursor. 
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TABLE I 

Activation of Polycyclic Hydrocarbons in the Carcinogenic Pathway by Rat Liver Microsomes 
by Various Inducersa 

Carcinogen 

Benzo[a]pyrene 

7,12-Dimethyl-
benz[fl ]anthracene 

Benz[fl ]anthracene 
Dibenz[a,h Janthracene 
Chrysene 

Inducer 

Control 
PB 
MC 

Control 
PB 
MC 
MC 
MC 
MC 

Percentage of 
metabolism 

to carcinogen 
precursor 

10 
4.5 

12 
3 
5 
0.2 
1.5 

24 
26 

Total 
metabolism 

(nmol/ 
min/mg) 

0.6 
1.0 
3.6 
1.0 
2.4 
3.2 

12 
2.5 
2.4 

Rate of 
carcinogen 
activation 
(nmol/min 

x 102) 

6 
4.5 

43 
3 

12 
0.6 

18 
60 
63 

Refer­
ence 

55 

56 

58 
62 
61 

a Carcinogen activation occurs at the following bonds: benzo[a]pyrene (7,8); 7,12-dimethylbenz[tf ]-
anthracene; benzo[a]anthracene and dibenz[a,/*]anthracene (3,4); and chrysene (1,2). 

methylcholanthrene, 7-hydroxymethyl 12-methylbenzanthracene is pref­
erentially metabolized by phenobarbital-induced forms.56 Different forms 
of cytochrome P-450 may preferentially catalyze the secondary activation 
of the precursor dihydrodiol. Thus, rabbit Ρ-45(νΜ4, which is induced in 
rabbit liver by polycyclic hydrocarbons, is far more effective in the me­
tabolism of BP-7,8-dihydrodiol compared to benzol Jpyrene.57 Ben­
z o l ]anthracene (BA) is only weakly carcinogenic, even though BA-3,4-
dihydrodiol exhibits the typical high carcinogenic activity of a bay-region 
dihydrodiol precursor.58 The regioselectivity of the forms of cytochrome 
P-450 that metabolize polycyclic hydrocarbons is such that very little 
3,4-dihydrodiol is formed.59 However, although 7,12-dimethyl BA is far 
more tumorigenic, this is apparently not due to the effect of the methyl 
groups on the regioselectivity of cytochrome P-450, which remains low 
for the 3,4-position.56 Introduction of a bismethylene bridge and a 
3-methyl group into B A to form methylcholanthrene again provides potent 
carcinogenic activity. However, in this case, prior 1-hydroxylation (a 
major position for methylcholanthrene metabolism) is necessary for pro­
viding the appropriate active site orientation on cytochrome P-450 for 
significant generation of the bay-region precursor epoxide.60 Chrysene and 
dibenzanthracene, in contrast, exhibit high proportions of epoxidation to 
the carcinogen precursor.61,62 
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Regioselectivity of aflatoxin Bx metabolism is also affected by induction 
of different forms of cytochrome P-450. Methylcholanthrene-induced 
mouse liver preferentially 4-hydroxylates aflatoxin Bx (—90%) to a non-
carcinogenic metabolite, whereas for phenobarbital-induced forms, re­
gioselectivity changes with a predominance of carcinogenic Bx-2,3-
oxygenase activity (60%).63 The overall rate of aflatoxin Bx metabolism is 
similar for both phenobarbital- and methylcholanthrene-induced micro-
somes. 

Major differences have been reported in the regioselectivity of metabo­
lism of 2-AAF by purified forms of cytochrome /M50 from rabbit liver 
microsomes.64P-450LM4 predominantly produces the carcinogenic precur­
sor N-hydroxyAAF, whereas forms 3 and 6 effect exclusively ring hydrox-
ylation. Form 2 does not metabolize 2-AAF. The prevalence of the various 
forms depends on the mode of induction. Forms 3 and 4 are major forms in 
uninduced rabbit liver, form 2 is the major form after phenobarbital induc­
tion, and form 4 is the major form in the adult rabbit liver after induction 
by TCDD or poly cyclic hydrocarbons. Form 6 is the major form after 
TCDD induction in the neonate. The effect of induction by poly cyclic 
hydrocarbons on 2-AAF carcinogenesis is species specific; fewer liver 
tumors are found in the rat compared to the hamster even though 
N-hydroxylation is elevated in both.65 However, regioselectivity is shifted 
toward N-hydroxylation (activation) in the hamster and toward ring hy-
droxylation (detoxication) in the rat. 

A different aspect of cytochrome P-450 heterogeneity is shown by di-
methylnitrosamine demethylation. The reaction is characterized in rat 
liver microsomes by both high and low Km values. The rate is elevated 
severalfold by induction with pyrazole concomitant with an increase in 
one form of cytochrome P-450 and a decrease in constitutive cytochrome 
P-450 isoenzymes.66 This contrasts to the decrease in activity by inducers 
such as phenobarbital and methylcholanthrene. A single low Km value is 
then observed in the microsomal dimethylnitrosamine metabolism, con­
sistent with the involvement of this single form. 

C. Alternative Modes of Activation 

Regioselectivity may also be affected by the mechanism of activation of 
cytochrome P-450. Evidence suggests that the active species during 
NADPH-supported monooxygenation is [Fe03+].67 However, cyto­
chrome P-450 can also support monooxygenation by direct reaction of 
peroxides with ferric-cytochrome P-45068 and by generation of hydroxyl 
radicals.69 

Electron transport to cytochrome P-450 can be accelerated and partially 
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uncoupled by many xenobiotics, resulting in reduction of 02 to 02" and 
formation of hydrogen peroxide and hydroxyl radicals.70 Clearly, re-
gioselectivity and substrate selectivity are significantly dependent on the 
nature of the oxidizing species. 

Peroxidative monooxygenation may also be catalyzed by hemoproteins 
other than cytochrome P-450. For example, prostaglandin synthetase, 
with addition of archidonic acid, mediates the oxidation of ben-
zo[a]pyrene to quinones71 and the activation of BP-7,8-dihydrodiol to 
BP-7,8-dihydrodiol 9,10-oxides.72 This reaction occurs through a 
hydroperoxide-mediated autoxidation of the hydrocarbon and indeed can 
be catalyzed by other peroxidases. For example, the binding of benzidine 
to nucleic acids is activated by endoperoxide-mediated metabolism at 
prostaglandin synthetase.73 The binding of 7V-OH-2-AAF to DNA is alter­
natively stimulated by a peroxidase-mediated disproportionation mecha­
nism.74 This peroxidase activation of xenobiotics may therefore be impor­
tant in tissues that have low levels of cytochrome P-450, particularly when 
prostaglandin synthetase or other peroxidases are present at high levels. 
Addition of arachidonic acid to microsomes from several target organs for 
carcinogenesis stimulates BP-7,8-dihydrodiol oxidation, and in guinea pig 
and human lung microsomes, this rate is comparable to the rate of 
NADPH-supported monooxygenation.72 This type of reaction now seems 
to mediate the oxidation of a wide range of xenobiotics. 

Cytochrome b5 can transfer the second electron of the monooxygenase 
cycle, leading to a synergistic stimulation of activity by NADH.75 Investi­
gation of the metabolism of many substrates by different purified forms of 
microsomal cytochrome P-450 indicates that involvement of cytochrome 
bh depends on both the substrate and the form of cytochrome P-450.76 In 
particular, it requires that second-electron transfer is rate limiting in the 
monooxygenase cycle. Metabolism of nitroanisole by rabbit cytochrome 
P-450LM3 exhibits a near absolute requirement for cytochrome ft5,77 

whereas many P-450-mediated reactions appear independent of this 
pathway. Even though it is possible for NADH/cytochrome bh synergism 
to discriminate between forms of cytochrome P-450, there have been no 
reports of NADH-induced changes in regioselectivity. 

Cytochrome P-450 may act both as an oxygenäse and as a reductant for 
some substrates, resulting in product ratios that depend on 02 concentra­
tions. This is particularly true of polyhalogen compounds such as 
halothane78 and chloroform.27 Oxidative metabolism of chloroform prob­
ably occurs via oxygen insertion and subsequent elimination of HC1 to 
yield phosgene, which is a potent electrophile and potential source of 
toxicity or carcinogenicity.27 Reductive metabolism generates either CC13, 
a radical derived by one-electron reduction, or CC12, a carbene derived by 
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two-electron reduction. These intermediates exhibit different chemical 
reactivity. The metabolism of halothane probably proceeds similarly.78 

Significantly, there is evidence to suggest that for halothane, toxicity is 
more closely associated with reductive metabolism. The products from 
reductive metabolism of halothane are greatly perturbed by the additional 
involvement of cytochrome b5 in second-electron transfer.78 The ratio 
of 2-chloro-l,l,l-trifluoroethane to 2-chloro-l,l-difluoroethylene is de­
creased more than twofold by the addition of cytochrome b5 to micro-
somes, whereas antibody against cytochrome b5 increases the ratio. 

D. Selective Inhibition 

Microsomal regioselectivity can be redirected by inhibitors that bind 
preferentially to one or more forms of cytochrome P-450. Conversely, 
selective inhibitors have been used in cellular or microsomal metabolism 
of xenobiotics to assess the contribution of different forms of cytochrome 
P-450. The types of inhibitors have been comprehensively reviewed.79 

Two different types have commonly been used to probe function: (1) 
ligands that form reversible complexes with oxidized cytochrome P-450, 
for example, bases such as metyrapone or octylamine, and polycyclic 
compounds such as a- and ß-naphthoflavone, and (2) compounds that 
require NADPH/02 -dependent metabolic activation to form essentially 
irreversible complexes with cytochrome P-450. The two most common 
types of molecules within this category are amines, including compounds 
related to SKF 525A, amphetamines, and arylamines, and methylene 
dioxybenzene derivatives such as isosafrole and piperonyl butoxide. 

The potential impact of such complex formation on regioselectivity and 
xenobiotic metabolism is demonstrated by the effect of piperonyl butoxide 
on 2-AAF metabolism in mice. Ring hydroxylation is inhibited, and 10 
times more metabolism is diverted to N-hydroxylation (carcinogen activa­
tion pathway).80 

Spectrophotometric studies of reversible complexes with oxidized mi­
crosomal cytochrome P-450 clearly indicate overlapping interactions with 
the multiple forms.81 Consequently, the effects of inhibitors on metabolic 
rates and regioselectivity are difficult to interpret. For example, in unin-
duced rat microsomes, 1 mM metyrapone selectivity inhibits aflatoxin Bt 
metabolism at the different positions of metabolism: 9-hydroxylation 
(92%) > 2,3-oxygenation (72%) >> 4-hydroxylation (no effect).82 After 
both phenobarbital and methylcholanthrene induction, inhibition of 
4-hydroxylation increases drastically to over 50%, strongly suggesting 
that different forms of cytochrome P-450 are involved in the metabolism at 
this position after induction. The effects of flavones are also complex. 
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Broadly speaking, reactions in control and phenobarbital-induced rat liver 
microsomes are weakly inhibited and sometimes activated by flavones, 
whereas reactions in microsomes induced by polycyclic hydrocarbons are 
generally potently inhibited.83 The effects are species specific and depend 
critically on the form of cytochrome P-450. Metabolism of ben­
zol« Jpyrene by rabbit P-450LM6 is potently inhibited by flavones and me­
tabolism by P-450LM4 and P-450Lmc is greatly enhanced, whereas the net 
effect onP-450LM2 and/M50LM3b is dose dependent. 

Several mechanisms can alter rates of metabolism and regioselectivity 
by decreasing the concentration of specific forms ofP-450. Indeed, induc­
tion, although increasing some forms, may decrease others. Activation of 
heme oxygenase decreases cytochrome P-450 by decreasing the cellular 
level of heme. Enzyme activity is greatly elevated by cobalt salts84 and by 
treatment with morphine.85 Certain forms are likely to be more sensitive 
than others to such decreases in the heme pool. 

Metabolism of three classes of xenobiotics generates reactive interme­
diates that covalently modify and inactivate the enzyme. Polyhalogenated 
compounds generate free radicals, carbenes, or acid chlorides,27'78 sulfur 
compounds containing C=S or P=S release atomic sulfur during 
monooxygenation,86 and olefins or acetylenes are converted to reactive 
intermediates that alky late heme nitrogen.87 In each case, the most sus­
ceptible target is frequently the form of cytochrome P-450 that catalyzes 
production of the active metabolite. 

E. Cross-Inhibition between Pathways 

Microsomal oxidation of xenobiotics may be limited by product in­
hibition.88 Investigations of the metabolism of benzo[A Jpyrene by 
methylcholanthrene-induced rat liver microsomes indicate that cross-
inhibitory interaction may be dominant in determining reaction rates.42 

Stimulation of glucuronidation by addition of UDPGA increases by four­
fold the rate of formation of BP-anti-7,8-dihydrodiol 9,10-oxide and DNA 
adducts derived from this oxide. Investigation of the individual steps in 
activation has shown that the secondary monooxygenation of 7,8-
dihydrodiol to the dihydrodiol oxide is 90-95% inhibited by the combined 
effects of the primary substrate benzol Jpyrene and benzol Jpyrene 
quinones. The quinones are removed by reductive glucuronidation, 
thereby reducing their contribution to the inhibition. However, agents that 
increase benzo[a]pyrenequinone levels in hepatocytes do not decrease 
benzo[a]pyrene metabolism in these cells,89 probably because the qui­
nones are tightly sequestered by polynucleotides and by cytosolic pro­
teins.90 An examination of the metabolism of BA-3,4-dihydrodiol has 
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shown that polycyclic quinones may also be formed by secondary cyto-
chrome P-450-dependent oxidation of dihydrodiols.91 

This effect of UDPGA on benzo[a]pyrene metabolism may be enhanced 
by an additional cross-inhibitory effect. Benzo[a]pyrene phenols are far 
better substrates of UDPglucuronyltransferase and of aryl sulfotrans-
ferase92 than are the dihydrodiols93 and inhibit the diversionary detox-
ication of 7,8-dihydrodiol. These effects apply generally to activation of 
polycyclic hydrocarbons, in which the quantitatively minor carcinogen 
activation pathway may be highly susceptible to cross-inhibitory effects. 

VII. EPOXIDE HYDROLASE 

Epoxide hydrolase activity is found in the cytosolic, microsomal, and 
nuclear fractions of cells.94 The cytosolic enzyme exhibits different sub­
strate specificity and presumably is a distinct protein.95 Most notably, 
styrene oxide, which is used to assay the microsomal enzyme, is not a 
substrate for the soluble enzyme. However, if the epoxide is ß to the 
aromatic ring, as in allylbenzene epoxide, rapid hydrolysis is effected by 
the cytosolic hydrolase.95 Among other preferred substrates are polyun-
saturated fatty acid and terpene epoxides. The ratio of microsomal and 
cytosolic enzymes is species specific, and indeed the very low cytosolic 
activity in the rat has proved unrepresentative.95 

The properties of the microsomal enzyme have been reviewed previ­
ously in this series.94 The microsomal activity is highest in liver; 2- to 
3-fold lower in intestines (for rabbit and guinea pig; very low in the rat); 5-
to 15-fold lower in the kidney; and 25- to 35-fold lower in the lung.96 Liver 
activity is increased by stilbene oxide, phenobarbital, and pregnenolone 
carbonitrile96 but not by such agonists of the Ah receptor as polycyclic 
hydrocarbons and TCDD.94 The microsomal activity can be directly acti­
vated by both isoquinolines (norharman and ellipticine) and small aroma­
tic ketones (metyrapone and benzil), although activation is found only 
with smaller substrates.97,98 

The relationship of epoxide hydrolase to cytochrome P-450 and the 
competition with reaction at glutathione 5-transferase and with nonen-
zymatic hydrolysis are particularly critical to xenobiotic metabolism. 
Competition from nonenzymatic epoxide reactions is shown in two differ­
ent ways by the reactions of the primary and secondary oxide metabolites 
in the benzo[a]pyrene-activation pathway. The primary oxide metabolites 
of benzo[a]pyrene (2,3-, 4,5-, 7,8-, and 9,10-) all rearrange to phenols (3-, 
5-, 7-, and 9-) but at very different rates (2,3- >> 9,10- > 7,8- >> 4,5-). The 
demands on the epoxide hydrolase increase with the instability of the 
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oxide. Thus, no dihydrodiol can be detected at the 2,3-position, and the 
level of hydrolase required to compete with the nonenzymatic rearrange­
ment also increases with instability.55 Two practical implications of the 
reaction kinetics can be noted. First, the ratio of dihydrodiol to phenol 
produced in microsomal metabolism of benzo[a]pyrene increases in the 
order, 9,10- > 7,8- > 4,5-. Second, when the activity of epoxide hydrolase 
is lowered by the addition of epoxide hydrolase inhibitors such as 
trichloropropylene epoxide, the sensitivity of dihydrodiol formation de­
creases in the same order: 9,10- > 7,8- > 4,5- ." Although each of these 
oxides is a good substrate for epoxide hydrolase, stereospecificity is de­
pendent on the substrate. For example, racemic 7,8-oxide is hydrolyzed 
without stereospecificity, whereas 4,5-oxide almost exclusively forms 
(-)-4,5-dihydrodiol.100 

The ratio of monooxygenase and epoxide hydrolase activities may also 
have a critical bearing on a metabolic pathway. For example, in mouse 
liver, microsomal epoxide hydrolase activity is relatively low, and the 
ratio of dihydrodiols to phenols generated from benzo[a]pyrene is also 
low. In lung microsomes, the absolute hydrolase activity is lower than in 
the liver, but the hydrolase/monooxygenase activity ratio is 70-fold 
higher.101 As a consequence, benzo[ö]pyrene is converted to a much 
higher proportion of dihydrodiols in the mouse lung. 

A direct interaction between epoxide hydrolase and two forms of 
cytochrome P-450 has been revealed by a small type I spectral perturba­
tion.102 The ratio of dihydrodiol to phenol formed by monooxygenation of 
2,3-dichlorobiphenyl at fixed concentrations of epoxide hydrolase and 
cytochrome P-450 depends on the forms of the cytochrome used in the 
reconstitution. Less effective formation of dihydrodiol is associated with a 
weaker hydrolase-cytochrome P-450 complex. Dissociation of a 
lipophilic aryl oxide from cytochrome P-450 into an aqueous environment 
is likely to be relatively slow. Consequently, direct transfer from one hy-
drophobic site to another may provide a facilitated or coupled pathway. 
Metabolism of benzo[a]pyrene in mouse embryo fibroblast microsomes 
exhibits a higher turnover number at cytochrome P-450 than in mouse 
liver and produces a high ratio of BP-9,10-dihydrodiol/BP-9-phenol even 
though the levels of the monooxygenase, the reductase, and epoxide hy­
drolase are 10- to 20-fold lower than in liver.103 These enzymes may be 
located within a specific domain of the endoplasmic reticulum that facili­
tates their interaction. 

The stereochemistry of the hydration reaction may also be indicative of 
epoxide hydrolase involvement. Hydration of (+)-BP-anti-7,8-dihydrodiol 
9,10-oxide formed by monooxygenation of (-)-BP-7,8-dihydrodiol results 
in a different ratio of tetrol stereoisomers depending on the presence or 
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absence of epoxide hydrolase.38 An acceleration of oxide breakdown by 
epoxide hydrolase has been demonstrated by a decreased modification of 
added DNA that in effect acts as a trap for the intermediate oxide. 

VIII. ABSOLUTE MONOOXYGENASE ACTIVITY IN 
THE ACTIVATION PATHWAY 

For cells in vitro where metabolism occurs in a closed system, the 
primary selectivity between activation and detoxication at an initial 
monooxygenase step is a more critical determinant of DNA modification 
than the absolute rate of monooxygenation. For example, modification of 
DNA in cultured mouse embryo 10 Tm cells by a transforming dose of 
benzo[#]pyrene is not increased when cytochrome JP-450 is induced by 
two- to threefold (A. L. Shen, G. Gehly, C. R. Jefcoate, and C. Heidel­
berger, unpublished work). However, in most cases the total mono­
oxygenase activity may be important for one of four reasons. (1) Mono­
oxygenase activation and flux through the activation pathway must 
compete with redistributive transfer of either the starting compound or 
reaction intermediates away from the primary site of exposure. (2) The 
rate of modification of DNA may be comparable to the rate of excision 
repair of adducts. (3) At higher rates of primary monooxygenation, subse­
quent enzymes in the pathway, particularly the sulfotransferases, may 
become relatively less effective either through enzyme saturation or 
through depletion of the levels of limiting coreactants. (4) The xenobiotic 
monooxygenase system may be involved in secondary activation in com­
petition with conjugation reactions, as has been described previously for 
metabolism of polycyclic hydrocarbons. 

IX. CELLULAR COSUBSTRATES OF XENOBIOTIC 
METABOLISM 

The balance between activation and detoxication depends critically on 
the balance between the activities of the various enzymes of metabolism. 
In cells, this involves not only total enzyme levels but also the concentra­
tions of the coreactants. The xenobiotic monooxygenase system, that is, 
the cytochrome P-450 system, depends primarily on NADPH and to a 
lesser extent on NADH, whereas the three principal transferases require 
UDPGA, 3'-phosphoadenosine 5'-phosphosulfate (PAPS), and GSH, re­
spectively. The generation of these coreactants depends to a varying ex­
tent on the cellular level of ATP and on the redox status of the cell. These 
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pathways do not function exclusively or even principally in xenobiotic 
metabolism, so that depletion of these coreactants or other molecules in 
these pathways may critically affect other cell functions. For example, 
NADPH is not only required for monooxygenation but also determines 
the GSH/GSSG ratio. ATP is a determinant of the formation of UTP (the 
UDPGA precursor), is the immediate precursor of PAPS, and is required 
for the biosynthesis of GSH. A high ATP/ADP ratio may also limit the 
flow of reducing equivalents to NADPH through the glycolytic pathway 
by inhibition of phosphofructokinase.104 High NADH may benefit certain 
monooxygenase reactions through reduction of cytochrome b5 but inhibits 
production of UDPGA, which requires NAD for the rate-limiting oxida­
tion of UDPglucose. 

A. Regulation of NADPH 

NADPH is generated in cells from the dehydrogenases of the pentose-
phosphate pathway, from isocitrate dehydrogenase, and from the malate 
enzyme (Fig. 6). In hepatocytes prepared under most conditions, there is 
sufficient NADPH to fulfill the requirements of xenobiotic metabolism. 
Thus, in hepatocytes from uninduced starved rats, glucose and lactate, 
which increase the availability of substrates for NADPH generation, do 
not stimulate microsomal monooxygenase activity. However, in 
phenobarbital-induced starved animals, the cellular monooxygenase activ­
ity is increased twofold by administration of glucose or lactate.105 Al­
though these findings may be explained in part by increased utilization of 
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Fig. 6. Pathways participating in the generation of NADPH. G6PDH = glucose-6-
phosphate dehydrogenase; 6PGDH = 6-phosphogluconate dehydrogenase; ICDH = isocitrate 
dehydrogenase; ME = malic enzyme. 
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NADPH through the xenobiotic monooxygenase system, phenobarbital 
further increases the levels of glucose-6-phosphate dehydrogenase and the 
malic enzyme.104 Stilbene oxide also induces synthesis of glucose-
6-phosphate dehydrogenase and 6-phosphogluconate dehydrogenase, 
whereas the effects of many other inducers remain to be studied.106 At the 
other end of the activity scale, metabolism of polycyclic hydrocarbons in 
mouse embryo fibroblast cells occurs at the same rate as metabolism by a 
homogenate of these cells with added NADPH.103 Again, NADPH genera­
tion in cells is not limiting in xenobiotic metabolism. 

During metabolism of 4-nitroanisole, very different changes are pro­
duced in the concentrations of intermediary metabolites of control and 
phenobarbital-induced perfused rat liver. In control livers, nitroanisole 
metabolism halves the fructose 1,6-bisphosphate level, whereas other 
metabolites remain unchanged. In phenobarbital-induced livers, nitro­
anisole metabolism increases 6-phosphogluconate fivefold and also in­
creases other glycolytic and pentose intermediates. These increases in 
phenobarbital-induced livers are consistent with the increased activity 
particularly of glucose-6-phosphate dehydrogenase resulting from the in­
creased supply of NADPH to cytochrome P-450 required by xenobiotic 
metabolism.104 Under conditions of lower demand for NADPH in unin-
duced liver, it has been reported that either the malic enzyme105 or isoci-
trate dehydrogenase107 is the preferred source of NADPH.107 The preferred 
source of NADPH may also depend on the substrate. For example, in 
phenobarbital-induced rat livers, aminopyrine decreases the NADPH/ 
NADP ratio at the malic enzyme, whereas p -nitroanisole produces no 
change.104 

Respiratory chain inhibitors such as rotenone, antimycin A, or KCN 
each decrease xenobiotic oxidation in hepatocytes from starved animals 
(three- to fivefold), with relatively little effect on hepatocytes from fed 
animals. This reaction is probably derived from a decrease in the activity 
of mitochondrial pyruvate decarboxylase through diminished availability 
of ATP.105 As a consequence, the generation of NADPH through the malic 
enzyme is impaired. However, this pathway is less significant in the sup­
ply of NADPH for fed animals. Indeed, the reverse effect of respiratory 
uncouplers may be observed in hepatocytes from phenobarbital-treated 
fed rats in which uncoupling of respiration increases NADPH, probably 
through a decrease in the inhibition of phosphofructokinase by ATP.105 

The ratio of NADPH/NADP is an important determinant of the capabil­
ity of the cell to turn over cytochrome P-450. The redox potential for the 
microsomal enzyme is -300 mV in the unbound form and increases to 
-220 mV when complexed by a substrate.104a As a consequence, reduc­
tion is unfavorable in the absence of substrate and even then requires a 
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high ratio of NADPH/NADP. This ratio can be determined from the 
substrate/product ratio and the corresponding equilibrium constant for 
each of the enzymes that contribute to the formation of NADPH. The 
NADPH/NADP couple in equilibrium with each enzyme varies but is 
generally in the range of 10 to 100. For example, the NADPH/NADP ratio 
in the control rat liver is 30 for the malic enzyme and 80-90 for 
6-phosphogluconate dehydrogenase.104 4-Nitroanisole metabolism does 
not perturb these values. Phenobarbital induction results in a large de­
crease in the NADPH/NADP ratio for 6-phosphogluconate dehydro­
genase to 25. However, substrate/product ratios give only an approximate 
indication of NADPH/NADP ratios during xenobiotic metabolism. One 
problem is that this metabolism may decrease the cellular ATP, which 
directly modulates the activities of several of these enzymes.104 

The ratio of NADH/NAD that determines the reduction of cytochrome 
b5 has been calculated from the substrate/product ratio for lactate dehy­
drogenase to be 10~3. The redox potential of cytochrome b5 and the poten­
tial for donation of the second electron to cytochrome P-450 during 
monooxygenation are both far more positive than for first-electron reduc­
tion of cytochrome P-450. As a consequence, the low level of NADH 
can reduce cytochrome b5. Low concentrations of ethanol increase 
aminopyrine and nitroanisole demethylation in phenobarbital-induced 
fasted rats comcomitant with increased reduction of NAD. This stimula­
tion has been attributed to enhanced second-electron donation to cyto­
chrome P-450.108 

Substrate binding to cytochrome P-450 substantially increases the 
redox potential and accelerates the rate of reduction of the cytochrome. 
For many substrates (ethylmorphine and aminopyrine), the monooxyge­
nation reaction is partially uncoupled, with the result that about half of the 
electron flux is diverted to the reduction of 0 2 , with production of 02~ and 
H202.109 This generation of reactive oxidants may lead to lipid peroxida-
tion, even though the cell is protected against this by GSH (see the follow­
ing discussion). This pool of peroxides may, however, also contribute to 
monooxygenation by a peroxidase mechanism (see the preceding dis­
cussion). 

B. UDPGA 
The synthesis of UDPGA is more sensitive to the nutritional and redox 

status of the cell than is the level of NADPH. This is revealed by the 
sensitivity of hepatic UDPGA levels and xenobiotic glucuronidation to 
nutritional deprivation and to the effects of ethanol or uncoupling agents. 
Nitrophenol conjugation is not sensitive to the nutritional status in control 
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rat livers, but refeeding in phenobarbital-induced animals increases 
glucuronidation relative to fasted animals.110 The nutritional sensitivity 
effected by phenobarbital induction reflects the elevated levels of 
UDPglucuronyltransferase and also of UDPglucose dehydrogenase, the 
rate-limiting enzyme in the production of UDPGA. UDPglucose dehydro­
genase is also induced about twofold by stilbene oxide.111 Interestingly, 
the utilization of NADPH for metabolism of /?-nitroanisole directly per­
turbs glycogenolysis in fasted-refed, phenobarbital-induced livers, result­
ing in double the level of UDPglucose.110 In fasted animals, a 30% deple­
tion is observed. Ethanol greatly decreases glucuronidation by increasing 
the NADH/NAD ratio, with consequent inhibition of UDPglucose oxida­
tion.112 The ratio of NADH to NAD increases when 02 declines below 30 
μ,Μ, suggesting that glucuronidation may be sensitive to hypoxia.113 At 
lower 02 concentrations, a decline in ATP formation is also likely to 
decrease levels of UTP and consequently UDPglucose. However, 
UDPglucose levels do not necessarily directly determine formation of 
UDPGA. For example, D-glucosamine lowers liver UDPglucose but 
raises UDPGA.114 Differential requirements for ATP in hepatocytes are 
indicated by the insensitivity of monooxygenation to respiratory inhibitors 
such as rotenone and 2,4-DNP, as compared to near elimination of sulfa­
tion and glucuronidation. 

C. 3'-Phosphoadenosine 5'-Phosphosulfate 

The hepatocyte level of 3'-phosphoadenosine 5'-phosphosulfate (PAPS) 
is very sensitive to depletion of both ATP and inorganic sulfate (see also 
Chapter 11, this volume). The apparent Km for ATP in the synthesis in 
PAPS (1.6 mM) at ATP-sulfurylase (sulfate adenyltransferase) is about 
10-fold higher than the ATP-requiring steps in the synthesis of UDPGA 
and GSH.113 When ATP levels are decreased by inhibition of oxidative 
phosphorylation, sulfation of 4-hydroxybiphenyl115 decreases far more 
than glucuronidation. Similar differences in sensitivity may also occur 
when ATP levels are perturbed by hypoxia or even by xenobiotic 
monooxygenation. 

Sulfation of acetaminophen and harmol in rat hepatocytes116 is negligi­
ble in the absence of a source of sulfate in the medium. Na2S04 at 10 mM 
achieves near saturation of the sulfation reaction without significant effect 
on glucuronidation. Cysteine and methionine provide only 15 and 5%, 
respectively, of the direct sulfate-stimulated sulfation at equivalent con­
centrations (5 mM). In the isolated perfused liver, serum 35S04 rapidly 
equilibrates with the hepatic PAPS pool.117 Again, very little sulfation of 
harmol occurs in the absence of sulfate in the perfusion medium. Interest-
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ingly, 13 mM sulfate increases sulfation from 7.5 to 19.5% while decreas­
ing glucuronide formation from 68 to 40%. These experiments suggest an 
apparent Km for sulfate at the sulfurylase enzyme of approximately 0.4 
mM, comparable to the sulfate concentration in rat serum of 0.8 mM. This 
is consistent with the sensitivity of sulfate to changes in serum inorganic 
sulfate. 

D. Glutathione 

Glutathione not only provides the last line of defense against the actions 
of reactive electrophiles but also protects cells against the action of lipid 
peroxides (see Chapter 7, this volume). In addition, GSH may play a 
crucial role in cellular processes. For example, GSH is a cofactor for 
ribonucleotide reductase, which is required for synthesis of de-
oxyribonucleotides, and may facilitate amino acid transport through the 
γ-glutamyl cycle.118 Indeed, when animals are given moderate doses of 
amino acids, turnover of the γ-glutamyl cycle depletes GSH from renal 
cells. GSH is synthesized by the successive actions of γ-glutamyl cysteine 
synthetase and glutathione synthetases, each of which utilizes ATP.118 

Because the Km for ATP for both enzymes is low, GSH synthesis is 
relatively insensitive to changes in ATP.113 

The ratio of GSH to GSSG is maintained at a normal level of >20 both 
by equilibration with NADPH/NADP at glutathione reductase and by 
efflux of GSSG from the cell during oxidation of GSH.119 This enzyme is 
induced by methylcholanthrene (24%), phenobarbital (80%), and stilbene 
oxide (260%).120 A Se-dependent glutathione peroxidase plays an impor­
tant role in preventing the accumulation of H202 and lipid peroxides 
(Chapter 7). This enzyme is decreased 25-fold in Se-deficient animals, 
although with very little change in the hepatic GSH level.121 Oxidative 
metabolism of acetaminophen, aminopyrine, and ethylmorphine depletes 
GSH both through reaction with reactive metabolites and through 
substrate-stimulated peroxide production at cytochrome P-450 (see the 
preceding discussion).109 There is a much larger decline in GSH in Se-
dependent animals concomitant with dramatically increased lipid peroxi-
dation.121 

Cells may adapt to chemical or nutritional depletion of GSH by produc­
ing a rebound elevation of GSH levels. For example, dimethylazoamino-
benzene and other azo dyes cause a two- to threefold increase in liver 
GSH within 2 to 3 days.122 

It seems likely that GSH depletion with ensuing lipid peroxidation is a 
significant contributor to drug-induced toxicity. Oxidation of GSH also 
results in the oxidation of mitochondrial NADPH with a concomitant 
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release of Ca2+ from the mitochondria.123 The ensuing increase in 
cytosolic Ca2+ may play an important role in drug toxicity. 

X. UDP-GLUCURONYLTRANSFERASES AND 
SULFOTRANSFERASES 

The characteristics of enzymes belonging to these classes have been 
reviewed in detail.124,125 Multiple forms of both enzymes differ in substrate 
specificity, tissue distribution, and induction. UDPglucuronyltransferases 
are located in the endoplasmic reticulum, whereas the alcohol and aryl 
sulfotransferases are cytosolic enzymes. The regulation of the two groups 
is also very different. UDPglucuronyltransferases are induced by methyl-
cholanthrene (or other Ah-receptor agonists), phenobarbital, and stilbene 
oxide. The aryl sulfotransferases have not been induced chemically but 
are very sensitive to hormonal modulation. For example, hepatic sulfation 
of 7V-OH-AAF is diminished by administration of estradiol to gonadec-
tomized rats but is increased by testosterone.35 This reaction is also stimu­
lated by thyroid hormone in parallel with an increase in N-OH-
AAF-initiated hepatocarcinogenesis.35 The hormonal sensitivity of sul­
fation is not surprising because both steroids and thyroid hormones are 
substrates for the enzyme.124 

Two classes of microsomal UDPglucuronyltransferase have been dis­
tinguished. One type, A, increases in the latefetal period and is induced 
threefold by methylcholanthrene in the adult rat; the second type, B, 
increases in the neonatal period and is induced twofold by phenobarbi­
tal.126 The Class A enzyme(s) conjugates mostly phenols, and the Class B 
enzyme(s) conjugates steroids and bulky alcohols such as morphine. The 
relative activities for different substrates may also be very sensitive to the 
activating effect of membrane fluidization,127 to changes in lipid environ­
ment,128 and to the regulatory influences of UDP-TV-acetylglucosamine.129 

The differences in regulation indicate that the ratio of UDPglucuronyl­
transferase to sulfotransferase activities may be readily varied within a 
specific cell type and will also change substantially between different 
types of cells. 

Four different classes of sulfotransferase utilize PAPS as the sulfate 
donor: aryl, hydroxysteroid (primary and secondary alcohols), estrone, 
and bile acid. Xenobiotic metabolism primarily concerns the first two 
classes. Four types of aryl sulfotransferase are known, but only one (type 
IV) has been shown to activate hydroxamic acids such as N-OH-AAF.125 

The differences in substrate specificity between positional isomers are 
very apparent for polycyclic hydrocarbon metabolites (Table II). It should 
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TABLE II 

Sulfation and Glucuronidation of Benzok/ Ipyrene Metabolism0 

Sulfate formation Glucuronide formation 
BP derivatives (nmol/mg protein/min) (nmol/mg protein/min) 

1-OH 
2 
3 
4 
6 
7 
8 
9 

10 
12 

0.48 
0.29 
0.59 
0.45 
0.85 
0.46 
0.66 
0.47 
0.08 
0.86 
0.25 
0.03 
0.07 

0.99 
0.32 
1.06 
0.32 
0.40 
1.18 
0.23 
1.21 
1.19 
0.67 
0.33 
0.08 
0 

a Sulfate formation was measured on rat liver cytosol with a PAPS generating system,92 

and glucuronide formation was measured with rat liver microsomes with added UDPGA 
(1.5 mM).93 Compiled from Nemoto et al.92-93 

be noted that dihydrodiols, including the carcinogen precursor BP-7,8-
dihydrodiol, are poorer substrates than phenols for both UDPglucuronyl-
transferase and aryl sulfotransferases.92,93 

Phenol sulfation typically is associated with a lower Km than is found for 
phenol glucuronidation. As the dose of drug increases, sulfation tends to 
saturate earlier, with a subsequent rise in the glucuronide/sulfate ratio.130 

This effect may be compounded by depletion of the cellular reserve of 
PAPS, which is more likely to have limited availability than UDPGA. 
When sulfation functions as a detoxication step, premature saturation at 
higher doses of carcinogen relative to the carcinogen activation pathway 
may increase the proportion of initial carcinogen ultimately bound to 
DNA. The variability of the ratio of glucuronyltransferase to sulfotrans-
ferase has been shown for BP-7,8-dihydrodiol. In cultured liver cells, 
BP-7,8-dihydrodiol is converted to a sulfate at fivefold the rate of 
glucuronidation, whereas glucuronidation is threefold faster in the lung.16 

Quinones, which inhibit xenobiotic monooxygenation and stimulate 
oxygen radical generation and lipid peroxidation, are in part detoxified by 
both glucuronidation and sulfation.92*93 The actual substrate is either the 
semiquinone or hydroquinone, thus requiring an intermediate reduction 
step that can be catalyzed either by a cytosolic menadione-sensitive 

tra η s -4,5-Diol 
trans -7,8-Diol 
/rcms-9,10-Diol 
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quinone reductase131 or by electron transfer from the cytochrome P-450 
reductase.132 The cytosolic enzyme is induced by both Ah-receptor 
agonists and 2(3)-tert-butyl-4-hydroxyanisole (BHA).131 The great effec­
tiveness of the integrated reduction-conjugation process in hepatocytes is 
demonstrated by the nearly complete removal of quinones during hepato-
cyte metabolism of benzo[a]pyrene. Administration of salicylamide, an 
inhibitor of both glucuronidation and sulfate, increases quinone levels in 
hepatocytes by three- to fourfold.90 

XI. GLUTATHIONE S-TRANSFERASES 

The characteristics of the several species of cytosolic glutathione 
5-transferase have been reviewed in detail.133 Transferases B and C are 
present in liver cytosol at high concentration. The Km for GSH is about 
two orders of magnitude below typical hepatic levels (10 mM), implying 
that even with very extensive depletion these enzymes should remain 
saturated with GSH. However, surprisingly, even a 50% depletion of 
GSH greatly limits cellular transferase activity.90 As with other enzymes 
of xenobiotic metabolism, there are generally lower levels of glutathione 
5-transferases in extrahepatic tissues. Many of the arene oxides that are 
substrates for glutathione 5-transferases are both lipophilic and rapidly 
hydrolyzed by water. The characteristic lipophilic binding sites and the 
high concentrations of the transferases combine to facilitate their effec­
tiveness with arene oxide intermediates. Again, we find large differences 
in the reactivity of structural isomers. For benzolJpyrene oxides, the 
rates of GSH conjugation (4,5- > 7,8- > 9,10-) are in the reverse order 
from the competing hydrolysis rates.134 

Many labile and lipophilic oxide intermediates are generated by cyto-
chromes P-450 within the membranes of the endoplasmic reticulum. 
These intermediates are probably preferentially retained within the mem­
brane, where solvolysis may be slower. An as yet uninducible form of 
glutathione 5-transferase is a major component of liver microsomes.135 

This protein is much smaller than the cytosolic forms (MW 14,000) and 
comprises 2.5-3.0% of the microsomal protein.136 This enzyme is also 
remarkable in that SH modification, including formation of oxidized 
—S—S— derivatives, increases the activity up to eightfold. 

Glutathione 5-transferases are induced in rat liver by methylcholan-
threne, phenobarbital, and stilbene oxide. The most effective of these is 
stilbene oxide, which is also the least effective inducer for total cyto­
chrome P-450.137 The principal cytosolic forms, A, B, and C, are induced 
equally and by more than 3-fold. Phenobarbital induces form B by 2-fold. 
None of these inducers will increase microsomal glutathione 5-
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transferases. BHA is the most effective inducer of cytosolic transferase 
activity in the mouse but is less effective in rat.138 The tissue specificity of 
the induction effect is demonstrated by two isomers of BHA. 2- and 
3-BHA induce hepatic transferase by 2-fold and 5.5-fold, respectively, 
whereas the reverse inductive effect is observed in the forestomach (4-
fold and 30% increases).139 The importance of glutathione S-transferase 
in protection against carcinogenesis is suggested by the protective effect 
of BHA against many chemical tumor initiators.140 

The effectiveness of glutathione S -transferase in preventing DNA mod­
ification by polycyclic hydrocarbon metabolites is determined in part by 
the competition with epoxide hydrolase for precursor polycyclic oxides. 
Our earlier considerations indicate that the ratio of these activities may be 
an important determinant of the diversionary detoxication. The ratio of 
epoxide hydrolase to cytosolic glutathione S-transferase activities has 
been determined for BP-4,5-oxide to be 0.3 and 0.5 in lung and liver, 
respectively.141,142 However, this ratio is very dependent on the specific 
substrate and, indeed, is much larger for 7,8-oxide, a comparable sub­
strate for epoxide hydrolase but a poor substrate for glutathione 
S-transferase; microsomal activities were not measured. Induction may 
greatly affect this ratio. For example, in the rat liver trans-stilbene oxide, 
2(3)-BHA and 2-AAF induce epoxide hydrolase to a larger extent than 
glutathione S-transferases.143 This of course in part reflects the initial high 
level of total cell protein in the glutathione S -transferase class (4% after 
induction in liver). 

XII. INHIBITORS OF CELLULAR TRANSFERASE 
ACTIVITY 

The availability of selective perturbants of each of the three transferase 
reactions provides useful probes for determining the contribution of each 
class of enzyme to cellular xenobiotic metabolism. 

D-Galactosamine interferes with the synthesis of UDPglucuronic acid 
by removing uridine nucleotides as UDPgalactosamine, which then inhib­
its UDPglucose dehydrogenase.144 A 30-min preincubation of hepatocytes 
with 2 mM D-galactosamine decreases glucuronidation of both ß-naph-
thol116 and acetaminophen116 to about 20% of the initial value with­
out affecting other transferase reactions. 

Pentachlorophenol is a potent inhibitor of aryl sulfotransferases but not 
of UDPglucuronyltransferases.145 Inhibition by pentachlorophenol is non-
toxic and is effective at low doses. The conjugation of N-OH-AAF in 
perfused rat liver is switched from unidentified water-soluble products to 
glucuronides by the same extent whether sulfate depletion or administra-
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tion of pentachlorophenol is used. These studies indicate that 20% of 
administered N- OH-AAF is conjugated as sulfate. Pentachlorophenol and 
sulfate depletion each decreases the total covalent binding of 7V-OH-AAF 
to DNA in perfused rat liver by about 1.7- to 3-fold. It is likely that much 
of the residual binding is due to the acetoxy N-OH-AAF. 

The key steps in arylamine-induced bladder carcinogenesis have been 
previously discussed. Pentachlorophenol administration prior to 2-
naphthylamine in vivo causes a two- to threefold increase in the urinary 
levels of both N-OH-2-naphthylamine N-glucuronide and Λ/-ΟΗ-
2-naphthylamine.146 This consequence of decreased sulfation establishes 
that sulfation and glucuronidation compete for the intermediate N-OH-
2-naphthylamine in the liver. 

Salicylamide is an inhibitor of both sulfation and glucuronidation but is 
a far more potent inhibitor of sulfation than of glucuronidation. Sulfation 
of harmol generated from harmine in hepatocytes is 90% inhibited by 0.5 
mM salicylamide, with a fourfold rise in glucuronide formation. At 2 mM 
salicylamide, glucuronidation is only 50% inhibited but remains double the 
initial level.116 

After essentially complete metabolism of benzo[a]pyrene by hepato­
cytes from methylcholanthrene-induced rat liver, over half of the hydro­
carbon is converted equally to glucuronides or sulfates. However, 70% 
of the glucuronides are formed from either 3-phenol or 3,6-quinone, 
whereas 70% of the sulfates are formed from 3,6-quinone, 1,6-quinone, or 
9,10-dihydrodiol. Salicylamide elevates both dihydrodiol and phenol 
levels in addition to the quinones.90 The fourfold stimulation of dihydro-
diols is surprising in view of their slow conjugation in subcellular frac­
tions. 

Reactions with GSH have been probed by pretreatment of cells with 
either sulfoximes or diethyl maleate. The former inhibits synthesis of 
GSH147; the latter reacts rapidly with GSH by means of the glutathione 
S-transferases.148 By either method, about 80% of the glutathione in the 
hepatocyte can be depleted. Diethyl maleate is less effective in depleting 
GSH in cells such as kidney, where glutathione 5-transferase levels are 
lower. 

The relative modification of protein (cysteine, methionine, lysine, his-
tidine, and tyrosine), polynucleotide bases, and GSH depends on the 
reactivity and characteristics of the reactive electrophile. These con­
siderations, together with the extent of transferase involvement, also 
determine the protective effectiveness of GSH. More reactive SN 1-type 
electrophiles are less selective and may react rapidly with GSH without en­
zymatic involvement. For less reactive species, specific target binding, as 
can be provided by DNA intercalation, may facilitate macro molecule 
modification and thus diminish the relative effectiveness of GSH detoxica-
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tion. The effectiveness of GSH detoxication is indicated by the effect of 
GSH depletion on DNA modification. For example, depletion with diethyl 
maleate enhances modification of DNA by both BP-7,8-dihydrodiol 9,10-
oxide (2-fold) and by BP-9-phenol 4,5-oxide (3.5-fold).90 This difference in 
GSH intervention is consistent with the apparently greater reactivity of 
the phenol-oxide and the probable involvement of intercalation in 
facilitating diol-epoxide attack on DNA. 

GSH may also be depleted by administration of diethyl maleate to rats 
in vivo prior to isolation of hepatocytes.148 Bromobenzene metabolism, 
which produces a substantial proportion of 3,4-oxide in hepatocytes, re­
sults in the diversion of 12% of total metabolism to protein adducts after 
depletion of GSH. This is decreased to 2.8% when Af-acetylcysteine is 
added to stimulate additional GSH synthesis.148 In contrast, diethyl 
maleate treatment of hepatocytes increased covalent binding of 2-AAF 
metabolites to protein by only 15-25%.149 This suggests that N-OH-AAF 
sulfate reacts slowly with GSH and is a poor substrate for glutathione 
S-transferases. A different picture is seen for metabolism of 1,2-dibromo 
ethane in hepatocytes, in which diethyl maleate decreases covalent bind­
ing of the drug to DNA. This and other evidence indicates that a GSH 
conjugate is a reactive electrophile.150 

XIII. XENOBIOTIC METABOLISM IN THE NUCLEAR 
ENVELOPE 

The nuclear envelope also contains significant levels of the xeno-
biotic-metabolizing enzymes of the endoplasmic reticulum. Although 
the levels of these enzymes are substantially lower,151 the notable differ­
ence between the enzymes of the nuclear envelope and those of the endo­
plasmic reticulum is that phenobarbital fails to produce more than mar­
ginal increases in nuclear envelope that is free of contamination from 
endoplasmic reticulum. Methylcholanthrene, in contrast, induces in both 
membranes. Xenobiotic metabolism in the nuclear envelope, even after in­
duction, contributes little to total cell metabolism but may contribute rela­
tively more to the modification of nuclear DNA. However, DNA modifi­
cation resulting from metabolism in isolated nuclei provides little evidence 
that this contribution is an important means of cellular activation.152 

XIV. TRANSPORT OF REACTIVE INTERMEDIATES 
AND PRECURSORS 

Little is known about the extent to which reactive intermediates in one 
organ may be transported to a second organ or cell type (see Chapter 8, 
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this volume). The most clearly documented example is provided by 
bromobenzene toxicity. The sites of major toxicity and covalent binding, 
in addition to the liver, are the kidney and lung. In spite of this, toxicity 
and covalent binding are both enhanced by phenobarbital, which stimu­
lates metabolism in the liver but not in the kidney and lung.153 Apparently, 
the reactive intermediate, considered to be bromobenzene 3,4-epoxide, is 
generated in the liver and transferred to the target tissues. 

Activation of polycyclic hydrocarbons to dihydrodiol epoxides requires 
at least two monooxygenation steps and, in the case of methylcholan-
threne, three steps. It seems possible that precursor dihydrodiols gener­
ated in the liver may be transported to the lung for further monooxygena­
tion. Certainly, polycyclic dihydrodiols should escape the liver as readily 
as bromobenzene metabolites. Benzo[a]pyrene and metabolites are read­
ily bound by serum lipoproteins.154 This may provide an important mech­
anism for removing unconjugated metabolites from the liver, particularly 
for dihydrodiols, which are poor substrates for UDPglucuronyl-
transferases and aryl sulfotransferases. 

XV. COMMENTS 

An attempt has been made to present a logical examination of the con­
tributions of specific enzymes to detoxication and carcinogen (or toxicity) 
activation. The approach can be presented as a sequence of steps: 

1. Identify the major DNA adducts and the ultimate electrophile(s) 
leading to formation of these adducts 

2. Establish the activation pathway for formation of the electrophilic 
intermediate(s) 

3. Determine the regio/stereospecificity of monooxygenase reactions 
with respect to the activation and detoxication pathways 

4. Determine the relative activities of enzymes involved in either acti­
vation or diversionary detoxication of precursors, and calculate the 
metabolic partition factor between activation and detoxication for 
each precursor of an ultimate electrophile 

5. Measure the effect of changes in the concentration of GSH on the 
formation of DNA adducts, hydrolysis products, and GSH conju­
gates from the ultimate electrophile, and calculate the glutathione 
detoxication factor. Compare the contributions of each detoxica­
tion factor (S, D, or G) to the overall fractional modification of 
DNA when particular cells are exposed to a level of xenobiotic that 
is fully metabolized 
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6. Evaluate factors that will modulate the enzyme activities by en­
zyme induction or inhibition or through depletion of key co-
substrates, particularly glutathione UDPGA and PAPS 

The partition model that has been discussed in this chapter should allow 
prediction of the effect of a change in a specific enzyme activity on the 
balance between xenobiotic detoxication and activation, as quantitated by 
the extent of DNA modification. The same model can be used to predict 
changes from one cell type to another on the basis of changes in 
monooxygenase selectivity and in the levels of various enzymes and 
cofactors. Conversely, this approach can be used as a starting point in 
understanding why DNA modification after exposure to a given xenobio­
tic varies substantially with cell type. 
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I. INTRODUCTION 

A. Background and Scope 

Drug metabolism in the fetus and neonate has been extensively studied 
since the 1950s, when it became apparent that the human fetus and infant 
had an increased susceptibility to certain drugs and xenobiotics: toxic 
effects were produced at doses harmless to an adult.1 The fetus and neo-
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nate are physiologically very different from the adult because of their rela­
tively sheltered environment and their primary commitment to growth and 
development. Such differences result in altered drug disposition and im­
paired excretion of drug metabolites,2,3 but the major cause of increased 
drug susceptibility appears to be the immaturity or absence of the hepatic 
enzymes that metabolize these compounds. 

These enzymes of detoxication, which metabolize many classes of 
xenobiotics and potentially toxic endogenous compounds, have been de­
scribed in previous volumes of this series and are alluded to in Chapters 1 
and 2, this volume. This chapter describes the ontogenic profiles of the 
drug-metabolizing enzymes, as far as they are known, and reviews our 
current understanding of their developmental control. For the benefit of 
the nonspecialist in developmental enzymology, some of the basic con­
cepts of enzyme ontogenesis are described, along with the experimental 
approaches used in its study. 

B. Basic Concepts of Enzyme Ontogenesis 

Enzymes may be ontogenically divided into two groups: (1) those re­
sponsible for primary functions in the undifferentiated cell that are present 
from the earliest stages of cytodifferentiation and do not show marked 
changes in activity during later development and (2) those that become 
active at later stages of development in a given tissue when their activities 
become necessary for the phenotypic expression of the tissue's charac­
teristics. The latter group do not accumulate gradually but instead exhibit 
rapidly increasing activities over comparatively short periods. Moreover, 
the critical periods at which such enzymes develop are not randomly 
spread throughout an organ's development. Rather, "clusters" of differ­
ent enzymes begin to develop together at a specific time. This applies to 
many different species, including human4 and also to different tissues. 
However, the enzymes associated with the different clusters may not be 
the same among tissues and species. 

Rat liver is probably the most thoroughly studied developing organ for 
which Greengard5,6 has proposed three critical periods when such clusters 
of enzymes begin to appear. In addition, a fourth cluster may develop at 
puberty, when hepatic sexual differentiation begins. The major functional 
types of enzymes associated with these clusters are summarized in 
Table I. 

The enzymes developing in these clusters appear, for the most part, to 
complement the physiological needs of the developing organism in its 
changing environment. This can best be illustrated with the enzymes con­
trolling glucose homeostasis; at birth the perinate loses its constant, ma-
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ternally derived supply of glucose and has to maintain its blood glucose 
levels from an intermittent supply of milk, which is rich in protein and fat 
but relatively low in carbohydrate. Later, at weaning, the rat pup must 
adapt to a fluctuating, predominantly carbohydrate solid-food diet. 

As shown in Table I, hepatic enzymes develop to cope with these de­
mands. For instance, the capacity to synthesize and store glycogen devel­
ops with the late fetal cluster, so that at birth perinatal rat liver contains 
sufficient glycogen for maintaining glucose homeostasis for the first few 
hours of postnatal life.7 By this time, the neonatally developing enzymes 
of gluconeogenesis have reached activities sufficient to supply adequate 
glucose from the gluconeogenic precursors derived from milk. Later, dur­
ing "late suckling," enzymes catalyzing interconversion of amino acids 
and fat synthesis develop in anticipation of the weanling's new diet. 

As with the induction of drug-metabolizing enzymes by xenobiotics, 
enzyme development involves synthesis of new enzyme protein rather 
than activation of existing protein, although activation processes do play a 
secondary role in the development of some enzymes.8 

Unlike induction by xenobiotics, however, enzyme ontogenesis is under 
more complex control mechanisms than a simple adaptation to cope with 
the presence of a new (xenobiotic) substrate, because in many instances 
enzymes develop in anticipation of their physiological need and before their 
substrates accumulate.5 This is a logical consequence of the nature and 
timing of an organism's developmental changes, which, unlike changes in 
its xenobiotic environment, have remained relatively constant in the 
genome for sufficient time for anticipatory control mechanisms to evolve. 

Enzyme ontogenesis appears to be under hormonal control. The begin­
ning of each cluster coincides with changes in secretion of one or more 
hormones that stimulate the development of many enzymes.5,10 Con­
versely, many developing enzymes respond to more than one hormone, 
and although most enzymes are primarily associated with specific clusters, 
their overall ontogenic profiles are complex and can differ significantly, 
even between enzymes of the same cluster.6 This appears to be the case 
for a number of reasons: first, although a cluster of enzymes may all begin 
to surge in activity at a specific time, their individual rates of synthesis 
and their half-lives may vary, thereby allowing them to reach maximum 
activity over a range of time; second, the enzymes need not develop from 
zero to maximum activities in a given cluster but often merely increase 
quantitatively; and third, enzymes developing in one cluster may increase 
or even decrease their activities in later clusters. 

The responsiveness of an enzyme to a hormonal stimulus may also vary 
with age. This is most important to the concept of enzyme clusters, as 
different enzymes can become competent to respond to the same hormone 
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at different times. This is best illustrated with the glucocorticoid hor­
mones: glycogen synthase, which develops in the late fetal cluster in rat 
liver, may be precociously induced in utero with glucocorticoids from 
midgestation,8 whereas tyrosine aminotransferase (neonatal cluster) is not 
competent to respond to glucocorticoids until just after birth11 and tryp-
tophan 2,3-dioxygenase (late-suckling cluster) is not competent until the 
fourth postnatal day.12 The mechanism by which competence to respond 
to glucocorticoids is successively evoked for these enzymes remains un­
clear, although other hormones possibly play a role.10,13 

Finally, enzyme ontogenesis is complicated by the reverse phenome­
non: hormones that evoke the development of an enzyme in a differentiat­
ing tissue are not usually required for the maintenance of that enzyme's 
total activity in the adult. It appears that once a hormonal stimulus has 
programmed a differentiating cell to produce a given enzyme, the later 
absence ofthat hormone does not necessarily allow the cell to revert back 
to its undiflferentiated state.5,6 

C. Experimental Approach to Enzyme 
Ontogenesis 

1. Developmental Profiles 
When investigating the developmental profile of a specific enzyme, it is 

necessary to consider several pitfalls that may lead to artifactual results. 
Some of these are outlined here. 

It is useful to remember that the rate-limiting enzyme in a metabolic 
pathway in the mature animal need not be rate limiting during all stages of 
development, because of, for instance, the relative immaturity of other 
enzymes in the pathway or those supplying cofactors. The presence of 
in vitro enzyme activity does not therefore guarantee in vivo metabolic 
capacity. 

Whether lack of enzyme activity is due to lack of enzyme protein or 
inactivity of an existing enzyme under the conditions of assay must be 
established. Optimal cell fractionation and assay conditions can vary with 
age, and this is particularly important for membrane-bound enzymes such 
as the microsomal drug-metabolizing enzymes.13 In perinatal liver the 
endoplasmic reticulum matures qualitatively as well as quantitatively,14 

and this may lead to altered stability of membrane-dependent enzyme 
activities and altered activation characteristics of latent enzymes.13,15 

Such developmental changes are capable of altering as well the sedimen­
tation characteristics of membranes16 and their hepatic phospholipid 
content.17 
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Changes in the cellular makeup of an organ can lead to additional prob­
lems. For example, fetal rat liver contains a greater number of hemato-
poietic cells than hepatocytes at midgestation; they are lost during the 
late fetal cluster, so that at birth the liver contains predominantly he­
patocytes.5 However, because of their smaller size, this loss of hemato-
poietic cells results in only about a twofold enrichment of hepatocytes 
over this period when measured on a liver wet-weight basis. Hepatocyte 
enrichment will therefore contribute to the rise in late fetal cluster en­
zyme activities but is not its sole cause. In addition, this hepatocyte 
enrichment will decrease the DNA content relative to protein content 
or wet weight of the developing liver, as illustrated by Kistler.18 Care must 
therefore be taken in the selection of parameters for use as the basis of 
measurement of enzyme activities during development. 

When experimentally practical, the ideal method of determining an en­
zyme's developmental profile is to approach the problem on two levels: 
(1) assay using physiological methods, such as intact cells or perfusates, to 
establish how the overall metabolic pathway changes during develop­
ment, and (2) assay of enzyme activity in cell fractions using optimized 
fractionation and assay conditions, coupled, when possible, with quantifi­
cation by immunoprecipitation techniques to establish the changes in the 
intracellular concentrations of the rate-limiting enzyme. Care must be 
taken with the latter technique because of the possible differential devel­
opment of immunospecific isoenzymes.13'19 Finally, the enzyme should be 
assayed sufficiently frequently during ontogenesis to pinpoint the specific 
cluster in which it develops. 

2. Control Mechanisms 
Once the developmental profile of an enzyme has been established, the 

hormonal factors regulating its development may be investigated; the best 
candidates are those hormones whose concentrations change concurrently 
with enzyme activity. It is possible (1) to stimulate an enzyme's develop­
ment precociously by administering that hormone before its plasma con­
centration normally rises in vivo, and (2) to retard the enzyme's develop­
ment by inhibiting the hormone's endogenous production. The procedure 
may be reversed for a hormone suspected of repressing an enzyme ac­
tivity. 

The ease with which these techniques can be used depends upon the 
hormone under study. Most hormones have short biological half-lives, and 
for enzymes with relatively slow rates of change, including many drug-
metabolizing enzymes, continued administration may be required. Hor­
mone treatment of the fetus has the additional problem of passage through 
and metabolism by the placenta.20 For some hormones, synthetic deriva-
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tives are available that readily cross the placenta,21 whereas others must 
be injected directly into the fetus. Although the latter technique is rela­
tively simple, it leads to maternal stress22 and is not practical for repeated 
injections. 

The secretion of a hormone may be inhibited by excising the responsible 
endocrine gland or by using drugs inhibiting its synthesis. One difficulty 
with the former approach is that many endocrine glands produce more 
than one type of hormone, and it is sometimes difficult to identify the 
hormone responsible, for example, corticosterone and adrenalin as 
neonatal inducers of tyrosine aminotransferase.23 Chemical inhibitors are 
more specific, but such xenobiotics may themselves act as enzyme induc­
ers by nonhormonal mechanisms. 

Tissue culture is an attractive technique because the culture medium is 
devoid of hormones present in vivo if serum is not present in the medium. 
Furthermore, hormones added to the medium will effect the cultured tis­
sue directly, and the mechanism of such effects is more accessible to 
investigation when transcription and translation inhibitors are used. Un­
fortunately, many drug-metabolizing enzymes are unstable during cul­
ture. Microsomal drug-metabolizing enzymes from postnatal mammalian 
liver lose much of their activity during primary culture.13,24 Although a 
hormone may control such an enzyme's development//! vivo, its stimula­
tion of the enzyme's activity will not be seen in culture if factors maintain­
ing that activity are missing.13 

II. DEVELOPMENTAL PROFILES OF 
DRUG-METABOLIZING ENZYMES 

Several aspects of the development of drug-metabolizing enzymes have 
been extensively reviewed over the last few years.2,3'13,25-35 This section 
correlates the developmental profiles of such enzymes in rat liver with the 
established clusters outlined in the previous section and compares the 
profiles in rat liver with those in other species such as human. 

A. Cytochrome P-450 and Its 
Monooxygenase Activities 

The cytochrome P-450 complex and its resultant monooxygenase ac­
tivities have long been known to be deficient perinatally in liver micro-
somes from most species of laboratory animals,25,29,30 and are also low 
when measured in neonatal liver perfusates.36 
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The developmental profiles of cytochrome P-450 and its reductase in 
microsomes from Wistar rat liver are illustrated in Fig. 1. Cytochrome 
P-450 is detectable in the fetal liver but develops rapidly with the neonatal 
cluster from < 10 to 50% of its concentration in adult male rat liver. This 
increase is associated with a concurrent increase in the microsomal con­
centration of a — 50,000-dalton, heme-staining polypeptide,13'37 which im­
plies de novo synthesis of cytochrome P-450. The microsomal concentra­
tion of cytochrome P-450 rises further with the late suckling cluster and 
again at puberty in the male, resulting in the well-known sex difference in 
cytochrome P-450 concentration. Microsomal cytochrome b5 develops at 
essentially the same rate as cytochrome P-450,38 whereas the neonatal 
development of cytochrome P-450 reductase is more rapid and is followed 
by a fall in activity, which increases again during late suckling. 

Not all microsomal monooxygenases develop in parallel, however, and 
this is illustrated in Fig. 2. The developmental profile of aminopyrine 
N-demethylating activity closely follows that of cytochrome P-450. Those 
of 7-ethoxycoumarin O-deethylating and 7-ethoxyresorufin O-deethylat-
ing activity, however, show large peaks between late suckling and pu­
berty; the latter is more active in adult female rats than in male rats. 

It is possible that such differences in the developmental profiles of 
different activities can be due to the existence of the multiple forms of 
cytochrome P-450 in "uninduced" rat liver,39 which may develop at dif­
ferent rates. However, the microsomal membrane is also developing both 
in hepatic concentration and in phospholipid content.13,14 It is therefore 
likely that developmental changes in the specific forms of cytochrome 
P-450, in cytochrome P-450 reductase, and in their phospholipid envi­
ronment all contribute to the differential development of monooxygenase 
activities. Such changes, moreover, would result in the observed devel­
opmental differences in monooxygenase kinetic values and in cytochrome 
P-450 binding spectra.28'29 

Microsomal monooxygenase activity predominates in the smooth en-
doplasmic reticulum (SER), which proliferates in rat liver neonatally.28 

Certain work suggests that nuclear membrane monooxygenase activities 
develop in parallel with those of microsomes.40 The postnatal increases in 
monooxygenase activities relative to liver weight are therefore under­
standably greater than the corresponding increases measured in micro­
somes. 

Hepatic cytochrome P-450-dependent monooxygenases develop post-
natally in other species of nonprimate mammals, including guinea pig, in 
which they predominantly form with the neonatal cluster, and swine, in 
which their development is slower.25'28*29 Development of extrahepatic 
monooxygenases is less well studied, but available data suggest that ac-
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Fig. 1. Developmental profiles of (a) cy-
tochrome P-450 (measured spectrophoto-
metrically) and (b) cytochrome P-450 re-
ductase (measured with cytochrome c) in 
Wistar rat liver microsomes. Activities are 
expressed semischematically as percentages 
of that in adult males. The periods of de­
velopment of the four clusters are marked 
with a bar along the horizontal axis. 
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Fig. 2. Developmental profiles of (a) 
aminopynne N-demethylation, (b) 7-ethoxy-
coumarin O-deethylation, and (c) 7-eth­
oxy resorufin O-deethylation. For details, 
see Fig. 1. 
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Fig. 3. Developmental profiles of UDP-
glucuronyltransferase activity toward 
(a) o-aminophenol and (b) bilirubin. The 
activities were maximally activated by 
digitonin.15 For details, see Fig. 1. 
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tivities are low in fetal kidney,41 intestine,42 and lung25 and that their rates 
of development post partum are essentially similar to that in liver. 

In primates, however, significant amounts of both SER and cytochrome 
P-450 are present in fetal liver from a period quite early in gesta­
tion.2,28,31-33 Some monooxygenase activities (e.g., aminopyrine N-
demethylation) are also present here, but others (e.g., benzopyrene 
hydroxylation are generally low or absent.30 Monooxygenases active to­
ward xenobiotics are also present in primate fetal adrenal gland and in 
placenta,30,33,34 and it is possible that the primary function of fetal 
monooxygenases is steroid hydroxylation.43 

By term, human fetal liver cytochrome P-450 and some mono­
oxygenase activities may reach more than 50% of their values in 
adults.31 However, in vivo studies show that the human infant demethy-
lates aminopyrine at only 25% of the rate seen in adults.44 

B. Other Monooxygenases 

The microsomal flavin-containing monooxygenase develops concur­
rently with hepatic cytochrome P-450 reductase in rat liver (as shown in 
Fig. lb), showing a large peak in activity neonatally.45 In mouse liver, 
N-oxidation catalyzed by this enzyme also develops neonatally. In fe­
males, activity increases further at puberty, mature females having 
30-40% more activity than mature males.46 In the human fetus, micro­
somal N-oxidation, like cytochrome P-450, is present as early as 13 
weeks' gestation.47 

Microsomal heme oxygenase activity is present in late fetal rat liver at 
twice the adult rate and increases still further with the neonatal cluster. 
Hepatic heme oxygenase activity falls to adult values with the late suck­
ling cluster, whereas activity in the spleen develops predominantly in the 
late suckling stage.48 

C. Epoxide Hydrolase 

Microsomal epoxide hydrolase activity toward styrene oxide is present 
at a very low range from 17 days' gestation in rat liver. Activity increases 
with the neonatal cluster to 70-80% of adult female values and then rises 
again later in male rat liver, resulting in a large sex difference.49 Activity 
toward 3-methylcholanthrene 11,12-oxide develops similarly.50 

Epoxide hydrolase levels are also low in fetal rabbit liver and intes­
tine.51 In liver it develops mainly between 20 and 30 days postpartum, 
whereas in intestine it does not increase until after puberty. However, 
pulmonary and renal activities are some 50% of the adult value in the late 
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fetus and rise further neonatally, as do epoxide hydrolase activities in 
guinea pig liver and intestine.51,52 

Epoxide hydrolase can also be present at up to 50% of adult values in 
human and primate fetal liver and is also present in human placenta and 
fetal adrenal.13,31"33 

D. UDPglucuronyltransferases 

Development of UDPglucuronyltransferase has been reviewed in de­
tail.13,32 Transferase activity in rat and mouse liver initially develops with 
either the late fetal or neonatal clusters, depending upon the substrate. 
Substrates for the late fetal cluster activities tend to have molecular struc­
tures that are smaller and more planar than those for the neonatal cluster. 
Substrate specificity has been studied using a series of substituted 
phenols, and the limiting configuration for a phenolic substrate to be ac­
cepted by the late fetal form(s) of the enzyme has been determined.53 

The developmental profiles of UDPglucuronyltransferase acting on 
o-aminophenol and bilirubin are illustrated in Fig. 3. Activity toward 
o-aminophenol initially develops with the late fetal cluster, reaching a 
maximum over birth, whereas activity toward bilirubin develops neonat­
ally. Both activities fall to some extent postnatally before increasing again 
with the late suckling cluster. At puberty, activity towardo-aminophenol 
decreases in the female and that toward bilirubin decreases in the male, 
thus resulting in a characteristic sex difference in adult rat liver. 

The developmental profiles of UDPglucuronyltransferases toward 
o-aminophenol and 1-naphthol in rat liver homogenates, and in liver 
"snips,"54 essentially follow those shown in Fig 3a.13 

UDPglucuronyltransferase activities toward o-aminophenol and 
1-naphthol are enhanced both by detergents and by UDP-N-acetyl-
glucosamine (a proposed physiological activator of the enzyme)55 in fetal 
and neonatal rat liver homogenates. However, perinatal liver is more sen­
sitive to such perturbations, with lower detergent concentrations re­
quired for activation of the enzyme15 and activation by UDP-7V-acetyl-
glucosamine may be lost during preparation or storage of microsomes.13 

However, activity toward o-aminophenol from rat liver is not stimulated 
by ketones (B. Burchell, personal communication), as is the adult activ­
ity,56 which implies structural differences between the fetal and adult 
forms of UDPglucuronyltransferases for this substrate. 

The neonatal cluster of UDPglucuronyltransferase activities toward es-
triol, testosterone, and androsterone increase similarly to the activities 
toward bilirubin (Fig. 3) immediately after birth13,57 but differ in their 
subsequent development. For example, in Wistar rat liver microsomes, 
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activity toward estrone shows a sex difference similar to that toward 
bilirubin in the adult but it does not increase over weaning, whereas 
activity toward testosterone does not show a sex difference in adult rats58 

(also R. Forrest and J. E. A. Leakey, unpublished). 
Two populations of Wistar rat exist, which exhibit different develop­

mental profiles of UDPglucuronyltransferase with androsterone as sub­
strate; in one, activity remains low in both sexes from late suckling 
through adulthood; in the other, activity rises 10- to 15-fold over puberty 
in both sexes so that there is no sex difference in the adult.57 The genetic 
expression of the latter population is autosomal dominant.59 These find­
ings imply that multiple forms of neonatally developing UDPglucuronyl­
transferase exist, as does evidence from purification studies showing that 
distinct forms of UDPglucuronyltransferase act on testosterone, estrone, 
and bilirubin; these forms are less specific for a range of xenobiotic sub­
strates.56 No absolute correlation exists between forms glucuronidating a 
specific substrate and the cluster in which activity develops, but many 
substrates of the late fetal cluster activity are preferentially glucuroni-
dated by the form specific for testosterone. A better correlation does 
exist, however, between the cluster in which an activity develops and 
its phospholipid dependency. Activities toward o-aminophenol or 
/?-nitrophenol (late fetal cluster) are stable throughout purification proce­
dures, whereas activities toward bilirubin and testosterone (neonatal clus­
ter) are inactivated upon purification unless phospholipid is added 
back.13,56 

UDPglucuronyltransferases do not develop in similar clusters in all 
species. In human, for instance, activities toward o-aminophenol and 
bilirubin both surge neonatally,60 although low activity toward bilirubin,61 

estriol,62 and morphine35 has been shown to be present in human fetal 
liver. 

The development of other glycosyltransferases has been less well stud­
ied, but UDPglucosyltransferase and UDPxylosyltransferase activities 
toward bilirubin both develop with the neonatal cluster in rat liver,13,63 and 
therefore do not replace UDPglucuronyltransferase in conjugating biliru­
bin in fetal rat liver. 

E. Sulfotransferases 
Both the hydroxysteroid sulfotransferases and the aryl sulfotrans­

ferases exist in rat liver in multiple forms with overlapping substrate 
specificities.64,65 Hepatic aryl sulfotransferase activity withp-nitrophenol 
rises in both the neonatal and late suckling clusters in rats57 and mice.66 

However, at puberty activity continues to rise in male rats, resulting 
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in a threefold sex difference in this species, whereas in the mouse, ac­
tivity falls in both sexes at puberty. Aryl sulfotransferase activity with 
N-hydroxy-2-acetylaminofluorene shows a sex difference similar to that 
of the/?-nitrophenol activity in adult rat liver.67 

Hepatic hydroxysteroid sulfotransferases are more active in adult fe­
male rats than in males. Activities toward cortisol, corticosterone,65 and 
androsterone57 all develop postnatally to maximum values in male rats at 
weaning but continue to rise in females. These changes in activity are 
associated with changes in the relative concentrations of the three forms 
of hydroxysteroid sulfotransferase.65 

Hepatic hydroxysteroid sulfotransferase activity toward dehydro-
epiandrosterone shows a developmental profile in both male and female 
mice similar to that of the male rat. However, in humans, hydroxysteroid 
sulfotransferase appears to be present at almost adult activity in fetal 
liver,13 an organ that is also active in aryl sulfation.68 

F. Glutathione S-Transferases 

Hepatic glutathione 5-transferase also exists in multiple forms with 
overlapping substrate specificity. In adult rat liver, the major form present 
is "transferase B." This form is structurally similar to the cytosolic bind­
ing protein ligandin that binds many electrophilic and hydrophobic com­
pounds. 69-69a 

Glutathione 5-transferase activities toward several substrates have 
been shown to increase linearly from birth to puberty in rat liver, lung, 
and kidney.70-72 Activities toward some substrates, for example, 1,2-
dichloro-4-nitrobenzene,73 show sex differences. The results of im-
munological studies are consistent with the doubling of glutathione 
5-transferase B concentration in rat liver with the neonatal cluster.72 Its 
concentration rises again with the late suckling cluster and, in the female, 
also at puberty to produce higher concentrations in adult female than in 
adult male rat liver.73 

Glutathione 5-transferase activity toward styrene oxide and 1,2-
dichloro-4-nitrobenzene is low in fetal rabbit liver but relatively high, 
compared with adult values, in fetal intestine, lung, and kidney.51 Activity 
rises further postnatally in all four tissues. Glutathione 5-transferase ac­
tivity is also relatively high in human fetal liver and is also present in 
placenta13; thus, adequate amounts are probably available to cope with 
toxic metabolites produced by fetal monooxygenases. 

The enzymes of mercapturic acid formation show differential develop­
ment in rat liver: γ-glutamyltranstransferase is present at greater than 
adult activities in late fetal liver and falls postnatally, whereas hepatic 
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cysteine N-acetyltransferase activity does not develop until puberty.71 

Renal γ-glutamyltransferase activity rises as the hepatic activity falls. 
Such large developmental changes in these three enzymes, however, had 
little effect on the mercapturic acid conjugation of l,2-epoxy-3-(/?-
nitrophenoxy)propane, which was conjugated at similar rates in both 
adult and neonatal rats.71 

G. N-Acetyltransferases 

N-Acetyltransferase activity toward /?-aminobenzoic acid increases 
with the late fetal cluster in rat liver but falls again neonatally. Activity is 
also present in rat placenta. In rabbits, it also develops with the late fetal 
cluster in liver and lung, but neonatally in intestine and kidney.74 It is 
probable that neonatal rabbit liver contains isoenzyme(s) of N-
acetyltransferase that are different from those in adult liver.75 In hu­
man, hepatic N-acetyltransferase appears lower in the neonates than in 
adults.13 

H. Overall Trends 

In the rat, therefore, it is evident that the critical periods for develop­
ment of the hepatic enzymes of detoxication are, for the most part, coin­
cidental with the clusters established for enzymes of intermediary metabo­
lism in this tissue. However, developmental profiles of enzyme activities 
are more complex when multiple forms of the enzymes are present with 
overlapping substrate specificity (e.g., glutathione-5-transferase), and the 
future use of more specific immunological techniques to assay the devel­
opment of individual isoenzymes would be of great value. The parallel 
development of different drug-metabolizing enzymes implies common 
control mechanisms (discussed in the next section). 

It may be seen that, with the exception of UDPglucuronyltransferase 
and possibly N-acetyltransferase, human fetal liver appears adequately 
equipped with these enzymes. Unfortunately, the developmental profile 
of all the enzymes of detoxication is incomplete and is likely to remain so 
for ethical reasons;76 for instance, little is known of how they develop 
postnatally. It is interesting that the drug-metabolizing enzyme develop­
mental profiles in chick embryo liver resemble those of the human fetus in 
that cytochrome P-450, monooxygenase activity, and epoxide hydrolase 
activities are all present during late incubation, whereas UDPglucuronyl­
transferase develops only after hatching.13 
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III. FACTORS INFLUENCING 
DRUG-METABOLIZING ENZYME 
DEVELOPMENT 

A. Hormonal Influences 

/. Glucocorticoids 
Glucocorticoid hormones influence the ontogenesis of many enzymes, 

including those metabolizing xenobiotics. In the rat, the predominant 
glucocorticoid is corticosterone, which begins to increase in concentration 
from day 16 of gestation in response to ACTH secreted by the fetal pitui­
tary.13,77 The total plasma corticosterone concentration reaches a maxi­
mum 2 days before birth and remains relatively low for the first 14 days 
postpartum10,78 before increasing again with the late suckling cluster.79 

However, plasma transcortin falls after birth, so that the plasma concen­
tration of unbound corticosterone (the form available for entry into the 
hepatocyte) initially rises at birth. Increases in corticosterone entering the 
hepatocyte can, therefore, be associated with the late fetal, neonatal, and 
late suckling clusters, and, as outlined in Section I,B, glucocorticoids may 
stimulate enzymes developing with all three clusters. 

Corticosterone is now considered to be the hormone stimulating the late 
fetal development of UDPglucuronyltransferase and γ-glutamyltrans-
transferase in rat liver.13,80 Maternal glucocorticoid treatment at 14-16 
days gestation precociously stimulates the development of both en­
zymes in utero, and fetal hypothysectomy (i.e., ablation of ACTH to 
stimulate the fetal adrenal) inhibits the natural, late fetal development 
of UDPglucuronyltransferase.80,81 This activity is also stimulated by 
glucocorticoids in organ cultures of fetal liver by a process dependent 
upon protein synthesis.82 

Glucocorticoid treatment in utero fails to evoke precocious development 
of drug-metabolizing enzymes belonging to the neonatal cluster; included 
are cytochrome P-450, its reductase, and dependent monooxygenases, 
glutathioneS-transferase, and the UDPglucuronyltransferase activities of 
the neonatal cluster.13 After birth, however, glucocorticoids stimulate the 
development of all of these enzymes,82-86 and the induction of cytochrome 
P-450 by them in postnatal rat liver has been studied in detail.13,80 The 
form of cytochrome P-450 induced by glucocorticoids in neonatal rat liver 
appears chromatographically and electrophoretically similar to the pre­
dominant form that develops naturally here and appears distinct from 
those forms induced by barbiturates or polycyclic aromatic hydrocar­
bons.13,37 Functional adrenal glands are necessary for development of 
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hepatic cytochrome P-450 in neonatal or suckling rats,13,83 but adrenalec-
tomy in adults only evokes small decreases in hepatic cytochrome P-450 
content.87 Furthermore, glucocorticoids readily induce cytochrome P-450 
only in immature rat liver; in adults significant induction of cytochrome 
F-450 does not occur, although cytochrome P-450 reductase and some 
monooxygenase activities do increase.88 

From this evidence it appears likely that corticosterone plays a major 
role in the control of the postnatal development of cytochrome P-450 and 
its dependent monooxygenases, and possibly of glutathioneS-transferase 
and UDPglucuronyltransferase as well. Possible mechanisms for glu­
cocorticoid control have been outlined.13,80 It has been proposed that 
these neonatally developing, drug-metabolizing enzymes (unlike late fetal 
cluster UDPglucuronyltransferase) are not competent to respond to 
glucocorticoids in fetal liver in utero, but that as with tyrosine amino-
transferase (Section I,B), they become competent to respond at birth and 
then develop with the neonatal cluster in response to circulating (un­
bound) corticosterone. These enzyme activities increase further with the 
late suckling cluster in response to the increasing plasma corticosterone 
concentrations at that stage. The precise mechanism evoking competence 
remains uncertain, but repression in utero by hormones such as insulin, 
progesterone, or estrogens could participate.13,80 

The time at which drug-metabolizing enzymes become competent in 
responding to glucocorticoid stimulation varies among species and tis­
sues. For instance, Af,iV-dimethylaniline N-demethylating and N-oxi-
dative activities in late fetal rabbit lung are already competent to respond 
to glucocorticoid,89 as are cytochrome P-450, aminopyrine 7V-demethyl-
ase, and UDPglucuronyltransferase in chick embryo liver.86 

In human, little is known about the eifects of glucocorticoids on the 
development of these enzymes, but the human fetus is exposed to increas­
ing glucocorticoid concentrations during the third trimester.90 Plasma 
cortisol is high during natural birth but is relatively lower in naturally pre­
mature, cesarian-delivered, and "induced" infants.13 During the first post­
natal week plasma glucocorticoid concentrations fall, but they increase 
again between 3 and 12 months,91 in a possible analogous way to late 
suckling in the rat. Significantly, the absence of glucocorticoid in the 
human infant has been associated with neonatal hyperbilirubinemia.13 

2. Estrogen, Androgen, and Progesterone 
Estrogen, androgen, and progesterone have all been implicated in the 

control of drug-metabolizing enzyme development, particularly at pu­
berty.87 Human and rat fetuses are exposed to relatively high progesterone 
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concentrations in utero,77'90 and postnatally, suckling infants may also be 
exposed to progesterone and its derivatives present in their mother's 
milk.13,61 Both progesterone and estrogen have been reported to possess 
antiglucocorticoid activity13 that could possibly control the competence of 
these enzymes in their response to glucocorticoid.13,86 Both progestogen 
and estrogen inhibit some monooxygenases13,92 and possibly UDP-
glucuronyltransferase,61 but this is probably the result of direct in­
teraction with the microsomal membrane.92 

The plasma concentration of testosterone in rat neonates is higher in 
males than in females,93 and it programs the male pituitary and 
hypothalamus for later "maleness."9 At puberty, plasma concentrations 
of androgen and estrogen rise in male and female rats, respectively, and 
evoke their characteristic sex differences in drug-metabolizing and other 
enzymes.9,87,94 

Both estrogen and androgen are now thought to act on the liver in­
directly via the pituitary.9,94 However, a direct action is also possible 
because rat liver contains binding proteins for both estrogen and testos­
terone,95 and the latter steroid increases the cytochrome P-450 concentra­
tion of cultured rat hepatocytes.96 

3. Growth Hormone 
Early work showed that growth hormone could suppress certain hepatic 

monooxygenases in adult male rats, leading to the proposal that high 
neonatal concentrations of growth hormone were responsible for their low 
monooxygenase activities.97 However, the concentration of plasma 
growth hormone, although falling neonatally,78 rises again at puberty in 
both sexes of the rat.98 

It was later shown that growth hormone suppresses only those 
monooxygenase activities that are higher in male than in female rat liver, 
that is, it essentially converts male hepatic monooxygenase profiles into 
female profiles.94 In this respect, growth hormone is functionally identical 
to feminotropin, the pituitary feminizing factor9; feminotropin is presently 
considered a derivative of growth hormone.99 

The precise mechanism whereby female rat liver is ' 'feminized" re­
mains uncertain, but feminotropin8 and growth hormone94 are candidates 
for directly feminizing hepatic enzymes by interacting with the hepatic 
"lactogenic receptor,"100 which is estrogen dependent and increases its 
concentration at puberty in female but not in male rats. Alternatively, 
estrogen may directly feminize hepatic enzymes by interacting with the 
specific growth hormone-dependent estrogen receptor that is present at 
similar concentrations in liver from intact male and female rats but at 
much lower concentrations in hypophysectomized rats of either sex.95 
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4. Other Hormones 

Although glucagon and cyclic AMP precociously stimulate neonatally 
developing tyrosine aminotransferase in utero,6 they have been ineffective 
in precociously stimulating development of cytochrome P-450 or neona­
tally developing UDPglucuronyltransferase activities in fetal rat liver.13 In 
the neonate, glucagon treatment lowers the cytochrome P-450 concentra­
tion.83 

Thyroid hormone administration stimulates cytochrome P-450 reduc-
tase and heme oxygenase activities in fetal, neonatal, and adult rat liver, 
while decreasing the cytochrome P-450 concentration and epoxide hy-
drolase activity.21,87,100 Increases in plasma thyroid hormone concentra­
tions at birth may thus be partly responsible for the rapid neonatal in­
crease in cytochrome P-450 reductase activity. 

B. Xenobiotic Effects 

Xenobiotics themselves play a regulatory role because of their ability to 
induce some of the enzymes of detoxication. Although these effects are 
noted throughout this volume, certain aspects of the subject require men­
tion here because of their importance during the perinatal period. 

It is probable that at least some of the many xenobiotics that induce 
drug-metabolizing enzymes will be present in the developing organism's 
natural environment at sufficient concentrations to influence the develop­
mental profiles of these enzymes, thereby allowing developed levels of the 
enzymes to be partly maintained by such xenobiotics. It must also be 
emphasized that the potency of xenobiotics in inducing the detoxication 
enzymes will change with age. Immature animals are usually more re­
sponsive than adults, largely because of the initially slower rates at which 
the inducer is metabolically inactivated; such other factors as increased 
concentrations of specific receptor proteins for the inducer can also con­
tribute.101 Fetal and pregnant animals generally have low sensitivity to 
induction, largely because of the repressive effects of hormones asso­
ciated with pregnancy.102 

However, some fetal livers completely lack the competence to re­
spond to certain xenobiotics. For example, rat liver UDPglucuronyltrans­
ferase and cytochrome P-450-dependent monooxygenase do not re­
spond to phenobarbital induction prenatally, whereas they are readily 
induced by 3-methylcholanthrene and pregnenolone-16a-carbonitrile, re­
spectively.80,103 Maternally administered phenobarbital, however, is able 
to reach the fetal hepatocyte and convert fetal rough endoplasmic re-
ticulum to SER,16'26 and induces both enzyme activities postnatally. 
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Many similarities exist between the induction of enzymes by xenobiot-
ics and glucocorticoids. This is particularly so for the polycyclic aromatic 
hydrocarbons that reach the cell nucleus and stimulate transcription by a 
mechanism analogous to that used by the glucocorticoids.80,104 As with the 
steroid hormones (Section I,B), different enzyme activities become com­
petent in responding to polycyclic aromatic hydrocarbon inducers at dif­
ferent periods.101 For instance, these compounds induce the "Pi-450" 
form of cytochrome P-450 in perinatal rat liver several days earlier than 
they begin to induce the "P-448" form; in developing rabbits, 3-methyl-
cholanthrene induces cytochrome P-448 only after the tenth postnatal 
day and cytochrome i\-450 only in pre weanling rabbits.105 

Similarly, 3-methylcholanthrene, which is hepatocarcinogenic only in 
young animals,69 will stimulate hepatic γ-glutamyltransferase, tyrosine 
aminotransferase, and tryptophan 2,3-dioxygenase activities in pre wean­
ling but not adult rats.80 These effects were associated with changes in the 
rat liver glucocorticoid receptor concentration and involve the adrenals. 
Significantly, the induction of cytochrome P-448-dependent monooxy-
genase activity in rat liver is also partly dependent upon the adrenals.80 

The teratogenic effects of polycyclic aromatic hydrocarbons and asso­
ciated inducers could possibly also involve interactions with adrenal 
hormones because excess glucocorticoid produces similar teratogenic 
effects in fetal rats and mice. 

IV. COMMENTS: THE BIOLOGICAL AND CLINICAL 
CONSEQUENCES OF DRUG-METABOLIZING 
ENZYME ONTOGENESIS 

A healthy member of a successful species may be expected to have 
acquired, through natural selection, the enzymes necessary for the detox­
ication of any potentially toxic molecule it routinely encounters in its 
natural environment, whether such a metabolite is a naturally occurring 
xenobiotic or a waste product of its own metabolism. The mammalian 
fetus in its natural environment is largely protected from such toxic 
metabolites by the drug-metabolizing enzymes of the maternal liver and 
placenta,30 and high fetal drug-metabolizing enzyme activities are thus 
generally not necessary for survival. 

After birth the neonate must develop those enzyme activities necessary 
for the detoxication of its own potentially toxic waste products, and those 
of any xenobiotic sequested in the milk, before they accumulate to toxic 
concentrations. The young mammal, however, does not become fully ex­
posed to its chemical environment until weaning, by which time it must 
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possess a sufficient complement of detoxicating enzymes to cope with the 
influx of dietary xenobiotics. Puberty largely reflects changes in the or­
ganism's internal environment, and drug-metabolizing enzymes must 
adapt to cope with new concentrations of gonadal steroids. As Section II 
shows, the enzymes of detoxication of the rat and probably of other 
species adapt to meet these requirements. 

In recent times, however, humans and animals have tended not to live 
in the ecological niches in which they evolved. Their chemical environ­
ment in particular has undergone major changes since the introduction of 
organic chemistry. Entirely new chemicals of bizarre structure have ap­
peared, and others, although structurally similar to naturally occurring 
xenobiotics, may be present in much larger amounts than before.106 Al­
though enzyme induction will allow a large and possibly infinite107 capac­
ity to adapt to these environmental changes, xenobiotics not routinely 
encountered before will be metabolized according to their structural simi­
larities with the natural substrates of the drug-metabolizing enzymes.108 

Such patterns of metabolism often produce a spectrum of metabolites and 
products, some of which are more toxic than the parent compound.109,110 

Exposure to such unnatural xenobiotics can have more serious and 
unpredictable consequences for the developing organism than for the 
adult. A number of factors contribute. Should the xenobiotic form toxic 
metabolites, which are then inactivated by further metabolism, its degree 
of toxicity will vary with age because of the differential development of 
the various enzymes involved in its metabolism. In addition, the generally 
low drug-metabolizing enzyme activities in the neonate may result in a 
longer metabolic half-life for the xenobiotic and thus a greater risk be­
cause of toxic effects from the xenobiotic itself, or from accumulation of 
endogenous compounds competing with it for the same detoxicating 
pathways.111 Such effects will be further exaggerated in the fetus if the 
relevant metabolizing enzymes are not yet competent to respond to its 
inducing effects. 

Increased sensitivity to inducers in the infant and neonate (Section 
ΙΙΙ,Β) can cause additional problems. Hormone-metabolizing activities 
can be additionally induced, upsetting the organism's hormonal balance, 
which is at greater risk because of immaturity of pituitary feedback 
mechanisms.79,98 Hormone-xenobiotic interactions of this sort in the de­
veloping organism may upset ordered development and increase risks of 
teratogeny, carcinogenesis, and imprinted abnormalities,80 in addition to 
their immediate toxic effects. 

If the healthy perinate is potentially at risk from changes in its chemical 
environment, the sick or premature infant is doubly so. Many pathological 
conditions additionally alter hormonal balance and the effective concen-
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tration of drug-metabolizing enzymes;87 such changes are probably differ­
ent in degree at this age than in the adult. Illness may require drug 
therapy, with consequent additional alteration to the infant's chemical 
environment. The latter is a major problem in modern pediatric phar­
macology. Many drugs in routine use for the adult are unsuitable for the 
fetus and infant because safe dose regimens are not available.76 Complete 
elucidation of the factors controlling ontogenesis of the enzymes of detox-
ication could therefore be of great value. It should then be possible not 
only to use hormone therapy in aid of the premature neonate's adaption to 
its new environment but also to predict which additional changes in the 
development of drug-metabolizing enzymes are likely to be associated 
with the pathological conditions of those infants requiring drug therapy. 
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I. INTRODUCTION 

It is now evident that chemicals often exert relatively selective toxic 
actions within many tissues. That is, they frequently induce damage either 
in cells of a specific morphological type or in morphologically similar cells 
that are found within specific areas or regions of tissues. For example, 
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hepatotoxins such as acetaminophen,1 bromobenzene and other haloge-
nated aromatic hydrocarbons,2,3 furosemide,4 carbon tetrachloride,5,6 and 
thioacetamide7 all exert their toxic effects primarily upon those paren-
chymal cells that surround the central veins, whereas other hepatotoxins, 
such as 2-acetylaminofluorene8,9 and both allyl formate10 and its metabo­
lite, allyl alcohol,8 primarily damage those parenchymal cells that sur­
round the portal triads. A similar picture of the relatively selective nature 
of chemically induced toxicity is seen in the lung, where the nonciliated 
bronchiolar epithelial (Clara) cell is the primary, if not the sole, target for 
toxins such as 4-ipomeanol11 and carbon tetrachloride.11,12 Factors in­
volved in determining the basis for such selectivity in chemically induced 
toxicity undoubtedly include the intratissue distribution of the toxicant, 
differences in the uptake of the toxicant into specific cells, and differences 
in the intratissue distributions of the various enzymes and cofactors that 
are involved in the metabolism of the toxicant. 

Although it is readily apparent that tissues are not composed of a single 
population of morphologically identical cells and that significant enzy­
matic differences exist among morphologically dissimilar cells, it has not 
always been appreciated that morphologically similar cells can and often 
do exhibit significant differences in the contents and activities of en­
zymes. Enzymatic differences existing among both morphologically dis­
similar and similar cells may be of the utmost importance in determining 
the susceptibility of cells to toxicities induced by xenobiotics because 
chemically inert substances are very often enzymatically transformed into 
highly reactive, toxic, electrophilic metabolites that are capable of cova-
lently interacting with cellular macromolecules, thereby initiating the 
cytotoxic process. The relative amounts and activities of bioactivating 
and detoxicating enzymes within individual cells may be the critical factor 
determining whether cytotoxic metabolites accumulate within specific 
cells that would thereby be susceptible to this type of chemically induced 
toxicity. For these reasons, a number of laboratories have initiated inves­
tigations on the intratissue distributions of enzymes that catalyze both the 
bioactivation and detoxication of cytotoxic chemicals. 

Among those enzymes participating in the metabolic activation and 
detoxication of both endogenous and exogenous chemicals, the numer­
ous isoenzymes of cytochrome P-450 play central roles. In addition to 
these hemoproteins, NADPH-cytochrome c (P-450) reductase, cyto­
chrome b5, epoxide hydrolase, and those enzymes catalyzing phase II 
(conjugation) reactions such as the glutathione S-transferases, UDP-
glucuronyltransferases, and sulfotransferases all play important roles 
in the biotransformation of toxicants and other chemicals. Detailed de­
scriptions of the properties, intracellular distributions, and roles of these 
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enzymes are beyond the scope of this chapter, and the reader is referred 
to two earlier volumes in this series13 in which these aspects have been 
reviewed. No attempt will be made here to provide a comprehensive 
review of the localizations and distributions of xenobiotic activating and 
detoxicating enzymes within all tissues. Rather, attention will be focused 
upon three tissues in which the distributions of these enzymes have been 
most extensively studied: liver, lung, and skin. Particular emphasis will be 
placed on results obtained from studies in which immunohistochemical, 
microspectronhotometric (microdensitometric), and histochemical ap­
proaches have been employed. However, this review is not meant to be 
exhaustive. The intent is to introduce the reader to a concept—the het­
erogeneous distributions of xenobiotic-metabolizing enzymes within 
tissues—that should provide a more complete understanding of why many 
chemicals frequently exert their toxic effects upon only certain cells 
within tissues. 

II. DISTRIBUTION WITHIN THE LIVER 

A. Histological Basis for Heterogeneous 
Intrahepatic Distribution 

To appreciate the phenomenon of enzymatic heterogeneity within the 
liver, a brief overview of the microscopic anatomy of this tissue and its 
relationship to metabolic function is necessary. At the light microscopic 
level, several major cell types can be identified: parenchymal cells 
(hepatocytes), which are arranged in a series of communicating cell plates 
and which have been estimated to comprise approximately 80% of the cell 
population within the human liver14; flattened, epithelial sinusoidal cells; 
phagocytic Kupffer cells occurring at points along the sinusoidal lining; 
bile duct cells; and cells associated with hepatic blood vessels. The paren­
chymal cell is the major site for the metabolic activation and detoxication 
of chemicals, although acetylation of a limited number of compounds 
occurs within Kupffer cells.15 

Three different models have been developed to describe the histological 
and/or functional unit of the liver: the classic lobule, the liver acinus, and 
the portal lobule. With respect to chemically induced toxicity, most atten­
tion has been focused on the classic liver lobule and liver acinus models. 
The classic liver lobule is roughly hexagonal in shape. At the angles of the 
hexagon are the portal triads or canals in which the terminal branches of 
the hepatic artery, portal vein, and bile duct are found. At the center of 
the lobule, the sinusoids that separate the parenchymal cell plates con-
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verge to form the central vein, also called the terminal hepatic venule. The 
classic liver lobule is considered to be composed of three separate re­
gions: the centrilobular or pericentral region that surrounds the central 
vein; the periportal region that surrounds the portal triad; and the mid-
zonal region, an area lying between a central vein and a portal triad. 
Loud16 has estimated that centrilobular and periportal cells each account 
for approximately 20% of the parenchymal cells across a lobule in rat 
liver, with midzonal cells comprising the remaining 60%. Conservative 
estimates of the limits of the three regions of the classic liver lobule 
employed by this laboratory for semiquantitative immunohistochemical 
analyses of xenobiotic activating and detoxicating enzymes are indicated 
in Fig. 1. 

Although many laboratories have utilized the classic liver lobule model, 
others have employed the liver acinus model introduced by Rappaport 
and his colleagues.17-19 The simple liver acinus is a small, irregular mass 
of parenchymal cells arranged in three concentric zones around an axis 
consisting of a portal canal: zone I consists of those cells closest to the 
portal canal; zone III consists of those cells farthest from the portal canal; 
and zone II consists of those cells lying between zones I and III. In gen­
eral, zone I cells of this model can be equated with periportal cells of the 
classic liver lobule, zone II cells with midzonal cells, and zone III (peri-
acinar) cells with centrilobular cells. 

Evidence for morphological heterogeneity among hepatic parenchymal 
cells has been provided by both cell density and morphometric analyses. 
Sedimentation velocity analysis of isolated hepatocytes demonstrated the 
existence of significant heterogeneity in both cell size and density.20 Simi­
lar findings were obtained after isolated rat hepatic parenchymal cells 
were separated by isopycnic centrifugation, leading to the conclusion that 
centrilobular cells possess a significantly lower density than do periportal 
cells.21,22 Morphometric analyses revealed significant differences in the 
contents of subcellular organelles within parenchymal cells in the three 
regions of the liver lobule.16 Whereas rough endoplasmic reticulum was 
rather uniformly distributed throughout the lobule, smooth endoplasmic 

Fig. 1. Portion of a lobule in the liver of an untreated male rat stained with hematoxylin 
and eosin. The arrows indicate the following: a, branch of a hepatic artery; b, branch of a 
bile duct; h, plate of hepatocytes (parenchymal cells); s, sinusoid; and v, branch of a portal 
vein. For semiquantitative immunohistochemical analyses of xenobiotic activating and de­
toxicating enzymes, centrilobular (CL) hepatocytes are considered to lie within the first five 
cell layers surrounding a central vein (cv), periportal (PP) hepatocytes are considered to lie 
within the first five cell layers surrounding a portal triad (pt), and midzonal (M) hepatocytes 
are considered to lie within three cell layers on either side of a line midway between a central 
vein and a portal triad. 
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reticulum was more abundant within centrilobular cells than within either 
midzonal or periportal cells. Differences in both the size and distribution 
of mitochondria were also demonstrated across the lobule, with cen­
trilobular cells containing the smallest but most numerous mitochondria.16 

Regardless of the histological model of the liver that is chosen, it must 
be kept in mind that, whereas bile flows from the parenchymal cells, 
where it is formed, through the bile canaliculi toward the interlobular bile 
ducts in the portal canals, blood flows from the terminal hepatic arterioles 
and the terminal portal venules in the portal triads through the sinusoids 
toward the central veins. Because of the directional flow of blood, it has 
been suggested that a gradient of oxygen and other nutrients is produced 
in sinusoidal blood between the periportal region and the centrilobular 
region, thereby creating different microenvironments across the liver 
lobule.17"19 Because the metabolic function of a cell is dependent upon its 
supply of oxygen and other nutrients, the microcirculation of the liver 
has been proposed17-19 as forming the basis for metabolic heterogeneity 
among hepatic parenchymal cells and, in addition, as explaining why cen­
trilobular parenchymal cells are frequently much less resistant to chemi­
cally induced damage than are either midzonal or periportal parenchymal 
cells. Although oxygen tensions within periportal regions have been dem­
onstrated to be greater than those within centrilobular regions,18*23 the 
mere presence of such an oxygen gradient across the liver lobule does not 
in itself appear to be the major factor determining the greater susceptibil­
ity of centrilobular cells to damage after exposure to hepatotoxins. More­
over, because oxygen is required for monooxygenation reactions 
catalyzed by cytochrome P-450, a significantly lower oxygen tension 
within centrilobular cells might be expected to be mirrored by corre­
spondingly lower rates of cytochrome P-450-catalyzed monooxygena-
tions within this region, including those resulting in the formation of highly 
reactive, toxic, electrophilic metabolites from olefinic and aromatic sub­
stances. However, as discussed subsequently, centrilobular hepatocytes 
seem to possess the greatest capacity for catalyzing the oxidative metabo­
lism of most substrates. 

Substantial evidence for metabolic zonation within the liver lobule has 
been provided by both enzyme histochemical analyses and enzymatic 
analyses conducted on populations of parenchymal cells obtained from 
different regions of the lobule by means of microdissection techniques. 
Results of qualitative and quantitative enzyme histochemical analyses 
conducted during the past three decades have clearly revealed that many 
enzymes are not uniformly distributed throughout the liver lobule (Ta­
ble I). It appears that cells lying within the periportal regions of the liver 
lobule have greater roles in gluconeogenesis and glycogen metabolism 
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TABLE I 

Predominant Intrahepatic Localization of Some Enzymatic Activities Not Directly Involved in 
the Metabolic Activation and Detoxication of Xenobiotics 

Enzyme 

Alkaline phosphatase 
Cytochrome oxidase 
Glucose 6-phosphatase 
Glucose 6-phosphate dehydrogenase 
Glucosephosphate isomerase 
Glutamate dehydrogenase 
Glutamic-pyruvic transaminase 
/3-Hydroxybutyrate dehydrogenase 
Isocitrate dehydrogenase 
Lactate dehydrogenase 
Malate dehydrogenase 
Succinate dehydrogenase 

Region of greatest activity 

Periportal 
Periportal 
Periportal 
Centrilobular 
Periportal 
Centrilobular 
Periportal 
Centrilobular 
Centrilobular 
Periportal 
Periportal 
Periportal 

References 

24 
25,26 
26,27 
26 
24 
24, 26, 28 
24,29 
26 
24,28 
24, 26, 28 
24, 28 
25, 26, 28, 30 

than do cells surrounding the central veins.19,26,31,32 Cells located within 
the periportal region also possess greater activity associated with both the 
tricarboxylic acid cycle and mitochondrial respiration than do centrilobu­
lar cells. LeBouton33 has provided evidence that the periportal region is 
also the primary site for both protein synthesis and protein degradation 
within the liver. 

The activity of alcohol dehydrogenase has also been histochemically 
demonstrated to be greatest within the periportal region of the lobule.10 

Because allyl formate is metabolically converted via allyl alcohol to the 
cytotoxic substance, acrolein (allyl aldehyde), by alcohol dehydrogenase, 
this histochemical finding offers an explanation for the selective damage 
to periportal cells seen after the administration of allyl formate or allyl 
alcohol.10 

In contrast to the functions of parenchymal cells found within the 
periportal region of the liver lobule, parenchymal cells found within the 
centrilobular region appear to be more active in glycolysis, glycogen stor­
age, liponeogenesis, and pigment formation.19,26,31,32 Centrilobular paren­
chymal cells also possess greater NADPH- and NADH-tetrazolium reduc-
tase activities than do cells surrounding the portal triads.34,35 Moreover, 
the generation of NADPH, the primary source of reducing equivalents 
for monooxygenation reactions catalyzed by cytochrome P-450, proceeds 
at a significantly greater rate within the cytosol of centrilobular cells 
than within the cytosol of periportal cells.36 However, it has been sug­
gested that the supply of NADPH may limit the rates of cytochrome 
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P-450-catalyzed monooxygenations within centrilobular but not peri-
portal regions of the liver lobule.37 

B. Heterogeneity of Xenobiotic Metabolism within 
the Liver Lobule 

It should be clear that there is a definite zonation of metabolic function 
within the liver lobule, especially with respect to carbohydrate homeosta-
sis. It is also possible, therefore, that xenobiotics and other chemicals do 
not undergo bioactivation and detoxication uniformly within the liver 
lobule. Such metabolic zonation or nonuniform distribution of bioactivat-
ing and detoxicating enzymes could contribute greatly to the relatively 
selective damage tö parenchymal cells frequently observed after exposure 
to a variety of hepatotoxins. A number of laboratories have undertaken 
intensive examinations of this possibility, the results of which are sum­
marized here. In this discussion, emphasis will be placed on results ob­
tained using untreated animals, although the effects of enzyme induction 
will be considered where data are available. 

/. Intralobular Distributions of Xenobiotic 
Activating and Detoxicating Enzymes 

a. Cytochrome P-450. Of all the enzymes involved in the bioactiva­
tion and detoxication of exogenous and endogenous substances in the 
liver, cytochrome P-450 has received the greatest attention. By means of 
a microspectrophotometric (microdensitometric) technique with which 
cytochrome P-450 can be directly detected and measured within hepatic 
parenchymal cells in unfixed, cryostat tissue sections, livers of rats pre-
treated with phenobarbital were found to contain more than twice as much 
cytochrome P-450 than did livers of untreated rats.38 However, the re­
gions within the liver lobule from which the microspectrophotometric 
measurements were obtained were not identified. Subsequent extensions 
of this study39-41 led to the conclusion that the concentration of cyto­
chrome P-450 within livers of both untreated and phenobarbital-treated 
rats varied significantly across the lobule: the cytochrome P-450 concen­
tration within hepatocytes decreased fairly steadily from the central vein 
toward the portal triad. In livers of untreated rats, the concentration of 
cytochrome P-450 within centrilobular cells was about 1.6 times greater 
than that within periportal cells. After treatment with phenobarbital, 
cytochrome P-450 was primarily induced within centrilobular cells, which 
contained between 2.8 and 4.0 times as much cytochrome P-450 as did 
periportal cells. More conventional spectrophotometric analyses, using 
microsomes prepared from isolated subpopulations of hepatic paren-
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chymal cells, revealed that phenobarbital produced a three- to fivefold 
increase in the cytochrome P-450 content within centrilobular cells with­
out significantly altering the content of the hemoprotein within periportal 
cells.42 

Although the microspectrophotometric technique allows for the quan­
titative investigation of cytochrome P-450 across the liver lobule, the 
sensitivity of the method is fairly low.40 Moreover, it does not discrimi­
nate among the various isoenzymes of the hemoprotein, that is, it detects 
all forms of cytochrome P-450 associated with the endoplasmic reticulum, 
the nucleus, and mitochondria. Although different isoenzymes of hepatic 
microsomal and nuclear cytochrome P-450 exhibit overlapping substrate 
specificities, a metabolite formed under the influence of one isoenzyme 
may be a highly reactive and toxic electrophile, whereas another metabo­
lite of the same parent compound formed under the influence of a differ­
ent isoenzyme may be much less reactive and toxic. Thus, differences in 
the intralobular distributions of the several cytochrome P-450 isoenzymes 
may be of critical importance in determining both the locations and the 
severities of specific chemically induced hepatotoxicities. 

In order to determine whether different cytochrome P-450 isoenzymes 
are similarly distributed within the liver lobule, Baron and colleagues43-48 

initiated qualitative and semiquantitative immunohistochemical investiga­
tions on two forms of the hemoprotein, cytochromes P-450 PB-B and 
MC-B. These protein species represent the major forms of cytochrome 
P-450 isolated from hepatic microsomes of rats treated with phenobarbital 
and 3-methylcholanthrene, respectively.49,50 Whereas the content of both 
cytochrome P-450 species were found to be greatest within centrilobular 
parenchymal cells in livers of untreated rats, they exhibited significantly 
different patterns of intralobular distribution (Fig. 2).43~46 The content of 
cytochrome P-450 PB-B decreased fairly steadily from the central vein 
toward the portal triad: centrilobular cells contained approximately 1.3 
times as much cytochrome P-450 PB-B as did midzonal cells, whereas 
cells within the centrilobular region contained approximately 1.6 times as 
much cytochrome P-450 PB-B as did periportal cells. This immunohis­
tochemical finding is, therefore, quite similar to the difference determined 
for cytochrome P-450 content between centrilobular and periportal cells 
in livers of untreated rats by means of the microspectrophotometric tech­
nique.39-41 In contrast, the content of cytochrome P-450 MC-B was simi­
lar within midzonal and periportal hepatocytes; these cells contained be­
tween 20 and 30% less cytochrome P-450 MC-B than did centrilobular 
parenchymal cells. Thus, the two isoenzymes of cytochrome P-450 ex­
hibit different patterns of intralobular distribution within the livers of un­
treated animals. 
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Fig. 2. Intralobular distributions of monooxygenase components and epoxide hydrolase 
within livers of untreated male rats. Each bar represents the mean ± SE normalized content 
of enzyme within hepatocytes in the specified lobular region. The data were derived from 
semiquantitative immunohistochemical determinations of the relative extents of antibody 
binding to centrilobular, midzonal, and periportal hepatocytes44 and were normalized by 
assigning a value of 1.0 for the extent of antibody binding to centrilobular hepatocytes. 

Because inductions of the different cytochrome P-450 isoenzymes 
within the different regions of the liver lobule could profoundly modify 
both the locations and severities of certain chemically induced 
hepatotoxicities, the effects of a number of xenobiotics on cytochromes 
P-450 PB-B and MC-B within the liver were also investigated by im­
munohistochemical techniques.46-48 The administration of phenobarbital 
to rats did not result in any apparent alteration in hepatic cyto­
chrome P-450 MC-B. In contrast, both 3-methylcholanthrene and 
ß-naphthoflavone induced this isoenzyme within parenchymal cells 
throughout the lobule. However, whereas cytochrome P-450 MC-B was 
induced by a similar extent within midzonal and periportal hepatocytes 
following the administration of each polycyclic aromatic hydrocarbon, 
significantly less induction was detected within centrilobular hepato­
cytes.46'47 The induction of cytochrome P-450 PB-B by both phenobarbital 
and trans-stilbene oxide within the liver lobule was also found to be 
nonuniform. The administration of phenobarbital to rats resulted in simi­
lar degrees of induction of cytochrome P-450 PB-B within midzonal and 
periportal hepatocytes, but significantly less induction of this isoenzyme 
occurred within centrilobular hepatocytes.48 In contrast to the effects of 
phenobarbital, a gradient of induction of cytochrome P-450 PB-B was 
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produced across the lobule after rats had been treated withtaro-stilbene 
oxide; the extent of induction was greatest within periportal and 
least within centrilobular hepatocytes.48 Treatment of rats with 
/3-naphthoflavone had no apparent effect on hepatic cytochrome P-450 
PB-B,48 although its content decreased within centrilobular cells after ad­
ministration of 3-methylcholanthrene.47,48 Thus, not only do cytochromes 
P-450 PB-B and MC-B normally exhibit nonuniform patterns of intralobu-
lar distribution, but they are not affected uniformly across the lobule 
following the administration of xenobiotics. 

b. NADPH-Cytochromec (P-450)Reductase. NADPH-cytochrome 
c (P-450) reductase is capable of catalyzing the NADPH-dependent 
reduction of tetrazolium dyes, and the observation that histochemical 
staining for NADPH-tetrazolium reductase activity was most pro­
nounced within centrilobular hepatocytes34,35 suggested that the reduc­
tase was predominantly localized within the centrilobular region of the 
liver lobule. However, other hepatic enzymes, including the NADPH-
dependent flavoprotein dehydrogenase (hepatic ferredoxin reductase) as­
sociated with mitochondrial cytochrome P-450 and certain NADH-linked 
dehydrogenases that would be supplied with NADH via mitochondrial 
transhydrogenase activity, could also participate in the histochemical 
staining reaction for NADPH-tetrazolium reductase activity. Moreover, 
these enzymatic activities may not be uniformly distributed across the 
liver lobule. For this reason, the intralobular distribution of NADPH-
cytochrome c (P-450) reductase has been investigated by qualitative and 
semiquantitative immunohistochemical techniques.44,47,51-54 These studies 
demonstrated that the reductase is not uniformly distributed throughout 
the lobule in livers of untreated animals: centrilobular and midzonal 
hepatocytes contained similar amounts of NADPH-cytochrome c (P-450) 
reductase, whereas hepatocytes within periportal regions of the lobule 
contained only about half as much enzyme (Fig. 2).44,47,52,53 Induction 
within the liver lobule by xenobiotics has also been investigated. Although 
treatment of rats with 3-methylcholanthrene did not result in any apparent 
alteration in hepatic NADPH-cytochrome c (P-450) reductase,47,53 both 
phenobarbital and pregnenolone-16a-carbonitrile induced the enzyme 
within hepatocytes throughout the lobule. However, although pheno­
barbital induced the reductase uniformly across the lobule,47,53 

pregnenolone-16a-carbonitrile produced significantly different amounts of 
induction within the three regions of the liver lobule; the greatest degree 
of induction occurred within periportal hepatocytes and the least within 
midzonal hepatocytes.53 Thus, not only does NADPH-cytochrome c 
(P-450) reductase normally exhibit a nonuniform pattern of intralobular 



116 Jeffrey Baron and Thomas T. Kawabata 

distribution (one that differs significantly from those exhibited by cyto-
chromes P-450 PB-B and MC-B), but it is affected quite differently within 
the three regions of the liver lobule following the administration of specific 
xenobiotics. 

c. Cytochrome b5. The intralobular distribution of cytochrome b5 
has been studied only by an immunohistochemical approach and only 
within livers of untreated rats.44,55,56 Although immunohistochemical 
staining for cytochrome b5 was initially reported to be limited to paren-
chymal cells surrounding the central veins,56 results of a more recent 
study demonstrated that the hemoprotein was present within hepatocytes 
throughout the liver lobule.44 However, cytochrome b5 was not distrib­
uted uniformly across the lobule: its concentration decreased from the 
central vein toward the portal triad (Fig. 2). The pattern of intralobular 
distribution of cytochrome bh within livers of untreated rats, therefore, 
resembles that of cytochrome P-450 PB-B, although the difference in 
cytochrome b5 content between centrilobular and periportal hepatocytes 
was only about half as great as that determined for cytochrome P-450 
PB-B. 

d. Epoxide Hydrolase. The intralobular distribution of epoxide 
hydrolase (EC 3.3.2.3; formerly referred to as epoxide hydrase or epoxide 
hydratase) has been studied by means of immunohistochemical ap­
proaches within livers of both untreated and xenobiotic-treated rats. In 
liver of untreated rats, immunohistochemical staining for the enzyme was 
detected within parenchymal cells throughout the lobule, although cen­
trilobular hepatocytes were more intensely stained for this enzyme than 
were either midzonal or periportal hepatocytes.44'57~60 Semiquantitative 
immunohistochemical analyses revealed that the intralobular distribution 
of epoxide hydrolase within livers of untreated rats was essentially identi­
cal to that determined for cytochrome P-450 MC-B, that is, midzonal and 
periportal hepatocytes contained similar amounts of the hydrolase, 
whereas between 20 and 30% more enzyme was present within centrilobu­
lar hepatocytes (Fig. 2).44,58 Upon administration of the hepatocarcinogen 
2-acetylaminofluorene, a substance that initially produces selective dam­
age to cells lying within the periportal regions of the liver lobule,8,9 the 
intensity of immunohistochemical staining for epoxide hydrolase in­
creased, especially within midzonal and periportal regions.59,60 This ob­
servation suggested that 2-acetylaminofluorene induced the enzyme best 
within midzonal and periportal hepatocytes. Semiquantitative im­
munohistochemical analyses demonstrated that trans -stilbene oxide also 
induced epoxide hydrolase to a similar extent within midzonal and 
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periportal hepatocytes but to a significantly lesser degree within cen-
trilobular hepatocytes.61 3-Methylcholanthrene exerted only a relatively 
weak inductive action upon epoxide hydrolase; the enzyme was similarly 
affected within the three regions of the liver lobule. In contrast, after the 
administration of phenobarbital, epoxide hydrolase was induced to the 
greatest extent within midzonal hepatocytes and to the least extent within 
periportal hepatocytes.61 Epoxide hydrolase, therefore, also normally has 
a nonuniform pattern of distribution across the liver lobule and is affected 
in markedly different ways within the three regions of the liver lobule 
following the administration of several different xenobiotics. 

e. Hepatic Ferredoxin. Hepatic mitochondria have been reported 
to be capable of catalyzing the bio activation of the hepatocarcinogen, 
aflatoxin Bx ,62 One of the electron transport components required for 
monooxygenations catalyzed by hepatic mitochondrial cytochrome P-450 
is the iron-sulfur protein, hepatic ferredoxin (hepatoredoxin).63-66 This 
protein has been immunohistochemically demonstrated as present within 
parenchymal cells throughout the lobule in livers of untreated rats.44,66 

Semiquantitative immunohistochemical analyses, however, revealed that 
hepatic ferredoxin is not uniformly distributed across the liver lobule; 
although centrilobular and periportal hepatocytes contained similar 
amounts of this protein, significantly less ferredoxin was present within 
midzonal hepatocytes (Fig. 2).44 This pattern of intralobular distribution of 
hepatic ferredoxin differs markedly from those determined for cyto-
chromesP-450, NADPH-cytochromec (P-450) reductase, cytochrome b59 
and epoxide hydrolase for untreated rats. Moreover, hepatic ferredoxin 
and NADPH-cytochromec (P-450) reductase represent two enzymes par­
ticipating in the bioactivations of exogenous and endogenous substances 
that are not preferentially concentrated within centrilobular parenchymal 
cells. 

/. Glutathione S-Transferases. The glutathione 5-transferases are 
a family of detoxicating enzymes that catalyze the conjugation of the 
sulfhydryl group of reduced glutathione with a wide variety of elec-
trophilic substances, the first step leading to the formation of water-
soluble mercapturic acid derivatives that are readily excreted via the kid­
ney.13,67 The distribution of glutathione S -transferase B (also referred to as 
ligandin αηάαζο dye-binding protein) within the liver lobule has been investi­
gated immunohistochemically, although conflicting findings have been re­
ported. Initially, it was observed that centrilobular parenchymal cells in 
livers of untreated rats were much more intensely stained for glutathione 
S -transferase B than were those hepatocytes surrounding the portal 
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triad.68 Subsequently, parenchymal cells throughout the lobule were re­
ported to be uniformly stained for this transferase in both rat69 and human 
liver.70 Later studies have demonstrated that whereas parenchymal cells 
throughout the lobule in livers of control rats were immunohistochemi-
cally stained for transferase B and two other glutathione S-transferase 
isoenzymes, transferases C and E,67 the intensity of staining for each 
enzyme was more pronounced within centrilobular cells than within 
periportal cells.71 Although the discrepancies in these immunohistochem-
ical observations remain to be resolved, it will be appreciated that the role 
glutathione 5-transferases play in the detoxication of chemicals in the 
liver is dependent, in large measure, upon the content of reduced 
glutathione within hepatic parenchymal cells. The distribution of reduced 
glutathione across the liver lobule has been investigated by histochemical 
means, although conflicting findings have been obtained. Histochemical 
staining for reduced glutathione was relatively uniformly dispersed 
throughout the lobule in livers of untreated rats,72,73 but quantitative 
cytochemical analyses revealed that reduced glutathione is not evenly 
distributed across the liver lobule; centrilobular hepatocytes contained 
much less glutathione than did those hepatocytes lying within the mid-
zonal and periportal regions of the lobule.74 This observation may explain, 
at least in part, the frequently greater susceptibility of centrilobular 
hepatocytes to chemically induced damage resulting from the generation 
of reactive electrophiles that are inactivated by conjugation with reduced 
glutathione. 

g. UDPglucuronyltransferases. The intralobular distribution of 
UDPglucuronyltransferases, enzymes that catalyze the transfer of the 
glucuronyl moiety of UDPglucuronic acid to a variety of endogenous and 
exogenous compounds and thereby render these substances more water 
soluble and more readily excreted via the kidney, has not received a great 
deal of attention. Rappaport19 suggested that glucuronidation is most ac­
tive within the periportal regions of the liver lobule. On the basis of the 
effects of several hepatotoxins that cause relatively selective regional 
damage within the liver lobule, UDPglucuronyltransferase activity was 
concluded to be predominantly localized within periportal and midzonal 
parenchymal cells.75 In contrast, the results of studies on the phar-
macokinetics of harmol (7-hydroxy-l-methyl-9//-pyrido[3,46]indole) 
in perfused rat liver preparations have led to the conclusion that 
UDPglucuronyltransferases are localized primarily within hepatocytes 
that are distal to the portal triad.76 Although this discrepancy remains to be 
resolved, it is possible that diiferent UDPglucuronyltransferases exhibit 
distinct patterns of intralobular distribution. 
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h. Aryl Sulfotransferases. The intralobular distributions of the sev­
eral aryl sulfotransferases have also not received a great deal of attention, 
although indirect evidence provided by studies on the bioactivation of 2-
acetylaminofluorene8,9,77 and on the sulfation of drugs in perfused liver 
preparations76,78 indicates that these enzymes are predominantly localized 
within the periportal regions of the liver lobule. Again, however, it is pos­
sible that different aryl sulfotransferase isoenzymes exhibit different pat­
terns of intralobular distribution. 

2. Intralobular Distributions of Xenobiotic 
Monooxygenase Activities 

a. Covalent Binding of Xenobiotic Metabolites to Hepatic Paren­
chyma/ Cells. It is now well established that highly reactive, toxic, elec-
trophilic metabolites are quite frequently generated from relatively inert 
chemicals under the influence of cytochromes P-450 (see Chapter 2, this 
volume). Once formed, these metabolites can attack and covalently bind 
to nucleophilic sites on cellular macromolecules and thereby elicit cyto-
toxicity that is manifested as necrosis, mutagenesis, and carcinogenesis. 
A number of laboratories have utilized autoradiographic techniques in an 
attempt to determine the precise location(s) within the liver lobule for the 
generation of reactive metabolites in vivo after the administration of radio-
labeled hepatotoxins to animals. Results of these investigations have re­
vealed that reactive metabolites of hepatotoxins such as acetaminophen79 

and bromobenzene2,3 preferentially bind to parenchymal cells lying within 
those regions of the liver lobule that are selectively damaged by the xeno­
biotics. Moreover, the degree of covalent binding of reactive, electrophilic 
metabolites to hepatocytes was found (1) to be both dose dependent and 
directly proportional to the severity of the chemically induced damage 
(e.g., necrosis); (2) to be reduced by the prior administration of substances 
that inhibit either the synthesis or activity of cytochromes P-450; and 
(3) in general, to be increased by the prior administration of substances 
that induce the hepatic cytochrome P-450 species that participate in the 
bioactivations of the hepatotoxins.2,3,79 The results of these autoradio­
graphic analyses imply that the rates of activation exceed the rates of de-
toxication of hepatotoxins within those regions of the liver lobule that are 
preferentially damaged by the xenobiotics and are consistent with the 
finding that enzymes participating in xenobiotic bioactivation and de-
toxication are not uniformly distributed within the liver lobule. Support 
for this concept (summarized in Chapter 4) is provided by results of his-
tochemical analyses of a number of cytochrome P-450-catalyzed 
xenobiotic monooxygenations. 
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b. Benzo[a]pyrene Hydroxylase Activity. The pioneering histo-
chemical studies conducted 2 decades ago by Wattenberg and Leong80 

provided the first direct proof for the nonuniform distribution of a 
xenobiotic monooxygenäse activity within the liver lobule. Employing a 
fluorescence histochemical technique, these investigators were able to 
demonstrate that several polycyclic aromatic hydrocarbons, including 
benzo[a]pyrene, were hydroxylated most extensively within centrilobular 
regions in livers of untreated rats. Aryl hydrocarbon hydroxylase activity 
was also reported to be enhanced to the greatest degree within the central 
portion of the liver lobule following the treatment of rats with 3-
methylcholanthrene.80 Thus, not only did this study demonstrate that 
xenobiotics such as polycyclic aromatic hydrocarbons do not undergo 
oxidative metabolism uniformly across the liver lobule, but also that the 
oxidative metabolism of this group of compounds is not induced equally 
within all regions of the liver lobule. 

c. Aniline Hydroxylase Activity. Using a histochemical technique, 
Gangolli and Wright81 found thatp-aminophenol, the hydroxylated me­
tabolite of aniline, was produced within parenchymal cells throughout 
the lobule in livers of untreated rats. Periportal hepatocytes, however, 
were observed to exhibit the greatest aniline hydroxylase activity. On the 
basis of analyses of enzymatic activities catalyzed in vitro by hepatic 
microsomes isolated from rats treated with various hepatotoxins, aniline 
hydroxylase activity was also concluded to be concentrated within the 
midzonal and periportal regions of the liver lobule.75 Although histochem­
ical staining for aniline hydroxylase activity was enhanced within all he­
patic parenchymal cells following treatment with phenobarbital and 
3-methylcholanthrene,81 there was no indication of the degree to which 
this monooxygenase activity was induced within the three regions of the 
liver lobule. 

d. 7-Ethoxycoumarin O-Deethylase Activity. A microfluorometric 
technique with which the formation of 7-hydroxycoumarin (umbelli-
ferone) from 7-ethoxycoumarin can be determined has been described.37 

Employing micro-light guides, the relative rates of 7-hydroxycoumarin 
formation were measured within centrilobular and periportal regions in 
perfused rat livers, and it was found that 7-ethoxycoumarin was O-de-
ethylated within centrilobular regions at a rate that was approximately 
twice as great as that within periportal regions.37 

e. Other Xenobiotic Monooxygenase Activities. The distributions 
of a limited number of other xenobiotic monooxygenase activities within 
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the liver lobule have been investigated only indirectly. Examination of 
the metabolism of phenacetin in perfused rat livers led to the conclu­
sion that the O-deethylation of this xenobiotic occurs predominantly 
within centrilobular hepatocytes.78 On the basis of the results of en­
zymatic analyses of microsomal preparations derived from livers of rats 
treated with various hepatotoxins, it was concluded that centrilobular 
hepatocytes also possess greater aminopyrine 7V-demethylase activity 
than do periportal hepatocytes.75 A similar conclusion was reached after 
examination of the in vivo metabolism of aminopyrine in rats treated 
with hepatotoxins.82 In contrast, the distribution of/?-nitroanisole N-
demethylase activity within the liver lobule appears to resemble that 
determined for aniline hydroxylase activity, that is, /?-nitroanisole 
N-demethylase activity is greatest within the midzonal and periportal re­
gions of the liver lobule.75 

III. DISTRIBUTION WITHIN THE LUNG 

The lung is one of the major portals for entry of xenobiotics into the 
body. It is also continuously exposed to those chemicals that are present 
in the general circulation and represents another organ in which many 
chemicals exert relatively selective toxicities. The ability of the lung to 
metabolize drugs, carcinogens, and other xenobiotics has received a great 
deal of attention, and we now know that these substances can undergo 
both bioactivation and detoxication within this organ.83-86 During the past 
several years, cytochrome P-450,87-92 NADPH-cytochrome c (P-450) re-
ductase,87,89-91 cytochrome b5,87'89'90 epoxide hydrolase,93-95 glutathioneS-
transferase,96,97 UDPglucuronyltransferase,98,99 and sulfotransferase85,100 

have all been shown to be present within the mammalian lung. How­
ever, the exact cellular localizations of these enzymes within the lung 
are largely unknown, primarily because of the complex and heteroge­
neous nature of the organ: at last 40 distinctive cell types are present,101 

some of which cannot be unequivocally identified at the light microscopic 
level. Moreover, attempts to localize xenobiotic-metabolizing activities 
within the respiratory tract have often yielded conflicting observations. 
For example, although Wattenberg and Leong102 were unable to detect 
histochemically benzo[a]pyrene hydroxylase activity within tracheal 
or bronchial mucosa, others103-106 have provided biochemical evidence 
for the oxidative metabolism of this poly cyclic aromatic hydrocarbon 
within both. Moreover, a considerable degree of histochemical staining 
for aniline hydroxylase activity has been observed within bronchial 
epithelial cells,107 and cytochrome P-450108 and NADPH-cytochrome c 
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(P-450) reductase54 have both been immunohistochemically detected in 
bronchi. 

Despite the conflicting observations for the metabolism of ben­
z o l ]pyrene in the trachea and bronchi, the results of many studies indi­
cate that xenobiotics can be metabolized within bronchiolar and alveolar 
cells, more specifically, within nonciliated bronchiolar epithelial (Clara) 
cells and type II alveolar epithelial cells. Results of a number of other 
studies further indicate that pulmonary alveolar macrophages are also 
capable of metabolizing a variety of xenobiotics. Evidence for the partici­
pation of these three pulmonary cells in the metabolism of xenobiotics is 
summarized below. 

A. Nonciliated Bronchiolar Epithelial Cells 

Two major epithelial cell types, one ciliated and the other nonciliated, 
line the bronchioles. Although much less numerous than the ciliated bron­
chiolar epithelial cell, the nonciliated bronchiolar epithelial cell (com­
monly referred to as the Clara cell) appears to be one of the most metabol-
ically active cells in the lung.109 It has also been shown to be the target for 
many pulmonary toxins that require metabolic activation, including 
4-ipomeanol,11'12'110 carbon tetrachloride,11,12 3-methylfuran,11 naphtha­
lene,111 and N-nitrosamines.112 In contrast to the ciliated bronchiolar 
epithelial cell, the Clara cell contains an unusual abundance of smooth 
endoplasmic reticulum,109 membranes with which cytochromes P-450 
and many other xenobiotic-metabolizing enzymes are associated. Al­
though cytochrome P-450 has been immunohistochemically detected 
within Clara cells,108,113,114 immunohistochemical staining was not de­
tected within ciliated bronchiolar epithelial cells.113 Immunohistochemical 
staining for NADPH-cytochrome c (P-450) reductase has also been de­
tected within Clara cells, although other cell types within the bronchioles 
were also reported to be immunohistochemically stained for the reduc­
tase; these other cell types, however, were not identified.54 

Clara cells are capable of oxidatively metabolizing xenobiotics. Indirect 
evidence for this was provided by in vitro enzymatic analyses conducted 
on microsomal preparations isolated from the lungs of animals treated 
with pulmonary toxins that require metabolic activation. The administra­
tion of carbon tetrachloride to rats and mice resulted in both necrosis of 
Clara cells and a marked depression in pulmonary benzphetamine 
Af-demethylase activity.12 Similarly, naphthalene-induced necrosis of 
Clara cells in mouse lung is associated with significant reductions in pul­
monary benzo[#]pyrene hydroxylase and 7-ethoxyresorufin O-deethylase 
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activities.111 More direct evidence for the participation of Clara cells in the 
bioactivations of pulmonary toxins has been provided by the results of 
autoradiographic analyses conducted by Boyd and his colleagues.11,110,115 

After the administration of radiolabeled 4-ipomeanol to animals, Clara 
cells were found to be specifically alkylated,110 although some covalent 
binding to ciliated bronchiolar epithelial cells was also noted, albeit to a 
much lesser extent.11 The selective alkylation of Clara cells was greatly 
reduced by the prior administration of inhibitors of the cytochrome 
P-450-mediated metabolic activation of the pulmonary toxin.110 Incuba­
tion of freshly isolated, intact Clara cells with 4-ipomeanol also resulted in 
the alkylation of these cells that was almost totally prevented by an inhib­
itor of cytochrome P-450.115 Moreover, the incubation of sonicated Clara 
cells with 4-ipomeanol, NADPH, and reduced glutathione resulted in the 
formation of glutathione conjugates,115 an observation suggestive of the 
presence of the glutathione 5-transferases within these cells. 

B. Type II Alveolar Epithelial Cells 

Two major epithelial cell types are also present in the alveolar wall: 
type I cells (also referred to as squamous alveolar epithelial cells, mem­
branous pneumocytes, small alveolar cells, and respiratory cells) and type 
II cells (also referred to as great alveolar cells, granular pneumocytes, 
large alveolar cells, and septal cells). The type II alveolar epithelial cell 
possesses considerable metabolic activity,109 contains a large amount of 
endoplasmic reticulum,109 and is damaged by toxins that require metabolic 
activation, such as carbon tetrachloride.11,12,116 Immunohistochemical 
staining for cytochrome P-450108,114 and NADPH-cytochrome c (P-450) 
reductase54 has been detected within alveolar epithelial cells, and both 
benzo[tf]pyrene102 and aniline107 hydroxylase activities have been his-
tochemically demonstrated within the alveolar epithelium. Cytochromes 
P-450, NADPH-cytochrome c (P-450) reductase, and cytochrome b5 have 
each been detected within isolated type II alveolar epithelial cells.114,117 

Although the levels of these enzymes within type II cells are considerably 
lower than those within Clara cells,117 isolated type II cells are capable of 
supporting the O-deethylation of 7-ethoxycoumarin,117,118 the N-oxidation 
of Ν,Ν-dimethylaniline,117 and the hydroxylation of benzo[«]pyrene.117,119 

Moreover, the oxidative metabolism of benzol ]pyrene by isolated type II 
cells produced metabolites that bound covalently to nuclear and cyto-
plasmic fractions within these cells.119 Similarly, the metabolism of 
4-ipomeanol by isolated type II cells resulted in the alkylation of these 
cells, albiet to a significantly lesser extent than were Clara cells, and this 
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was prevented by incubating cells with an inhibitor of the cytochrome 
p-450-dependent metabolism of 4-ipomeanol.115 When sonicated type II 
cells were incubated with 4-ipomeanol, NADPH, and reduced gluta-
thione, glutathione conjugates were formed,115 suggesting that type II 
alveolar epithelial cells also possess glutathione S-transferase activity. 

C. Pulmonary Alveolar Macrophages 

The pulmonary alveolar macrophage residing in the wall and lumen of 
the pulmonary alveoli is the only other pulmonary cell for which there is 
information regarding xenobiotic metabolism. Investigations on the ability 
of these cells to metabolize xenobiotics, however, have frequently yielded 
conflicting observations. For example, although neither Devereux^i al.114 

nor Hook et al.120 were able to detect cytochrome P-450 within pulmo­
nary alveolar macrophages, Fisher et al.121 reported that microsomes 
isolated from these cells do contain this protein. However, alveolar mac­
rophage cytochrome P-450 comprises only a small fraction of the total 
pulmonary content of this hemoprotein. Although NADPH-cytochrome 
c (P-450) reductase and cytochrome b5 are both present within pulmonary 
alveolar macrophages,120 a number of investigations have indicated that 
these cells either cannot oxidatively metabolize xenobiotics115,118,120,122 or 
exhibit only very low activities.120,121 In contrast, pulmonary alveolar 
macrophages have been reported to possess aryl hydrocarbon hydroxy-
lase activity105,123,124 which is inducible.123 Moreover, the incubation of 
alveolar macrophages with benzo[<s]pyrene was found to result in the 
formation of a dihydrodiol metabolite,124 suggesting the presence of both 
cytochrome P-450 and epoxide hydrolase. Although neither glutathione 
5-transferase nor UDPglucuronyltransferase activity was detected within 
pulmonary alveolar macrophages,120 these cells are capable of acetylating 
xenobiotics.122 Although it appears that the pulmonary alveolar mac­
rophage is capable of metabolizing xenobiotics, the specific role that this 
cell plays in the pulmonary metabolism of chemicals remains to be 
clarified. 

IV. DISTRIBUTION WITHIN THE SKIN 

The skin is another common portal of entry of xenobiotics. Not only is it 
continuously exposed to a great many environmental chemicals, but it is 
also exposed to many therapeutic agents, and this exposure will increase 
as transdermal medication—the delivery of drugs through the unbroken 
skin—becomes more popular. The skin is also a target for chemically 
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induced toxicity, especially carcinogenesis. In fact, chemically induced 
neoplasia has probably been studied to a greater extent in the skin than in 
any other organ. 

Although the skin is often considered as merely acting as a passive 
barrier to the entrance of chemicals, it is clearly capable of metabolizing 
endogenous substances as well as drugs and other exogenous chemi­
cals.125,126 Attempts at examining xenobiotic activating and detoxicating 
enzymes within the skin have frequently met with little or no success, 
primarily because of technical difficulties attendant on the homogenization 
and subsequent preparation of subcellular fractions from skin and because 
of the relatively low levels of the cutaneous enzymes. Despite the low 
activity of these enzymes in skin, it must be appreciated that the skin is 
the largest organ in the body, comprising between 4 and 6% of total body 
weight.127 Thus, the skin could significantly contribute to the animal's total 
metabolism of chemicals. Although the indicated difficulties have hampered 
their study, cytochrome P-450,128-129 NADPH-cytochrome c (P-450) 
reductase,129-130 epoxide hydrolase,93'131432 glutathioneS-transferase,132*133 

UDPglucuronyltransferase,134,135 and aryl sulfotransferase136 have all been 
detected within the skin, and microsomal preparations isolated from skin 
are capable of catalyzing aryl hydrocarbon hydroxylase,128-130,132 aniline 
hydroxylase,129 7-ethoxycoumarin 0-deethylase,129'132 aminopyrine N-
demethylase,137 and/?-nitroanisole 0-demethylase138 activities. These cu­
taneous enzymes and monooxygenase activities can be induced by a 
variety of xenobiotics.125'126,128"130'132,135 

Little is known of the specific sites for xenobiotic biotransformations 
within this tissue. The skin is a relatively complex and heterogeneous 
organ, consisting of an epidermis and a dermis (Fig. 3). The epidermis is a 
stratified, squamous, keratinizing epithelium composed of a variable 
number of cell layers, whereas the dermis is a thick, dense connective 
tissue layer extending from the epidermis to the fatty, areolar subcutane­
ous tissue. The dermis is rich in vasculature and nerves and contains hair 
follicles and sebaceous glands. The hair follicle is a cylindrical formation, 
derived from the epidermis, that grows down into the dermal connective 
tissue; the outermost layer of the hair follicle, the outer root sheath, is 
continuous with the epidermis. Sebaceous glands are also derived from 
the epidermis and are usually associated with hair follicles, discharging 
their secretions into the upper part of the hair follicle via a short duct. 

By means of autoradiographic techniques, Nakai and Shubik139 found 
that an appreciable amount of radioactivity was concentrated within the 
epidermis, the upper part of hair follicles, and sebaceous glands after the 
topical application of tritiated 7,12-dimethylbenz[ö]anthracene to mouse 
skin. Isolated hair follicles have been reported to be capable of metaboliz-



Fig. 3. Skin of an untreated female rat stained with hematoxylin and eosin. 1. Epider­
mis. 2. Upper portion of the dermis. 3. Outer root sheath of a hair follicle shown in longitu­
dinal section. 4. Excretory duct of a sebaceous gland. 5. Sebaceous gland. 6. Hair cortex. 
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ing benzo[tf]pyrene to yield dihydrodiols, the formation of which was 
prevented in the presence of an inhibitor of epoxide hydrolase activity.140 

The epidermis, sebaceous glands, and epithelium of hair follicles in skin of 
untreated rats have each been observed to be histochemically stained for 
aniline hydroxylase activity, sebaceous glands being the most intensely 
stained.107 In contrast, although benzolIpyrene hydroxylase activity was 
not histochemically demonstrable within either epidermis or hair follicles 
in skin of untreated mice, aryl hydrocarbon hydroxylase activity increased 
within sebaceous glands and became apparent within the epidermis 
and the upper portion of the hair follicle following the topical applica­
tion of ß-naphthoflavone to mouse skin.102 Results of immunohistochemi-
cal investigations71,141 are consistent with the observations indicating that 
the epidermis, sebaceous glands, and hair follicles are the sites of 
xenobiotic activation and detoxication within the skin: cells of the 
epidermis, the sebaceous glands, and the outer root sheath of hair follicles 
in skin of untreated rats and mice were all found to be immunohistochem-
ically stained for three isoenzymes of cytochrome P-450 (PB-B, MC-B, 
and BNF-B),141 NADPH-cytochrome c (P-450) reductase,141 epoxide hy­
drolase,141 and glutathioneS-transferases B, C, and E.41 

V. COMMENTS 

It will be apparent that enzymes participating in both bioactivation and 
detoxication of drugs, carcinogens, mutagens, and other xenobiotics are 
not uniformly distributed within tissues such as the liver, lung, and skin. 
Although distinctive cell types may be the only cells in which chemicals 
can be metabolically activated and detoxicated within a given tissue, it 
is equally clear that morphologically similar cells can frequently exhibit 
significant differences in their ability to metabolize xenobiotics. Metabolic 
differences can often be accentuated when the xenobiotic-metabolizing 
enzymes are induced. 

Differences in the concentration and activity of xenobiotic activating 
and detoxicating enzymes within either discrete cell types or morphologi­
cally similar cells undoubtedly account, in large measure, for the rela­
tively selective nature of many chemically induced toxicities. Within the 
next few years, we can anticipate a significant increase in our knowledge 
of the localizations and distributions of these important enzymes within 
many other mammalian tissues, thereby increasing our understanding of 
the biological basis for the selective damage frequently induced within 
either specific cells or tissue regions after the exposure to specific 
xenobiotics. 
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I. INTRODUCTION 

Two facts dominate past and current aspects of research in xenobiotic 
metabolism: (1) that xenobiotics in a biological environment can experi­
ence a variety of chemical reactions and (2) that enzymes are the chemical 
operators of the biosphere. These facts imply that xenobiotic metabolism 
must result essentially from enzymatic reactions, as confirmed in innu­
merable studies. 

Granting enzymatic reactions, there is a growing awareness that 
xenobiotics can be biotransformed by other mechanisms. Indeed, a num­
ber of situations can be recognized in the pathways leading from a 
xenobiotic to a metabolite (Fig. 1). The most obvious possibility is for the 
xenobiotic to undergo an enzymatic reaction, as is discussed elsewhere in 
this volume. Another simple and as yet poorly recognized situation in-
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Xenobiotic 

Stable metabolite 

Fig. 1. Enzymatic and nonenzymatic modes of xenobiotic metabolism. 

volves a nonenzymatic reaction directly generating a stable metabolite. 
This chapter is concerned mainly with such situations, presenting rep­
resentative evidence and attempting to delineate those metabolic path­
ways in which nonenzymatic reactions are of significance. The topic has 
already been reviewed in a somewhat different form.1 

Aside from the two conceptually simple situations of enzymatic and 
nonenzymatic reactions, other more complex cases exist. Thus, we will 
give some attention in Section II to borderline cases (Fig. 1) that are 
difficult to categorize as genuinely enzymatic or nonenzymatic because 
they involve macromolecules that are not enzymes, yet display an en­
zyme-like behavior. Again different are postenzymatic contributions to 
xenobiotic metabolism. Here, enzymatically generated primary metabo­
lites display various degrees of instability and undergo spontaneous or 
nonenzymatically catalyzed breakdown (postenzymatic reactions) to sta­
ble metabolites. 

Metabolic pathways including an enzymatic reaction followed by a 
postenzymatic breakdown or rearrangement have long been recognized 
and will not be considered in detail here. The interested reader is referred 
to two remarkably well-documented reviews.2,3 One particularly impor­
tant aspect of postenzymatic chemistry is that involving various activated 
forms of oxygen; this topic is extensively and lucidly reviewed by Träger4 

and in Chapter 7. 
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II. REACTIONS WITH MACROMOLECULES AS 
BORDERLINE CASES 

Reactions of xenobiotics with macromolecules imply more than the 
straightforward case in which these macromolecules are enzymes. Reac­
tive metabolites can undergo, for example, a postenzymatic reaction (ad-
duct formation) with such macromolecular systems as nucleic acids5 and 
hemoglobin.6,7 Relevant to the present context is the case of a chemical 
reaction catalyzed by nonenzymatic macromolecules. Some proteins, not 
categorized as enzymes, may display an enzyme-like behavior, a situation 
that must be regarded as a borderline case (Fig. 1) and the source of some 
semantic confusion. As an example, bovine serum albumin has been 
shown to catalyze the oxygenation of benzo[a]pyrene.8 By stirring ben­
z o l ]pyrene with albumin in water in the dark at 4°C for 5 days, a free 
radical was produced; it was identified as the 6-phenoxy radical (I), and 
not the 1- or 3-phenoxy radical or a semiquinone radical. Such conditions 
and results may or may not have physiological relevance. But the fact that 

OR 

I II 

the reaction occurs at all, as well as its high regioselectivity, points to 
unexpected and challenging properties of serum albumin. 

Esterasic activity of human serum albumin has been demonstrated9 for 
a number of phenyl esters, including acetylsalicylic acid (II: X = o-
COOH, R = COCH3). Rate constants of hydrolysis are compared in 
Table I revealing some interesting facts. It is apparent that the rate con­
stant of spontaneous hydrolysis (k0) for the phenyl acetates is between one 
(acetylsalicylic acid) and two (p-nitrophenyl acetate) orders of magnitude 
smaller than the rate constant of an albumin-catalyzed hydrolysis. Both 
rate constants for the phenyl acetates are controlled by the electron-
withdrawing power of the ring substituent; there are indeed very good 
linear correlations between logk and the pKa of the corresponding phenol. 

log kcat = -0.6S5pKa + 4.98 (1) 
n = 6, r2 = 0.989 

log k0 = -0.412pü:a + 0.435 (2) 
n = 6, r2 = 0.972 
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TABLE I 

Rate Constants for the Hydrolysis of Phenyl Esters in the Presence 
(kcat) or Absence (k0) of Human Serum Albumin0 

Substituent 

Phenyl acetates* 
o-COOH 
p-OCHg 
p-Cl 
m-Cl 
m-N0 2 

p-NO, 
p-Nitrophenyl esters0 

Acetate 
Propionate 
Butyrate 
Valerate 
Capronate 
Isobutyrate 
Isovalerate 
Trimethyl acetate 

Acat (sec"1) 

4.00 x 
7.30 x 
2.97 x 
4.42 x 
2.65 x 
1.24 

2.93 x 
7.15 x 
1.02 x 
2.58 x 
2.22 x 
1.08 x 
1.47 x 
6.42 x 

IO-4 

IO-3 

10"2 

10"2 

10"1 

10"2 

10"2 

10"2 

10-3 

10-3 

10"2 

10-3 

10-4 

k0 (sec"1) 

2.10 x IO-5 

1.23 x IO-4 

3.87 x IO-4 

7.22 x IO-4 

1.18 x IO-3 

2.25 x IO-3 

— 
— 
— 
— 
— 
— 
— 
— 

a Data from Kurono et al " Data irom Kurono et al." 
b Substituents given for X (II: R = COCH3; pH 9.9, 25°C). 
c Substituents given for R (II: X = p-N02; pH 7.0, 25°C). 

It is clear that electron withdrawal from the ester linkage facilitates hy­
drolysis and that albumin, like the hydroxyl anion, behaves as a nucleo­
philic reagent. The protein, however, is a weaker nucleophile, as shown 
by the different slopes in Eqs. (1) and (2). The overall greater activity of 
albumin as compared to H20/OH~ is due to the good binding of the sub­
strates,9 a process that favors subsequent hydrolysis and a role that al­
bumin performs well in vivo. 

The above mechanistic model is substantiated by the finding10 that the 
primary reactive site of albumin contains a tyrosine residue. Because the 
esterase activity of albumin is inhibited by acetic anhydride,11 it would 
appear that the tyrosine phenolic group is the nucleophilic reagent. In 
regard to the hydrolysis of p-nitrophenyl esters (Table I), structure-
activity relationships are less apparent. A plot of these results reveals a 
parabolic relationship between rate of hydrolysis and size of the acyl 
group; activity decreases for acyl groups with more than three carbon 
atoms. Branching also decreases hydrolysis, but the number of observa­
tions is too small to derive regression equations. 
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These studies thus show that serum albumin, although not regarded as 
an enzyme, displays a genuine enzyme-like behavior. Indeed, it contains a 
site able both to bind and hydrolyze phenyl esters, these processes being 
highly dependent upon the structure of the substrates and subject to com­
petitive or noncompetitive inhibition.10,11 

III. REACTIONS WITH ENDOGENOUS 
NUCLEOPHILES 

This section discusses smaller nucleophilic compounds, as opposed to 
the macromolecules considered in the previous section. An interesting 
reaction is the nonenzymatic reduction of nitrosobenzene mediated by 
either NADPH or NADH.12 In aqueous buffered solutions, quantitative 
conversion to phenylhydroxylamine was observed. The rate constants of 
reduction are practically identical for both reagents, and they are the same 
at pH 5.7 and 7.4 and are independent of buffer concentration, the reaction 
not being subject to general acid-base catalysis. These results are all 
compatible with the reagents acting by transfer of a nucleophilic hydride 
anion, as is the case with the NAD(P)H-catalyzed reduction of carbonyl 
groups. Such results open promising perspectives and may lead to a 
broader understanding of bioreduction processes. 

Most nonenzymatic biotransformations involving endogenous nucleo-
philes other than water are mediated by thiols, particularly glutathione 
(GSH). Throughout the biological literature are a number of isolated ob­
servations showing that GSH conjugates can be formed nonenzymatically 
from several substrates. Ketterer13 has discussed these observations in 
terms of two factors, namely, the susceptibility of an electrophile to nu­
cleophilic attack by GSH and the catalytic effectiveness of the GSH trans-
ferases. Some combinations of these two factors are illustrated by the 
reaction of 1,2-disubstituted ethanes with GSH to yield ethylene. The 
most probable reaction is shown in Fig. 2; the rates of enzymatic and 

GS~ ♦ X;CH2CH2-Y - GS-CH2CH2-Y ♦ X 

RS" ♦ GS-CH2CH2^Y "* 

GS-SG + H2C = CH2 + Y 

Fig. 2. Proposed mechanism for the reaction of 1,2-disubstituted ethanes with GSH.14 



142 Bernard Testa 

TABLE II 

Metabolism of 1,2-Disubstituted Ethanes with GSH to Yield Ethylene0 

Substrate 

Ethylene formed (pmol/min)0 

Nonenzymatic0 Enzymatic0" 

1,2-Dibromoethane 323.5 ± 161.2 305.1 ± 87.6 
l-Bromo-2-chloroethane 5.9 ± 4.9 137.7 ± 55.6 
1,2-Dichloroethane 0.6 ± 0.2 26.8 ± 8.5 
2-Chloroethyl methanesulfonate 6.2 ± 1.1 13.6 ± 4.7 
Ethylene bis(methanesulfonate) 11.9 ± 1.0 8.3 ± 1.8 

a Data from Liversey and Anders.14 

b Substrate and GSH concentrations 25 and 10 mM, respectively. 
c In buffer. 
d Enzymatic reaction is the difference between total (in rat liver cytosol) and 

nonenzymatic reactions. 

nonenzymatic reactions are compared in Table II. It is apparent that for 
one substrate, both reactions proceed very efficiently. For other sub­
strates, both reactions proceed at moderate rates, and for still others, the 
nonenzymatic reaction is far less efficient than the enzymatic one. How­
ever, rationalizing the relative importance of these two contributions in 
terms of the structure of substrates appears difficult with available data. 

Certain reactions of GSH with arylnitroso compounds appear of inter­
est in a toxicological context. These xenobiotics react nonenzymatically 
with GSH to yield arylhydroxylamines and arylamines,15 as shown in a 
simplified way in Fig. 3. The reactions appear of particular significance in 
the biotransformation of nitrosobenzene in red cells.16 Although the 

Aryl-NO ♦ GSH 

Aryl-NH2 Aryl-NHOH 

Ary l -N-SO-G 

Fig. 3. Redox reactions of arylnitroso compounds with GSH.11 
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R'-ON02 R"-0N0 

I ^ 
N02" 

Fig. 4. Proposed mechanisms for the 1 
generation of 5-nitrosothiols from organic j 
nitrates and nitrites, nitrite anion, and nitric ? R-SH 
oxide.17 NO ^ R-S-N=0 

GSH-mediated reduction of nitroso compounds is clearly a detoxication 
process, its benefits are overcome by the rapid reoxidation taking place in 
red cells.16 

Cysteine has been shown to react with nitric oxide (NO) or sodium 
nitrite (NaN02) to yield S-nitrosocysteine.17 The latter compound and 
other S-nitrosothiols are strong activators of coronary arterial guanylate 
cyclase, an activation leading to vascular smooth-muscle relaxation. The 
same study17 has shown that organic nitrates (e.g., glyceryl trinitrate) and 
organic nitrites (e.g., amyl nitrite) also react with cysteine to yield 
S -nitrocysteine and that the presence of cysteine or other thiols is re­
quired for these smooth-muscle relaxants to activate guanylate cyclase. 
The scheme presented in Fig. 4 has thus been proposed in order to explain 
the formation of a common mediator, 5-nitrosothiol, from nitrates and 
nitrites. A number of probably nonenzymatic reductive steps are involved 
in the formation of nitric oxide, which then undergoes nonenzymatic at­
tack by thiols. However, the exact mechanism of this key reaction has not 
been detailed.17 

IV. REACTIONS WITH ENDOGENOUS 
ELECTROPHILES 

Biogenic aldehydes and ketones such as formaldehyde, acetaldehyde, 
acetone, pyruvic acid, a-ketoglutaric acid, and acetoacetic acid form a 
group of endogenous electrophiles able to react nonenzymatically with a 
variety of amino derivatives, forming Schiff bases. O'Donnell18 has ex­
tensively discussed the reaction of amines with carbonyls from three 
points of view, namely, the mechanistic aspects of the reaction, with 
particular emphasis on the type of catalysis depending upon the basicity of 
the nucleophile; the stability of the products; and the significance of the 
reaction in the nonenzymatic metabolism of xenobiotics. 

The reactions of carbonyls with a number of medicinal hydrazines and 
hydrazides are especially well studied, because of their significance in 
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biotransformation processes. Hydralazine (III) is particularly illustrative 
in this respect, and several studies have indicated its readiness to form 
hydrazones under physiological conditions of pH and temperature. Thus, 
characterized hydrazones result from the reaction with formaldehyde 
(IV), acetaldehyde (V), pyruvic acid (VI), acetone (VII), and a-
ketoglutaric acid (VIII).19,20 The hydrazones tend to rearrange, yielding 
either triazolo[3,4-a]phthalazine derivatives19-21 (IX) or phthalazinone20 

(X). 

NHNH2 

RR'C=0 

NHN=C 
\ c 

III I V R = R*=H 
V R=CH3,R*=H 

. V I R=CH3, R'=COOH 

V I I R=R'=CH3 

V I I I R=CH2CH2COOH 
R'=COOH 

IX X 
Other examples exist that are chemically less well understood. Xylidide 

local anesthetics yield a number of cyclic metabolites, conceivably gener­
ated postenzymatically or nonenzymatically, the carbon atom that oper­
ates the ring closure either belonging to the molecule or not. Thus, 
tocainide (XI) in rats yields the hydantoin derivative (XII).22 The reaction, 
although not fully understood, is believed to be nonenzymatic. The in­
volvement of carbamyl phosphate has been postulated,22 leading to the 
carbamylation and subsequent cyclization of tocainide. Small amounts of 
XII were also formed from tocainide and C02.22 Whatever the actual 
mechanism, formation of the hydantoin, XII, is one more feature of the 
complex metabolic behavior of xylidides. 

CH, 0 
XII 
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V. BREAKDOWN AND REARRANGEMENT 
REACTIONS OF XENOBIOTICS AND 
PRODRUGS IN ACIDIC AND NEUTRAL 
AQUEOUS MEDIA 

Many xenobiotics contain functional groups that display relatively lim­
ited stability under physiological conditions. Thus, the hydrolytic break­
down of acid-sensitive penicillins under gastric conditions of acidity is a 
well-known phenomenon. Breakdown reactions in neutral media, particu­
larly in blood plasma, occur for a number of drugs and other xenobiotics 
and may even play a significant metabolic role. For example, the two ester 
bonds of cocaine (XIII) differ markedly in a metabolic sense.23 Both liver 
and serum esterases hydrolyze the benzoyl ester bond to yield ecgonine 
methyl ester (XIV). In contrast, the methyl ester bond is resistant to 
enzymatic hydrolysis but is readily hydrolyzed nonenzymatically (—40% 
after 24 hr at pH 7.4 and 37°C) to benzoylecgonine (XV). The latter is 
generally considered to be the major metabolite of cocaine in humans, 
thereby indicating the significance of the nonenzymatic reaction of hyd­
rolysis. 

\ Me / " \ Me / ^ \ Me / 
X^COOMe X^COOMe X^COOH 
OH 0 /-Λ 0 ^ 

XIV XIII XV 

o 
H2N-(CH2)3-NH-(CH2)-S-P-OH 

OH XVI 

In a study on the carcinogenicity of 6-substituted benzofcz jpyrene (BP) 
derivatives,24 it was found that activity resides in those compounds capa­
ble of conversion to 6-hydroxymethyl-BP. The 6-chloromethyl and 
6-bromomethyl derivatives were found to be good precursors of 
6-hydroxymethyl-BP. Interestingly, the reaction of nucleophilic substitu­
tion was proven to be nonenzymatic; under physiological conditions in the 
absence of enzyme, 80-90% of the incubated amount was transformed in 
1 hr.24 

An actively studied class of medicinal compounds is that of prodrugs, 
compounds that can be converted to their active metabolite(s) either en-
zymatically or nonenzymatically. The compound WR-2721 (XVI) is a pro-
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H20 
R-CONH-CH2-NR'R" 1—» RCONH + CH2 = NR'R" "ί—» 

RCONH2 ♦ HO-CH2-NR'R" ^ = Ξ RCONH2 * CH20 + HNR'R" 

Fig. 5. Proposed mechanism for the decomposition of TV-Mannich bases.27 

drug of the corresponding free thiol 7V-2-mercaptoethyl-l,3-diaminopro-
pane, which is an active mucolytic agent.25 The prodrug is enzymatically 
hydrolyzed by intestinal and hepatic esterases, but its poor stability under 
acidic conditions (quantitative hydrolysis in 6 hr at pH 3.4 and 20°C) sug­
gests that part of the free thiol generated in vivo is produced nonenzymati-
cally in the stomach. 

Many prodrugs of amides, imines, and amines have been prepared, as 
extensively reviewed by Pitman.26 Important representative groups in­
clude ring-opened derivatives of cyclic drugs, for example, ben-
zodiazepines, N-hydroxymethylated amines, and N-Mannich bases, all of 
which break down nonenzymatically. Many Af-Mannich bases have been 
studied for their stability,27 and their rate of decomposition is shown to be 
heavily dependent upon the substituents, which act through steric and 
electronic effects, i.e., by modulation of pKa. It appears that the rate 
constants of decomposition of TV-Mannich bases are two to three orders of 
magnitude larger for the neutral than for the protonated forms of the 
bases; the proposed mechanism of decomposition27 is shown in Fig. 5. 

VI. REACTIONS BETWEEN TWO XENOBIOTICS 

A few instances are known of a xenobiotic reacting nonenzymatically 
under biological conditions with another xenobiotic or with a metabolite. 
Often, such reactions involve adduct formation, although at least one 
example of a redox reaction is known and will be discussed. 

Quite unexpected was the finding that coadministration of acetyl-
salicylic acid (XVII) and acetaminophen (XVIII) to rats or rabbits leads to 
the formation of salicylic acid (XIX) and A^O-diacetyl-p-aminophenol 
(XX).28 Transacetylation of this sort is likely to be nonenzymatic because 
phenol acetylation is not a known pathway of xenobiotic metabolism and 
because XX is not a metabolite when acetaminophen is administered 
alone. 

Under the acid conditions likely to exist in the stomach, norethindrone 
was shown to react with isoniazid to form the hydrazone XXI.29 The 
optimum pH is 2.5 and the reaction is essentially complete in 6 min at 
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XVII 

XIX 

37°C. When administered orally to guinea pigs, the hydrazone was de­
tected in plasma, thus proving its ability to be absorbed intact from the 
gastrointestinal tract. The same, however, was not found in rats, probably 
because of faster cleavage in the liver of the hydrazone, as shown by in 
vitro experiments. Such a finding suggests the possibility of interference 
with the contraceptive effect of norethindrone in women. 

JOOO 
NHAc 

XXII 

When a xenobiotic reacts with one of its own metabolites, or with 
another xenobiotic metabolite, the situation pertains to postenzymatic as 
much as to nonenzymatic metabolism. This is documented by a number of 
examples that have been reviewed.1 An interesting illustration is that of 
the dimer XXII that is formed as an in vitro metabolite of N-
hydroxy-2-acetylaminofluorene C/V-OH-2-AAF).30 The sulfation of iV-
OH-2-AAF to its Ν,Ο-sulfate ester is a necessary step in the formation 
of the dimer, suggesting the involvement of a nitrenium ion. The latter 
then is trapped by 2-AAF (added or formed by 7V-OH-2-AAF reduction); 
such a dimer has been shown to be far less mutagenic than 2-AAF or its 
N-oxygenated metabolites. The formation of dimer XXII must be viewed 
as a genuine process of detoxication.30 
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NADP semiquinone benzo[a]pyrene 
9 

w - 07 
NADPH 1.2-naphtho- BtalP radical? -

quinone 

^.5-dihydrodiol 
3-phenol 
9-phenol 
1,6-quinone 
3,6-quinone (major) 
6,12-quinone 

Fig. 6. A postulated pathway for the nonenzymatic oxidation of benzo[a]pyrene medi­
ated by NADPH plus 1,2-naphthoquinone.1·31 Reproduced with the permission of Marcel 
Dekker, Inc. 

An interesting although isolated example of a nonenzymatic reaction 
between two xenobiotics without adduct formation has been reported 
by Nesnow and Bergman.31 These authors have shown that 1,2-
naphthoquinone can function as an electron transport component in the 
NADPH-dependent oxidation of benzo[a]pyrene. The postulated mecha­
nism is shown in Fig. 6, with the semiquinone as the most likely interme­
diate formed in the reaction. The reduced quinone can conceivably act by 
reducing either benzo[#]pyrene or 02 , the former mechanism appear­
ing more likely.31 Other quinones were tested in this system: 1,4-
naphthoquinone and 9,10-anthraquinone were inactive; menadione and 
vitamin K were moderately active; and 1,4-benzoquinone and phen-
anthrene-9,10-quinone were markedly active.31 This nonenzymatic 
pathway deserves continued study because a number of quinones can be 
postulated as active redox agents catalyzing the oxidation of their parent 
aromatic hydrocarbon or of other aromatic hydrocarbons. 

VII. CONCLUSION 

The present chapter has tried to show that the biotransformation of 
xenobiotics is not restricted to enzymatic reactions. Nonenzymatic reac­
tions, whether direct or postenzymatic, occur and are documented. How­
ever, their importance in xenobiotic metabolism is difficult to assess. In 
vitro systems, in general, vary from poor to good in their relevance to in 
vivo situations, but for nonenzymatic reactions their degree of relevance is 
usually unknown. As a consequence, one can only speculate on the rele­
vance of most of the previously described examples to in vivo biotrans­
formation. Because the concept of nonenzymatic metabolism is not yet 
familiar to every biologist, valuable findings could have escaped unaware 
investigators. It is hoped that in the near future, a more fully documented 
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view will be provided of nonenzymatic reactions in the biotransformation 
and toxication-detoxication of xenobiotics. 
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I. INTRODUCTION 

Compounds that pass through the body without undergoing metabolic 
transformation have been considered briefly in reviews of drug metabo­
lism.1,2 The finding that a compound is excreted unchanged usually re-
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duces its interest to researchers in the fields of drug metabolism, bio­
chemical pharmacology, and toxicology. Accordingly, most reviews have 
considered unmetabolized compounds in a cursory manner, and many 
aspects and implications have been overlooked. This chapter presents 
a critical account of the criteria for classification of a compound as "un­
metabolized," followed by an assessment of the nature of those com­
pounds that have been reported to be unmetabolized, with comparison to 
the fate of metabolized structural analogs. Finally, some toxicological im­
plications of the absence of metabolism are considered briefly. 

II. CRITERIA FOR CLASSIFICATION OF A FOREIGN 
COMPOUND AS BEING UNMETABOLIZED 

Unmetabolized implies an absolute quality, the absence of metabolism, 
which can never be proved experimentally. Although it is easy to demon­
strate that a thing exists, the converse (i.e., its absence) is a relative value 
that is limited by both the ability of the observer and the conditions under 
which the observation was made. Thus, it is important to realize that there 
is no truly unmetabolized compound, but merely that there are a number 
of compounds that are eliminated from the body largely in unchanged 
form, and for which no metabolites have been detected. However, if this 
description were used, future improvements in the sensitivity and resolu­
tion of analytical techniques would soon render this chapter both out of 
date and incorrect, despite the continuing validity of many of the broader 
conclusions reached. With these considerations in mind, an un­
metabolized compound should be regarded as one in which the vast ma­
jority of the dose is either retained in the body and/or eliminated as the 
unchanged chemical and for which metabolism is of negligible importance 
in the overall elimination of the compound. In the context of this chapter, 
a balance of more than 95% unchanged and less than 5% metabolism will 
be used arbitrarily to separate unmetabolized from metabolized 
chemicals. 

A. Analytical Methodology 

Early studies on the metabolism of foreign compounds concentrated on 
the detection and characterization of excretory products. General conclu­
sions with respect to pathways of drug metabolism resulting from such 
pioneering studies were reviewed in the classic text of R. T. Williams.3 

Most of the early work was qualitative, and therefore, reports of the 
excretion of unchanged compounds cannot be evaluated properly. The 
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application of quantitative methods, initially colorimetry and gravimetric 
analysis, allowed an estimation of the percentage of drug excreted. How­
ever, it was not until the application of separation techniques such as 
chromatography and electrophoresis, combined with spray reagents for 
visualization, that it was possible to conclude that the material present in 
excreta was the unchanged xenobiotic. A further major advance in the 
detection of metabolites came with the incorporation of a radiolabeled 
atom into the foreign compound. This allowed both detection and quan­
tification of the metabolites, as well as measurement of the percentage of 
the dose recovered in excreta. Other advances have come from refine­
ments in separation, such as high-performance liquid chromatography 
(hplc), which have allowed increased separation and resolution of struc­
turally related chemicals. 

A wide range of techniques of varying credibility and validity have been 
applied to compounds reported to be excreted unchanged, which will be 
discussed in detail subsequently. An attempt (Table I) has been made to 
rate these in order of validity, and these ratings are then applied to subse­
quent tables. It should be realized, however, that frequently few or no 
details of the methods used have been reported. On the basis of the dates 
of such publications and the techniques available, these have either been 
assigned a rating as given in Table I or are indicated by a question mark 
(see Tables II-VII). 

B. Dose Selection and Purity 

/. Dose Level 
The total elimination or clearance of a compound from the body (C7tot) 

is the sum of the various contributory pathways, such as renal clearance 
(C/R), biliary clearance (C/B), metabolism (C/m), excretion via the lungs, 
and so on (Eq. 1) (see also Chapters 8 and 9, this volume). 

C/tot = C/R + C/B + C/m + · · · (1) 
Each pathway may consist of both nonsaturable first-order processes, 

such as diffusion or spontaneous decomposition, which are independent of 
dose, and saturable first-order processes, such as renal tubular secretion 
or enzyme-mediated biotransformation, which will decrease in impor­
tance when high doses are given. These saturable processes may show a 
high or low affinity and a high or low capacity for the foreign compound. 
Because the products detected in excreta reflect the balance of all con­
tributory elimination processes, it is possible for the dose selected to alter 
dramatically the extent of metabolism. Two such situations can be envis­
aged. 
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a. Dose Too High. If a metabolic process has a low capacity for the 
foreign compound, then the pathway may be saturated at quite low doses, 
even if the process has a high affinity. As the dose administered is in­
creased, the excess is eliminated by nonmetabolic pathways such as renal 
elimination of the unchanged compound. An example is found in the 
conjugation of thiodipropionic acid,4 for which the extent of conjugation 
decreases from 97% at 3 mg/kg to 20% at 627 mg/kg. It seems probable 
that in some cases, compounds are classified as unmetabolized simply 
because a high dose has been used in the metabolism study to aid detec­
tion and characterization of the metabolites. 

b. Dose Too Low. If an enzyme has a low affinity for the foreign 
compound, then the pathway may be undetectable at low doses, as most 
of the material will be eliminated by high-affinity processes such as renal 
tubular excretion. However, as the dose is increased, the high-affinity 
process may become saturated and the resultant buildup in plasma and 
tissue levels of the compound may allow the low-affinity metabolic pro­
cess to be detected. An example is seen with the fate of 2,4,5-tri-
chlorophenoxyacetic acid (2,4,5-T),5 which is excreted unchanged at low 
doses but undergoes detectable metabolism at doses sufficient to saturate 
the renal clearance of the parent compound. Such phenomena are fre­
quently of importance in high-dose animal toxicity studies.6 

2. Dose Purity 
The presence of impurities in the dose material is likely to result in a 

truly unmetabolized chemical appearing to produce metabolites. If in a 
metabolism study the amount of any metabolite detected in excreta is less 
than the impurity content of the dose material, then the "metabolite" 
need not be a biotransformation product of the test compound. The syn­
thetic sweetener saccharin provides an example. Early studies, reviewed 
by Williams,3 indicated that saccharin was excreted unchanged. How­
ever, with the advent of radiochemical techniques, studies in the early 
1970s suggested that up to 1% of the dose was metabolized by heterocy-
clic ring fission to 2-sulfamoylbenzoic acid and 2-sulfobenzoic acid (see the 
later discussion). These findings could not be reproduced by other work­
ers using highly purified, radiolabeled saccharin, and it appears likely that 
the [14C]saccharin used in the early studies contained a radiolabeled im­
purity (such as benz[d]isothiazoline 1,1-dioxide) that produced the re­
ported "metabolites."7 

C. Species 
It is now recognized that there occur marked species differences in the 

extent of metabolism of some xenobiotics.1'2,8 These differences are usu-
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Conjugates 

t 
^ γ γ ^ ^ γ γ ^ ^Ύν°ΟΗ 

C . W ^ N H C.-kAg/NH ci^kAs/NH 

Λ oh o** 
Diazoxide Alcohol Acid 

Human P.O. 31 
Monkey I.V. 70 
Dog P.O. 70 
Rat I.P. 98 
Guinea Pig I.P. 98 

Fig. 1. Species differences in the fate of diazoxide.9 The numbers given refer to the 
proportion of radioactivity present in urine. In humans this represented about 90% of the 
dose, in monkey 8-63%, in dog 13%, in rat 38-68%, and in guinea pig 67-77%. 

ally in the extent to which a drug or metabolite utilizes alternative path­
ways and results in different proportions of urinary metabolites in differ­
ent species. However, for a compound that has only one major pathway of 
metabolism, species differences may lead to an apparent absence of me­
tabolism. Thus, diazoxide (Fig. 1) undergoes extensive metabolism in the 
human, the monkey, and the dog but is excreted essentially unchanged in 
the rat and the guinea pig.9 Conversely, cyclohexylamine, a strong base, 
undergoes negligible metabolism in the human (2%) but is subject to ex­
tensive deamination and aliphatic hydroxylation in the rat (5%), the 
guinea pig (5%), and especially the rabbit (27%).10 A similar species dif­
ference is seen in the conjugation of 4-nitrophenylacetic acid, which is 
negligible in the human and the monkey but extensive (61%) in the rat.11 It 
should be apparent that metabolism studies in a single species may incor­
rectly suggest that a compound is not subjected to biotransformation. 

D. Route of Administration 

The number of metabolic barriers that a compound must cross prior to 
entering the blood, with the consequent possibility of renal elimination 
unchanged, is dependent on the route of administration6 (see Chapters 8 
and 9, this volume). Parenteral administration such as intravenous, in-
traperitoneal, or subcutaneous injection allows the compound to reach the 
systemic circulation without passing any enzyme-rich tissue other than 
the lung. However, after oral administration, the compound must pass the 
metabolic hurdles of the gut contents and its enzymes, both host and 
microbial, the gut wall with its high capacity for conjugation, the high 

21 23 
13 10 
30 

< 2 
< 2 
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metabolic activity of the liver, and finally the lung. The nature and extent 
of first-pass metabolism of foreign compounds in these tissues have been 
reviewed12 (see also Chapters 9 and 10, this volume). Because the balance 
of unchanged compound to metabolites in the excreta must reflect, in 
part, the extent to which the compound is presented to the organs of 
excretion and metabolism, the proportion of unchanged chemical is usu­
ally higher after parenteral administration. Indeed, for compounds such as 
amygdalin,12 isoprenaline,13 methyldopa,14 and cyclamate,15 which are 
metabolized in the intestinal wall or contents, this difference may be so 
large that the compound is excreted essentially unchanged after parenteral 
administration, but largely as metabolites after oral administration. 

E. Effect of Chronic Administration 

Certain enzyme-mediated reactions are readily inducible by exposure of 
the animal to suitable environmental stimuli. When the environmental 
stimulus is the test chemical itself, there is the potential for the induction 
of metabolism during chronic administration. Under such circumstances, 
the fate of the compound will be different if tested prior to and during 
chronic administration. An excellent example of this is the nonnutritive 
sweetener cyclamate, which is excreted unchanged in normal animals but 
is metabolized extensively, but variably, to cyclohexylamine when given 
after a period of chronic administration.15 A further possible example is 
seen in the fate of certain nonmetabolized organochlorine compounds that 
are retained in the body and that can act as potent inducers of the cyto-
chromeP-450 system.16 

F. In Vivo and in Vitro Data 

Although in vitro techniques have provided invaluable tools for detailed 
analysis of mechanisms of enzyme-mediated reactions and cell toxicity, 
they have a limited value in determining whether or not a compound is 
unmetabolized (as defined earlier)./« vitro investigations may be mislead­
ing in two ways: 

1. The selection of inappropriate sources of enzyme, incubation condi­
tions, or concentrations of substrate or cofactors may suggest that a com­
pound is not capable of undergoing metabolism despite extensive bio-
transformation in vivo. 

2. With the exception of biliary elimination in the isolated perfused 
liver, in vitro techniques cannot take any account of alternative non-
metabolic pathways of elimination, and the chemical is trapped with the 
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enzyme for the duration of the study. Under such circumstances, the 
compound may undergo measurable biotransformation, despite the fact 
that it is eliminated largely unchanged in vivo. An excellent example of 
this is the aerosol propellant trichlorofluoromethane, which is converted 
to dichlorofluoromethane when incubated anaerobically in a sealed tube 
with liver microsomes17 but excreted almost totally unchanged in the 
expired airm vivo.18 

For these reasons, the presence or absence of metabolism during in vitro 
studies has been regarded as insufficient evidence for classifying a com­
pound as metabolized or unmetabolized for the purposes of this discus­
sion. 

III. PROPERTIES OF UNMETABOLIZED 
COMPOUNDS 

A wide variety of chemical structures are eliminated without significant 
enzyme-mediated transformation. From the diversity of chemical and 
physical properties, a number of groups emerge with a major subdivision 
separating compounds that are chemically reactive and those that are 
stable under physiological conditions. The former are frequently of high 
toxicity and are not excreted as the parent compound (considered in 
Chapter 10, this volume). The latter are the subject of this chapter and 
may be divided into a number of groups. 

A. Highly Polar Compounds 

Most therapeutic drugs and many anutrients encountered in the food 
and external environment contain ionizable functional groups such as 
COOH, NH2, and S03H. Such groups exist in equilibrium between the 
ionized, water-soluble and un-ionized, lipid-soluble forms. The extent of 
ionization in aqueous solution will depend on the polarity of the com­
pound, that is, its tendency to lose or gain a proton. 

Because it is the lipid-soluble, un-ionized form that is primarily respon­
sible for transfer of a chemical across cell membranes, highly polar mole­
cules frequently show only a slow rate of diffusion into cells with high 
metabolic capacity. Such a diffusion barrier does not exist at the glo-
merulus or for compounds that undergo active renal tubular secretion. 
The presence, therefore, of a highly ionized group, combined with the 
absence of an obvious target for metabolism, will predispose a compound 
to elimination without metabolism. 
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/. Acids 

a. Carboxylic Acids. The principal metabolic reactions of carboxylic 
acids are conjugation with glucuronic acid on the endoplasmic reticulum 
or with an amino acid within the mitochondria. Caldwell8 has concluded 
that carboxylic acid groups may be excreted unchanged if they have a low 
pKa, have a carboxyl group that is sterically hindered, or are more readily 
metabolized at other sites. The first two characteristics are of key impor­
tance to the present discussion but appear inadequate to explain all of the 
examples of unmetabolized carboxylic acids given in Fig. 2 and Table II. 

Carboxylic acids may be classified according to the number of acid 
groups present on the molecule, as shown in Fig. 2. 

Monocarboxylic acids are usually subjected to extensive metabolism. 
If the carboxylic acid group is attached to an aromatic ring, it will undergo 
a conjugation reaction, as previously described. If the acid group is at­
tached to an alkyl side chain, this will usually undergo /3-oxidation, ulti­
mately yielding an aromatic or arylacetic acid. There are very few exam-

TABLE II 

Carboxylic Acids 

Compound 

Monocarboxylic acids 
4-Sulfamoylbenzoic 
2-Nitrobenzoic 
Triphenylacetic 

Dicarboxylic acids 
Adipic 
ß-Ethyladipic 
Phthalic 
Methylenedisalicylic 
Cromoglycate 

Tricarboxylic acids 
Nitrilotriacetic 
Aurin tricarboxylic 

Tetracarboxylic acids 
Ethylenediaminetetra-

acetic 

Metabolism 
(%) 

0 
18c 

0 

100 
20(?) 

0 
0 
0 

0 
0 

0 

Dose« (%) 
recovered 

105 
72 

? 

70d 

80 
? 

85 
85+ 

90+ 
10e 

96+ 

Species 

Rat19 

Rat20 

Dog, rabbit3 

Rat21 

Dog3 

Dog3 

Various22 

Rat,23 human24 

Rat,25 human26 

Rat3 

Rat27 

Validity* 

*** 

? 

9 

**** 
**** 

**** 
** 

*** 

a As parent compound plus any metabolites. 
b For unmetabolized compounds (see Table I). 
c Nitroreduction plus some conjugation (?). 
d As COz. 
e Extensive retention in body. 
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Monocarboxylic Acids 

/ΓΛ 
H2NS02-T

 N
VCOOH 

4-Sulphamoylbenzoic Acid 

Dicarboxylic Acids 

/ v . COCH 

^ ^ C O O H 

Phthalic Acid 

rj 
HOOC^ 

Tricarboxylic Acids 

CH2COOH / 
N -CHjCOOH 

\ 
CHjCOOH 

O 

J 
OCH2 

-J 
- C H - -CH20 

K, 
Cromoglycate 

^ \ C O O H uu 
2-Nitrobenzoic Acid 

HOOC ^ \ CH, / v . COOH 

ΗθΜ U A H 
Methylenedisalicylic Acid 

o A 
" \ 0̂ C O O H 

HO OH 

HOOC-Λ, /\ Λ. /VcOOH 

C 

ό 
^ ^ C O O H 

O Nitrilotriacetic Acid Aurin Tricarboxylic Acid 

Tetracar boxy lie Acids 
HOOCv ^COOH N-CH2-CH2-N HOOC COOH 

EDTA 
Fig. 2. Unmetabolized carboxylic acids considered in Table II. 

pies of unmetabolized monocarboxylic acids and these may be explained 
adequately by the following: 

1. The presence of an electron-withdrawing group such as a sul-
fonamide group (4-sulfamoylbenzoic acid19 and 2-sulfamoylbenzoic acid) 
(see later discussion) or a nitro group (4-nitrophenylacetic acid11 or 
2-nitrobenzoic acid8, although one study20 indicates both conjugation and 
nitroreduction in the rat). Such electron-withdrawing groups tend to de­
activate the aromatic ring, stabilize the carboxylate anion, and thus 
decrease the pKa of the acid (4-sulfamoylbenzoic acid, pKa 3.519; 
2-nitrobenzoic acid, pKa 2.28) 
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2. The presence of a sterically hindered carboxylic acid group, as is 
found in triphenylacetic acid, which is excreted unchanged.8 

Dicarboxylic acids are a group that shows a pronounced tendency to 
elimination as the parent compound. Simple aliphatic dicarboxylic acids 
are common substrates for oxidative intermediary metabolism, with little 
excreted in the urine unchanged. However, the presence of chemical 
substituents may dramatically increase the elimination of unchanged 
compound. Adipic acid is almost entirely oxidized,21 but ß-alkyl deriva­
tives of adipic acid could be recovered from the urine in up to 85% yield.3 

Aromatic dicarboxylic acids represent a group of compounds with a high 
probability of avoiding biotransformation. In part, this may be due to their 
low pKa (phthalic acid,3 pKa 3.0; methylenedisalicylic acid,22 pKa 3.5; 
sodium cromoglycate,23-24 pKa 1.9), and to the fact that the un-ionized 
form may have low lipid solubility.23 However, comparison of the absence 
of metabolism of methylenedisalicylic acid with the extensive conjugation 
of salicylic acid suggests a further important determinant, which is that the 
organic acid must contain both a carboxylic acid and a hydrophobic center 
for extensive conjugation. A similar scheme has been suggested8 specifi­
cally for the amino acid conjugation of arylacetic acids, but the data 
presented here suggest a more general requirement for a hydrophobic 
center. Indeed, the absence of such a center in 4-sulfamoylbenzoic acid 
appears to be a more likely explanation of its lack of metabolism than does 
its pKa (3.5), which is similar to those of aromatic acids that undergo 
extensive conjugation.8 

Tricarboxylic acids such as nitrilotriacetic acid25,26 and aurin tricar-
boxylic acid,3 and tetracarboxylic acids such as ethylenediaminetetraace-
tic acid (EDTA),27 are not subject to significant metabolism in vivo. These 
findings support the suggestion made previously that a hydrophobic 
center is a requisite for the conjugation of carboxylic acid groups. 

b. Sulfonic and Sulfamic Acids. These functional groups are strong 
organic acids with pKa values of 2 or less3 and, as such, would predispose 
the associated molecules to elimination without metabolism. This is true 
for simple molecules such as methanesulfonic acid,3 iodomethanesulfonic 
acid,3 sulfoacetic acid,3 ethanesulfonic acid,3 benzenesulfonic acid,3 

2-naphthylamine-l- and -6-sulfonic acids,28 and single doses of cyclo-
hexylsulfamic acid (cyclamate)15 (Fig. 3; Table III). The high polarity of 
these acids results in their incomplete absorption from the gut, which 
provides the possibility of induction of metabolism by the intestinal mi-
croflora. This was found for cyclamate,15 and the enzyme that was induced 
could hydrolyze other simple sulfamic acids.29 A number of azo dyes 
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Fig. 3. Unmetabolized sulfonic and sulfamic acids considered in Table III. 

contain sulfonic acid groups and are subjected to metabolism, but because 
of intestinal microbial azo reduction and not by host tissues. 

c. Sulfonamides and Their Heterocyc/ic Analogs. The sul-
fonamide group is a weakly acidic functional group that is not a prime site 
of metabolism, although the S02NH group has been reported to undergo 
acetylation and reduction in the dog3 and glucuronidation in humans.1 

TABLE III 

Sulfonic and Sulfamic Acids" 

Compound 

Methane sulfonic 
Iodomethane sulfonic 
Benzenesulfonic 
4-Hydroxybenzene sulfonic 
2-Naphylamine-l-sulfonic 
2-Naphylamine-6-sulfonic 
Cyclohexylsulfamic 

Metabolism 
(%) 

0* 
0ft 

0 
0 
0 
0 
od 

Dose 
recovered (%) 

96c 

96c 

? 
7 

84+ 
84+ 
90+ 

Species 

Rat3 

Rat3 

Dog3 

Rabbit3 

Dog28 

Dog28 

Various15 

Validity 

** 
** 
? 
? 

*** 
*** 
*** 

α For other details, see Tables I and II. 
b No inorganic sulfate detected; 70+% of dose isolated and characterized. 
c As neutral S in urine. 
d After a single dose (see text). Some cyclohexylamine found in one human subject in 

later urine samples. 
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Simple sulfonamides such as toluene-4-sulfonamide and homosul-
fanilamide (see Fig. 8) or sulfanilamide undergo metabolism, usually at a 
site other than the sulfonamide group, for example, C-oxidation or 
N-acetylation. However, an interesting group of unmetabolized com­
pounds (Fig. 4; Table IV) is found when the sulfonamide group is part of a 
delocalized heterocyclic ring system. 

/. Benz[d]isothiazoline 1,1-Dioxide and Derivatives. The parent com­
pound is oxidized extensively at the CH2 group (see Fig. 8) to yield 
saccharin and 2-sulfamoylbenzoic acid.30 However, the presence of a 
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Fig. 4. Unmetabolized cyclic sulfonamides and related metabolized analogs considered 
in Table IV. 
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TABLE IV 

N,S -Heterocycles 

Compound 

Benz[i/]isothiazoline 
1,1-dioxide 

Saccharin 
5-Chlorosaccharin 
3- Aminobenz [d ]isothiazole 

1,1-dioxide 
Chlorothiazide 
Hydrochlorothiazide 
Polythiazide 
Diazepoxide 
Meticrane 
Acesulfame 
Bentazon 

Metabolism 
(%) 

90+ 

0 
0 
1 

0 
0 

80 
0-44 

7 
0 
3 

Dose 
recovered (%) 

74-94 

90+ 
89 
95 

95 
90 

100 (?) 
8-92 

? 
? 

91 

Species 

Rat, human30 

Various7,31 

Rat32 

Rat32 

Human33 

Human34 

Rat, dog35 

Various9 

Rat36 

Various37 

Rat38 

Validity 

**** 
** 
*** 

***a 

***(*) 

?a 

***(?)« 

a No details given. 

π-bonded system, as in saccharin,31 5-chlorosaccharin, and 3-amino-
benz[c/]isothiazole,32 results in a system that is resistant to metab­
olism. 

//. Benzothiadiazine and Related Analogs. Simple benzothiadiazines 
such as the diuretics, chlorothiazide,33 and hydrochlorothiazide,34 are ex­
creted in the urine unchanged. However, the addition of side chains, as in 
the analogs diazoxide9 (see Fig. 1) and polythiazide,35 or the omission of 
the heterocyclic nitrogen atoms, as in meticrane,36 allows extensive oxida­
tion at these sites. 

The presence of the 7r-bonded system adjacent to the cyclic sulfonamide 
groups seen in many of these unmetabolized aromatic heterocyclic com­
pounds and in the monocyclic nonnutritive sweetener acesulfame-K37 re­
sults in a marked increase in the tendency of S02NH to lose a proton, 
which lowers the pKa; for example, saccharin has a pKa of 2. In addition, 
there would be marked deactivation of the associated benzene ring. How­
ever, comparison of the structure of hydrochlorothiazide with benz-
[d]isothiazoline 1,1-dioxide suggests that the former should also 
undergo extensive oxidation of the methylene group. The reason for this 
anomaly is not a species difference because both compounds were studied 
in humans. The difference possibly arises from the further deactivation 
introduced by the noncyclic sulfonamide group in hydrochlorothiazide. 
Bentazon is a structural analog of saccharin in which the N atom of the 
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CONHS02 system in alkylated; this compound undergoes slight metab­
olism, although the site was not identified.38 

2. Bases 

a. Amines. Previous reviews1-3 have recognized that primary 
(RNH2), secondary (R2NH), and tertiary (R3N) amines usually undergo 
extensive biotransformation, and "almost unmetabolized" examples are 
restricted to highly polar primary and secondary amines such as cy-
clohexylamine10 and morpholine.39 Because quaternary amines are fixed 
in the charged form, they are highly polar and, after parenteral injection, 
may be eliminated from the body without metabolism, either in bile or in 
the urine by active renal tubular secretion (Fig. 5; Table V). The presence 
or absence of metabolism cannot be related to the number of quaternary 
groups but rather to the presence within the molecule of a readily avail­
able site of metabolism. Thus, simple mono- and diquaternary amines 
such as tetraethylammonium,40 hexamethonium,41 decamethonium,42 and 
bretylium43 are excreted unchanged. The extensive metabolism of emep-
ronium44 is probably related to the lipophilic diphenyl substituent, be­
cause dibenzyl- and tribenzylmethylammonium undergo only slight metab­
olism, whereas the more lipid-soluble cetyltrimethylammonium is 
metabolized more extensively.40 The absence of metabolism of the com­
plex monoquaternary compound, stercuronium,45 is in contrast to the 
extensive biotransformation of the diquaternary neuromuscular blocker, 

TABLE V 

Quaternary Amines 

Dose 
Compound Metabolism (%) recovered (%) Species Validity 

Tetraethylammonium 
Hexamethonium 
Sulfonium analog 
Decamethonium 
Bretylium 
Emepronium 
Stercuronium 
Pancuronium 
Gallamine 
i/-Tubocurarine 
Paraquat 

0 
0 
0 
0 
0 

23a 

0 
28 
0 
0 
0 

45-76 
95-103 

? 
80 
74 
— 

70-80 
79 
95 

30-82 
88 

Various40 **** 
Mouse41 **(*) 
Mouse41 ? 
Rabbit42 *** 
Cat43 **(*) 
Dog44 

Rat45 *** 
Cat46 

Dog47 *** 
Various48 **** 
Rat49 *** 

α Based on clearance values, and agrees well with electrophoresis data. 
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Fig. 5. Unmetabolized quaternary amines and related metabolized analogs considered in 
Table V. 

pancuronium; the latter undergoes deacetylation, the products of which 
are excreted unchanged.46 Other neuromuscular blocking agents reported 
to be unmetabolized include gallamine47 (triquaternary) and tubocurarine48 

(monoquaternary). Paraquat is an unmetabolized diquaternary amine49 

used as an herbicide and has a high toxic potential (see the following 
discussion and Chapter 14, this volume). 

b. Guanidines. Because the guanidine group is strongly basic, with a 
pKa of 13.6, little metabolism would be expected at this site. Guanidine 
itself and simple analogs such as methylguanidine are excreted entirely 
unchanged.3 
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Fig. 6. Unmetabolized guanidines and related metabolized analogs considered in 
Table VI. 

More complex molecules (Fig. 6; Table VI) may undergo extensive 
metabolism if a suitable site is present, that is, N-oxidation in 
guanethidine50 or S-oxidation in cimetidine,51 or they may be excreted 
unchanged despite the presence of possible sites of metabolism, such as 
the benzyl group of bethanidine,52 and the amino substituents of 
amiloride53 and guanazole.54 However, all current studies support the 
suggestion3 that the guanidine moiety itself is resistant to biotransfor-
mation. 

TABLE VI 

Guanidines 

Compound 

Guanidine 
Guanethidine 
Cimetidine 
Bethanidine 
Amiloride 
Guanazole 

Metabolism (%) 

0 
39-64 
17-40 

0 
0 
0a 

Dose 
recovered (%) 

80 
77-89 
58-72 
30-75 

93 
95 

Species 

Hen3 

Human50 

Various51 

Cat, rat52 

Human53 

Rat, human54 

Validity 

? 

*** 
*** 
*(*) 

a Based on incubation of radiolabeled drug with isolated perfused rat liver and quantita-
tion of unlabeled drug in human urine by colorimetry. 
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3. Un-lonized Polar Molecules 
Carbohydrates normally undergo complete digestion and metabolism. 

However, they are a group of highly polar molecules and as such may be 
eliminated in urine, providing that they are not substrates for host tissue 
enzymes or active reuptake from urine, such as glucose. Thus, glycosides 
such as amygdalin are excreted unchanged if given by injection, which 
avoids metabolism by the gut flora.12 The proposed new sweeteners, 
L-sugars, may also undergo little tissue metabolism. 

B. Volatile Compounds 

Humans may be exposed to volatile compounds either unintentionally, 
as a result of their use in industry, or intentionally when they are given as 
general anesthetics. There are two main mechanisms by which such 
chemicals may be removed: metabolism and elimination in the expired 
air. The latter is potentially of greater importance because of the large 
surface area of the lungs and the fact that it receives the complete cardiac 
output, not a fraction of the blood circulation, as does the liver. 

Volatile compounds demonstrate clearly that the extent of metabolism 
in vivo is a balance between competing processes of elimination. In vivo 
and in vitro comparisons with trichlorofluoromethane and dichloro-
difluoromethane have been discussed. Studies with dichloromethane in 
rats have shown that, after a single intraperitoneal dose, 93% was recov­
ered unchanged in the expired air,55 but 76% was converted to CO and 
C02 in a closed rebreathing system.56 Similarly, properties of general 

TABLE VE 

General Anesthetics 

Compound Metabolism (%)a Boiling point (°C)ft Blood/gasc 

Cyclopropane 0.5 <20 0.5 
Aliflurane 1 ? 1.7 
Enflurane 2.5 57 1.9 
Ether 5-10 35 15.0 
Fluroxene 10 43 1.9 
Halothane 12-25 50 2.3 
Methoxyflurane 40 105 13.0 

α Data obtained from various sources and mainly apply to rat and humans. 
Quantitation has utilized glc analysis of expired air and measurement of uri­
nary organic and inorganic fluoride, where appropriate. 

b <20 indicates a gas at room temperature. 
c Blood/gas partition coefficient. 
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anesthetics that predispose them toward tissue retention and extensive 
metabolism include a low volatility as indicated by the boiling point, and a 
high affinity for the circulation as indicated by the blood/gas partition 
coefficient (Table VII). 

C. Nonpolar Compounds 

Nonpolar compounds cannot be eliminated rapidly because of their 
reabsorption within the organs of elimination. Therefore, normally they 
are subjected to extensive metabolism initially in the lipoid environment 
of the endoplasmic reticulum, as a consequence of which lipid solubility 
and hence reabsorption are reduced. However, it has long been recog­
nized3 that certain molecules, despite their high lipid solubility and ability 
to reach the cytochrome P-450 of the endoplasmic reticulum, do not pos­
sess a suitable site for metabolism and are resistant to biotransformation. 
Halogenated, unmetabolized, lipophilic compounds have been re­
viewed,57 and the following conclusions may be reached: 

1. Fecal elimination of the unchanged compound is the most important 
route of elimination but ceases after a few days. 

2. The urine usually contains only trace amounts of the dose, present as 
hydroxylated metabolites. 

3. There is retention of up to 80% of the dose, principally in adipose 
tissue. This material is retained as a permanent body burden unless there 
is a dramatically increased utilization of, and release from, adipose tissue, 
as occurs during starvation when large amounts (up to 50%) may be 
eliminated. 

4. There are pronounced species differences in the extent of metabo­
lism and, therefore, in the classification of what is or is not unmetabolized. 

5. Aromatic halogenated compounds are metabolized, presumably via 
epoxidation, to phenols if there are two adjacent unsubstituted carbon 
atoms. Conversely, compounds lacking this characteristic are usually un­
metabolized and retained in the body. Thus, in Fig. 7, 4-mono-, 4,4'-di-, 
and 2,5,2',5'-tetrachlorobiphenyl are metabolized, whereas 2,4,5,2',4',5'-
hexachlorobiphenyl is not. Similarly, dibenzo-/?-dioxin is metabolized 
completely to polar metabolites,38 whereas 2,3,7,8-tetrachlorodibenzo-p-
dioxin is unmetabolized in most species.57 

6. The term "unmetabolized" is appropriate for these compounds be­
cause metabolism does not contribute to their elimination. 

D. Metabolites as Unmetabolized Compounds 
Because the end products of drug metabolism represent suitable mole­

cules for elimination, it might be expected that, if administered, they 
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Fig. 7. Chlorinated hydrocarbons. 

would be excreted unchanged. This should be particularly true of the 
polar products of conjugation reactions.3 However, it must be realized 
that these conjugates may undergo hydrolysis, either in the tissues or by 
the gut flora which have the capacity to metabolize glucuronides, sulfates 
(to a limited extent), amides (amino acid and acetyl conjugates), and 
glutathione conjugates.12 Consideration of the nature of oxidation, reduc­
tion, and hydrolysis reactions suggests that the formation of polar, and 
possibly unmetabolized, compounds is most likely to result from oxida­
tion, particularly of an alkyl group to a carboxylic acid, and from hy­
drolysis, again with the formation of a polar carboxylic acid or amine. 

Despite, or perhaps because of, the logic of this concept, surprisingly 
few studies have investigated its validity (Fig. 8). An early study57 showed 
that about 90% of an oral dose of phenylsulfate was recovered gravimetri-
cally as ethereal sulfate, and no extra glucuronide was excreted. How­
ever, an oral dose of phenylglucuronide resulted in the excretion of in-
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creased amounts of both glucuronide (35%) and sulfate (18%). These data 
suggest that sulfate but not glucuronide conjugates are metabolically sta­
ble. The site of hydrolysis was the gut because no extra sulfate was 
detected after subcutaneous injection of the glucuronide that was recov­
ered quantitatively (97%) in the urine. This difference probably originates 
in the activities of the bacterial ß-glucuronidase and arylsulfatases.12 

Studies on the metabolism of the impurities found in commercial sac­
charin have shown that both toluene-2-sulfonamide58 and benz[i/]-
isothiazoline 1,1-dioxide30 are oxidized to 2-sulfamoylbenzoic acid 
and saccharin (Fig. 8), which are excreted unchanged, principally in the 
urine59 (see Table IV). The isomeric 4-sulfamoylbenzoic acid is also ex­
creted unchanged (see Table II), and it is formed as a metabolite of both 
toluene-4-sulfonamide19 and homosulfanilamide.3 Polythiazide (Fig. 8) 
undergoes extensive heterocyclic ring fission, but the disulfamoyl aniline 
metabolite is eliminated without further metabolism35 (50-80% recov­
ered; validity, good). 

1-Ecgonine is an acidic metabolite formed by hydrolysis of cocaine, and 
it is eliminated largely in the urine within 24 hr, in the unchanged form, 
after intravenous administration of the rat60 (99% recovered; validity, 
good). Cyclohexylamine is a polar, basic hydrolysis product of cyclamate, 
formed by the gut flora and excreted with little metabolism in humans 
(see the preceding discussion). 

A final, well-documented example of an unmetabolized metabolite is 
the product of the N-methylation of pyridine. When N-[14C]-
methylpyridinium was given by intraperitoneal injection to rats 
and guinea pigs, no metabolites were detected in urine61 (51-81% recov­
ered; validity, good). 

Although the preceding is not a comprehensive review, there is a com­
parative paucity of data supporting the hypothesis. This probably arises 
from the lack of suitably pure radiolabeled reference metabolites for ad­
ministration to animals. However, the following tentative conclusions 
may be drawn. 

1. The products of oxidative, reductive, and hydrolysis reactions usu­
ally undergo further enzyme action, either by oxidation or by conjugation. 
For example, phenols produced by oxidation with the cytochrome P-450 
system are only weakly acidic and are conjugated prior to elimination, 
whereas alcohols usually undergo further oxidation to a carboxylic acid 
group, which normally either undergoes ß-oxidation or is conjugated with 
glucuronic acid or an amino acid. 

2. The products of conjugation are likely to be eliminated unchanged if 
given parenterally. If given orally, however, or if eliminated in the bile, 
considerable deconjugation by the gut flora may be anticipated. 
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E. Nonabsorbed Compounds 

Compounds that are not absorbed from the gut cannot undergo metabo­
lism by the host tissues but may still be a substrate for host enzymes 
secreted into the gut lumen or for the intestinal microflora, as occurs with 
cyclamate. Such compounds may be divided into two classes. 

7. Low Modular Weight Compounds 
Highly polar acids such as sodium cromoglycate or bases such as 

amiloride are only partially absorbed from the gut, and a large fraction 
may be recovered in the feces. In such cases, the absence of metabolism 
and the incomplete absorption originate in the same physicochemical 
property, that is, a low lip id solubility. By contrast, most lipid-soluble 
compounds are both readily absorbed from the gut and metabolized. In­
teresting exceptions are the lipid-soluble, sterically hindered, phenolic 
antioxidants, of which < 1% may be recovered in the urine as metabolites 
and the remainder eliminated unchanged in the feces.62 

2. Undigested Polymers 
Sulfated glycoproteins, which have antiulcerogenic and antipeptic 

properties, undergo negligible absorption in the rat, and in radiolabeled 
studies only a small amount of 35S (0.5%) was recovered in urine as low 
molecular weight organic sulfate.63 Other polymers that are not substrates 
for digestive enzymes (e.g., microcrystalline cellulose38) are also recov­
ered quantitatively in the feces unchanged after oral administration. 

IV. TOXICOLOGICAL IMPLICATIONS 

A. Mechanistic Implications 
An obvious consequence of lack of metabolism of a compound is that 

any biological effects seen must arise from the chemical itself, either 
directly on the system affected or indirectly. Such a conclusion is of 
obvious mechanistic importance and has been the stimulus for major 
research efforts on compounds such as paraquat and saccharin. Paraquat is 
a diquaternary amine that is used as an herbicide, and accidental poison­
ing is associated with severe toxicity to the lung, liver, and kidney. The 
compound is poorly absorbed from the gut and is eliminated without 
undergoing detectable metabolism.49 Unlike many other toxins, it does 
not bind covalently to tissue macromolecules64 and must exert its effects 
in a less direct manner. Various other nonmetabolic mechanisms have 
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been studied, and the most probable is the generation of Superoxide radi­
cals via a redox system65 (see Chapter 1, this volume). Similarly, saccha­
rin is unmetabolized even after prolonged feeding31 and does not bind 
covalently to DNA; yet when fed to rats for two generations, this inert 
chemical produces an increase in the number of bladder tumors. A large 
number of studies have concentrated on possible mechanisms of this ef­
fect, seen only at very high dietary levels (5% or more), so far without 
notable success. However, it has been demonstrated that the feeding of 
such high levels does not reveal a dose-dependent metabolism of saccha­
rin (see the previous discussion) despite the saturation of renal clearance.6 

The absence of metabolism suggests that the anionic saccharin molecule 
cannot act as a classic electrophilic carcinogen,31 and this may affect 
profoundly the interpretation of the animal data, the extrapolation of risk 
to humans, and even the regulation for the use of this compound. 

B. Interpretation of Animal Data 

In the extrapolation of animal toxicity data to a possible risk for hu­
mans, information is needed on the fate of the compound in both the test 
species and in humans because of the possibility of large interspecies 
differences in metabolism.1-3,8 The absence of metabolism in both species 
greatly simplifies such transspecies extrapolations and leaves only the 
problems associated with extrapolation down the dose-response curve, 
possible pharmacokinetic differences between species, and the general 
applicability of the mechanism of action. 

Differences in toxicity between test species and between structural 
analogs frequently can be related to the presence or absence of metabo­
lism. The absence of hepatotoxicity of trichlorofluoromethane compared 
with other halogenated hydrocarbons originates in its lack of metabolic 
activation because of its rapid elimination unchanged in the expired air 
in all species studied. Conversely, 2,3,7,8-tetrachlorodibenzo-/?-dioxin 
(TCDD) is extremely toxic to most species in which it is not metabolized 
but is retained in the body. However, in the hamster66 it is much less toxic 
and is more rapidly eliminated as metabolites in the urine. Studies in 
monkey and mouse have suggested that TCDD may be less resistant to 
enzymatic action than previously believed. 

It is, therefore, apparent that the presence or absence of metabolism 
may significantly affect how we view a particular compound and assess 
the likely impact of its addition to the human environment. The absence of 
biotransformation is frequently a stimulus to an intensification of investi­
gations in a search for the mechanism of toxicity. 
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V. COMMENTS 

Compounds that are eliminated or retained without undergoing bio-
transformation represent a small minority of the chemicals encountered in 
the environment. Of this minority, very few have been studied in a range 
of species, at different doses, and using modern analytical techniques. 
Many unmetabolized examples presented in this chapter may be shown to 
undergo biotransformation in future studies. 

The major determinant of the extent of metabolism is the nature of the 
chemical, with highly polar chemicals representing the most important 
group of unmetabolized compounds. Such compounds have a low lipid 
solubility and poor absorption from the gut. Thus, most examples are 
compounds either intended not to have any systemic effect in humans, 
such as food additives, herbicides, and other environmental chemicals, or 
have to be given parenterally by injection or inhalation to obtain a thera­
peutic eflFect. Compounds that are active therapeutically after oral admin­
istration and that are eliminated without undergoing biotransformation 
represent a very small proportion of the clinical armamentarium. Such 
compounds (chlorothiazide, hydrochlorothiazide, bethanidine, and 
amiloride) represent a combination of marked polarity, which results in 
slow and incomplete absorption from the gut, and the absence of a suit­
able site for enzyme action, so that competing nonmetabolic processes are 
responsible for removing the drug from the body. The other major group 
of unmetabolized compounds includes those in which the lack of bio­
transformation is dependent solely on the absence of a suitable site of 
enzyme attack. Such compounds are highly lipid soluble, accumulate in 
the body, and may show a high toxic potential. The absence of metabo­
lism of a compound may greatly simplify the investigation of any asso­
ciated pharmacological or toxicological problem; alternatively, it may 
provide a stimulus for even greater research activity in attempting to 
define the mechanism of action. 
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I. INTRODUCTION 

The field of oxygen free radicals in biology received a major stimulus 
with the discovery of Superoxide dismutase in 1969.1 The scope has en­
larged considerably, so that interest in oxygen free radicals now encom­
passes the Superoxide anion radical, 0]j, hydrogen peroxide, H202, and 
the hydroxyl radical, OH ·, as well as oxygen-centered radicals of polyun-
saturated fatty acids of the general structure of alkoxy or peroxy radicals, 
RO · and ROO ·, respectively. Major interest in the latter group is focused 
on arachidonate metabolites arising from lipoxygenase activity. 

The current state of knowledge in this area has been summarized in 
symposia on oxygen free radicals and tissue damage,2 oxygen and oxy-
radicals in chemistry and biology,3 and chemical, biochemical,4 biolog­
ical, and clinical40 aspects of Superoxide and Superoxide dismutase, as 
well as in the series on free radicals in biology.5 The enzymatic basis of 
detoxication of oxygen free radicals has been covered in part in this series 
in articles on Superoxide dismutase6 and glutathione peroxidase,7 but 
catalase does not seem to have been viewed in this context. Although not 
a radical itself, H202 is intimately related to cytoxicity and therefore 
deserves attention here. The metabolic basis of detoxication of organic 
hydroperoxides has also been treated in this series,8 and the metabolism 
of hydroperoxides in mammalian organs has been discussed more gener­
ally.9 

What may be said about the biological basis of detoxication of oxygen 
free radicals? This is an emerging field for which substantial gaps in 
knowledge exist. Nevertheless, the biological factors influencing detox­
ication can be described and extended to the level of oxygenation 
(hyperoxia and hypoxia), membrane status and dietary factors, inflamma­
tion, and microcirculation, as well as compartmental aspects on the in-
traorgan and interorgan levels. 

II. OXYGEN FREE RADICALS 

A. Superoxide Anion Radical and 
Hydrogen Peroxide 

The Superoxide anion radical, 0^, is the product of one-electron reduc­
tion of molecular oxygen. It is produced in the autooxidation of a mul­
titude of reduced biomolecules, in enzymatic reactions, during electron 
flow in the respiratory chain, and as a consequence of environmental 
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factors such as radiation and toxic chemicals. Table I summarizes known 
sources of O^. 

H202 can be formed subsequently by the dismutation reaction from Οΐ, 
but also by two-electron (nonradical) reduction of oxygen by a number of 
oxidases, including acyl-CoA oxidase, NADH oxidase, monoamine 

TABLE I. 

Sources of Superoxide Anion Radical0 

Autoxidation reactions (including "redox cycling") 
Flavins (FADH2, FMNH2) 
Quinones 
Aromatic nitro compounds, aromatic hydroxylamines 
Redox dyes (e.g., paraquat) 
Melanin 
Thiols 
Tetrahydropteridines 
Iron chelates 

Enzymatic reactions and proteins 
Aldehyde oxidase 
Cytochrome P-450 
Ferredoxin 
Hemoglobin 
Indoleamine dioxygenase 
NADH-cytochrome b5 reductase 
NADPH-cytochrome /M50 reductase 
NADPH oxidase 
Peroxidase 
Tryptophan dioxygenase 
Xanthine oxidase 

Cellular sources 
Mitochondrial electron transport chain 
Microsomal electron transport chain 
Chloroplast photosystem I 
Leukocytes and macrophages during bactericidal activity 

(plasma membrane) 
Bacterial electron transport chain 

Environmental factors 
Ultraviolet light 
Ultrasonic sound 
X-rays 
γ-rays 
Toxic chemicals 
Metal ions 

a Modified from Halliwell10 and Kappus and Sies11. 
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oxidases, uricase (urate oxidase), L-gulonolactone oxidase, and gluta-
thione oxidase. 

The steady-state concentrations in liver have been estimated to be 
10-12-10-n M for 0\ 12 and ΙΟ^-ΙΟ"7 Μ for H202.13 In general, major 
contributions to the total cellular production of these oxygen metabolites 
come from membrane-bound enzymes. 

B. Hydroxyl Radical 
The hydroxyl radical OH · is a potent oxidant capable of reacting with a 

multitude of molecules through H abstraction, addition, or electron trans­
fer. Because of its high reactivity, the range of diffusion of OH· from the 
site of its generation is generally considered very limited. 

The use of scavengers of OH·, chelators of iron, and, more recently, 
specific traps combined with ESR techniques, in a system generally sensi­
tive to Superoxide dismutase and catalase, have helped to demonstrate the 
presence of OH·. The iron-catalyzed Haber-Weiss reaction14-17 is usually 
quoted as responsible for transmitting cytotoxic effects of oxygen free 
radicals. However, it was reported that H202, in the presence of an ade­
quate electron donor, can function as an OH -like oxidant.18 The sources 
of generation of OH· are diverse, including enzymatic sources such as 
xanthine oxidase,19 the microsomal electron transfer system,20 the oxida­
tion pathway to ethanol,21 and a number of biological phenomena includ­
ing inflammation,22 phagocytosis,23 and the activity of some antineoplastic 
drugs.24 

C. Singlet Molecular Oxygen 

Singlet molecular oxygen25 (?02) is an excited form of molecular oxygen 
that can arise, for example, from the reactions shown in Fig. 1. Although 
formed in comparatively low amounts, it has become of interest because 
of its involvement at a certain stage of lipid peroxidation and its ready 
detection by photon counting in intact biological systems.26,27 

Sources of singlet oxygen within the frame of lipid peroxidation are 
illustrated in Fig. 1. The self-reaction of secondary lipid peroxy radicals 
could be a source of either singlet oxygen or excited carbonyl groups, 
decaying to the ground state and emitting light at about 634 and 703 nm 
(singlet oxygen dimole emission) and between 340 and 460 nm, respec­
tively. Singlet oxygen can react with unsaturated double bonds of fatty 
acids and through a dioxetane intermediate yield excited carbonyl 
groups.29 

Singlet oxygen can also be formed in the interaction of Oj and 
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Fig. 1. Scheme of decomposition of lipid hydroperoxides. Lipid hydroperoxides 
(ROOH) are formed during the process of lipid peroxidation. The nonradical decomposition 
of ROOH, an activity that has been suggested for glutathione peroxidase with formation of 
the corresponding alcohol (ROH), is shown at the top. However, this activity has not been 
demonstrated for membrane-bound ROOH. The lower part represents the radical decompo­
sition of lipid hydroperoxides with formation of lipid peroxy radicals (ROO ·) and alkoxy 
(RO) radicals. The former are also produced in the reaction of lipid radicals (R) with 
oxygen and alkoxy radicals with lipid hydroperoxides. The production of alkanes (ethane, 
pentane, etc ), aldehydes (malondialdehyde, alkenals such as 4-hydroxynonenal), and 
lipofuscin, as well as other unidentified products from lipid peroxides, can involve free 
radical intermediates during the lipid peroxidation process. Singlet Oz formation, as well as 
the bimolecular decay reaction to triplet (ground state) Oz with emission of low-level 
chemiluminescence, is shown at the lower left. Excited carbonyls RO* can also be formed 
(lower right). (Modified from Cadenas et al.28). 

H2O2.30_32 This is of particular interest because both of these reactants are 
formed during such processes as bactericidal activity, inflammation, 
redox cycling of drugs of quinone structure, cytostatic agents and aro­
matic nitro compounds, and enzymatic reactions such as xanthine 
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oxidase. Although the nonenzymatic dismutation of 0 | has been consid­
ered a source of singlet oxygen,31,32 recent evidence against this has been 
brought forward.33 

D. Alkoxy and Peroxy Radicals 

Alkoxy and peroxy radicals, RO · and ROO ·, are formed in the decom­
position of lipid hydroperoxides and are important in the maintenance of 
radical chain reactions in addition to the lipid radical R· (Fig. 1). Because 
the polyunsaturated fatty acids that undergo the process of lipid peroxida-
tion are integral membrane components, much of the membrane pathol­
ogy of oxygen free radicals is mediated by the balance of formation and 
decomposition of such alkoxy or peroxy radicals. Powerful protection 
systems (see the following discussion) control the localized occurrence of 
these radicals, but it now seems that there are factors that can export the 
process of lipid peroxidation from one site to another over sizable dis­
tances, even between different organs. Apart from the well-known prod­
ucts of lipid peroxidation (malondialdehyde, alkanes such as ethane and 
pentane, and lipofuscin), the potentially harmful effects of diffusible prod­
ucts34,35 such as 4-hydroxynonenal36 have been pointed out. 

The formation of alkoxy and peroxy radicals can be partilly envisaged 
as follows. 

1. Fragmentation of peroxides into alkoxy and peroxy radicals37,38 (Eq. 
1). However, the concentration of hydroperoxides required to yield free 
radical products through reaction (1) is extremely high, of the order 0.2 M. 

2 ROOH^ RO· + ROO· + H20 (1) 

2. Hydroperoxides are stable in metal-free systems, and their interac­
tion with metal ions will result in the formation of alkoxy radicals by a 
Fenton-type reaction17 (Eq. 2). The reaction is favored over reaction (1) 
because of the presence of a variety of oxidizable substances that can 
react with hydroperoxides in the cell.39 

Men + ROOH -* Men+1 + RO· + OH" (2) 

3. Reaction of hydroperoxides with O^.40 Although tert-butyl hydro-
peroxide and linoleic acid hydroperoxide are thought not to react with 
O^,41 more reactive lipid hydroperoxides, such as linolenic or arachidonic 
hydroperoxides, might be able to undergo such a reaction (Eq. 3). However, 
the reaction between Oj and linoleic acid40 remains feasible under the 
conditions that have been described,40 where possible metal-catalyzed 
reactions are blocked by a chelator. 
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ROOH + Οϊ -> RO· + OH" + 02 (3) 

4. Induced decomposition of hydroperoxides by endogenous radicals 
(Q) present in the system (propagation reactions)38 (Eq. 4). 

Q + ROOH^ ROO· + QH (4) 

5. The propagation reactions of an autoxidation chain of unsaturated 
fatty acids also yields ROO· (Eq. 5). 

R + 0 2 -+ROO (5) 

III. DEFENSE MECHANISMS: ENZYMATIC 
AND NONENZYMATIC 

This section provides a brief introduction to relevant enzymes: 
Superoxide dismutase, catalase, and glutathione peroxidase. It includes 
comments on nonenzymatic antioxidant systems, the biological capacity 
for induction of these enzymes, and relationships with trace metal 
biochemistry. 

A. Superoxide Dismutase 

There are three different types of Superoxide dismutase6: An Mn en­
zyme is present in the matrix space of mitochondria of eukaryotic cells 
and is insensitive to cyanide. An iron-containing enzyme occurs in bac­
teria, apparently in the periplasmic space. A Cu- and Zn-containing en­
zyme is present in the cytosol of eukaryotic cells and is sensitive to 
cyanide (Kt = 20 μΜ CN")42; the enzyme is in the mitochondrial inter-
membrane space and in erythrocytes. Dismutase activity is also displayed 
by Cu2+ complexes43 and by millimolar concentrations of Mn2+.44 The 
latter finding solves a problem that arose from observations of bacteria 
lacking the enzyme but retaining a defense against oxidative stress. 

The total amount of the Cu-Zn enzyme in human was estimated to be 
close to 4 g,45 liver having the highest content and fatty tissue the lowest. 
The Cu-Zn enzyme is present in human liver at about one-half the amount 
of the Mn enzyme, whereas the Cu-Zn enzyme accounts for almost all of 
the activity in the cerebrospinal fluid. In serum, the Cu-Zn enzyme is 
about 0.3 mg/liter; other metalloproteins present in serum, including 
ceruloplasmin, transferrin, and ferritin, also display small dismutase ac­
tivity. Ceruloplasmin, for example, has an activity about 40,000-fold 
lower than that of the Cu-Zn enzyme.46 
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B. Catalase 

Catalase47 is present in almost all mammalian cells and in many it is 
compartmentalized in peroxisomes or microperoxisomes. By means of 
the catalatic reaction, two molecules of H202 are reduced to water and 
ground state molecular oxygen. The characteristic intermediate is cat­
alase Compound I, which has been useful for the detection of H202 in 
intact tissues by virtue of its spectroscopic properties.13'48,49 In the pres­
ence of suitable hydrogen donors, the enzyme can also catalyze peroxi-
datic reactions. The partitioning between the catalatic pathway and the 
peroxidatic pathway can be calculated from the concentrations of the 
reactants and the rate constants, as has been done extensively for the 
enzyme from rat liver.50 It may be noteworthy in the present context that 
there is no " # „ / ' for the enzyme, so that even at very low enzyme levels 
catalase will effectively remove H202. 

Work on cytotoxicity has established that catalase is efficient in protect­
ing against oxygen free radical attack, thereby implicating the formation 
of H202 as a crucial feature in mediating cytotoxicity; this will be dis­
cussed in Sections IV,C and V,B. 

C. Glutathione Peroxidases 

The reaction shown at the top of Fig. 1 is catalyzed by the selenoen-
zyme glutathione (GSH) peroxidase7-51'52 and by the nonselenium-de-
pendent activity exhibited by some glutathione S-transferases. Whereas 
it is specific for GSH as physiological hydrogen donor, the Se enzyme 
accepts a wide variety of hydroperoxide substrates including H202; the 
non-Se activity is displayed only with organic hydroperoxides and not 
with H202. It should be noted that these activities have not yet been 
demonstrated for membrane-bound lipid hydroperoxides, and it is possi­
ble that, because of a problem of inaccessibility, only those lipid hy­
droperoxides that are released from membrane phospholipids by phos-
pholipases serve as substrate for these peroxidases. Thus, the protective 
and repair roles for these enzymes with respect to damaged membranes 
remain to be demonstrated. 

Some reports mention additional factors conferring protection. One 
such factor was characterized by a cytosolic glutathione-dependent en­
zyme protecting against lipid peroxidation in the NADPH-microsomal 
lipid peroxidation system; it was shown to be due, at least in part, to some 
of the glutathione 5-transferases.53 In a similar study, a factor, although 
also demonstrated, was shown to be due neither to Se-glutathione 
peroxidase nor to the S-transferase.54 However, both studies emphasize 
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that this activity prevents biological membranes from peroxidation rather 
than reducing lipid hydroperoxides once they are formed within mem­
branes. 

Glutathione peroxidase (the Se-enzyme) activity is higher in the peri-
venous zone of the rat liver lobule than in the pericentral zone,55 

similar to the distribution of its substrate, glutathione.56 

The importance of glutathione in detoxication reactions of oxygen free 
radicals stems largely from its reaction with the various glutathione 
peroxidases and glutathione 5-transferases. However, nonenzymatic 
reactions involving the thiyl radical are also possible.38 The ''glutathione 
status" denotes the different amounts of glutathione equivalents present 
as GSH, as GSSG, or as mixed disulfides with proteins or low molecular 
weight compounds.57 The last are of increasing interest in biochemical 
pharmacology because they may result from redox cycling,11,58 and regu­
latory effects on intermediary metabolism are entirely possible. Several 
enzymes of carbohydrate metabolism are known to be affected by the 
formation of mixed disulfides.59 One example of an increase in hepatic 
mixed disulfides by redox cycling is given with paraquat60 (see Section 
IV,B). 

D. Vitamins E and A 

The several tocopherols show similar vitamin E or antioxidant activity 
in vitro. However, absorption and retention of α-tocopherol are higher 
than for the other tocopherols, accounting for its higher activity in vivo61 

(see also Chapter 11, this volume). The antioxidant effects of vitamin E 
were demonstrated in vivo using pentane expiration as an index of lipid 
peroxidation.62 

Vitamin E is a two-electron donor; the reactivity of the hydrogen atom 
from the OH group in the benzene ring has been shown to be higher than 
that of other possible electron donors in the molecule. Vitamin E free 
radicals, of low reactivity even within the frame of a radical-radical reac­
tion, have been identified by ESR.63 The hydroxyl group of the benzene 
ring of vitamin E (Vit-EOH) acts as a reductant, upon reaction with free 
radicals, and generates the vitamin E free radical (Vit-EO ·) (Eq. 6). 

ROO + Vit-EOH^ ROOH + Vit-EO· (6) 

This agrees with the hypothesis that antioxidants in general function by 
scavenging lipid-derived, oxygen-centered radicals. The efficiency of vi­
tamin E in interrupting free radical reactions potentially damaging to bio­
logical membranes can be explained partially as follows: 
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1. Although the ratio of unsaturated fatty acids to vitamin E in a mem­
brane could be as much as 1000 to 1, free radical processes of un­
saturated fatty acids could proceed as a single kinetic chain64 (Eq. 7) 
until the final peroxy radical is formed; thus, the possibility of vita­
min E blocking this single kinetic free radical chain is enhanced. 

R· + R'-»R + R'· (7) 

2. The reaction of vitamin E with ROO (8 x 104/M/sec) is several 
orders of magnitude more eflFective than that of unsaturated fatty 
acids with ROO· (50/M/sec).64 

The position of vitamin E on the membrane surface is important in its 
role as antioxidant63 because it can both intercept free radical initiators 
and make possible their reduction by polar donors such as ascorbic acid 
(AH2) (reaction 8)64a or the self-regenerating GSH system involving GS · 
(Eq. 9).38 

Vit-EO · + AH2 ^AH · + Vit-EOH (8) 
Vit-EO · + GSH ^GS · + Vit-EOH (9) 

The antioxidant activity exerted by carotenoids (vitamin A) has been 
related to their capacity to quench oxidant species such as singlet molecu­
lar oxygen; the mechanism seems to be a physical quenching reaction that 
does not affect chemically the structure of the pigment.30 This ability of 
jö-carotene is the basis for its protective role against damage initiated by 
visible light, as well as its possible use in the treatment of certain pho­
tosensitive diseases.30 A protective effect of ß-carotene against oxida-
tive attack by polymorphonuclear leukocytes was observed in a 
ß-carotene-containing bacterial mutant, whereas the carotenoid-lacking 
mutant was lysed.65 It has been suggested that dietary ß-carotene could 
have protective influence against cancer development.66 

IV. FACTORS INFLUENCING DEFENSE 
MECHANISMS AND THE PRODUCTION OF 
OXYGEN FREE RADICALS 

A. Dietary Influences on the Cellular Level of 
Antioxidant Defenses 

Deficiencies in Cu and Zn, Mn, or Se will result in a perturbation in the 
activity of the enzymes mentioned in Section III (see also Chapter 10, this 
volume). Iron represents a special case because of its ability to catalyze 
free radical reactions, especially when not bound and sequestered in safe 



7. Biological Basis of Detoxication of Oxygen Free Radicals 191 

places. A prooxidative action of iron will be manifested when the diet is 
lacking antioxidants such as Se and vitamin E.67 Diets deficient in Cu and 
Mn cause a decrease in the cytoplasmic Superoxide dismutase activity in 
brain of neonatal rats and mitochondrial Superoxide dismutase, respec­
tively.68-69 

Most of the reported symptoms of Se deficiency are attributable to the 
absence of glutathione peroxidase activity because this activity is directly 
related to the availability of selenium.70 Se deficiency is one of the factors 
responsible for Keshan disease, a congestive cardiomyopathy affecting 
persons living in rural selenium-deficient areas of China.71 Administra­
tion of sodium selenite was shown to prevent the disease. A case of 
cardiomyopathy in a patient with a diet-induced selenium deficiency 
was described.72 In addition to glutathione peroxidase, there are other 
selenoproteins that may become of interest. The peroxidase was even 
viewed as a storage form for selenium that could supply the element to 
other proteins.73 

Vitamin E deficiency has been shown to produce perturbations of the 
enzymes that afford protection against peroxidative stress, that is, the 
glutathione peroxidase system74 and catalase.75 

Polyunsaturated fatty acids are prone to undergo peroxidation reac­
tions. Because their high intake in the diet decreases the tissue content of 
vitamin E,76 dietary vitamin E needs to be raised. An increase in 
glutathione peroxidase after ingestion of peroxidized lipids has been re­
ported.77 A diet rich in polyunsaturated fatty acids exerts an increase in 
the content of cytochrome P-450 and the rates of oxidative metabolism.78 

In contrast, the activity of rat liver glucose-6-phosphate dehydrogenase 
was found to decrease in animals fed unsaturated fatty acids when com­
pared to those fed a fat-free diet.79 Fat-free diets increase the utilization of 
NADPH by peripheral hepatocytes for fatty acid synthesis and by cen-
trilobular hepatocytes for mixed-function oxidase activity. Fatty acid-
rich diets (corn oil) divert NADPH utilization in the periportal hepato­
cytes from fatty acid synthesis to mixed-function oxidase activity; the 
pathway of NADPH oxidation was not altered in the centrilobular re­
gions. 

B. Glutathione Concentrations: Cellular 
and Subcellular 

The concentration of glutathione obviously may become critical when it 
is below a certain threshold. There is an ample literature on the lowering 
of glutathione concentrations during conditions of toxicological in­
terest.80,81 In general, it appears that down to about 20-30% of residual 
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glutathione levels, protection remains. It should be noted that, in addition 
to glutathione peroxidase, there are many other detoxication functions of 
glutathione, notably alkylation reactions catalyzed by glutathione trans-
ferases.82 It is clear that not only are the direct detoxication functions of 
glutathione sensitive to manipulations of the cellular level of glutathione 
but also its metabolic functions that indirectly contribute to the overall 
response of the organism. For example, normal GSH levels are necessary 
for the transduction of the activation signal from the exterior to the inter­
ior of the polymorphonuclear leukocyte,83 or for the formation of leuko-
trienes C4, the slow-reacting substances of anaphylaxis,84 and of the prod­
ucts of the 12-lipoxygenase pathways in platelets.85 

Mammalian cells contain glutathione at relatively high concentration86 

for which a pronounced circadian rhythm has been found in liver.87 Upon 
starvation, there are substantial decreases in hepatic and intestinal levels, 
which have been termed cyst(e)ine reservoirs *la Muscle GSH levels, in 
contrast, decrease only slightly, and erythrocyte GSH remains un­
changed.876 Like liver,87 heart88 has been shown to exhibit a concomitant 
rise in mixed disulfides upon starvation. Cellular concentrations are main­
tained by de novo synthesis of GSH from the constituent amino acids. 
GSH, as such, does not penetrate such organs as liver89 but was shown to 
exert a protective effect against acetaminophen toxicity when adminis­
tered entrapped within liposomes to mice.90 

In contrast, glutathione may be lost from cells in several ways, both 
reversibly and irreversibly57,91 (Fig. 2). Normal hepatic glutathione turn­
over is accounted for by a GSH efflux of 12 nmol/min per gram of liver.92 

This efflux occurs predominantly across the sinusoidal plasma membrane. 
In the intact animal there is also a slight biliary GSH efflux of 2 nmol/min 
per gram of liver.93 The decrease in hepatic glutathione levels observed 
during so-called oxidative stress is the result of a loss of glutathione di-
sulfide (GSSG).94 This occurs selectively across the biliary canalicular 
membrane,95 and its rate is linearly related to the intracellular GSSG 
content.96 The mechanism of delivery of oxidizing equivalents in the form 
of GSSG that may arise from oxygen free radicals, for example, by redox 
cycling, may be related to that of glutathione 5-conjugates. In fact, com­
petition of GSSG and 5-conjugates for biliary transport has been ob­
served.97 A rise of intracellular GSSG can be counteracted by glutathione 
reductase, by which mechanism the bulk of GSH is actually regenerated 
from GSSG. However, removal from the cell, as an alternative to reduc­
tion of GSSG, fulfills a useful purpose because rises in cellular GSSG may 
be deleterious. Glutathione disulfide inhibits protein synthesis, and may 
influence tubulin polymerization and transmission of neuronal reflexes.57 

Glutathione is compartmentalized at the subcellular level, so that the 
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Fig. 2. Processes affecting the intracellular and extracellular glutathione status. (The 
scheme is based on Kosower and Kosower57 and Sies91.) 

threshold for protection of about 20-30% of normal glutathione may mean 
almost complete abolition of localized but critical pools of glutathione. 
The mitochondrial matrix pool of GSH is 13-15% of the total,98-99 and 
there are indications that it is intimately related to the transmission of 
deleterious effects of reactive oxygen species. In oxidative stress, 
mitochondrial lipoamide-dependent oxidation of ketoacids such as pyru-
vate or 2-oxoglutarate is impaired,100 Co ASH levels decrease while 
CoASSG levels increase,101 and Ca2+102-104 and Mg2+ ions102 are lost from 
the cell. 

Although the liver is probably the organ central to metabolic disposition 
of noxious compounds, oxidative stress and formation of oxygen free 
radicals can occur in other organs as well, notably those exposed to high 
02 concentrations (lung, skin, eye, and the blood cells) or to high concen­
trations of xenobiotics (stomach and intestine). The concentration of 
glutathione in some cell types appears to be critical, as demonstrated in 
gastric cytoprotection.105,106 Although a detailed presentation of the role of 
glutathione levels in all these different sites is not attempted here, some 
aspects are mentioned throughout the chapter. 

The systemic application of glutathione has been suggested as having 
beneficial effects in clinical medicine (e.g., in the amelioration of 
shock107,108) and has a protective effect in an animal model of a hepatoma 
elicited by epoxide formation of aflatoxin Bi.108 These and other studies 
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(Section V,B) indicate current interest in the role of cellular defense sys­
tems against oxygen radical damage in medical problems. Methods for 
experimental depletion of glutathione have been reviewed.110*111 

C. Level of Oxygenation 

/. Hyperoxia 
During hyperoxia, either under normobaric or hyperbaric conditions, 

the identification of primary toxic species generated in the early stages of 
oxygen toxicity is difficult. Generation of H202

112 and 0~ζ113 and inhibition 
of reversed electron transport114 appear to constitute early events at the 
mitochondrial level. Other changes include peroxidation of mitochondrial 
phospholipids, changes in the phospholipid pattern caused by a fall in 
cardolipin content, and a decrease in GSH concentration.113 Brain levels 
of H202 and lipid hydroperoxides increased in parallel by hyperoxia, cor­
relating with the incidence of convulsions.115 Lipid peroxidation and 
NADPH oxidation constitute the initial steps of damage resulting from 
hyperbaric oxygenation in perfused liver and lung.116 Low-level chem-
iluminescence was also found to be increased in perfused and in situ liver 
and in perfused lung under conditions of hyperbaric oxygenation26,27 or 
under conditions that mimic hyperbaric oxygenation.117 

In general, the cellular levels of enzymes protective against peroxida-
tive stress (catalase, glutathione peroxidase, and Superoxide dismutase) 
and the enzymes that maintain GSH in the reduced state are found to be 
increased during hyperoxia.113*118,119 Perturbation of thiols seems to play a 
key role,120 and it was early noted that most of the enzymes susceptible to 
hyperoxic toxicity contained thiol groups.121 Dietary vitamin E seems to 
have an important role in preventing or decreasing the symptoms of oxy­
gen toxicity; most of the effects studied are amplified by vitamin 
E-deficient diets or, conversely, quenched by vitamin E-rich diets. Vi­
tamin E increases the preconvulsion time of animals exposed to hyper­
baric oxygen and decreases lipid peroxidation.122 

In organs essentially devoid of peroxisomes (brain, lung, and heart), the 
defense against hyperbaric oxygenation relies on systems other than 
catalase. In the case of brain, where glutathione peroxidase activity is 
about 20-fold lower than that of liver123 and the ratio of vitamin E to 
polyunsaturated fatty acids is also very low,124 toxic manifestations of 
hyperoxia would thus be expected to appear early. 

2. Hypoxia 
In hypoxia, the toxic effect of some drugs is potentiated.11,125 For exam­

ple, CCVinduced lipid peroxidation (measured as malondialdehyde ac-
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cumulated in vitro or as ethane expired in vivo)126*127 and reductive 
hepatotoxic metabolism of halothane128,129 are enhanced. The latter is of 
clinical relevance during anesthesia. These and other examples are of 
importance because the liver, the site of activation of many xenobiotics, 
has different oxygen concentrations in different areas. 

Lower oxygen concentrations could modulate the toxicity of drugs un­
dergoing redox cycling.11 For example, partial protection against paraquat 
toxicity in lung was obtained with animals kept under hypoxia as com­
pared with normal controls.130 In these experiments, however, mortality 
of paraquat-treated animals kept under hypoxia was increased drastically 
after a subsequent brief exposure to normoxia. Presumably, an accumula­
tion of paraquat radicals during hypoxia leads to a greater production of 
oxygen radicals when normal conditions are restored. 

Rats exposed to hypoxia develop an enhanced activity of Mn-Su­
peroxide dismutase that permits them to survive subsequently under 
hyperoxia.131 Conversely, during hyperoxia both the Cu-Zn- and Mn-
superoxide dismutases are induced. Mitochondrial redox cycling of 
quinols and flavins may serve as a better source of Ol under hypoxia, 
leading to induction of the Mn enzyme. Such a concept may be considered 
as a basis for the free radical pathology observed during hypoxia or is­
chemia also in the central nervous system.132 

V. BIOLOGICAL SYSTEMS ASSOCIATED 
WITH INCREASED OXYGEN FREE 
RADICAL PRODUCTION 

A. Toxic Drug Effects and Chemotherapy 

Metabolism of drugs can result in either a therapeutic or a toxic re­
sponse11 both of which may coexist. The mechanism of action of several 
antitumor drugs and that of therapeutic agents against infections with 
protozoa involve intracellular redox cycling with the formation of oxygen 
free radicals upon autoxidation of the drug free radicals, ultimately lead­
ing to deleterious effects on DNA, lipids, and proteins in target cells 
(scheme in Fig. 3). 

/. Antitumor Agents 
Active anticancer agents include those of quinones such as anthracyc-

line antibiotics (adriamycin and daunorubicin), heterocyclic antibiotics 
(streptonigrin and mitomycin C), and others of benzoquinonelike struc­
ture (lapachol).133 These have been classified by their selective toxicities 
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Fig. 3. Formation of reactive oxygen species upon redox cycling and some biological 
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toward oxygenated and hypoxic tumor cells.134 Although this establishes a 
new therapeutic approach, mainly for solid tumors with a large mass of 
hypoxic cells, the molecular mechanism that makes some antineoplastic 
agents more effective under hypoxic conditions remains to be clarified. 
Not only drugs but also endogenous compounds may operate in this way. 
This has been discussed for dopamine and related compounds in relation 
to Parkinson's disease.135 

Reductive activation occurs in the endoplasmic reticulum, mitochon-
drial membranes, and nuclei of different tissues.136 Oxygen is required for 
the cytotoxicity observed by antineoplastic drugs, as well as other sub­
stances that undergo redox cycling; the radical form of such drugs is 
unlikely to be responsible directly for cytotoxicity.137 O^ and H202 are 
necessary to the degradation of DNA by bleomycin, thereby accounting 
for the greater toxicity of the drug in tumor cells that have higher 0 | 
levels than do normal cells,24 presumably because of a loss in Superoxide 
dismutase activity in many tumors. DNA may bind Fe2+ and catalyze the 
decomposition of H202, with formation of OH· .13fU39 

The cytotoxicity of anticancer drugs has been related to the varying 
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glutathione peroxidase/superoxide dismutase ratio in different tumor 
cells140,141; these values were 1.0, 0.6, and 0.3 in liver, Yoshida tumor 
cells, and Ehrlich tumor cells, respectively. The major role of glutathione 
peroxidase is seen in the fact that catalase is essentially absent from tumor 
cells.140-142,143 The cardiotoxicity of adriamycin is thought to be related to 
glutathione peroxidase, as the drug is more toxic in glutathione-deficient 
animals.144 Superoxide dismutase is decreased, with some exceptions, in 
most experimental tumors.145 Although higher susceptibility to lipid 
peroxidation might be assumed, altered membrane lipid composition 
seems to make tumor membrane cells less vulnerable to NADPH-induced 
lipid peroxidation. 

2. Antiprotozoic Agents 
One example of the role of oxygen-free radicals in host-invader rela­

tions are the compounds used to treat trypanosomiasis by redox cy­
cling. Naphthoquinone146 and nitrofuran147 derivatives have been shown to 
lead to Ol and H202 production, the latter being the most effective drug 
used in the treatment of acute Chagas' disease. Because Trypanosoma 
cmzi is deficient in metabolizing H202,148 the deleterious effect seems to 
be selective for the invader rather than the host. However, treatment 
with nitrofuran derivatives leads to increased hepatic redox cycling 
and, consequently, to increased GSSG release.96,149 An alternative and 
complementary strategy would be to deplete the infecting cells of 
GSH, as shown with buthionine sulfoximine in T. brucei.150 

B. Inflammation and Microcirculation 

As a consequence of tissue damage, polymorphonuclear leukocytes and 
macrophages migrate to the site of injury. The defense mechanisms of 
these cells rest, in part, on the production of oxygen radicals.151 NADPH 
oxidase-dependent formation of Oj in leukocytes and its conversion to 
H202 by Superoxide dismutase, along with the reactions that deal with the 
formed H202 (myeloperoxidase, catalase, and glutathione peroxidase), 
determine the internal equilibrium of the phagocyte. Impairment of mi-
crobicidal activity occurs when enzymes are deficient or their cofactors are 
in short supply. 

However, activated oxygen species are also released from the leuko­
cyte to the extracellular milieu, possibly accounting for the tissue damage 
that accompanies the inflammatory process,152 and also for alterations in 
microcirculation caused by changes in permeability. A simplified scheme 
of the phagocyte response related to the formation of 02 metabolites and 
their involvement in inflammation is shown in Fig. 4. 
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Fig. 4. Simplified scheme of phagocyte responses related to metabolites of oxygen. 

Ol released into the unprotected microvascular environment appears to 
serve as a signal for summoning leukocytes to the inflammation site by the 
formation of an O^-dependent chemotactic factor153 of albumin-lipid 
complex nature. Thus, the antiinflammatory role of Superoxide dis-
mutase could prevent the formation of this chemotactic factor. Oxygen 
radicals formed during inflammation could be related to chromosomal 
instability by activation of a clastogenic factor, as shown for autoimmune 
diseases.154 

Increased permeability, macromolecular degradation, and bactericidal 
killing appear to be dependent on OH· or OH -derived products, rather 
than on 0$ itself.155 

The flux through cyclooxygenase and lipoxygenase reactions at the site 
of inflammation may lead to an as yet unidentified oxygen radical (Ox) 
responsible for inhibition of enzymes, among them cyclooxygenase and 
prostacyclin isomerase.156 However, work using optical antipodes of a 
radical quencher, MK477, has led to a more reserved view on the role of 
O 157 

wx. 
H202 has been identified as the mediator of cytotoxicity upon target 

molecules when released from experimentally activated macrophages158 

or generated enzymatically,159 and on platelet function when released 
from latex-activated polymorphonu clear leukocytes.160 The inhibition of 
GSH redox cycling in tumor cells led to a higher efficiency of the H202-
mediated bactericidal activity of polymorphonuclear leukocytes.1600 
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1. In vitro and in Vivo Model Systems of 
Inflammation 

Degradation of connective tissue as a characteristic feature of inflam­
matory arthritis was also related to the formation of oxygen free radicals 
by in vitro studies on hyaluronate and collagen molecules. The oxygen 
free radicals formed from the xanthine-xanthine oxidase system pre­
vented gelation of soluble collagen and decreased the viscosity of a 
hyaluronate solution161; copper-penicillamine, catalase, Superoxide dis-
mutase, and mannitol were protective. Replacement of the xanthine-
xanthine oxidase system by polymorphonuclear leukocytes led to similar 
observations. 

Enzymatically generated oxygen radicals result in alterations in vascu­
lar permeability that might be associated with edema observed in inflam­
matory processes.155 By making use of a hamster pouch model system and 
a permeability marker, the permeability changes in microcirculation that 
follow the exposure to a flux of oxygen radicals were assessed. The num­
ber of leakage sites per square centimeter was substantially decreased 
when scavengers of O^, H202, or OH· were present. Superoxide dis-
mutase added either topically or by intravenous infusion (as such or as a 
polyethyleneglycol complex) abolished the permeability changes com­
pletely. Interestingly, leukotrienes were potent in eliciting permeability 
changes.162 

2. Drugs Against Inflammation 
Although systemic application of Superoxide dismutase as an antiin-

flammatory agent is limited,163 there are interesting results on topical ap­
plication of Superoxide dismutase as a drug in patients with rheumatoid 
arthritis affecting the knee. A double-blind study demonstrated the higher 
efficiency of intrasynovial applications of Superoxide dismutase as com­
pared to aspirin in reducing the clinical symptoms of arthritis.164 

The molecular mechanism of some types of therapeutic drugs against 
inflammation (i.e., steroid, nonsteroid, SH-containing and Cu-containing 
compounds, as well as Superoxide dismutase) could partially rest on their 
inhibition of the formation of free radicals or their scavenging effect. 
Nonsteroidal antiinflammatory drugs may interfere with prostaglandin 
biosynthesis and also display a scavenging effect against generated free 
radicals: salicylate and copper-salicylate complexes act as O^ scaven­
gers, and the latter can also enhance dismutation of Oj.4 3 Indomethacin 
and mefenamic acid also show O^-scavenging activity, the extent of which 
depends on the oxygen radical generating system utilized.165,166 

The antiinflammatory activity of corticosteroids seems more closely 
related to the inhibition of certain functions of polymorphonuclear leuko-
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cytes, such as Oj and H202 generation.167,168 Corticosteroids at doses 
corresponding to in vivo therapeutic plasma concentrations inhibit 0 | and 
H202 production from latex-activated polymorphonuclear leukocytes and, 
in the case of methylprednisolone, chemiluminescence as well.169 

The SH group of compounds such as penicillamine, cysteine, cys-
teamine, and glutathione could account for their antioxidant and antiin-
flammatory activity through a reaction with free radicals or, for glu­
tathione, also as a reductant of hydroperoxides in the glutathione 
peroxidase system. The beneficial effect of vitamin E on inflammation170 

may be due to its radical scavenger activity; it has no effect on prostaglan-
din biosynthesis.171 

3. Systemic Response to Inflammation 
As part of a systemic response to inflammation in the acute phase, the 

liver shows signs of oxidative stress characterized by a decrease in the 
concentration of reduced glutathione and ascorbic acid content, and of 
glutathione S-transferase and catalase activities.172-174 Another aspect is 
the enhancement of ceruloplasmin which, in its capacity for storing cop­
per, would display an antioxidant activity, act as a scavenger of O^,46 and 
may be responsible, in part, for the serum antioxidant activity.175 Cerulo­
plasmin could also be synthesized locally at the site of inflammation.176 

C. Radiobiology, Carcinogenesis, and Aging 

Oxygen free radicals have been implicated in the manifestation of nu­
merous biological processes. A detailed discussion of these fields is be­
yond the scope of this chapter. However, ionizing radiation, radiobiology, 
and irradiation are terms that, considering their biological effects, may 
even be interchangeable with the term oxygen free radicals.177 Interest in 
the relationships between redox processes in radiation biology and can­
cer178 and drugs used as radiosensitizers179,180 involves oxygen free radi­
cals. It is of interest that glutathione was shown to form not only a thiyl 
radical but also a carbon-centered radical after reaction with hydroxyl 
radicals.181 Glutathione was also instrumental in the repair of DNA 
single-stranded breaks obtained after aerobic X radiation.182 

Finally, much is known of the relationship between free radicals and 
aging,10,183 and correlations have been made between Superoxide dis-
mutase levels and both life span184 and the formation of catalytically de­
fective forms of the enzyme with age.185 Interestingly, it was hypothesized 
that uric acid provides an antioxidant defense against oxidant- and 
radical-caused aging and cancer186 and that uric acid and ascorbate may 
have similar functions in humans.187 
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VI. COMMENTS 

Oxygen free radicals mediate a wide range of biological effects, and po­
tent detoxication systems are available for their control. It is of particular 
interest that nature not only evolved protection systems but, in specific 
cases, employed the otherwise harmful production of reactive oxygen 
species for useful purposes. The biological basis for detoxication of oxy­
gen radicals arises from modulation of the available activities for the 
Superoxide dismutase, catalase, and glutathione peroxidase reactions and 
of the availability of nonenzymatic antioxidant systems, notably vitamins 
A, C, and E. Because of the almost universal presence of oxygen-
dependent toxic effects, their fine control in particular instances may be 
enormously variable, depending on localized conditions. 
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I. INTRODUCTION 

The biological fate of a xenobiotic is often defined in an/7z vitro system. 
Many methods, from purified enzyme or reconstituted enzyme systems 
through perfused organs, have been employed to probe the fate of many 
exogenously administered compounds. The information provided has laid 
the groundwork for drug metabolism and drug-mediated toXicity. The 
bulk of the information obtained from such in vitro systems, however, 
does not always agree with in vivo findings. The basis for the difference 
lies in the dynamic interplay of the physiological processes in the living 
organism that may contrast to the carefully controlled conditions of an in 
vitro system. Nevertheless, invaluable information has been gained from 
suchm vitro studies. 

The importance of the in vitro findings in an in vivo setting, however, 
may be placed in better perspective when the physiological processes in 
the body are integrated. For example, the manner in which a xenobiotic 
gains access, that is, the circulation that ultimately transports a xenobiotic 
to tissues and organs, requires consideration. The processes of absorption 
and distribution are key determinants that influence the rate of delivery of 
a xenobiotic to sites of metabolism and excretion as well as to sites of 
pharmacological or toxicological effect. The manner in which a xenobiotic 
is metabolized and excreted will, in turn, be dependent on the capacities 
of both metabolic and excretory systems and the rates at which these 
organs receive and eliminate the compound. The overall significance of a 
metabolic or excretory pathway, therefore, relies on its eliminatory rate 
relative to the sum total of all elimination rates in the body. 

This chapter reviews the interactions between xenobiotic and body 
constituents, the physiological processes that govern the delivery of sub­
strates to their organs of excretion and metabolism, and highlights the 
competition among eliminating organs that ultimately determines the fate 
of a xenobiotic. Awareness of the role and importance of each of the 
processes will aid in the interpretation of the differences between observa-
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tions made with in vitro and in vivo systems. Major considerations will 
focus on the xenobiotic itself, body hemodynamics, the eliminating or­
gan, and the anatomical positions of the eliminating organs in vivo with 
regard to different modes of administration. 

II. THE XENOBIOTIC 

A. Physicochemical Properties* 

The chemical properties of the xenobiotic are the predominant factors 
dictating the rate of individual processes that determine the duration of a 
xenobiotic in vivo. Physicochemical properties such as molecular size, 
lipophilicity, and pKa strongly influence the rate of delivery from the site 
of administration to the site of elimination or action. As shown in Fig. 1, 
these characteristics influence strongly the absorptive and distributive 
properties (routes 1 to 3) in the transport scheme of a xenobiotic. 

At the site of administration (oral, intraperitoneal, and subcutaneous), 
molecules of small molecular size may gain entry into the cellular compo­
nents of a membrane through small pores (70 Ä) that intersperse the 
continuum. Inasmuch as xenobiotics gain entry mainly through membra­
nous structures that are lipoidal, most lipophilic compounds that share 
some aqueous solubility will readily enter cellular components. A 
xenobiotic must be in its soluble form before it can be transported through 
lipoidal membranes. Solubility depends on chemical, electronic, and 
structural effects that influence the mutual interactions between the solute 
and the solvent. The lipophilic character of a xenobiotic plays an equally 
important role in determining its passage through lipid barriers. For ex-

* Symbols used in this chapter: C, total (bound and unbound) substrate concentration; 
subscripts P and B, plasma and blood concentrations; subscripts P,u and u, unbound plasma 
and unbound organ concentrations; subscripts In and Out, concentrations of substrate enter­
ing and leaving an eliminating organ; subscripts A, V, and U, arterial, venous, and urinary 
substrate concentrations. D, substrate. Dose denotes the administered dose; AUC, area 
under the curve; superscripts ia, ipl, iv, im, po, pia, and sc, intraarterial, intraportal, in­
travenous, intramuscular, oral, paraintraarterial, and subcutaneous routes of administration. 
Cl, organ clearance; C/T, total body or systemic clearance; C/R, renal clearance; C/u, clear­
ance of an organ based on unbound concentration; C/dif, diffusional clearance to an organ; 
C/eff, effective clearance for organs arranged in sequence; C/int, intrinsic clearance of an 
organ. E, organ extraction ratio. F, availability of an eliminating organ; subscript sys denotes 
systemic availability./, unbound fraction; Q, organ blood flow; subscripts I, H, and L, 
intestine, liver (total), and lung. Vmax and Km, maximal enzyme velocity and the 
Michaelis-Menten constant. Ml and Mn, primary and secondary metabolites. VL,, volume of 
urine, v, rate of loss of compound by an eliminating organ; subscripts I, H, and L, intestine, 
liver, and lung. Subscript ss denotes steady state. 
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Fig.l. A schematic interaction between a xenobiotic and the organism. 

ample, as the chain length of an aliphatic xenobiotic increases, lipid solu­
bility increases with a concomitant decrease in water solubility, that is, 
partition coefficient correlates directly with chain length. Branched com­
pounds are found to possess higher aqueous solubilities and lower parti­
tion coefficients than their straight-chain analogs. The partition coefficient 
has been shown to have a parabolic effect on absorption rate, a situation 
analogous to its effect on biological activity of the compound.1 If the 
partition coefficient between lipid and water approaches zero, the com­
pound will be so insoluble in the fat as to prevent rapid crossing of lipid 
membranes, and it will tend to remain localized in the first aqueous phase 
it contacts. Conversely, as the partition coefficient approaches infinity, 
the xenobiotic will be so insoluble in water that it will tend to remain 
localized within the lipoidal membrane. As transport entails a "random 
walk" of a solute in a water phase to a lipid phase, and a lipid phase to a 
water phase, the progress of a roving molecule through aqueous and 
lipophilic phases is heavily dependent on its hydrophilic-lipophilic bal­
ance. The driving force for transport by passive diffusion is the concentra­
tion gradient between the two phases that exist on both sides of a biolog­
ical membrane. 

Neutral compounds are considered to pass through the membrane more 
readily than their ionized and hence charged counterparts; the ratio of 
neutral to ionized molecules depends on the pH of the environment and 
the acid strength of the xenobiotic, or the pKa. For weak bases, this acid 
strength is expressed in terms of the strength of the conjugate acid. Be­
cause most drugs are weak electrolytes and exist in solution as a mixture 
of the dissociated (ionized) and undissociated (un-ionized) forms, the pro­
portion of a drug in the undissociated form depends on the pKa as well as 
on the pH of the medium according to the Henderson-Hasselbach equa­
tion (Eqs. 1 and 2).2 The un-ionized form is absorbed more rapidly than its 
ionized form. 
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For weak acids: pH = pKa + log [ionized]/[un-ionized] (1) 

For weak bases: pH = pKa + log [un-ionized]/[ionized] (2) 
With orally administered xenobiotics that are weak acids, for example, 

the undissociated state is more favorable for absorption from an acidic 
environment such as the stomach. The converse may hold for weak bases 
that may be more undissociated in a less acidic environment such as the 
small intestine. But most weak acids and weak bases, when given orally, 
are absorbed mostly in the small intestine. The small intestinal mucosa 
has an extremely large surface area relative to the volume of intestinal 
contents, allowing for greater absorption. The large surface is due to the 
mucosal villi, which are composed of epithelial cells covered by a brush 
border of micro villi (1 μ,πι long and about 0.1 μ,πι wide). It has been 
estimated that the presence of villi results in an increase of seven- or 
eightfold in the surface of the mucous membrane of the intestine. The 
microvilli increase the surface area by another 20-fold.3 Because of water 
resorption and decreasing surface area at the terminal ileum, absorption of 
most xenobiotics occurs mainly at the upper end of the small intestine. 

Operative in drug transport during the absorption phase are mecha­
nisms such as facilitated diffusion as well as active processes. For facili­
tated diffusion, carriers that transport drug molecules across a membrane 
are implicated. The drug-carrier complex migrates through the membrane 
and relinquishes the drug molecule at the opposite side of the membrane, 
freeing the carrier to repeat the process. Active transport differs from the 
facilitated mechanism in that it operates against an electrochemical gra­
dient at the expense of energy. Both processes can become saturated, and 
both are competitively inhibited by substrates that utilize the same mech­
anism. 

B. Interactions with Vascular Components 

7. Plasma Proteins 
As a xenobiotic gains access to the blood, interactions with blood com­

ponents occur almost instantly. Xenobiotics bind reversibly to blood con­
stituents such as plasma proteins and red blood cells by means that include 
hydrophobic, induced-dipole, ionic bonding, electrostatic, and van der 
Waals forces. It is assumed that macromolecules, and therefore drugs 
bound to macromolecules, cross the biological membranes only with diffi­
culty ; it is the unbound drug that is considered to be the species that 
diffuses freely. Once the unbound form has penetrated into tissues, bind­
ing to cellular components or tissue binding may result. 
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The extent to which xenobiotics bind to blood proteins and cellular 
components depends on the specific macromolecule as well as the foreign 
compound. Albumin (69,000 daltons) is the major plasma protein (59%) 
and can exist extravascularly. Albumin is the predominant macromol­
ecule involved in the binding of most compounds, especially anions, 
in the circulation. ß-Lipoproteins have been implicated as assisting albu­
min in the binding of basic or cationic compounds,4 with a- and y-
globulins responsible for other examples of binding.5 

The quantitation of xenobiotic plasma protein binding usually assumes 
a lack of cooperativity, that is, groups on a protein molecule capable of 
interacting have identical affinities for the drug molecules. It also assumes 
that the affinity of any group is unaffected by the combination of drug 
molecules at binding sites. Because binding is an equilibrium reaction, the 
following scheme can be formulated. 

Xu + Pu ^ XP (3) 
A 2 

Equation (3) denotes the equilibrium between the unbound xenobiotic in 
plasma Xu, and the unbound protein in plasma Pu, and the xenobiotic-
protein complex XP. The molar concentrations at equilibrium (in square 
brackets) can be expressed in terms of the equilibrium constant KA or the 
association constant of the xenobiotic-protein complex. 

KA = [XP]/[XU][PJ = kjk2 (4) 

For n, such equivalent binding sites on each protein molecule of total 
molar concentration [PT], n[PT] represents the total concentration of the 
binding sites and equals the sum of the bound and unbound protein con­
centration, ([XP] + [PJ). On substitution of [PJ = n[PT] - [XP] into Eq. 
(4), and upon rearrangement, the ratio, r, that denotes the molar concen­
tration of xenobiotic bound per molar concentration of total protein, is 
defined by Eq. (5).6 

r = [XP]/[PT] = nKA[Xu]/(l + KA[XU]) (5) 

Alternatively, the fraction of total xenobiotic that is bound in plasma, that 
is, the ratio of the molar concentration of the bound xenobiotic in plasma 
[XP] and the molar concentration of the total (bound and unbound) in 
plasma [XT]7 is described by Eq. (6), and follows a nonlinear relationship 
with both the total plasma protein concentration and the xenobiotic con­
centration. 

- [XP]/[XT] - j + ( 1 / ^ A [ P T ] ) + [ X J / [ P T ] (6) 
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It will be clear that the degree of xenobiotic binding in plasma depends on 
the protein concentration, the xenobiotic concentration, the number of 
binding sites, and the association constant of the drug-protein complex. 
For multiple classes of binding sites with the number of binding sites of 
each classnv n2, n3,. . ., and with the association constants for each class 
of Κχ, K2, K3, . . . , respectively, the total number of moles of xenobiotic 
bound per mole of protein (rtotal) is given by Eq. (7).8 

r total = rl + r2 + r3 + ri 

= Ki^itXJ , "2^2[XJ , tta^sKJ , njKdXJ (7) 
1 + tfJXJ + 1 + K2[XU] + 1 + K3[XJ + 1 + K{[XU] V ' 

The usefulness of this relationship has been translated into a linear form 
known as the Scatchard plot,6 in which r/[XJ is plotted against r (Eq. 8). 

r/[XJ = nKA - rKA (8) 
The plot provides a positive intercept that equals nKA, and a negative 
slope of KA, and allows the number of binding sites to be calculated. 
Should binding involve more than one class of binding sites, curve-
stripping procedures aided by computer analyses may resolve the several 
binding components, each representing a class of binding site. Usually, 
the different classes of binding site for a xenobiotic will surface only when 
the concentration range of the xenobiotic is varied extensively. It must be 
emphasized that strict interpretation of Scatchard plots requires that the 
assumption of reversibility be met experimentally. 

The respective binding constants KA strongly influence the degree of 
binding of a xenobiotic in the circulation.8 For xenobiotics that have tight 
coupling with plasma proteins (KA > 104 M_1), xenobiotic-protein com­
plex formation occurs readily at a low concentration of the xenobiotic, 
and the unbound fraction (unbound concentration/total concentration) of 
the xenobiotic in plasma may be very small. At an increasing body burden 
of the xenobiotic, however, the finite number of binding sites on the 
protein molecules will eventually become fully occupied. Further in­
creases in the amount of xenobiotic bound to the body will lead to large 
increases in the unbound portion. This shift occurs over a small increment 
of xenobiotic when the binding sites on the protein are fully occupied. By 
contrast, for compounds of less tight coupling with plasma proteins (KA < 
104 M -1), the xenobiotic tends not to bind despite an excess of binding 
sites that are present. The unbound fraction remains quite high. As load­
ing with such a compound increases, excess binding sites will accommo­
date some of the additional drug, and the unbound fraction will increase 
only gradually. Thus, only a gradual rather than an abrupt shift occurs in 
the unbound fraction with an increase in the body burden of the xenobi-
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Fig. 2. The effect of the association constant, KA, on (A) the fraction unbound in plasma 
and (B) plasma concentrations on varying body burdens of the xenobiotic. [Reprinted by 
permission from Nature 207, 274-276. Copyright © 1965 McMillan Journals Limited.] 

otic (Fig. 2). Therefore, with the tightly bound anticoagulent warfarin 
(>99% bound),10 there may be an abrupt change upon binding of this drug, 
whereas with acetaminophen (20-30% bound),11 only a gradual change 
would be expected upon alteration of the concentration. 

2. Blood Cell 
The binding between xenobiotic and plasma protein is not unique, as 

similar interactions between a xenobiotic and other components of the 
blood, namely the red blood cells, also occur. Little is known about the 
interaction with other blood components such as white blood cells and 
fibrinogen. The partitioning or binding of a xenobiotic to erythrocyte 
components, unlike plasma protein, achieves equilibrium rather slowly. 
Although several compounds may be bound by phospholipids in the 
membranes of the red cells, hemoglobin may be the binding species for 
others, and the rate of equilibration with the unbound drug in plasma 
water is impeded by the erythrocyte membrane.12,13 Nonetheless, the 
same general treatment of the data for plasma protein binding can be 
applied to erythrocyte binding. The effects of xenobiotic-erythrocyte 
binding on the ultimate delivery of a xenobiotic to target sites (see Chapter 
13, this volume) or organs of elimination (see Chapter 10, this volume) can 
also be interpreted analogously to those provided for protein binding. 
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3. Interrelationship between Plasma and Blood 
Cell Binding 

A close relationship exists between the degree of binding to plasma 
proteins and to red blood cells. Because both binding processes are 
equilibrium reactions, the unbound concentration of the xenobiotic in both 
plasma and red cells must be equal at equilibrium. A simple relationship 
that relates the unbound fraction in blood and the unbound fraction in 
plasma to total concentrations in these tissues is based on the definition of 
the unbound fraction in blood, fB (Eq. 9)14: 

/B = CPJCB (9) 

This is the ratio of the unbound concentration in plasma (CP,U), and also 
equals that in red cells, divided by the total whole blood concentration, 
CB. By using a similar definition for the unbound fraction in plasma, fP 
(Eq. 10), 

/ P = CP,u/Cp (10) 

as the unbound concentration in plasma divided by the total plasma con­
centration, and by combining and rearranging Eqs. (9) and (10), the un­
bound fraction in blood, fB (Eq. 11) is the unbound fraction in plasma 
divided by the blood/plasma ratio (CB/CP).14 

/ B = / P / ( C B / C P ) (11) 

When the ratio CB/CP = 1.0, fB — fP and indicates that the xenobiotic is 
evenly distributed in vascular components or that no binding results. 
When the ratio is greater than 1.0, preferential distribution into red cells 
occurs. Conversely, when CB/CP < 1.0, the xenobiotic is more concen­
trated in plasma. 

Actually, the value of/B is a complex function, being dependent on the 
concentration of the xenobiotic, on the affinity constants for binding to the 
respective vascular components, on the concentrations of the binding con­
stituents in plasma and blood cells, and on the hematocrit.15 

C. Tissue Binding 
The interaction between a xenobiotic and blood components causes a 

transient immobilization of the xenobiotic. Because the driving force of 
transport between blood and other tissues is the concentration difference 
in the "mobile" or unbound form of the compound, binding limits dis­
tribution. Distribution between phases will continue as long as there is a 
difference in the concentration of the unbound compound. But in addition 
to xenobiotic binding to plasma proteins and blood cells, the degree of 
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tissue binding is equally important in determining the extent of distribu­
tion.16 Foreign compounds are known to bind to most tissues, intercalate 
with DNA, and bind even to the pigmented structures of the eye.17 A 
group of proteins, the ligandins, which are actually glutathione S-
transferases, are avid binding proteins within the cytosol of liver, with 
appreciable concentrations found in the renal tubular cells and mucosal 
cells of the small intestine. These proteins bind a vast number of lipophilic 
compounds that include such physiological metabolites as folate, biliru-
bin, and corticosteroids, but also the lipophilic xenobiotics that include 
azo dyes and bromosulfophthalein.18 

Again, the physicochemical properties of the xenobiotic prevail in the 
distributive process. Because weak acids are more ionized at physiologi­
cal pH (7.4), weak acids tend to be less distributed (Eq. 2) than weak 
bases, the latter being more un-ionized than weak acids. Consequently, 
weak acids are present at higher concentrations in blood and plasma than 
weak bases. Lipophilic compounds that readily gain access during the 
absorptive process also tend to be more extensively distributed and re­
main mainly in adipose tissue stores or in the lipid components of cells. 
Polar compounds do not enter the brain readily because of the endothelial 
lining that separates the brain from the circulation. In contrast to other 
organs and tissues, brain capillaries are devoid of pores that intersperse 
the membrane continuum. Rather, the capillary endothelial cells in brain 
are joined to each other by continuous, tight intercellular junctions, a 
topography that suggests that materials must pass through cells, rather 
than between them, to move from blood to brain and vice versa. This 
effectively poses a barrier for drug transport that is commonly referred to 
as the blood-brain barrier. In the choroid plexus, however, the choroidal 
cells themselves are joined to each other with continuous, tight junctions 
similar to those of the brain capillaries, and this device is regarded as an 
additional barrier, the cerebrospinal fluid barrier, in the transport of sub­
stances into the brain. Nevertheless, compounds of relatively large mo­
lecular weight (e.g., ferritin) move quite freely between the cells into the 
extracellular fluid of the brain. There exists an extracellular fluid space in 
brain, approximately similar to that of muscle and other body tissues, 
which must have pores greater than 50-100 Ä to effect the transfer. An­
other active process has been demonstrated for the transport of weak 
acids (e.g., penicillin and salicylic acid) out of the brain and into blood 
against a concentration gradient. Generally, lipophilic and un-ionized 
molecules traverse membranes easily and enter the brain.19 

When the body is viewed as the sum of two major components, blood 
and other tissues, a larger percentage of the same body burden of a 
xenobiotic in tissue, versus that in blood, implies that the xenobiotic is 
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highly distributed; if a large proportion of the xenobiotic is in blood, the 
distribution is limited. 

D. Substrate Specificity 

The structure of a xenobiotic dictates the manner in which it is elimi­
nated (metabolized and excreted) by an organism. Most metabolic reac­
tions are highly specific, that is, the reaction is dependent on the type of 
substrate and the enzyme system in each metabolizing organ. Even when 
the same enzyme system is present in several organs, the availability of 
cosubstrate, the total amount of enzyme, and abundance of an isozymic 
form of enzyme that is primarily responsible for the metabolic reaction, 
and the enzymatic parameters (Vmax and Km) in each organ may differ. 

Although excretory mechanisms are usually not considered as being 
substrate specific, a polar configuration and a molecular size requirement 
must exist before a molecule is excreted into bile. Moreover, specific, 
active processes exist in the kidneys for secretion, one for weak acids and 
another for weak bases. 

III. HEMODYNAMICS 

In considering the processes of absorption, distribution, and elimina­
tion, in addition to the physicochemical profile of the specific xenobiotic, 
the rate of delivery and removal of the xenobiotic is of paramount impor­
tance. Although the blood serves as the physiological medium of translo-
cation and exchange for all tissues, most tissues have access only to a 
fraction of that supply. The lungs, however, receive the entire cardiac 
output. Knowledge of differential perfusion rates (blood flow per 100 g of 
tissue) has permitted a classification of tissues into those that are highly 
perfused (the adrenals, kidneys, liver) and those that are relatively poorly 
perfused (muscle, fat).20 Because of constraint in blood flow to specific 
tissues, absorption and distribution of xenobiotics are also categorized as 
two types. For very lipid-soluble compounds that readily gain access to 
the circulation and subsequently to the tissues, absorption21 and distribu­
tion may be limited by the rate of blood flow of those tissues that have the 
greatest tendency to accommodate them. For xenobiotics with poor lipid 
solubility, whose ability to penetrate membrane barriers is low, diffusion, 
and not blood flow, limits the absorptive and distributive processes. 

The importance of in vivo organ perfusion rates on uptake has been 
demonstrated adequately with inhalation anesthetics. Increasing perfu­
sion of pulmonary tissue by increasing cardiac output leads to an en-
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hanced uptake of anesthetic into the systemic circulation; lowering the 
output has the opposite eflFect. Changes are most pronounced for gases 
exhibiting the greatest solubility in blood.22 Because the role of perfusion in 
xenobiotic transport is similar at any blood-membrane interface, the dy­
namic interplay of hemodynamics with factors such as the physicochemi-
cal properties of a xenobiotic and tissue pH must also be considered in 
accounting for the rate of delivery from the site of administration to the 
target sites. 

For illustrative purposes (Fig. 3), two weak acids of widely differing 
lipophilicity, thiopental (pKa = 6 and 8)23 and salicylic acid (pKa = 3),24 

are profoundly different in their disposition. Because of good lipid solubil­
ity and limited dissociation, thiopental distributes rapidly to the brain and 
other highly perfused tissues after intravenous administration. However, 
because of rapid equilibration of the anesthetic with other tissues, the 
concentration of thiopental in blood or plasma drops rapidly. The brain 
relinquishes its contents with equal rapidity in equilibration with blood. 
The result is a sharp decline in brain levels, thereby contributing to the 
short duration of action of the anesthetic. Accumulation of this highly 
lipophilic compound in adipose tissue occurs only slowly, mainly because 
of the slow rates of perfusion into fatty depots and is perfusion limited.19 

By contrast, salicylic acid is highly ionized and poorly lipid soluble, ac­
counting for its minimal accumulation in brain. An active process also 
transports the acid out of brain; the unbound concentration of salicylic 
acid in brain is less than that in blood.25 Accumulation in adipose stores is 
poor as a result of poor lipid solubility, and the restricted distribution of 
this weak acid exemplifies diffusion limitation. 

(A) (B) 

TIME (hr) 

120 180 240 300 360 
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Fig. 3. The disposition of (A) thiopental and (B) salicylic acid in various organs (tissues) 
in vivo. From Refs. 23 and 24, respectively, with permission of the publishers. 
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IV. XENOBIOTIC METABOLISM 

Elimination of xenobiotics is effected primarily by biotransformation 
and excretion mechanisms.8 Some compounds, especially if lipophilic, are 
readily reabsorbed by the peritubular cells of the kidney. Unless the 
xenobiotic is metabolized to more polar metabolites that are ultimately 
excreted, it will remain, mostly in fatty tissues, for a long time. In general, 
xenobiotics will be metabolized by relatively nonspecific enzyme systems, 
collectively labeled the enzymes of detoxication.2B~28 Biotransformed 
products are usually, but not always, more polar than the parent molecu­
lar entity. 

A. Concept of Organ Clearance and Total Body 
Clearance 

A simplistic way of describing the elimination activities of an organ is 
by the measurement of xenobiotic disappearance in its passage through 
the organ. By Fick's principle (Eq. 12), the difference between the rate of 
entry of the xenobiotic to the organ (product of organ blood flow Q and the 
entering concentration of the xenobiotic Cm) and the rate of appearance of 
the xenobiotic in venous blood (product of organ blood flow and the 
outflow concentration of the xenobiotic C0ut) is the rate of loss. At any 
instant, the rate of loss of a compound across the organ is attributed to its 
rate of binding within tissues, the rate of metabolism, and the rate of 
excretion of unchanged xenobiotic. When the organ approaches a steady 
state in which the rate of change in the concentration of the xenobiotic is 
zero, the rate of loss (t>ss) is totally accounted for by the rates of metabo­
lism and excretion. 

fss = ö(CInss - C0utss) (12) 
A physiological approach in presenting the rate of loss of a xenobiotic 

across an eliminating organ is modeled after clearance concepts that origi­
nated in the description of the renal excretion of urea.29 Clearance of any 
substance is defined as the volume of biological fluid that is cleared of the 
substance per unit of time. This is not a real volume. As blood passes 
through the kidneys, no single milliliter of blood has all of its urea re­
moved in one transit. Rather, a little urea is removed from each of the 
many milliliters of blood perfusing the kidneys. If all urea is added up and 
expressed as though it were derived by cpmpletely clearing a much 
smaller volume of all of the contained urea, the clearance of the kidney for 
urea may be calculated. Mathematically, clearance by an organ at any 
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instant, Cl (Eq. 13), denotes the rate of loss of the xenobiotic relative to 
the input concentration. 

Cl = v/Cln = Q(Cln - C0ut)/CIn (13) 

The concept of clearance applies not only to the kidneys but to each of the 
eliminating organs irrespective of the process or mechanism involved. 
Strictly speaking, clearance should be defined with respect to the eliminat­
ing organ, the sampling site, and the eliminatory (metabolic/excretory) 
process involved. For example, the clearance of a xenobiotic by the liver 
as measured in blood is its hepatic blood metabolic clearance. Because 
blood is the perfusing medium to an organ, clearance values should be 
strictly correlated with the concentrations of the xenobiotic in blood that 
is flowing into the organ and to the site of organ blood flow. Unfortu­
nately, plasma is usually the assayed medium, and a correction factor that 
denotes the blood/plasma ratio must be incorporated. 

Because the body is the composite of tissues and organs, total body 
clearance has also been taken as an additive property, that is, the sum of 
individual organ clearances.30 This concept will apply well if all eliminat­
ing organs receive their blood supply directly from the aorta in a parallel 
fashion, for example, the kidney, the brain, and the intestines. But the 
intestines, the liver, and the lung are three potential metabolizing organs 
that are arranged in sequence. The outflow from the intestines drains into 
the portal vein, accounting partially for the flow into liver; the remainder, 
25% of the total liver blood flow, arises from the aorta and represents the 
hepatic arterial flow. The outflow from the liver, or hepatic venous flow, 
combines with all other venous returns to the right heart and perfuses the 
lung before the total cardiac output returns to the left heart. If individual 
organ clearances for the intestines, liver, and lung are summed, a value 
greater than the true value will be obtained.31 The concept of total body 
clearance as the sum of all clearances does not apply to eliminating organs 
that are arranged in sequence. What is appropriate is an effective clear­
ance for all organs in sequence; this aspect is discussed more fully in 
Section VI,D. 

Total body clearance is also known as systemic clearance. It is often 
sought following intravenous administration and, more appropriately, by 
intraarterial (ia) administration of the xenobiotic if the lung is an eliminat­
ing organ. A proven and useful relationship that describes total body 
clearance (C/T), the intraarterial dose (Doseia), and the area under the 
blood concentration-time curve, or AUC, is expressed in Eq. (14).30 

C/T = Doseia/A£/C = Dose ia/ Γ CB dt (14) 



8. Fate of Xenobiotics 227 

The AUC is the plot of the concentration of xenobiotic in blood versus 
time, or the integral of the concentration with time from zero to infinity. 
The C/T obtained from Eq. (14) will provide a time-averaged value that is 
identical to summing all organ clearances during steady state. Actually, 
venous sampling from a noneliminating organ, such as an arm, is fre­
quently used, and the venous arm concentration is taken to reflect both 
arterial arm concentration and all other arterial concentrations that enter 
eliminating organs. It should be emphasized that, if plasma rather than 
blood concentration of a xenobiotic is used for the AUCy C/T will be 
underestimated when the xenobiotic resides mainly in plasma (CB/CP or λ 
<< 1.0) and overestimated when extensive distribution occurs into red 
cells (λ > > 1.0). The total body clearance should be corrected by Eq. 
(15).32 

C/T = D o s e i a / r \CPdt (15) 

B. Extraction Ratio 

An alternative method for describing clearance measurements for the 
efficiency of an eliminating organ in removing a foreign compound is the 
extraction ratio, E, or that fraction removed when a xenobiotic is passed 
through an organ (Eq. 16).32 

E = Q(Cln - C0ut)/QCln = (CIn - C0ut)/CIn (16) 
This fraction can be viewed as the rate of loss per rate of presentation of 
the compound (QCln). Clearance by an eliminating organ, Cl, is defined by 
Eq. (17).32 

Cl = QE (17) 

The relationship among organ clearance, blood flow, and extraction 
ratio is more complex than it may appear. In liver, for example, increasing 
hepatic blood flow has essentially no effect on the hepatic clearance of 
antipyrine, whereas the hepatic clearances of lidocaine and propranolol 
increase almost proportionally with increasing blood flow rate; the hepatic 
clearance of chromic phosphate colloid also increases with increasing 
blood flow rate, but not proportionally.15 

Classification of a xenobiotic on the basis of the removal capacity of an 
eliminating organ has greatly aided in the understanding of the underlying 
physiological processes influencing its clearance. A xenobiotic that is 
cleared rapidly by an eliminating organ is considered as possessing a high 
extraction ratio (E — 1.0); the output concentration is a small fraction of 
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the input concentration. Conversely, a xenobiotic that is cleared poorly by 
an eliminating organ is considered as having a low extraction ratio (E =* 0); 
outflow concentration nearly equals input concentration. 

C. Intrinsic Clearance 
An additional concept requires definition, that of organ intrinsic clear­

ance, C/int.33 This term has been developed in an attempt to measure the 
enzymatic activity of an eliminating organ in a manner that is independent 
of organ blood flow and binding within the vascular system. The intrinsic 
clearance relates the rate of elimination to the (unbound) concentration of 
xenobiotic (Cu) surrounding the eliminatory systems. Thus, intrinsic 
clearance15'33 (Eq. 18) may be defined as the volume of cellular water of 
an eliminating organ that is effectively cleared of xenobiotic per unit of 
time. 

C/lnt = v/Cu (18) 
A feature distinguishing C/int from Cl is that intrinsic clearance describes 
the actual eliminatory capacity of the organ for metabolism/excretion of 
the xenobiotic, whereas organ clearance describes the overall efficiency of 
the organ in removing the xenobiotic. Notably, intrinsic clearance is the 
rate of loss of the xenobiotic relative to the substrate concentration, or 
unbound concentration in the organ Cu, whereas organ clearance is the 
rate of loss of the xenobiotic relative to the input concentration, both 
bound and unbound (cf. Eqs. 18 and 13). Organ clearance will be re­
strained by physiological variables such as organ blood flow, binding 
characteristics to vascular components, and the intrinsic clearance of the 
organ for xenobiotic removal. 

As an approach to organ clearances, each eliminating organ is viewed 
as operationally uniform, that is, the enzymatic and excretory mecha­
nisms responsible for xenobiotic removal are assumed to be evenly dis­
tributed within the elimination organ, so that mixing between substrate 
and the removal mechanism occurs evenly. Distribution equilibrium is 
achieved so rapidly in the organ that the xenobiotic in the emergent ve­
nous blood is in equilibrium with that in the organ. Assuming passive 
diffusion and assuming that a substrate diffuses rapidly through mem­
branes to the site of elimination, that is, perfusion limitation, when the 
rate of diffusion is much greater than the rate of elimination, it follows that 
the concentration of unbound xenobiotic in venous blood, C0ut,u a nd in the 
organ, Cu, are equal. Insofar as elimination obeys Michaelis-Menten 
kinetics for n competing pathways, the following mass balance relation­
ship applies in the steady state.15 
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n V C 
^ss = t:(^In,ss "~ ^Out,ss) = ZJ ~~Π? \ r1' \ (19) 

By recalling the definition of C/int as in Eq. (18), the C/int in terms of the 
enzymatic parameters becomes Eq. (20), 

c/'n« = Σ (K VTr i (20) 

and is reduced to a constant under linear kinetic conditions when 

C/lnt = 2 ^ 1 (21) 

Also, C/ss becomes 
f7 =

 s s 1 ^ * *max»i^u«ss Γ99^ 
s s ί° /^ ^ (K A- C Λ \LL) 

^In,ss ^In,ss ι=χ \Λιη,ί ' ^u,ss/ 

By appropriate rearrangement and acknowledging that Cu = C0utjU = 
/ßCOut» w e have 

ss £ <ß + / B C U u ' 
and 

-Σ (24) 
inU 

Equation (23) has been used to estimate the intrinsic clearance of eliminat­
ing organs such as the liver. The difficulty with this technique lies in the 
uncertainty of a value for the concentration of unbound substrate at the 
hepatocytes of an in vivo system. Despite the unknown value for the in 
vivo substrate concentration, investigators often attempt to equate in vitro 
with in vivo values. In some cases, a correlation is found fortuitously, 
resulting in the misconception that a correspondence between the two 
systems exists. Reasons for the lack of correlation are plentiful because 
the conditions of the in vitro system are generally highly manipulated. 
There is a lack of binding components, lack of blood flow, lack of spatial 
integrity of an eliminating organ, absence of barriers, absence of compet­
ing eliminating organs, an abundance of cosubstrates, and the presence of 
isolated enzyme systems that channel metabolism in an unphysiological 
direction, thereby distorting all estimates for an in vivo system. Nonethe­
less, both sets of data may be applicable and correct within the limitations 
of each system. 
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D. Role of Organ Blood Flow in Area Clearance 

Returning to the classification of compounds on the basis of organ ex­
traction ratios, it is apparent from Eq. (24) that, for values of E approach­
ing 1.0, the product,/BC/int, greatly exceeds the value of organ blood flow. 
In this sense, the organ possesses an immense ability to eliminate a 
xenobiotic, and that capacity exceeds the rate at which xenobiotic mole­
cules are brought to the organ by way of blood flow. The rate-limiting step 
in organ clearance, therefore, is the delivery of substrates in blood to the 
site of elimination by means of flow, that is, Cl — Q (Eq. 23). E becomes 
independent of Q (Eq. 24), that is, the substance delivered to the organ by 
way of blood is almost completely removed because of high organ effi­
ciency.15 

By deduction, the organ intrinsic clearance of a poorly extracted com­
pound (E — 0) is very low, much less than organ blood flow. The Cl of this 
compound, however, will approach fBClint (Eq. 23) and becomes virtually 
independent of changes in blood flow. This absence of a hemodynamic 
role in the clearances of poorly extracted xenobiotics exists because the 
rate-limiting step is the inability of the organ to eliminate the xenobiotic. 
Hence, perturbations in organ blood flow will affect clearances of poorly 
cleared compounds only minimally. But a contrasting relationship is evi­
dent for the extraction ratio, E. Values of E for poorly cleared xenobiotics 
will change inversely with organ blood flow (Eq. 24). Generally speaking, 
a slower blood flow rate to an eliminating organ will increase the extrac­
tion ratio, whereas an increase in flow will decrease£.15 The effect may be 
explained on the basis of transit time of a xenobiotic within the organ; a 
faster flow brings about a shortening of the transit time of blood, resulting 
in a decrease in the fraction eliminated; the converse holds for faster flow 
rates. 

Compounds that have intermediate extraction ratios will be affected by 
organ blood flow but in a nonlinear fashion. The clearances of such com­
pounds change proportionally, as do compounds with a high E, but the 
increases are less than proportional. 

E. Role of Xenobiotic Binding to Vascular 
Components in Organ Clearance 

The binding of a xenobiotic to macromolecules such as plasma proteins 
and erythrocytes tends to decrease organ clearance. For xenobiotics that 
are highly cleared, however, the transient interaction between a xenobi­
otic and proteins may not decrease organ clearance appreciably. As soon as 
the unbound compound is removed by the eliminating organ, bound 
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xenobiotic rapidly dissociates and furnishes more of the unbound species 
for elimination. All xenobiotics, bound and unbound, will be effectively 
eliminated by the organ when the xenobiotic is highly cleared (E =* 1.0). 
An example is the highly bound (95%) yet highly cleared (E = 0.7-0.9) 
ß-blocker, propranolol, during hepatic removal.34 When the extraction 
ratio of a xenobiotic is small, great sensitivity of organ clearance to the 
unbound fraction in blood is seen. This relationship is evident from Eq. 
(23) under conditions in which Q >fBClint and Cl — fBClini. A better expla­
nation of the sensitivity of clearance to binding is the poor ability of the 
organ in removing the xenobiotic (Clint is very small) that requires the 
xenobiotic to be in a form preferred for elimination. This sensitivity of 
organ clearance to the unbound fraction is seen with the anticoagulant, 
warfarin, when clearance changes proportionally with the unbound frac­
tion.10 

Two descriptive terms, nonrestrictive and restrictive clearances have 
been used in describing the absence and the presence, respectively, of a 
role of binding on clearance.35 Nonrestrictive clearance describes the lack 
of a role of binding in organ clearance, and the ratio (rate of removal)/(total 
drug concentration) will accurately predict the efficiency in eliminating 
xenobiotics that are rapidly cleared. Restrictive clearance, however, de­
scribes a direct dependence on xenobiotic-protein binding; the usual de­
scription of clearance that is based on total concentration should be mod­
ified to include this influence for poorly cleared xenobiotics. A better 
description would be clearance based on the unbound fraction in blood 
(Eq. 25): 

C/u = Cl/fB (25) 
This sensitivity will become evident only when the dissociation rate con­
stant (k2 from Eq. 3) or the tm for dissociation (0.693/^) of the 
xenobiotic-protein complex is much longer than the transit time of blood 
through the organ.36 

F. Role of Organ Intrinsic Clearance in Organ 
Clearance 

As organ intrinsic clearance describes the overall capacity of the organ 
to eliminate a xenobiotic, it is the sum total of the individual intrinsic 
clearances of all eliminatory pathways within that organ. For metabolic 
reactions mediated by enzyme systems that can be described by simple 
Michaelis-Menten kinetics, the in vivo Vmax and Km are the critical pa­
rameters in intrinsic clearance (Eq. 20). For those pathways in which poor 
cosubstrate availability prevails, the measured in vivo Vmax and Km may be 
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those for the synthesis of the cosubstrate, that is, the rate-limiting step. 
For excretory pathways, the same principles for metabolic reactions may 
be applied, although Vmax may be in the guise of the transport maximum, 
Tmax, as in biliary excretion (see Chapter 10, this volume). 

G. Role of the Diffusional Barrier in Organ 
Clearance 

Despite the assumption that xenobiotics must possess some lipophilic 
characteristics to assure transport through lipoidal membrane barriers to 
the site of elimination or effectiveness, numerous compounds have diffi­
culty entering and leaving cells. Quaternary ammonium compounds, for 
example, are charged and not readily absorbed, extensively distributed, 
or rapidly eliminated because of their inability to cross membranes.37,38 A 
diffusional barrier may exist for polar compounds in gaining access to 
eliminating organs when the rate of diffusion of a compound constitutes 
the rate-limiting step in the overall rate of disappearance of a xenobiotic; 
the diffusional clearance, C/dif, measured as the flux or rate of transport 
divided by Cin, is much less than the intrinsic clearance, that is, less than 
the capacity of the organ to remove the compound. Organ clearance under 
this instance becomes39 

Cl = Q/BCUUBCIM + Q) (26) 

But when both diffusional clearance and intrinsic clearance are of com­
parable value, organ clearance is influenced by both parameters, as shown 
by Eq. (27).39 

Cl = ß/BC/intC/dif/[C/int(/BC/dif + Q) + QCldi{] (27) 
Some xenobiotics may not experience difficulty entering eliminatory sites, 
but exhibit difficulty in transferring from the eliminating organ into the 
blood that is sweeping through the organ. When the rate of elimination of 
the xenobiotic is much faster than the rate of back-diffusion from the 
eliminating organ, a constant extraction (E = constant) and a constant 
clearance may result. The composite data on harmol metabolism sug­
gested such an example when the compound was used as a model for 
sulfation and glucuronidation. The paradox of a constant extraction ratio 
of harmol with input concentrations of 50-200 μΜ, which resulted in 
varying proportions of sulfate and glucuronide conjugates in perfused rat 
liver, differed from the expected first-order kinetics.40 When 2,6-
dichloro-4-nitrophenol (DCNP), an inhibitor of sulfation, was added to the 
perfusate entering the liver, hepatic extraction ratios remained constant 
over the range of input harmol concentrations (10-200 μ,Μ) and were 
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similar to those obtained in the absence of DCNP. Sulfation, which was a 
dominant metabolic pathway, was suppressed to 10% of its control value 
in the presence of DCNP. The suppression of sulfation was compensated 
for by increased glucuronidation.41 This aberrant kinetic behavior is 
explicable only by formulating a diflfusional barrier retarding exit of har-
mol from liver.42 

H. Role of Substrate Concentration in Organ 
Clearance 

Most of the enzymes for detoxication usually accept more than one 
substrate, that is, cosubstrates, which are usually endogenous com­
pounds.27 As a result, it is not always appreciated that the observed 
in vivo Km and Vmax would necessarily reflect the Km and Vmax for the 
purified enzyme system; the estimates for the in vitro system are also 
dependent on the randomness or the order of attachment of both substrate 
and cosubstrates.43 

I. Role of Spatial Organization of Organ and 
Enzyme Localization 
The distribution of enzyme systems in a drug-metabolizing organ has 

been studied mostly in the liver,although other metabolizing organs such 
as the kidney, intestine, and lung are being investigated. In vitro tech­
niques have permitted the intracellular separation of several particulate 
fractions from "soluble" enzymes. The sulfotransferases, for example, 
are present mostly in the cytosol,44 whereas the cytochromeP-450 system 
is located in the microsomal fraction.45 

It has been suggested that the distribution of enzymes is not uniform 
throughout a given organ. Early metabolic studies had suggested a pre­
ponderance of the cytochromeP-450 system in the centrilobular region of 
the liver,46 from which hepatic venous blood drains. This was confirmed 
by direct immunohistochemical and staining techniques.47 Indirect evi­
dence on the distribution of aryl sulfotransferases suggests their greater 
abundance in the periportal region,48,49 an area that receives the blood 
from both the hepatic artery and the portal vein. These observations 
confirm the heterogeneous distribution of drug-metabolizing enzymes, 
that is, to an intercellular localization of enzymes (see Chapter 4, this 
volume). 

The intercellular enzymatic distributions in an organ are of paramount 
importance in determining the types and amounts of metabolites formed. 
For example, two enzyme systems, A and B, compete for the same sub-
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Fig. 4. The distribution of enzymatic activities for enzyme A and enzyme B, and their 
median values along the length of the liver. The distance between the median and the point of 
blood entry to the organ is the median distance. Designations of enzymes A and B for the 
metabolic reactions are explained in the text. Adapted from Ref. 50, with permission of the 
publisher. 

strate, but the distributions of A and B are localized with respect to the 
flow path through the organ (Fig. 4).50 The flow path may be expressed in 
terms of time elapsed after the entry of blood into the organ (Fig. 5). When 
the distribution of enzyme A is closer to the entry of blood and that of 
enzyme B is skewed toward the point of exit of blood for the organ, 
enzyme A will receive the entire concentration or amount of substrate 
entering the organ, whereas enzyme B will receive only the residual sub­
strate, or the amount that remains after biotransformation by enzyme A. 
Given equal enzymatic activities for enzymes A and B, metabolites from 
enzyme A will be more abundant in the effluent blood than metabolites 
from enzyme B because of the anterior localization of A along the flow 
path. 

Enzymatic distribution is also important in the formation of sequential 
metabolites. Following the introduction of a substrate, a primary metabo­
lite formed in the organ may be metabolized immediately in situ before 
leaving the organ, an occurrence known as sequential first-pass metabolism 
of a primary metabolite.51 The dependence of the extent of sequential 
metabolism on enzymic localization is illustrated by the metabolism of a 
compound/) to a primary metabolite, Ml and subsequently to a terminal 
metabolite Mn by enzymes A and B, as presented in Fig. 4. Two are used. 
In the first, D -VAfj —» M„ is mediated by enzymes A and B, respectively; 
in the second, D -^ MY —> Mn is mediated by the same two enzymes but 
acting in reverse order. When D is introduced to the organ, it is met by 

f E N Z Y M E A 

C N. β
 ^ ν 

■5 \ . 
Φ > 
2 / 

c 
U 

E N Z Y M E B 1 

c \ 
CO > v 

^ \. Φ \ 
2 ^ \ 



8. Fate of Xenobiotics 235 

enzyme A undergoing rapid conversion to MY before encountering enzyme 
B, in the first case. In the second example, D needs to travel farther in 
order to reach enzyme B for conversion to Ml9 and Ml has to recycle to 
enzyme A in order to form Mu. Any diversion in the ability of Μλ to reach 
enzyme A will result in a decreased conversion of Ml to Mu when com­
pared to the first example or to a situation in which a preformed metabo­
lite is delivered directly into the organ.52 

This dependence of sequential metabolism on localization of enzymes is 
also explicable in terms of blood transit time, substrate "duration time," 
and metabolite "duration time."50 Because blood flowing through an 
organ has a finite transit time (organ blood flow divided by the volume of 
the organ) and because the localization of an enzymatic system is de­
scribed with respect to the flow path [translated as time elapsed after 
entry of substrate into the organ (Fig. 4)], the constraint of a finite blood 
transit time, along with the time required for a substrate to reach an 
enzyme system, as well as the rapidity with which conversion is carried 
out (intrinsic clearance for D), will determine the substrate duration time. 
The time required for a substrate to reach its enzyme site is dependent on 
the median distance (Fig. 4); the median, or center, is taken as the point 
on the scale of observations on each side of which there are equal areas of 
the enzyme system. If the median distance is short, less time will be 
required for the substrate D to traverse the flow path in reaching the 
enzyme, and a longer interval remains for the substrate to be metabolized. 
The converse will hold for longer median distances. Analogously, the 
metabolite duration time will be dependent on the blood transit time, the 
substrate duration time, the time required for Μλ to reach the second 
enzyme system for further metabolism (the metabolite transfer time, or 
the time required for Ml to travel between the first and second enzyme 
systems), and the time required for Ml conversion to M„ (or the intrinsic 
clearance for formation of Mn).50 

The dependence of metabolite duration time on blood transit time and 
the intrinsic clearances of formation of'Ml from D is depicted by simula­
tions of concentrations of a substrate/), its primary metabolite Ml5 and the 
terminal metabolite M„ after the entry of a substrate into the organ (Fig. 
5A). The intrinsic clearances for the conversion ofD to'M1 are varied from 
0.4 to 0.1 and 0.025 ml/sec, but the intrinsic clearance for the terminal 
metabolic reaction of Μλ to M„ is kept constant at 0.05 ml/sec. Varying 
decay profiles of concentrations of D result from the differences in intrin­
sic clearances forD toMl9 but the profiles of Μλ and Mu are subsequently 
affected (Fig. 5A). The concentrations ofD,Ml9 and M„ within the organ 
become those concentrations in blood leaving the organ when the time 
elapsed equals the blood transit time. When this simulation is presented 
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Fig. 5. (A) Simulations of the concentrations of a precursor (D) and its primary (Mj) and 
terminal (M„) metabolites in an organ and (B) the extent of sequential metabolism by the 
organ. The hepatic intrinsic clearances for Ml formation fromD were varied (0.4, 0.1, and 
0.025 ml/sec), whereas the hepatic intrinsic clearance for Ml metabolism was kept constant 
(0.05 ml/sec). The precursor decayed after a period of time, whereas the primary metabolite 
followed a biphasic upswing and downswing curve, and terminal metabolite accumulated. 
Adapted from Ref. 50, with permission of the publisher. 
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alternatively as the extent of sequential metabolism [Μ^/^Μ^ + [M„]) at 
various times in the organ (Fig. 5B), a faster sequential metabolism of'Ml 
accompanies a higher intrinsic clearance for its formation, and a lesser 
extent occurs as a consequence of a lower intrinsic clearance. Again, 
differences in the extent of metabolism for Mj from its various precursors 
will be dependent on the blood transit time in the organ. 

In contrast, when the intrinsic clearance for the conversion of Ml to Mn 
is very high compared to that for the formation of Mi (ratio of enzyme 
activities = 100), the metabolite detected in the effluent blood from the 
organ will be mostly'Af„, that is, the extent of sequential metabolism is 
mostly complete. Enzymatic distributions, as well as the intrinsic clear­
ance for the formation of the primary metabolite, will share less influence 
on the extent of sequential metabolism of the primary metabolite (K. S. 
Pang and R. N. Stillwell, unpublished results). 

An understanding of this concept of metabolite duration time, which is 
dependent on (1) blood transit time, (2) enzymatic distributions, (3) intrin­
sic clearance for primary metabolite formation, (4) intrinsic clearance for 
conversion of the primary metabolite, and (5) the manner in which pre­
dominance of one of these factors affects the extent of sequential metabo­
lism, will provide the basis for an explanation of varying degrees of tox-
icity arising from metabolic bioactivation of putative toxicants. 

V. XENOBIOTIC EXCRETION 

A. The Kidneys 

The kidneys receive the largest proportion of the cardiac output (20-
25%) and are the major organs of excretion,53 although they should also be 
recognized as organs of metabolism. Three mechanisms are involved in 
renal excretion: glomerular filtration, secretion, and reabsorption.54 

Glomerular filtration is a physical process whereby particulate matter 
such as red cells and colloidal material such as proteins are retained while 
the filtrate (plasma water) passes through pores (>70 Ä) that exist in the 
glomerulus. The driving force is the hydrostatic pressure or the intracapil-
lary blood pressure; opposing filtration is the osmotic pressure exerted by 
the plasma proteins and the hydrostatic pressure of the fluid in Bowman's 
capsule. It is pressure, and not the blood or plasma flow in the glomerular 
capillaries, that determines the glomerular filtration rate (GFR). Glomeru­
lar filtration rate (GFR) can be determined by the clearance of a substrate 
that is neither reabsorbed nor secreted. The GFR measured with such a 
substance (e.g., inulin) averages 125 ml/min in humans. 
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Organic acids and bases with diverse structures and properties are ac­
tively secreted in the proximal tubules. These secretory processes some­
how lack general specificity, although weak acids compete for the same 
active process for secretion, and weak bases for another. 

Reabsorption of xenobiotics occurs in the distal tubules, where water in 
the ultrafiltrate is reabsorbed and a concentration gradient is established 
between the lumen of the nephron and blood. As a result, passive diffusion 
of the undissociated forms of the compound, regardless of whether they 
are actively secreted or filtered, may take place along the tubules from the 
peri tubular cells to the luminal fluids. Reabsorption by diffusion will 
thereby be affected by the urinary pH, because the concentration of un­
ionized species may change depending on the pKa. Reabsorption by diffu­
sion is decreased by an increase in urine flow, the result of low concentra­
tion of the diffusible compound in the tubular fluid, and a decreased resi­
dence time in the tubules (see also Chapter 10, this volume). 

/. Role of Vascular Binding and Blood Flow in 
Renal Excretion 
Because plasma water is the ultrafiltrate resulting from glomerular filt­

ration, a xenobiotic that is transiently bound is not filtered. The excretion 
rate due to glomerular filtration is therefore proportional to the concentra­
tion in plasma water, that is, the unbound concentration in plasma. 
Rate of excretion due to filtration = (GFR) x CP,U 

= GFR x fv x CP (28) 
By contrast, the degree of binding to vascular components affects renal 
secretion only minimally. Again, the unbound form is the presumed moi­
ety removed by secretion. Rapid dissociation of the bound form follows, 
so that effectively, all bound and unbound forms of the xenobiotic are 
removed by secretion. The limiting step for secretion is the rate of deliv­
ery of molecules by renal blood flow. This condition is analogous to that 
for a highly extracted compound that is eliminated by an organ with a high 
intrinsic clearance in which clearance is limited by blood flow. 

2. Renal Clearance 
For any compound excreted by filtration, secretion, and reabsorption, 

renal clearance (C7R) is a complex function of a number of determinants: 
protein binding, which determines the amount excreted by glomerular 
filtration; the structure of the compound, which determines the amount of 
secretion; the pKa of the compound; and its lipid solubility, which deter­
mines the extent of nonionic reabsorption. In addition, physiological vari-
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ables such as urinary pH, urine flow rate, and renal blood flow contribute 
to the determination of net renal clearance. 

What is usually measured as urinary excretion rate is the product of the 
volume of urine (Vu) and the concentration of the xenobiotic in urine (Cu). 
Excretion rate is the amount excreted divided by the time interval for 
urine collection, Δί. Renal clearance, C/R, is defined in Eq. (29), 

C/R = V[JCl]/AtCA 
= (GFR x fpCp + secretion rate - reabsorption)/CA (29) 

where CP and CA denote the plasma and blood concentrations, respec­
tively, that are entering the kidneys. 

B. The Liver 

The hepatobiliary system is another important means for the excretion 
of xenobiotics by secretion in bile. The physicochemical characteristics of 
the xenobiotic or its metabolite, particularly its molecular weight and 
polarity, determine the extent of biliary excretion. A molecular weight 
greater than 300 seems to be required, but the optimum molecular weight 
for biliary excretion varies with the animal species.55 This subject is con­
sidered in detail in Chapter 10, this volume. 

VI. ORGANS OF ELIMINATION 

A. The Liver 

The liver (3-4% body weight) is unique in its anatomical position in 
relationship to circulation. The mesenteric vein and the splanchnic vein 
drain into the portal vein and constitute about 75% of total liver blood 
flow. The remainder is delivered by the hepatic artery that arises from the 
celiac artery. Despite the divergent blood supply to the liver, close associ­
ation and compensatory mechanisms exist between both streams. When a 
reduction in portal venous flow occurs, hepatic arterial flow rises and 
partially compensates for the reduction.56 

Blood flow in the liver differs from that to all other organs. The differ­
ence may be ascribed to a highly ramified network of cells that are in­
terspersed with blood spaces, the sinusoids.57 Functionally, liver tissue is 
organized into units known as acini58 that are centered on the portal ven-
ules that drain the blood. The cells in the acini are organized as one-cell-
thick sheets and beams that in an overall sense are parallel to the lines of 
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flow. Blood from the terminal portal venules and hepatic arterioles (bath­
ing Zone I cells) pours into the sinusoids, bathing each side of single-cell 
sheets (approximately 25 /xm thick) and leaving by the hepatic venules 
(bathing Zone III). The region between Zones I and III is called Zone II of 
the liver acinus (see Chapter 4, this volume). 

The sinusoids are lined by filmy endothelial cells perforated by open 
fenestra of varying size, so that solutes freely enter the underlying space, 
Disse's space, which serves as the extracellular space of the liver. Disse's 
space is also continuous with the intracellular cleft. Moreover, the surface 
of liver cells underlying the sinusoidal lining is very large because of the 
area provided by microvilli that form the first structural barrier between 
blood and the hepatocyte. Because the depth of the space of Disse is 
small, diffusional equilibration in the lateral direction will be rapid and 
virtually instantaneous. But in the axial direction, the length of the 
sinusoid is such that the process may take longer. The mechanism respon­
sible for carrying material from input to output is, therefore, that of flow 
and not of diffusion.59 

The liver is the major organ for biotransformation of most endogenous 
compounds. It regulates intermediary metabolism and is primarily respon­
sible for the metabolism of exogenously administered compounds. It is 
also an organ for sequential metabolism of biotransformed products. Cer­
tain xenobiotics and some of their metabolites are excreted into bile. 

B. The Intestine 

The contribution of intestinal mucosal metabolism to the overall metab­
olism of a xenobiotic is firmly acknowledged. For example, salicylamide60 

and isoproterenol61 are conjugated by intestinal mucosal enzymes. But 
quantitative assessment of the contribution by the intestines during pass­
age of a xenobiotic "across" the mucosa remains obscure. The difficulty 
lies in evaluating the effect of the bacterial flora in the gut lumen that plays 
a role in metabolizing foreign compounds.62,63 The preponderance of bac­
teria differs with diet, age, and the presence of drugs, particularly antibiot­
ics. Moreover, a variety of factors make interpretation of the role of this 
organ difficult to quantitate. Consideration must be given to the cellular 
makeup, the thickness of the mucosa, the occurrence of microvilli with 
their large surface area, and the distribution of intestinal blood flow, 
which differs greatly for each of the segmental divisions.64 The location 
and distribution of enzymes in each segment, and their proximity to the 
lumen (the site of orally administered compounds) and to the capillary 
network (delivery into the circulation), are generally unknown. There is 
considerable evidence that the cytochrome P-450 system65 and the 
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glutathione transferases66 are located mainly in the epithelial lining of the 
villous tip, the most mature cells, rather than the crypt cells, whereas thiol 
S-methyltransferase67 is more evenly distributed. Some of these enzymes, 
the cytochrome P-450 system,68 and the glutathione transferases66 are 
found considerably higher in the upper segments of the small intestines, 
whereas thiol 5-methyltransferase is highest in the cecum.67 Differential 
rates of metabolism of xenobiotics may result when differences exist for 
the accessibility of the enzymes to the delivery site, namely, gut lumen or 
intestinal blood. 

Interpretation of in vivo data on intestinal metabolism is further compli­
cated when a xenobiotic and its metabolites participate in the enterohepa-
tic circulation. This process has been used to describe the passage of bile 
salts from the liver into the bile duct, which pours its contents into the 
upper duodenum, allowing reabsorption into the portal circulation. The 
release of bile into the duodenum, however, is discontinuous, as bile is 
usually stored in the gall bladder, which concentrates the contents before 
release. Xenobiotic conjugates that are secreted into bile may undergo a 
similar process. They may be reabsorbed directly in the small intestine or 
may undergo hydrolysis either by bacterial action or with intestinal 
mucosal enzymes to yield the parent compound for reabsorption. En-
terohepatic circulation of xenobiotics acts as a mechanism whereby the 
duration of the xenobiotic in the body is prolonged (see Chapter 10, this 
volume). 

The intestine as a secretory tissue has been documented for chlor-
decone,69 sulfanilic acid,70 and quaternary ammonium compounds.71 The 
ability of the intestine to secrete xenobiotics into its lumen tends to pro­
vide an overestimation of the overall metabolizing capacity of the intesti­
nal mucosa. 

C. The Lung 
The lung is unique in that it receives the entire cardiac output; all 

venous return passes through the lungs before the circulation is redistri­
buted as arterial blood. The drug-metabolizing activity of the lung has not 
been considered to be as important as that of the liver, despite the similar 
specific activities that are present for the mixed-function oxidases in the 
two organs72; the total enzymatic activity is only 5% that of the liver 
because of the smaller mass of the lung. However, the blood flow rate to 
the lung is about four times that of the liver. On the basis of these reasons, 
clearance by the lung may contribute significantly to the overall clearance 
of some xenobiotics. Some enzymes in lung appear to be as potent as 
those in liver, for example, in biphenyl metabolism73 and sulfation of 
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phenol.74 Such localization of enzymatic activities differs significantly 
among animal species; rabbit lung is found to be among the most enzymat-
ically active organs. 

D. Sequential Organs: The Intestine, the Liver, and 
the Lung 

Anatomically, the intestine, the liver and the lung are viewed as three 
eliminating organs arranged in a sequential fashion; the venous flow from 
the first becomes the input flow to the second organ, and the venous flow 
from the second becomes the input flow to the third. By contrast, other 
eliminating organs, for example, the kidney and brain, receive arterial 
blood from the heart and may be treated as if arranged in a parallel 
fashion. 

Clearance for organs that are arranged in sequence should not be sum­
med. Rather, an effective clearance (C/eff) should be used instead to de­
note the overall efficiencies of these sequential organs in the removal of a 
xenobiotic. As an illustration, consider three sequential organs, I, II, and 
III (Fig. 6A), with respective clearance values of 30, 20, and 10 ml/min. 
Organ blood flow is 100 ml/min, and this flow is preserved through each 
compartment. The input concentration of I is arbitrarily set at 1 /xg/ml. 
The extraction ratios for I, II, and III that result in the noted clearance 
values are 0.3, 0.2, and 0.1, respectively. The output concentration of I is 
0.7 /xg/ml and becomes the input concentration of II. Analogously, the 
output concentration of II is 0.56 /xg/ml and becomes the input concentra­
tion of III; the output concentration of III is 0.504 /xg/ml. The effective 
clearance, calculated as the effective rate of elimination (100 x [1 - 0.504] 
/xg/min) divided by the input concentration (1 /xg/ml), is about 50 ml/min. 
This effective clearance is less than the sum of the clearances, 60 ml/min, 
by the three organs. 

The effective clearance across the intestine, liver, and lung is more 
complex because the rate of blood flow through these organs is not a 
constant. The intestinal blood flow {QY) multiplied by the arterial concen­
tration (CA) is the rate of presentation of substrate to the intestine; the rate 
of exit of substrate is QiCVA, where CWil is the venous concentration from 
the intestine. The substrate leaving the intestine at the rate Q\CVA be­
comes the presentation rate to the liver by the portal flow and is joined by 
the rate of presentation, (ßH - QY)CA, from the hepatic artery (hepatic 
arterial flow is QH - QY\ QH is the total liver blood flow). Analogously, the 
rate at which a substrate leaves the liver, QHCV,H, is joined by the rate of 
substrate presentation by all other venous return, (QT - öH)Cv,others 
(blood flow from all other organs is [QT - QH];QT is total cardiac output); 
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Fig. 6. Eliminating organs arranged in sequence. A simple illustration of three eliminat­
ing organs, I, II, and III, in sequence. Constant flow (g = 100 ml/min) occurs through all 
organs; the input concentration to I is 1 g/ml. (A) The mathematical calculations demonstrate 
an overestimation of the effective clearance (C7eff, 49.6 ml/min) by the sum of the three organ 
clearances (60 ml/min). (B) The intestines, the liver, and the lung and the rates of presenta­
tion to the organ are described. The equations describe the rate of removal by the intestine 
(t?,), the liver (vH), and the lung (t>L), and the effective removal rate (v) as well as the effective 
clearance by the organs in sequence. 
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the venous concentrations of substrate from liver, and from all organs 
other than liver, are denoted by CV,H and Cv,others> respectively. The rate 
of removal by each organ, vl9 vH, and vL, and the effective rate of removal 
(Συ) are given in Fig. 6B. The effective clearance, in turn, can be calcu­
lated by the effective removal rate divided by the arterial concentration 
(Fig. 6B). 

E. Effect of Route of Administration 
The site of introduction of a foreign compound into the organism qualita­

tively governs the initial exposure of the xenobiotic to the several organs. 
One such direct mechanism of administration vascularly is by intravenous 
injection (Route A, Fig. 7); the entire amount is passed through the lungs 
before it is returned to the heart and distributed by arterial blood to the 
rest of the body. In contrast, an orally administered compound has to 
traverse the intestines, the liver, and the lung before it reaches the sys­
temic circulation (Route B, Fig. 7). The amount that reaches the systemic 
circulation intact may be much less than the amount administered as it is 
dependent on the efficiency of these organs for xenobiotic removal. This 
presystemic removal of a compound that accompanies the extraarterial 
administration is known as the first-pass effect75; the phenomenon has 
been most commonly seen with oral administration. The intraperitoneal 
route (Route C, Fig. 7) is often chosen in animal studies on the assumption 
that the entire dose will be absorbed directly into the portal circulation to 
the liver. However, nonspecific absorption may occur from the capillaries 
lining the abdominal walls or directly by the intestinal wall.76 Conse­
quently, the entire dose is not absorbed directly into the liver; the extent 
of absorption will depend on the lipophilicity of the compound as well as 
on the exact site of injection into the abdomen. 

Inhalation, intramuscular, and subcutaneous routes (Routes D-F, 
Fig. 7) will resemble those of intravenous administration, although the 
rate of delivery into the circulation may depend on the drainage of blood 
through the specific tissue; the circulation will bring the absorbed mole­
cules into the lung before the compound is distributed into the arterial 
system. If the lung acts as an eliminating organ, first-pass elimination will 
occur. 

By contrast, intraarterial (ia) administration delivers the entire dose to 
the site of sampling (Route G, Fig. 7). The concentration-time profile (or 
AUCia), therefore, serves as a reference point for the paraintraarterial 
(pia) routes of administration. When elimination remains linear for all 
organs, the systemic availability (Fsys) or the fraction that escapes the 
first-pass effect multiplied by the administered dose is the effective dose 
that reaches the systemic circulation intact. This amount equals the total 
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ROUTES OF ADMINISTRATION 

A - INTRAVENOUS 
B - ORAL 
C - INTRAPERITONEAL 
D - INHALATION 
E - INTRAMUSCULAR 
F - SUBCUTANEOUS 
G - INTRAARTERIAL 

ARTERIAL FLOW 

VENOUS FLOW 

* FIRST-PASS ORGANS 

φ SITE OF SAMPLING 

. ELIMINATION 
s' (METABOLISM / 

EXCRETION) 

Fig. 7. The effect of the route of administration. The organs (tissues) in the organism are 
placed'in anatomical perspective, interconnected by the circulation. The first-pass organ for 
intravenous, subcutaneous, intramuscular routes of administration is the lung; the first-pass 
organs by oral and intraperitoneal routes of administration are the intestine, the liver, and 
the lung. 

body clearance multiplied by the area under the curve in the following 
relationship (Eq. 30): 

FsysDose»ia = At/CpiaC7T (30) 

The relationship for ia administration is shown in Eq. (31), 

Doseia = AUCiaClT (31) 

where F sys is unity. Dividing Eq. (30) by Eq. (31) yields the following 
comparison. 
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Fsys = (AUCpia/Dose»ia)/(AUCia/Doseia) (32) 
The systemic availability is a complex function of the availability of 

each first-pass organ. Organ availability F is related to the extraction ratio 
as in Eq. (33), 

F = 1 - E (33) 
and the overall availability (or systemic availability) is the product of 
the availability of all of the first-pass organs (Eq. 34).77 

-*sys -^gut-Mi ver-Mung W^J 

The oral (po), intraportal (ipl), and intravenous (iv) administration of a 
compound will result in the following relationships. 

^gut̂ iiver̂ iungDose*0 = AUC»°ClT (35a) 

^liver^lungDoSe*1 = AUC^ClT (35b) 

FlungDoseiv = A£/CivC7T (35c) 
Under first-order conditions, a comparison of the AUC values of intraven­
ous to intraarterial administration will provide the availability of the lung; 
intraportal to intravenous, the availability of the liver; and oral to in­
traportal, the availability of the gut. The availability of the gut is a com­
plex function of the fraction metabolized by bacterial action, the fraction 
absorbed into the portal circulation, and the availability of the intestines. 

VII. COMMENTS 

The interactions between xenobiotics and body constituents, the phys­
iological processes, and the sites of elimination have been outlined. This 
knowledge hopefully will aid in the understanding of biological events that 
occur in vivo. All of the physiological constraints and the dynamic forces 
interacting on a foreign compound must be assessed. 
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I. INTRODUCTION 

The body is provided with several means to rid itself of the myriad 
foreign chemicals to which it is exposed. Interruption of any of the major 
routes of excretion appreciably increases the toxicity of most xenobiotics. 
Quantitatively, the kidney is the most important excretory organ, and the 
vast majority of xenobiotics and/or their metabolites appear in the urine to 
some extent. The bile ranks next in importance and, in addition to an 
excretory pathway, provides a means of retaining drugs through the en-
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terohepatic circulation. Other routes of excretion include expired air, 
sweat, saliva, feces, and milk. Although these are generally of less quanti­
tative importance than urine and bile, they become consequential for 
specific types of compounds and circumstances. Gases and vapors, in­
cluding most anesthetic agents, are excreted by the lungs. The finding that 
a number of drugs and metabolites appear in expired air and in saliva has 
given rise to a means of assessing metabolism and plasma levels of drugs 
in humans by simple, noninvasive procedures. The secretion of drugs and 
potentially toxic chemicals into the milk is of great concern at a time when 
breast feeding of infants is again finding increasing acceptance. Lim­
itations of space preclude extensive coverage of all routes and mecha­
nisms of xenobiotic excretion. Biliary excretion will be the primary focus 
of this chapter, and renal mechanisms will be considered to a lesser ex­
tent. Other routes are of necessity relegated to a few brief paragraphs. The 
reader is cautioned to regard this chapter as a source of information and 
not as an evaluation of the relative pharmacological or physiological im­
portance of the several routes of excretion. 

II. RENAL HANDLING OF ORGANIC ANIONS 
AND CATIONS 

Most xenobiotics or their metabolites are weak organic anions or ca­
tions. Mechanisms of renal excretion of xenobiotics have been reviewed 
by Pritchard and James1 and by Irish and Grantham,2 and a more phar-
macokinetic analysis of renal processes has been presented by Garrett.3 

Renal excretion will be considered briefly here. The process of urine 
formation and drug excretion begins with the passage of blood through the 
glomerulus to yield a tubular fluid that is essentially an ultrafiltrate of 
plasma. Compounds with a molecular weight of approximately 5000 or 
less are readily filtered by the glomerulus. This would include most 
xenobiotics and their metabolites. The driving force for filtration is the 
hydrostatic pressure of the blood, and formation of tubular fluid is sensi­
tive to changes in blood flow and pressure. Approximately 180 liters of 
filtrate is produced per day in the average human. All but 1.5 liters is 
reabsorbed by the tubules. Glomerular filtration of xenobiotics not bound 
to plasma proteins, although a passive process, is nearly 100% efficient. 
Protein binding is a major limitation in renal excretion of xenobiotics 
because it diminishes the free drug concentration gradient across the capil­
lary membrane within the glomerulus. Consequently, drugs such as war­
farin, which are extensively bound to plasma proteins, have long half-
lives. The rate of blood flow to the kidney and the volume of distribution 
also influence the amount of xenobiotic that appears in the glomerular 
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filtrate. Both of these factors may be appreciably altered in disease states 
and thus affect the elimination of drugs and other chemicals. Glomerular 
filtration rate is commonly measured by clearance of creatinine, an en-
dogenously formed amino acid derived from creatine phosphate of mus­
cles. Although a small amount of tubular secretion occurs, the method is 
suitable for obtaining a first approximation of glomerular filtration rate. 

Xenobiotics also enter the tubular fluid by active transport across tubu­
lar cells. The mechanisms involved are identical to those that actively 
transport physiological organic anions and cations. Active tubular trans­
port of organic anions and cations is relatively unhampered by plasma 
protein binding because the process is very rapid and the rate of dissocia­
tion from plasma protein binding is typically measured in milliseconds 
and, thus, is negligible. A case in point is the organic anion, penicillin G, 
65% of which is bound to plasma proteins. However, its plasma half-life is 
only 30 min because of active tubular transport. The half-life of penicillin 
G can be significantly extended by administration of another organic an­
ion, probenecid, which successfully competes for the tubular anion trans­
port mechanism. Methotrexate excretion is inhibited by salicylates that 
compete for tubular transport. This important drug interaction may lead 
to toxic blood levels of the antitumor agent. Other inhibitors of active 
transport such as 2,4-dinitrophenol and ouabain decrease accumulation of 
organic anions in tubular cells. According to current theory, organic an­
ions are actively transported into tubular cells and then move passively 
into the lumen down an electrochemical gradient. Facilitated diffusion 
may also be involved. Among the many substances secreted by the tubu­
lar organic anion system are bile salts, cyclic AMP, hippurate, hydroxy-
indoleacetic acid, prostaglandins, urate, acetazolamide, cephalothin, 
furosemide, penicillin G, probenecid, and saccharin. 

An analogous tubular system is responsible for the transport of organic 
cations, mainly amines carrying a positive charge within the physiological 
range of pH. Although not as extensively studied as the anionic system, 
organic cationic transport appears to follow a similar mechanism. Competi­
tive inhibition by transported cations has been demonstrated, although 
saturation of the putative carrier has been difficult to demonstrate in view 
of the toxicity of high concentrations of most organic cations. Metabolism 
of some organic cations by tubular cells adds an interesting aspect to their 
excretion. For example, morphine is taken up by the cells in cationic form 
but conjugated to sulfate and excreted as the anion. The anion inhibitor, 
probenecid, does not block renal excretion of basic drugs that are sulfated 
by the kidney but does block excretion of the preformed sulfate, support­
ing the concept of active transport of organic anions only in the uptake 
phase of tubular transport. The cationic and anionic systems are generally 
considered to be independent of each other, although exceptions may 
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exist. Substances transported by the organic cation system include 
acetylcholine, creatinine, dopamine, epinephrine, 5-hydroxytryptamine, 
histamine, atropine, hexamethonium, morphine, neostigmine, paraquat, 
quinine, and tetraethylammonium. 

Both anionic and cationic systems are deficient in the neonate. This is 
probably because of the efficiency of the mother's kidney and, conse­
quently, the lack of exposure to organic anions and cations during the fetal 
state. Maturation of these systems begins shortly after birth as the kidney 
in the neonate assumes responsibility for dealing with xenobiotics. 

Passage into the tubular fluid by glomerular filtration may be followed 
by passive transport through tubular membranes back into the blood. The 
degree of reabsorption is dependent on urine flow, is proportional to the 
lipid solubility of the drug, and is influenced by binding to plasma proteins 
that will again occur when the drug reenters the blood. Highly lipid-
soluble compounds are readily reabsorbed, and there is little or no urinary 
excretion despite nearly complete glomerular filtration. For drugs with a 
pK near the pH of urine, the rate of excretion can be increased or de­
creased by manipulation of urinary pH. Phenobarbital, a weak organic 
anion, is slowly excreted unchanged in the urine. Alkalinizing the urine 
increases the charge on the molecular, resulting in decreased tubular 
reabsorption and increased total excretion. Diuretics can alter passive 
reabsorption of other drugs by increasing urinary flow, thus decreasing 
exposure time to luminal membranes, and by changing urinary pH. 

Most xenobiotic metabolism is considered to be conducive to urinary 
excretion in view of the conversion of relatively lipophilic compounds to 
highly polar, charged metabolites. This reduces the likelihood of passive 
tubular reabsorption and enhances the possibility of active transport by 
the organic cationic and anionic systems. The relation between metabo­
lism and urinary excretion has been reviewed in this series by Pritchard 
and James.1 The initial metabolism of many, if not most, xenobiotics is 
catalyzed by enzyme systems containing cytochromes P-450 situated 
within the hepatic endoplasmic reticulum. Although the resulting metabo­
lites are generally more polar than the parent compounds, conjugation, the 
second metabolic step, makes the major contribution to increased polarity 
and charge. In particular, glucuronide and sulfate conjugates are strong 
anions, and many drugs appear in the urine in this form. 

III. BILIARY EXCRETION OF XENOBIOTICS 

Although fewer drugs are excreted by humans in the bile than in the 
urine, it is an important route for many compounds, and its function in the 
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enterohepatic circulation is responsible for the persistence of many 
xenobiotics within the body. Lower animals excrete drugs in the bile to a 
greater extent; compounds with molecular weights as low as 200 are ex­
creted in rat bile. Our understanding of biliary excretion is somewhat less 
than that of urinary excretion because our knowledge of biliary physiol­
ogy is relatively sketchy. Several articles4"8 review current concepts of 
formation and flow of bile that will be considered briefly here. 

A. Physiology of Bile Formation 

7. Structural Considerations 
Because of the central direction of blood flow within the lobule of the 

liver, peripheral (periportal) hepatocytes are exposed to higher con­
centrations of blood solutes than are central hepatocytes. Periportal bile 
cancliculi are larger, suggesting greater transport activity.6 However, 
anastomosing networks of sinusoids and branches of the hepatic artery 
emptying intermittently along the sinusoids suggest that the rigid concept 
of portal to central gradient within the lobule should be more flexible (see 
Chapter 10, this volume). 

The canaliculus, a morphologically and functionally unique area of the 
hepatocyte membrane, is characterized by many micro villi, indicative of 
an extensive transport system. Because of the tight junction between 
hepatocytes, it had been believed until recently that under normal condi­
tions essentially all blood-to-bile transport is transcellular. Under condi­
tions of continuous bile salt infusion, paracellular movement of water may 
occur in association with the choleretic response.9 In addition, inulin and 
sucrose, which equilibrate slowly with cellular water, equilibrate quite 
rapidly with bile, suggesting paracellular transport. Uncharged solutes 
may undergo paracellular transport more readily than anionic solutes.10 

Intracellular events associated with bile formation and biliary transport 
are not well defined. The Golgi area may participate in bililary secretion. 
Normally, the periportal hepatocytes contain considerably more Golgi 
membranes than do centrilobular cells, possibly reflecting their greater 
biliary activity. Bile salt-induced choleresis leads to an increase in the 
size of pericanalicular Golgi membranes but few other organelle changes, 
supporting a role in the secretion process.5 Chronic treatment with pheno-
barbital leads to choleresis and a profound proliferation of the smooth endo-
plasmic reticulum. However, no role in biliary excretion other than metab­
olism can as yet be assigned to these membranes. Accumulation within 
the lysosomes is seen for some basic drugs, such as d-tubocurarine, and 
the bound drug appears not to be readily available for biliary excretion.11 
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Acid hydrolases appear in the bile,12 probably derived from lysosomal 
vesicles, although the significance of this organelle in biliary excretion is 
not clear. Electron microscopy reveals a system of microfilaments in the 
pericanalicular area of the hepatocyte.13 These may influence biliary 
transport by contributing to the contraction and relaxation of the canalicu­
lar microvilli and to intracytoplasmic migration of vesicles in the 
pericanalicular region. The conclusion is supported by the observation 
that phalloidin, an accelerator of actin polymerization into microfila­
ments, and norethandrolone, an inducer of marked alterations in the 
pericanalicular microfilaments, will each suppress bile flow.14,15 

Biochemical mechanisms in bile formation have received relatively lit­
tle attention. Cellular levels of cAMP may influence bile formation be­
cause theophylline, an inhibitor of phosphodiesterase, and glucagon, 
which stimulates adenyl cyclase, in turn stimulate bile salt-independent 
flow in dogs.16 However, there is no parallel between bile flow and cellular 
levels of cAMP in dogs and rats, casting doubt on a causal relationship.17 

Similarly, no increased biliary cAMP is seen during taurocholate-induced 
choleresis in the dog.18 

The contribution of the ductule system to bile formation is poorly de­
fined. In species other than rabbit and rat, secretin is a potent choleretic 
and increases bicarbonate and chloride excretion, probably at the ductule 
level.4 However, certain work suggests a canalicular origin as well for 
bicarbonate.19 Reabsorption of water probably occurs in the ductule, as 
demonstrated directly by retrograde instillation of 3H20 into the rat biliary 
tree.20 Several xenobiotics are also absorbed by the ductules, indicating 
bidirectional exchange of solutes within the biliary tree. Thus, the 
canaliculus-ductule system appears to be functionally analogous to the 
nephron in that primary bile is formed at the proximal end, whereas com­
positional change occurs as the bile flows through the ductular system. 
Molecules as large as inulin and albumin are apparently reabsorbed 
through the biliary tree,21 giving rise to speculation that the protein nor­
mally found in the bile22 may also undergo bidirectional flow within the 
biliary tree; however, direct evidence is lacking. Even a highly charged 
compound such as phenolphthalein glucuronide appears in the plasma 
after retrograde injection into the bile duct.23 Thus, permeability to mac-
romolecules and to highly charged metabolites of xenobiotics has been 
demonstrated, although it has yet to be proven whether the canaliculi or 
the ductules, or both, are involved. 

2. Bile Salt-Dependent Bile Formation 
Bile secretion, unlike that of the urine, is relatively independent of 

hydrostatic pressure. A primary step in bile formation is the transport of 
bile acids across the canalicular membrane, resulting in an osmotic 
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movement of water into the canalicular lumen.24 The relationship between 
bile flow and the secretion of bile salts is referred to as bile salt-dependent 
bile flow. Numerous other organic anions, such as sulfobromophthalein 
(BSP) and iodipamide exert a similar osmotic effect. Bile salts are nor­
mally present as micelles within the bile, and consequently their osmotic 
activity is somewhat lower than would be predicted on a molar basis. 
Therefore, bile salts that do not form micelles cause a proportionally 
greater increase in bile flow than do those that form micelles.25 Counter 
ions transported with bile salts may make a major contribution to the 
osmotic gradient. Nonosmotic factors may also play a role in bile salt-
dependent flow.8 

3. Bile Salt-Independent Bile Formation 
From analysis of bile flow at varying levels of bile salt infusion, it has 

been calculated that bile flow can occur in the absence of bile salts, that is, 
the bile salt-independent flow. Quantitation of this flow is difficult because 
it assumes a straight-line relationship between bile salt secretion and bile 
flow, even at a low concentration of bile salts, that is, below that critical 
for micelle formation. Certain studies26,27 reveal that this relationship may 
be curvilinear at low concentrations of bile salts, casting doubt on the 
conventional procedure for determination of bile salt-independent flow. 
Nevertheless, nearly normal bile flow is maintained in the rat in the virtual 
absence of bile salts after prolonged bile drainage28 and in the isolated 
perfused rat liver.29 The mechanism of the bile salt-independent flow, 
although as yet unsettled, revolves around active transport of sodium 
associated with (Na+, K+)-ATPase activity. This theory presumes that 
(Na+, K+)-ATPase present in the canalicular membrane generates a gra­
dient across the membrane by means of the sodium pump. Induction of 
synthesis of (Na+, K+)-ATPase and of bile salt-independent flow by 
phenobarbital are both blocked by inhibitors of protein synthesis.30 How­
ever, ouabain and ethacrynic acid, each of which inhibits (Na+, K+)-
ATPase and therefore should suppress bile salt-independent flow, actu­
ally increase flow under certain circumstances,31,32 possibly because of the 
osmotic effect of their own excretion. Doubt has been cast on the exis­
tence of (Na+, K+)-ATPase in the canalicular membranes,6 and highly 
purified membrane preparations show no enrichment of the enzyme com­
pared to liver homogenates (M. Inouye, personal communication). 

B. Characteristics of Compounds Excreted 
in the Bile 

Over 200 xenobiotics or their metabolites have been detected in the 
bile.33 These include nearly every class of pharmacological agent as well as 
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numerous environmental, carcinogenic, and otherwise toxic chemicals. 
Many metals, toxic as well as physiological, are excreted in the bile. 
Excretion has been studied in rodents and other common laboratory ani­
mals, fish, several domesticated and wild animals, and humans, but there 
is considerable variation among species. 

Brauer34 originally classified compounds based on their bile/plasma 
concentration ratios. Class A substances have a ratio of approximately 1.0 
and include sodium, potassium, chloride, and glucose. Class B substances 
have a ratio considerably greater than 1.0 and include bile salts, bilirubin, 
a number of dyes such as iodipamide and BSP, and many xenobiotics. 
Class C substances are relatively excluded from the bile, and the bile/ 
plasma ratio is less than 1.0. This last group includes many mac-
romolecules such as phospholipids and proteins. For xenobiotics readily 
excreted in the bile (class B), a distinction is made between organic an-
ions, cations, and noncharged compounds. Each group is considered to be 
transported into bile by an independent mechanism, although a number of 
subgroups and exceptions to the theory are seen. Bile salts are trans­
ported by mechanisms independent ofthat for BSP and apparently other 
organic anions as well. Biliary excretion of organic cations, although pro­
ceeding by an apparently independent mechanism, may also show a mul­
tiplicity of pathways.35 Partially independent pathways for mono- and 
diquaternary amines have been demonstrated for procainamide etho-
bromide andd-tubocurarine.36,37 Even two bile acids, dehydrocholate and 
taurocholate, may not entirely share the same pathway.38 Another intra-
group distinction is seen in the biliary excretion of the anions morphine 
sulfate and morphine glucuronide; phenobarbital treatment enhances 
excretion of the former but not the latter.39 In the rat, BSP may be trans­
ported by two pathways, only one of which is shared with bilirubin.40 After 
treatment with nafenopin, the isolated perfused rat liver takes up BSP 
rather poorly, whereas bilirubin transport is unaffected.41 The transport 
mechanism for uncharged compounds is typically studied using ouabain, a 
cardiac glycoside. It has a steroidlike structure, and a number of steroid 
hormones inhibit its uptake into liver slices as well as its secretion in the 
bile. A distinct pathway for noncharged compounds has been questioned 
in view of findings that the organic anions, BSP and phenolphthalein, 
inhibit the uptake of ouabain into liver slices and into the bile.42,43 It is 
apparent that the question of independent hepatic mechanisms for trans­
port of anions, cations, and noncharged compounds has yet to be re­
solved. 

A molecular weight threshold exists for biliary organic anions that var­
ies considerably among species. The minimum molecular weight is 325, 
400, 475, and 500-700 for rats, guinea pigs, rabbits, and humans, respec-
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tively.44 These figures are only approximate, and there is considerable 
latitude within each species. In general, lower molecular weight com­
pounds are excreted in the urine. For organic cations, the threshold is 200 
in the rat and appears to exhibit little or no species variation.45 For com­
pounds well below the mean threshold, renal ligation does not lead to a 
greater biliary excretion. Similarly, for compounds well above the thresh­
old, bile duct ligation does not increase urinary excretion. In contrast, a 
group of compounds of intermediate molecular weight (325-465) are ex­
creted in both urine and bile of rats. For this last group, occlusion of one 
route of excretion leads to compensatory excretion in the other.46 The 
mechanism for such a distinction based on molecular weight remains un­
known. 

C. Hepatic Uptake versus Biliary Transport 

Biliary excretion is commonly studied from the viewpoint of movement 
from plasma to bile, overlooking the distinction between hepatic uptake 
and canalicular transport. Plasma disappearance rates are often equated 
with hepatic uptake, neglecting extrahepatic distribution. The latter prob­
lem can be overcome using the isolated perfused liver. Studies on 
xenobiotic uptake involved the use of isolated hepatocytes.47-50 In many 
cases, the data obtained compare well with those from perfused liver. 
However, the structural and functional polarity of the hepatocytem vivo is 
lost during isolation, and exposure of both sinusoidal and canalicular faces 
to the medium occurs in suspensions. Therefore, it is impossible to deter­
mine if release of a compound into the medium is analogous to efflux into 
the plasma or secretion into the canaliculus in vivo. Consequently, uptake 
studies must be carried out over a short period to minimize release. The 
ratio of concentration within the cell to that in the medium is often greater 
than 1.0, implying active transport. Uptake of taurocholate depends on 
active (Na+, K+)-ATPase and a transmembranal Na+ gradient, whereas 
transport of BSP, indocyanine green, and ouabain does not. This correla­
tion suggests different mechanisms and confirms findings in vivo and in the 
perfused liver that indicate that bile salts are taken up by mechanisms 
differing from those of most xenobiotics. 

Despite the limitation mentioned, taurocholate secretion from isolated 
hepatocytes has been studied by incubating cells with bile salts and sub­
sequently measuring the efflux in fresh medium.51 Transport is carrier and 
energy dependent. Secretion of intracellularly formed glutathione conju­
gate of BSP49 and of 5-methyl tetrahydrofolate48 has also been reported. 

To distinguish between hepatic uptake and canalicular transport, use 
was made of probenecid, an inhibitor of renal transport of organic anions. 
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It was found to depress hepatic uptake of ouabain in vivo and in liver 
slices510 but did not effect biliary excretion. Nafenopin, in contrast, inhib­
its the biliary excretion of bilirubin in v/vo,52 but not its hepatic uptake in 
the isolated perfused liver.41 Bucolome, an anti-inflammatory drug, en­
hances the biliary excretion of ouabain but inhibits its disappearance in 
plasma,53 although clearance of BSP and bilirubin is enhanced. The selec­
tive response to these drugs undoubtedly reflects multiple transport 
mechanisms within the hepatocyte plasma membrane that are far more 
complex than the simple distinction between cations, anions, and non-
charged molecules. The independence or interdependence of these sys­
tems requires additional study. 

D. Intracellular Binding 

For bile salts, bilirubin, and most xenobiotics, uptake into the liver is 
followed by intracellular binding prior to metabolism and excretion. A 
major cytosolic binding protein is ligandin.54 It normally comprises about 
5% of hepatic cytosolic protein and may increase to 10-15% after treat­
ment with phenobarbital. It binds bilirubin, glutathione, and a number of 
xenobiotics54 and was shown to be identical to an azo dye binding pro­
tein55 and a cortisol metabolite binding protein.56 Rat liver ligandin is 
identical to glutathione 5-transferase B, one of several such transferases 
found within the cytosol.57 Indeed, all of the glutathione transferases ap­
pear to have similar binding activity and constitute a family of ligandins.58 

Treatment of rats with phenobarbital, DDT, dieldrin, or pregnenolone 
16a-carbonitrile, inducers of the hepatic mixed-function oxidase system, 
increases hepatic but not renal levels of ligandin. Treatment with 
tetrachlorodibenzo-/?-dioxin (TCDD) induces both hepatic and renal 
ligandin.59 Phenobarbital also enhances uptake of bilirubin and BSP 
through decreased efflux.60 Such direct evidence is not available for other 
xenobiotics, although binding constants for a number of compounds are 
similar to that for bilirubin, suggesting a comparable mechanism.61,62 

Elasmobranchs (sharks and skates) are virtually devoid of hepatic ligan­
din, although these species are able to concentrate and excrete organic 
anions.63 This suggests that alternative mechanisms for hepatic transport 
are operative in elasmobranchs. 

A second cytosolic binding protein Z (aminoazo dye-binding protein 
A), also binds a diverse group of xenobiotics. There is little evidence 
regarding its role in hepatic transport. Treatment with nafenopin markedly 
increases hepatic concentration of Z64 and leads to decreased uptake of 
BSP in the perfused liver, whereas bilirubin uptake is unaffected.41 The Z 
protein also binds fatty acids,65 although the significance of this is not 
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clear. A third type of cytosolic binding proteins are those that nonen-
zymatically and covalently bind a large number of highly reactive elec-
trophilic compounds. This group may simply represent a general pool of 
proteins, although those with hydrophobic binding sites appear to be the 
most susceptible. No function in hepatobiliary transport has been as­
cribed to this group. 

Bile contains more than 12 proteins,66 but their role, if any, in the 
binding and transport of xenobiotics has received little attention. In-
docyanine green is bound approximately 50% to biliary proteins in guinea 
pigs,67 but the contribution to dye excretion is unknown. Differential bind­
ing of metabolites of 7V,7V-dimethyl-4-aminoazobenzene (DAB) to frac­
tions of biliary proteins has been demonstrated (A. R. Samuels, M. M. 
Bhargava, and W. G. Levine, unpublished experiments). The specificity 
of this binding suggests a possible function for certain biliary proteins in 
the biliary excretion of DAB metabolites. 

E. Metabolism 

Most xenobiotics are converted to metabolites prior to excretion in bile 
or urine. The enzymatic and chemical aspects of biotransformation have 
been described in this series of publications.68,69 To summarize briefly, 
metabolism generally may be divided into two major steps. In the first 
phase, a number of oxidative enzymes catalyze hydroxylation, dealkyla-
tion, sulfoxidation, aromatization, or nitro and azo reduction reactions. 
Following this are several synthetic reactions that result in the formation 
of one of a number of conjugates (e.g., glucuronides and sulfates) or 
glutathione thioethers, among others. The appropriate enzymes are found 
in the microsomal and cytosolic fractions of the liver. The latter group of 
reactions increases greatly the polarity of the compound. This is condu­
cive to rapid excretion, and the significant increase in molecular weight 
facilitates biliary excretion. 

The importance of biotransformation in biliary excretion is well il­
lustrated by the Gunn rat, which is devoid of bilirubin-UDPglu-
curonyltransferase. Being unable to excrete bilirubin, the animal remains 
jaundiced throughout its lifetime. Induction of drug-metabolizing enzymes 
frequently leads to increased biliary excretion of xenobiotics. This has 
been demonstrated for a number of inducing agents and xenobiotics,33 

although the significance of such studies is sometimes difficult to assess. 
Phenobarbital induces both types of enzymes70 but also increases liver 
size, hepatic blood flow,71,72 and bile salt-independent bile flow73,74 unre­
lated to its effects on cytochromeP-450. Because clearance of compounds 
with high hepatic extraction is dependent on blood flow, enhanced biliary 
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excretion after phenobarbital might in some cases be attributable mainly 
to increased hepatic blood flow. In at least one instance, phenobarbital 
paradoxically induced glucuronidation of morphine in vitro but depressed 
excretion of the conjugate in vivo,75 possibly by inhibition of biliary trans­
port. Other inducing agents, spironolactone and pregnenolone 16a-
carbonitrile, also increase bile flow.76 In contrast, polycyclic hydrocar­
bons do not increase liver weight or bile flow in the short period of time 
required for significant enzyme induction, usually less than 24 hr. 

In the absence of enhanced bile flow or increased liver size, an increase 
in the rate of excretion of a metabolized xenobiotic after pretreatment 
with these agents leads to the conclusion that metabolism is the rate-
limiting step in the hepatobiliary fate ofthat particular xenobiotic. This is 
seen for methadone77 and a number of chemical carcinogens.78-82 For 
example, benzo[«]pyrene, which appears in the bile entirely in the form of 
its metabolites, is excreted more rapidly after induction with 
3-methylcholanthrene and with phenobarbital even when increased liver 
size and bile flow are taken into account.78 Conversely, inhibitors of the 
oxidase system depress the rate of biliary excretion of benzo[«]pyrene 
metabolites. Sex differences for benzopyrene metabolism in rats are 
also reflected in rates of biliary excretion. Similar observations have 
been made with the carcinogens, 3-methylcholanthrene, 7,12-
dimethylbenzanthracene, 2-acetylaminofluorene, and N,jV-dimethyl-4-
aminoazobenzene.78-82 

Phenobarbital has been shown to increase the rate of plasma disap­
pearance and biliary excretion of two nonmetabolized compounds, 
phenol-3,6-dibromphthalein and indocyanine green.83 The barbiturate also 
increases biliary excretion of bilirubin84 and BSP,85 both of which are con­
jugated prior to excretion. Both enhanced formation and transport of the 
conjugate are involved. In such studies, metabolism is considered the 
rate-limiting step in the excretion of the xenobiotic. However, an investi­
gation of the biliary excretion of phenolphthalein, 3-methylumbelliferone, 
and 8-hydroxyquinoline, each of which appears in the bile as its 
glucuronide, revealed that canalicular transport and not metabolism was 
the rate-limiting process.86 In general, conjugation reactions are carried 
out far more rapidly than are the initial oxidative steps. Therefore, it is 
less likely that compounds requiring only conjugation would be limited by 
metabolism in their hepatobiliary excretion. Generalizations concerning 
rate-limiting steps for xenobiotic excretion must take into account 
whether initial or conjugation phases, or both, are involved, as well as the 
nonmetabolic effects of inducing agents. A case in point is the effect of 
nafenopin, which has no effect on metabolism but inhibits biliary transport 
of xenobiotics. Oxidative metabolism is rate limiting in the excretion of 
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benzo[ö]pyrene, and nafenopin, predictably, does not alter the rate of 
biliary excretion. However, if metabolism is markedly induced with 
3-methylcholanthrene or is entirely bypassed through injection of pre­
formed metabolites, canalicular transport becomes rate limiting and inhi­
bition by nafenopin is seen.87 

It follows from this explanation that glutathione conjugation, as for 
example with BSP, would not be rate limiting in excretion of the dye. 
However, depletion of hepatic glutathione by diethylmaleate or 
methyliodide depresses dye excretion,88,89 which is attributable to the loss 
of substrate (glutathione) for the transferase. The azo dye carcinogen 
7V,7V-dimethyl-4-aminoazobenzene undergoes N-demethylation and ring 
hydroxylation and is excreted in the bile as a mixture of metabolites, 
including conjugates of glutathione, glucuronic acid, and sulfate.90,91 De­
pletion of hepatic glutathione specifically depresses N-demethylation, 
whereas ring hydroxylation is relatively unaffected.92 N-demethylation 
probably is critical in the excretion of the azo dye, and depressed excre­
tion is seen after glutathione depletion. Some of the inhibition of excretion 
is probably attributable to depressed formation of glutathione conjugate, 
although the total mechanism of this interaction has yet to be elucidated. 
A direct toxic effect of depleting agents has been ruled out because the 
effect is readily reversed upon restoration of hepatic glutathione and 
very high concentrations of these agents are required to inhibit 
N-demethylation in vitro. Specific inhibition of cytochromeP-450 may be 
a consequence of glutathione depletion, possibly mediated through heme 
oxygenase and lipid peroxidation. Both are increased after glutathione 
depletion,93,94 and each could lead to loss of cytochrome/M50 activity. In 
particular, the cytochrome is sensitive to effects of endogenous and exog­
enous lipid peroxides. Whether the loss of N-demethylating activity after 
glutathione depletion is specifically attributable to this mechanism de­
serves further investigation. 

F. Effects of Other Xenobiotics 

Many xenobiotics directly or indirectly influence hepatobiliary excre­
tion. Some of these compete for transport based on similarity of charge. 
Others induce or inhibit drug-metabolizing enzymes. Still others are 
hepatotrophic and increase the functional size of the liver, and some are 
choleretic. A xenobiotic may affect its own excretion. BSP is commonly 
used to assess hepatobiliary function but is toxic in high doses. During 
infusion for measurement of maximum transport, decreased bile flow and 
dye excretion have been seen.95,96 Liver ATP falls precipitously,97 possi­
bly through an action of the dye on the mitochondrial membrane.98 The 
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glutathione conjugate of BSP does not show similar toxicity. In view of 
these effects, the use of BSP for determination of the transport capacity of 
the liver is open to question.96 

Administration of the hypolipidemic compound, nafenopin, increases 
liver size and evokes a marked choleresis accompanied by inhibition of 
biliary excretion of organic anions and uncharged xenobiotics.52'99,100 

Transport of organic cations is not affected, indicating a selectivity in 
effect and not simply general hepatotoxicity. The effect is seenm vivo and 
in the isolated perfused liver. Unlike most hepatotrophic chemicals, 
nafenopin does not induce drug metabolism,52 and there is no effect on 
excretion where metabolism is rate limiting. In contrast to other organic 
anions, chlorothiazide101 and harmol sulfate102 are excreted more rapidly 
after nafenopin pre treatment, probably in association with increased bile 
flow. This provides further evidence for the multiplicity of anion transport 
mechanisms in the bile. Studies show that nafenopin blocks both the 
uptake41 and the biliary excretion52 of BSP; bilirubin uptake is not af­
fected, although its excretion is depressed. Apparently, nafenopin inhibits 
the transport of highly charged compounds. Consequently, there is no 
influence on the hepatic uptake of bilirubin, which is essentially uncharged 
at physiological pH but is excreted into the bile as the highly charged 
glucuronide. The choleretic effect of nafenopin is bile salt-independent 
but otherwise not entirely explained. The increased flow is of canalicular 
origin and requires pretreatment with the drug as well as the presence of 
the drug and/or its metabolites in the bile.100 Thus, a change in the func­
tional state of the liver and a possible osmotic effect may contribute to the 
choleretic response. 

Many other xenobiotic and physiological compounds influence 
hepatobiliary function.33 Most, although not all, of the effects are detri­
mental. The substances include carbon tetrachloride, the pesticide 
kepone, the toxic chemicals, TCDD and polychlorinated biphenyl (PCB), 
organic forms of certain metals, and others. Such commonly used drugs as 
diazepam and acetaminophen and such hormones as aldosterone, hy-
drocortisone, and estrone also affect biliary function, at least in experimen­
tal animals. Extrapolation of these results to humans is difficult, because 
relatively few biliary studies of this sort have been carried out in humans. 
Pregnancy and chronic administration of estrogens are accompanied by 
decreased bile flow and depressed biliary excretion of a number of sub­
stances.103,104 Sensitive women may become jaundiced with the use of oral 
contraceptives or during the last trimester of pregnancy. Some of this 
response may be related to the known inhibitory effect of estrogens on 
drug-metabilizing enzymes. However, 17ß-estradiolglucuronide, ordinar­
ily considered a detoxication product, inhibits bile flow in rats.105 Other 



9. Excretion Mechanisms 265 

estrogens and their conjugates are not inhibitory. Whether this is respon­
sible for estrogen-induced depression of biliary function in women re­
mains an open question. 

Ethinyl estradiol suppresses bile salt-independent bile flow,106 bililary 
excretion of bile acids,107 bilirubin,107 and BSP,108 as well as hepatic (Na+, 
K+)-ATPase activity.109 Administration of Triton WR-1339 restores bile 
flow and bile acid excretion, whereas pretreatment with phenobarbital 
corrects bile flow only.110 The Triton effect is independent of protein syn­
thesis. It has been inferred that ethinylestradiol primarily alters lipid 
structure and, consequently, fluidity of the cell membrane, which leads to 
changes in (Na+, K+)-ATPase and transport activities. 

In addition to estrogens, many xenobiotics induce cholestasis (reviewed 
by Plaa and Priestly106). Of considerable clinical importance are the pro-
pionate and estolate forms of erythromycin, phenothiazines such as chlor-
promazine, and tricyclic antidepressants. Less significant are the re­
sponses to novobiocin, rifampicin, and nitrofurantoin, each of which may 
elicit mild jaundice and retention of BSP. An extensively studied cholesta-
tic agent is α-naphthoisothiocyanate, which affects rats and mice more 
than other species. Accompanying the rapid inhibition of biliary function 
is dilatation of bile ducts with a loss of microvilli. Hyperplasia of bile 
ducts is seen after chronic administration. Inhibition of the mixed-function 
oxidase system is also seen, although the relationship to cholestasis is 
unknown. Phenobarbital pretreatment potentiates and SKF 525-A re­
duces hepatotoxicity, implying metabolic activation of a-naphthoiso-
thiocyanate. Inhibitors of protein synthesis block the effect of this 
agent as well as excretion of its metabolites; protein synthesis is ap­
parently required for metabolic activation. The active metabolite(s) re­
quires an intact enterohepatic circulation for effect. 

Chelating agents, as might be predicted, often influence the fate of 
metals that ordinarily are excreted in the bile to a minor extent. Trisodium 
calcium diethylenetriaminepentaacetic acid increases the excretion 
of plutonium in bile,111 and deferoxamine promotes the excretion of 
iron.112 In contrast, neither citrate, cysteine, nor penicillamine alters 
biliary levels of cadmium, although each readily forms a complex with the 
metal.113 Excretion of methylmercury is altered only slightly by penicil­
lamine, dimercaprol, and diethyldithiocarbamate.114 Spironolactone, al­
though not a chelating agent, enhances biliary excretion of mercury,115 

decreases excretion of silver, and does not affect excretion of lead, man­
ganese, and arsenic.116 

Pretreatment of homozygous and heterozygous Gunn rats with PCBs 
accelerates biliary excretion and depresses plasma levels of thyroxine,117 

which is excreted in great part as its glucuronide. However, homozygous 
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Gunn rats are incapable of conjugating thyroxin with glucuronic acid, and 
it was found that PCBs act directly on the thyroid gland to lower plasma 
thyroxine levels. 

The vehicle in which a xenobiotic is administered may also affect its 
disposition. When benzol«]pyrene and methylcholanthrene are injected 
as solutions in dimethyl sulfoxide, biliary excretion of metabolites is more 
rapid than when an albumin suspension of the carcinogens is injected.118 

This is attributable to the formation of a carcinogen-solvent complex that 
binds tightly to the hepatic microsomes. This leads to more rapid metabo­
lism and, consequently, faster biliary excretion. 

G. Effects of Bile Salts 

Uptake, conjugation, and secretion of bile salts are primary functions of 
the hepatobiliary system. Effects of bile salts on xenobiotic disposition 
have been studied extensively. Taurocholate infusion facilitates hepatic 
uptake of BSP and of its nonmetabolized analog DBSP in the dog,119 

although inhibition has also been reported.120 The apparent discrepancy 
may be related to the dose. High doses of bile salts inhibit hepatic uptake 
of DPSP in the rat, whereas low doses stimulate it.121 In the rat, taurocho­
late infusion increases excretion of BSP and its conjugate122 and lowers 
hepatic levels of the dye, implying depressed uptake. Large doses of 
taurocholate also reduce biliary excretion of succinylsulfathiazole.123 En­
hanced excretion of the cation acetylprocainamide ethobromide is seen 
during taurocholate infusion,124 although inhibited excretion during high 
rates of bile salt infusion (260 /xmol/hr) has also been reported.125 The 
variation in techniques (perfused liver versus in vivo), species, and 
doses precludes comparison among various laboratories and leaves the 
total picture of bile salt-xenobiotic interaction essentially unsettled. 
Taurocholate-stimulated BSP excretion126,127 is not simply due to its 
choleretic effect because other choleretics, theophylline,128 umbelli-
ferone,129 and SC2614130 do not increase dye excretion. A direct interac­
tion between the dye and the bile salts has been suggested, the latter 
acting as a carrier. The micellar sink theory131 proposed that certain 
xenobiotics could be incorporated into mixed micelles, in which form bile 
salts and lipid appear in the bile. Several studies performed to test the 
theory132433 yielded conflicting information. Among the problems is the 
dependence of micellar formation on a critical concentration of bile salts, 
which differs from one bile salt to another. Dilution or concentration of the 
micellar constituents during analysis is difficult to avoid, impairing in­
terpretation of results. Cerulein increases the transport maximum (Tm) of 
BSP and rose bengal in chickens, but only if bile salts are present,134 again 
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supporting a specific role for bile salts in the effect whatever the mech­
anism. 

An association of quaternary amines with bile salt micelles135,136 has 
been demonstrated as a possible means for intestinal absorption of 
quaternary amines; the mechanism may be applicable to biliary excretion 
as well. 

H. Miscellaneous Factors 

Sex differences in biliary function are rarely seen. The dye tartrazine is 
excreted unchanged in the bile far more rapidly in female than in male 
rats,137 but the sex difference is not seen in guinea pigs or rabbits. The 
difference is hormonally controlled; estradiol enhances excretion in males 
and testosterone depresses excretion in females. The structural analog lis-
samine fast is excreted equally well by male and female rats. During liver 
regeneration, tartrazine excretion is depressed in both male and female 
rats, but the sex difference disappears on the second and third days.138 The 
difference reappears with time and is equal to that of control animals upon 
restoration of original liver size. No sex differences are seen in the biliary 
excretion of DBSP, ouabain, amaranth, or indocyanin green in rats. Sex 
differences are evident where xenobiotic excretion is limited by metabo­
lism. Thus, benzo[a]pyrene metabolites are excreted more rapidly in 
male rats than in females in parallel to their relative rates of metabolism in 
vitro.78 In contrast, aldosterone, which appears in the bile mainly in the 
form of its metabolites, is excreted more rapidly in female than in male 
rats.139 Male rats metabolize and excrete pentobarbital more rapidly than 
do females.140 Sex-related variations in drug metabolism have been 
thoroughly reviewed141 but are mainly restricted to studies with rats. 
Mice, guinea pigs, hamsters, rabbits, dogs, monkeys, and humans show 
no clear-cut sex differences. Sex differences in human drug responses are 
therefore likely to be related to factors other than hepatic metabolism. 
Metabolism of drugs exhibiting substantial sex differences in rats is less 
susceptible to induction with 3-methylcholanthrene than are those with 
smaller sex differences. This implies that the sex difference is related to 
specific isoenzymes of cytochrome P-450 because 3-methylcholanthrene 
induces a highly selective isoenzyme of cytochrome P-450. 

The metabolic fate of xenobiotics varies considerably with age. Many 
aspects of drug disposition are poorly developed in the newborn and, after 
attainment of adult levels, begin to wane with the onset of old age. The 
toxicity of a number of xenobiotics is higher in immature compared to 
adult animals, although similar comparisons have not been made for older 
animals. Developmental aspects of oxidative142 and conjugative metabo-
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lism143 have been reviewed, as have the consequences of aging for phar-
macokinetics.144 Eosine, which is excreted in the bile unmetabolized, is 
excreted more efficiently in 30- to 60-day-old rats than in animals some­
what younger or older.145 Older, but not younger, rats excrete the dye 
more rapidly after phenobarbital pretreatment, indicating an ability to 
respond to the inducing agent in older rats that is absent in younger rats. 
However, bile flow does increase in younger animals in the face of un­
changed dye excretion. Increased hepatic transport and decreased tox-
icity of ouabain in newborn rats are observed after induction with 
phenobarbital, pregnenolone 16a-carbonitrile, and spironolactone.146 De­
creased ouabain excretion in older rats is returned to adult levels after 
pretreatment with spironolactone.147 Development of the enterohepatic 
circulation of diethylstilbestrol in the rat proceeds with age in parallel to 
the rates of glucuronidation, conjugate transport, and conjugate hy­
drolysis by gut flora.148 Carbon tetrachloride inhibits plasma-to-liver trans­
port of ouabain in young rats (<35 days) and liver bile transport in older 
rats (>35 days).149 

I. Enterohepatic Circulation 

The recycling of biliary constituents by reabsorption from the gut, pas­
sage into the portal circulation, and transport again into bile is referred to 
as the enterohepatic circulation (EHC).150,151 Any compound absorbed 
from the gut and present in the bile might be expected to undergo the EHC 
cycle. In actuality, convincing evidence is available only for a few com­
pounds. Metabolism is a major consideration; hepatic pathways typically 
decrease lipophilicity of a xenobiotic, which should impede intestinal ab­
sorption by passive diffusion. However, further metabolism by bacteria of 
the large intestine152-154 often reverses this process and is a key step in 
determining which compounds actually enter the EHC. During metabo­
lism within the gut, the original compound may be regenerated, oxidative 
metabolites may be liberated because of conjugate hydrolysis, or the liber­
ated metabolites may then be further metabolized. The reactions catalyzed 
by intestinal flora may be considered complementary and often antagonistic 
to those of the liver. For example, hepatic reactions include hydroxyla-
tion, oxidation, and conjugation, whereas the intestinal flora catalyze de-
hydroxylation, reduction, and conjugate hydrolysis. Hydrolysis of glu-
curonides is probably the most common reaction that bears on the 
EHC of the compounds studied. The best example of EHC is that for bile 
salts. The conjugated salts are carried with the bile into the intestinal tract, 
where hydrolysis occurs; the bile salts and their metabolites are reab-
sorbed into the liver by way of the portal vein. The effectiveness of the 
EHC is such that only 5% of the circulating bile salts are lost each day. 
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Evidence for EHC is obtained in a number of ways.154 Where hy­
drolysis of glucuronides is believed to be crucial, glucuronidase from intes­
tinal bacteria are the focus of study. Administration to rats of 
D-glucaro-1,4-lactone, an inhibitor of ß-glucuronidase, leads to a shortened 
duration of action of phenobarbital and progesterone, both of which are 
excreted in the bile partially as glucuronides.155 The response to 
zoxazolamine is unchanged by this inhibitor because it is excreted in the 
bile as the glucuronide of the pharmacologically inactive 6-hydroxy 
metabolite. Suppression of the flora by antibiotics is also used to assess 
EHC. Under such conditions, there are changes in the disposition of 
morphine,156 diethylstilbestrol,157 mestranol,158 estradiol,158 and etor-
phine.159 Cautious interpretation is required because the antibiotics may 
cause diarrhea, altering transit time in the gut. Blood levels and urinary 
excretion are also measured with and without bile drainage. Considerable 
urinary excretion of those xenobiotics that readily appear in the bile is 
possible from extensive EHC. Each recycling will result in transport of 
some of the compound to the kidney, provided the first-pass effect of the 
liver is less than 100%. Also used is the technique of channeling bile 
directly into the intestine of a second animal and again measuring biliary 
excretion. Differences between biliary and fecal excretion are also inter­
preted as a reflection of EHC. 

Enterohepatic circulation has been demonstrated for more than 30 
compounds.33 For the most part, they have been investigated in a single 
species, and extrapolation to other species is not advisable. Species varia­
tion is seen for indomethacin160 and diazepam.161,162 The intestinal lesions 
observed after feeding indomethacin are attributed to its extensive 
EHC163 and show a parallel species variation. In contrast, although there 
is extensive EHC of acetylmethadol,164 a drug that requires metabolic 
activation, the EHC makes little contribution to maintenance of the blood 
levels of active metabolites. 

In an interesting clinical application, the ion-exchange resin choles-
tyramine is used to bind bile salts within the intestine, interrupting their 
EHC and consequently reducing plasma levels of cholesterol.165 This has 
led to the use of cholestyramine in overdose of digitalis and poisoning with 
the pesticide kepone.166 

J. Regeneration 

Surgical removal of up to 80% of the liver is followed by a rapid regen­
eration of liver mass in the surviving lobes in every species studied.167 

Accompanying regeneration are a large number of functional and struc­
tural changes. Most of those functions that are directed toward re­
plenishment of hepatic tissue receive high priority, whereas others, such 
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as metabolism and transport of xenobiotics, often are diminished during 
regeneration. Biliary excretion of the glutathione conjugate of injected 
BSP is diminished during regeneration in proportion to the decrease in 
conjugation activity.138 Immediately following partial hepatectomy, bile 
flow, biliary excretion of bile salts, and BSP per gram of residual tissue are 
actually increased, reflecting compensatory activity in the remaining 
lobes. If bile salts are depleted through biliary drainage, BSP excretion 
per gram of liver is no greater than that of control animals, supporting a 
role of bile salts in the enhancement of biliary excretion of BSP. The rate 
of biliary excretion of diethylstilbestrol, indocyanine green, and pro-
cainamide ethobromide per gram of residual liver is increased during re­
generation.168 Despite the relatively small decrease in total excretion of 
diethylstilbestrol, its toxicity is increased greatly as the result of partial 
hepatectomy. This raises the question of whether the toxicity of the drug 
under these circumstances is governed solely by its rate of biliary excre­
tion or whether other factors, associated with partial hepatectomy, are 
also involved. Tartrazine excretion is suppressed during regeneration even 
on a liver weight basis.138 Its biliary excretion shows sex dependency that 
is altered considerably during regeneration. Furthermore, its biliary 
excretion is not altered by nafenopin, which depresses excretion of BSP 
and indocyanine green. 

IV. SALIVARY EXCRETION 

Many xenobiotics can be found in the saliva,169"177 and salivary concen­
trations generally reflect those in the plasma. For a comprehensive re­
view, the reader is referred to that of Horning et al.177 Impetus for much of 
the work in this area stems from the need to monitor plasma levels of 
drugs by noninvasive methods. Analytical techniques applied to plasma 
are usually suitable for saliva. Transport from plasma to saliva is mainly 
passive and is related to the plasma/saliva concentration gradient, lipid 
solubility, and pK of the xenobiotic. Only the nonbound fraction within 
the plasma is readily diffusible, and salivary concentrations should reflect 
this fraction and thus be a relatively easy means of determining the degree 
of binding to plasma proteins. Salivary protein concentration is less than 
10% ofthat of plasma and should have little influence on passive diffusion 
of xenobiotics. It is apparent that salivary analysis is in many cases a 
satisfactory means of determining plasma levels and other pharmacoki-
netic parameters. Because salivary pH (6.7-6.9) is somewhat less than that 
of plasma, the saliva/plasma concentration ratios for xenobiotics with pK 
values in the range 5.5-8.5 may be somewhat less or more than 1.0. 
Organic bases in this group tend to be concentrated in the saliva, whereas 
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organic acids diffuse into the saliva less readily. Examples of drugs within 
the latter group are the organic acids phenobarbital and salicylic acid, 
salivary concentrations of which are less than those predicted on the basis 
of plasma protein binding alone.177 In contrast, lithium ion appears to be 
actively transported from plasma to saliva, and the latter has higher con­
centrations than the former. In a study of six antibiotics, almost no corre­
lation was obtained between salivary and plasma concentrations.178 Al­
though secretion was predicted on the basis of pK, several antibiotics 
were not detectable in saliva. 

V. EXCRETION INTO MILK 

It is somewhat more practical importance to consider xenobiotic secre­
tion into milk than into other body fluids because milk is a link in the 
nutritional chain rather than an excretion in the usual sense. The reader is 
referred to several reviews on this subject.179-184 Very few preformed 
endogenous systemic substances are found in milk, suggesting in effect a 
blood-milk barrier. The mammary duct is permeable to water, but milk is 
isoosmotic with plasma. Estrogens and progesterone facilitate milk secre­
tion, and the high levels of prolactin following delivery and suckling pro­
mote secretion. Multiple interactions of other hormones on milk secretion 
have been described.183 These include growth hormones, ACTH, insulin, 
coritsol, thyroid, and parathyroid. The quantity of milk secreted also 
depends on blood flow, which is very high to the breast during lactation. 

Xenobiotics diffuse across the capillary wall into the alveolar breast 
cells and then into the milk by passive diffusion or reverse pinocytosis. 
Concentrations within the milk are independent of milk volume. If these 
were the sole considerations for plasma-to-milk transport, then concentra­
tions of nonbound xenobiotic in milk and plasma should be equal. How­
ever, the lipid solubility and pK of organic anions or cations influence the 
extent of passive diffusion, as described for saliva. The pH of milk is 
slightly below that of plasma and influences the secretion of these sub­
stances. The high fat content of milk certainly affects the secretion of 
highly lip id-soluble xenobiotics. Secretion into milk may occur through 
binding to milk protein or through binding on or within fat globules. Bind­
ing of xenobiotics to milk proteins is far less than to plasma proteins and 
probably has little influence on their diffusion from plasma to milk. Free 
diffusion of ionized xenobiotics is limited to substances with a molecular 
weight below 200. The diffusion of larger molecules is dependent on lipid 
solubility, which in turn is dependent upon pK. The diurnal variation in 
composition of milk may influence the concentration of drugs within the 
milk. 
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A considerable number of drugs appear in milk, but few have been 
studied systematically, and the significance to the nursing infant is not 
always clear. A study of antipyrine, a freely diffusible drug, showed simi­
lar milk and plasma concentration over 24 hr after a single oral dose.184 

Sulfasalazine, in contrast, is undetectable in milk, although it readily 
passes into urine.184 A major metabolite, sulfapyridine, is found in plasma 
and mlik in approximately equal concentrations but does not appear to be 
hazardous to the infant. Studies and reviews185-192 list more than 50 drugs, 
radioisotopes, and other xenobiotics that appear in milk. Some of the 
findings raise serious questions as to the advisability of nursing an infant 
while taking drugs. For example, the concentrations of codeine and mor­
phine in human milk are more than twice those in plasma.192 Several 
environmental pollutants, including DDT and PCB, are also found in 
breast milk193; the high but variable fat content of milk facilitates their 
secretion. Nevertheless, reports on overt toxicity from such compounds 
transmitted in the milk are rare. Obstructive jaundice due to chlorinated 
hydrocarbon in milk has been seen.194 Methemoglobin was found in an 
infant whose mother was treated with phenytoin.195 The toxicity of some 
xenobiotics for the infant is so great that they are proscribed during nurs­
ing; if they are required by the mother, nursing should cease. Suppression 
of infants' thyroid gland activity is possible after administration of radio­
active iodine or propylthiouracil to nursing mothers.196,197 Other pro­
scribed drugs include lithium, which is concentrated in milk, methadone, 
isoniazid, chloramphenicol, and certain antineoplastic agents.198 There are 
no reports that tetrahydrocannabinol passes into human milk, but it does 
appear in the milk of sheep199 and squirrel monkeys.200 Alcohol passes 
freely into milk, although there is little evidence that an occasional drink 
by the mother is harmful to a nursing infant. A woman who smokes 10-20 
cigarettes per day will have 0.4-0.5 mg of nicotine per liter of milk. 

Information on the excretion of xenobiotics in milk, although reported 
sporadically, is gradually increasing. Quantitative data and information on 
their relevance to toxicity in the infant are greatly needed, as are compari­
sons between xenobiotic levels in milk and plasma. In the absence of such 
information, a conservative approach would be to limit the use of drugs in 
nursing mothers. 

VI. EXCRETION INTO EXPIRED AIR 

Analysis of drugs in the expired air is a noninvasive technique devel­
oped for assessing plasma levels of drugs in humans and, by inference, 
their rate of metabolism.201-208 The most commonly used drug is 
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aminopyrine that is N-demethylated; the methyl groups are rapidly con­
verted to carbon dioxide, which appears in the expired air. A tracer dose 
of [TV- dimethyl-14C]3.mmopynnc is administered, and the 14C02 in expired 
air is collected over a suitable period of time and counted (see Chapter 10, 
this volume). It must be appreciated that 14C02 analysis reflects the end-
point of a complex series of steps that begins with N-demethylation. 
Quantitation of the first step by this method is possible only if there is 
assurance that none of the succeeding reactions is rate limiting. The tech­
nique is also applicable to deacetylation and decarboxylation. C02 pro­
duction is a normal physiological process and varies with physical activ­
ity, metabolic state, and body temperature. Therefore, these factors must 
be considered when utilizing this technique, particularly in humans. It has 
been suggested that the technique is suitable for assessment of liver func­
tion in cases of cirrhosis, hepatitis, and liver cancer,203 although patients 
with cholestasis are not readily distinguished from controls. The tech­
nique is also useful in experimental animals, and changes in aminopyrine 
demethylation in response to phenobarbital, bile duct ligation, partial 
hepatectomy, and portacaval shunt reflect those predicted from in vitro 
drug metabolism studies.204'206 Assessment of other aspects of liver func­
tion through breath analysis has been discussed,201'205'207 and wider appli­
cation of the technique can be expected. 

One notable application has been in the noninvasive determination of 
lipid peroxidation, during which saturated short-chain hydrocarbons are 
split from unsaturated fatty acids such as linoleic acid and passed into the 
expired air.207 The results do not always agree with in vitro measurement 
of lipid peroxidaton,208 and further work is needed in this area. 

VII. COMMENTS 

Accurate assessment of excretion of xenobiotics is essential in many 
aspects of metabolism, pharmacokinetics, toxicology, and diagnosis of 
diseases affecting the organs of excretion, for example, liver and kidney. 
Until recently, this was accomplished principally through analyses of uri­
nary products, reflecting the facts that urinary excretion is the major route 
for most xenobiotics and that the physiology of renal excretion is well 
understood. More current investigation into other excretory routes recog­
nizes the need to assess xenobiotic metabolism, particularly in humans, 
and the practical necessity of noninvasive methods. Thus, the use of 
breath and salivary analyses will undoubtedly continue to develop in this 
direction. Much of this work has begun with the assumption that the 
principles governing the transport and excretion of xenobiotics in other 
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areas are applicable here as well. However, inconsistent findings indicate 
that physiological mechanisms for these routes of excretion may not be 
well understood, and data on excretion in salivary and expired air must be 
interpreted with due caution. 

Excretion of drugs in breast milk is greatly in need of expanded investi­
gation. Because more than half of the infants in the world are breast-fed, 
and this number is increasing, possible exposure to maternal xenobiotics 
is a major consideration. There is a lack of pharmacokinetic studies in this 
area and of information on the effects on infants of long-term exposure to 
maternal xenobiotics through breast feeding. Along with such practical 
necessities is a need to enlarge our understanding of the physiological 
mechanisms for secretion of drugs and other chemicals into the milk. 
Another area that lacks sufficient quantitative information is the normal 
excretion of xenobiotics into human bile. Virtually all collection of human 
bile is associated with surgical procedures and some drug treatment. Be­
cause both of these factors could influence biliary excretion, the studies 
published must be interpreted with caution. 
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I. INTRODUCTION 

Nutritional status with respect to a specific nutrient or combination of 
nutrients can range from a severe deficiency disease to nutrient excess and 
toxicity. The pathological conditions that result from deficiencies, exces­
ses, and imbalances can influence absorption, metabolism, and excretion 
of xenobiotic substances. Where pathological conditions exist, it is there­
fore important to consider if any change in xenobiotic toxicity is a primary 
effect of the nutrient on detoxication or is a secondary effect of the resul­
tant nutrient-related pathology. The effects of pathological conditions on 
foreign compound metabolism have been reviewed by Kato.1 In the ab­
sence of obvious pathology, nutrient imbalances may alter the extent or 
duration of a dose-dependent xenobiotic response. Changes in rate of 
disappearance of the parent compound from the blood and rate of appear-
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ance and patterns of excreted metabolites have been used as indicators of 
nutrient-induced changes in detoxication. Activities of individual compo­
nents of xenobiotic-metabolizing systems may be altered and are usually 
measured by ex vivo experiments in which the treatment is applied in vivo 
but the effect is measured in vitro. Both direct and indirect activities of 
nutrients on such metabolizing systems may be measured with these pro­
cedures. 

Not all nutrient-induced changes in xenobiotic activity are traced to the 
metabolizing enzyme systems. Nutritional modulation can alter rates of 
absorption, thereby influencing circulating levels even in the absence of 
any effect on metabolism. Tissue distribution of xenobiotics can be altered 
by nutritionally induced changes in body composition. Changes in renal 
function and in pH of body fluids can also result in changes in toxicity. 
Finally, target organ responsiveness may also be modified. 

A change in any of the individual parameters measured in vitro may not 
necessarily result in an obvious alteration in biological effect. Apparent 
discrepancies in the interpretation of in vitro andw vivo effects can result 
if the activity measured in vitro is not rate limiting, if modified sequential 
enzyme reactions result in no net change in the concentration of the toxic 
metabolite at the target organ, or if there is a compensating change in 
target organ responsiveness. It is, therefore, important to weigh each type 
of experimental evidence in the context of related biochemical and physio­
logical activities. 

Although it is easiest to categorize nutritional effects by considering 
individual nutrients, it is important to consider the great difficulty of 
changing the intake or status of only one nutrient without influencing the 
activities of other nutrients. The macronutrients, protein, carbohydrate, 
and lipid, are particularly illustrative of this difficulty. Significant in­
creases in one must be compensated for by significant decreases in an­
other. The problem is confounded when lipid content is altered. Either 
caloric density will be changed or the intake of noncaloric dietary fiber 
must be modified, and that raises the additional question of the contribu­
tion of dietary fiber to the observed xenobiotic activities. It is possible to 
interchange protein and digestible carbohydrate without substantially 
changing caloric density, but the question still remains as to whether any 
observed effect is a "protein" effect or a "carbohydrate" effect. Different 
types of protein or carbohydrate may contribute different effects. 

Another important consideration is that changes in diet composition 
will often lead to changes in total food intake. High-fat diets with their 
higher caloric densities will often lead to increased caloric intake when 
feeding is ad libitum, whereas diets deficient in essential fatty acid, total 
protein, or any of the essential amino acids will result in depressed intake. 
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Total food or caloric intake can be controlled by a pair-feeding protocol in 
which all groups are restricted to the intake level of the group that con­
sumes the least. The animals on the restricted regimen, however, will be 
forced into a feeding/fasting cycle not exhibited by their ad libitum coun­
terparts, thereby presenting yet another variable. 

Nutrient-nutrient interactions are also important with the micronu-
trients, although it is usually possible to adjust their dietary content without 
significantly affecting the levels of other nutrients. Examples include the 
relationships among saturated and polyunsaturated fatty acids, vitamin E, 
and selenium as well as vitamin D, calcium, and phosphorus. Vitamin E 
and Se are both thought of as participating in the inhibition of peroxidative 
attack of membrane lipids; furthermore, the extent of protection depends 
on both intake and tissue levels of the polyunsaturated fatty acids. Their 
intake is, of course, related both to the total lipid and to the ratio of 
polyunsaturated to saturated fat in the diet, that is, a change in the intake 
of one type of fat often necessitates a change in the other. Quantitative 
assessment of the interdependence of polyunsaturated fatty acids, vitamin 
E, and Se, however, is not easily achieved and is likely to vary as a 
function of species and still other dietary conditions. 

Because most studies of nutrient-toxicant interactions have been de­
signed to investigate the effect of a single nutrient, this discussion will 
follow that convention. However, the reader must remain constantly 
aware of alternative interpretations due to nutrient interdependence. In 
evaluating past experiments, investigators should carefully consider 
caloric density, caloric intake, percentage of calories from each of the 
macronutrient sources, and nutrient-nutrient interactions. It may not be 
possible to state that an observed effect is due to a single nutrient, but the 
availability of all pertinent dietary information should make it possible to 
find nutrient combinations that either enhance or impair particular aspects 
of detoxication. 

II. FASTING/STARVATION 

The most severe form of nutritional modulation is starvation. The effect 
of starvation is generally decreased drug metabolism and clearance, with 
subsequent enhancement of pharmacological or toxic effects. These ef­
fects have been discussed in detail by Kato.1 The effect of starvation on 
microsomal oxidase activity is species and sex dependent. Some reactions 
are decreased in male rats but increased in females, whereas other reac­
tions are not affected at all. The sex-dependent effect is thought to be 
related to the ability of androgen to enhance binding of some substrates to 
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cytochrome /M50, although the effect has not been observed in all 
species. 

The effect of starvation on conjugation reactions has been studied less 
extensively than the effect on cytochrome P-450. A series of ex vivo stud­
ies indicate that glucuronide conjugation is decreased in starvation, al­
though glucuronide transferase activity is not affected. Glucose adminis­
tration prior to administration of a xenobiotic can diminish the depression 
of conjugate formation presumably due to an alteration in the availability 
of the cosubstrate, uridine diphosphoglucuronide. 

Starvation can similarly influence relative rates of conjugation by differ­
ent pathways. The ratio of glucuronide to sulfate conjugates in the urine is 
increased by starvation prior to administration of phenol to rats. This 
change in relative rates might also be explained by altered cosubstrate 
availabilities. Nonetheless, the overall effect of starvation is a reduction in 
the rate of conjugation. 

Fasting can also influence the rate of excretion of xenobiotics by caus­
ing decreased urine flow and decreased urinary pH. The change in acidity 
results in more rapid nonionic diffusion of weak acids from the renal 
tubule back to blood.2 

The effects of fasting and/or starvation on detoxication are complex. 
The ability to detoxify is generally impaired, but the effect on any one 
mechanism is not easily predicted. Although the effect on cytochrome 
P-450 system activities is species, sex, and substrate dependent, conjuga­
tion seems to be more consistently impaired. Influences on other factors 
such as absorption, plasma protein, and excretion are likely to depend on 
the severity of deprivation and on whether complicating pathological con­
ditions exist. 

III. PROTEIN 

Nutritional status with respect to dietary protein is a function of both 
the quality and quantity consumed. Human protein intake varies from 
only a small fraction of that required for normal growth and maintenance 
to a severalfold excess. In humans, severely limited protein intake is 
usually accompanied by inadequate intake of all other nutrients, with a 
resultant difficulty in assigning specific pathological conditions to protein 
deficiency per se. Impaired hepatic function and hypoproteinemia are 
generally regarded, however, as consequences of protein deprivation, and 
similar effects can be produced in experimental animals by diets deficient 
in total protein or in individual essential amino acids.3 It should be evident 
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that protein intake will have a profound effect on toxicokinetic factors for 
xenobiotic disposition. 

Dietary protein can influence the rate of absorption of orally adminis­
tered xenobiotics. Alcohol intoxication is delayed by concomitant protein 
intake, and mildly acidic drugs such as aspirin and barbiturates are ab­
sorbed more slowly when gastric pH is increased by the buffering action 
of protein. Conversely, a high-protein meal results in enhanced absorption 
of the weak base theophylline.4 

Hypoproteinemia induced by dietary protein deprivation can alter tox-
icity through decreased plasma binding of xenobiotics. This phenomenon 
has been demonstrated with the anticoagulant drug warfarin. Rats given 
decreased dietary protein (with an increased percentage of calories from 
carbohydrates and decreased total food consumption) had a lower concen­
tration of albumin in plasma, an increased ratio of free to bound warfarin 
in the blood, and a more rapid increase in prothrombin time. Total plasma 
warfarin levels were also elevated, possibly as a consequence of impaired 
metabolism.5 

The quality and quantity of dietary protein are known to affect the 
cytochrome P-450 system. For a more detailed discussion of this topic, 
the reader is referred to certain reviews.6,7 A variety of ex vivo experi­
ments have shown that protein deficiency (with increased dietary car­
bohydrate with or without differences in food consumption) can result in 
decreases in hepatic protein and DNA and in microsomal cytochrome 
P-450 and cytochromeP-450 reductase. Microsomal oxidation of a variety 
of substances is also impaired. Protein deficiency also influences mi­
crosomal enzyme induction by phenobarbital. The percentage increase is 
similar for sufficient and deficient animals, but the induced levels are 
considerably lower in deficient animals. In contrast, the induced levels in 
low-protein animals are similar to those in high-protein animals when 
expressed per kilogram of body weight. Similar effects have been ob­
served with rainbow trout.8 Decreased protein quality (lower biological 
value) also decreases microsomal oxidase activity.9,10 In contrast to the 
effect of decreased dietary protein, supplementation of an adequate (18%) 
casein diet with tryptophan resulted in enhanced oxidase activity. The 
effect was similar to the inducing effect on these oxidases of other natur­
ally occurring indoles.11 

Conjugation is also influenced by dietary protein, but the effect is less 
consistent. Protein-deficient diets have been described as increasing, de­
creasing, or having no effect on conjugation reactions. The effect may 
vary with the species and substrate, but studies have been few, and the 
differences may simply reflect the study of different factors by different 
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methods. For example, both decreased conjugation rates measurdex vivo 
and decreased excretion of conjugated products have been observed, 
whereas microsomal transferase activities are either increased or not af­
fected.1,12,13 Except for glucuronidation, most of the other conjugation 
systems are primarily cytosolic, not microsomal. Some of these apparent 
discrepancies might be explained if decreased conjugation rates were 
due to reduced cosubstrate availability rather than reduced transferase 
activity. 

It has long been recognized that alteration of xenobiotic metabolism by 
protein deprivation can result in either enhanced or decreased toxic re­
sponse, depending on whether metabolites are more or less toxic than the 
parent compound. In a classic study, Kato and his colleagues14 demon­
strated that protein-deficient rats exhibited decreased metabolism and in­
creased mortality with respect to strychnine, pentobarbital, and 
zoxazolamine. Mortality due to octamethylpyrophosphoramide, how­
ever, was decreased in protein-deficient animals; toxicity depended on the 
formation of an active metabolite by the cytochrome P-450 system. The 
results agreed with those of an earlier study15 in which carbon tet-
rachloride hepatotoxicity was decreased in protein-deficient rats. A 
protein-deficient diet also protected against toxicity from heptachlor that 
is activated to the epoxide by the oxidases.16 Interpretation of the influ­
ence of protein deficiency is confounded when rates of formation and 
removal of a reactive metabolite are both affected. Paracetamol is rep­
resentative. The oxidases generate a reactive metabolite that binds to 
hepatic proteins, although such binding and subsequent hepatotoxicity 
occur only after glutathione has been depleted. Protein-deficient diets lead 
to increased toxicity despite decreased synthesis of the reactive metabo­
lite because its subsequent removal is impaired by decreased hepatic 
glutathione levels.17 Similarly, protein-deficient diets can either depress or 
enhance activation of procarcinogens to reactive metabolites. Aflatoxin Bx 
and 7,12-dimethylbenzanthracene are examples of this phenomenon. A 
protein-deficient diet depresses binding of aflatoxin metabolites to DNA 
that is correlated with a decreased hepatic tumor response.18 In contrast, a 
high-protein diet leads to less binding of 7,12-dimethylbenzanthracene 
metabolites to DNA and decreased mammary tumor response.19 Altered 
carcinogen metabolism has been considered the primary mechanism 
whereby dietary protein can influence the carcinogenic response. Certain 
studies, however, suggest that postinitiation effects, for example, a de­
pressed rate of cellular proliferation, may play at least as important a role 
as altered xenobiotic metabolism.20 This complex issue is yet to be re­
solved. 
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In summary, protein deficiency in humans is virtually always accom­
panied by other deficiencies, and protein deficiency in experimental ani­
mals is generally accompanied by excess dietary carbohydrate and de­
creased caloric intake, making it difficult to attribute observed effects to 
protein alone. The overall effect is that protein deprivation and the ac­
companying nutritional perturbations are generally associated with a less 
rapid removal of xenobiotics from the body. This usually leads to in­
creased toxicity, although there are certain exceptions. The effect of star­
vation on cytochrome P-450 system activity is species, sex, and substrate 
dependent, whereas the effect of protein deprivation is more consistently 
related to depressed activity. Starvation, in contrast, consistently de­
pressed conjugation, whereas protein deprivation seems to have a varied 
effect. 

IV. CARBOHYDRATE 
The effect of dietary carbohydrate on xenobiotic metabolism has re­

ceived relatively little attention. As noted, however, most studies employ­
ing decreased dietary protein were simultaneously employing increased 
levels of digestible carbohydrate. Generally, a high-carbohydrate (low-
protein and/or lipid) diet results in a decreased rate of detoxication. Many 
reviews of nutrient-toxicant interactions have not considered carbohy­
drate effects, although Kato1 and Campbell and Hayes21 have discussed this 
nutrient. Microsomal oxidation is generally depressed when the 
carbohydrate/protein ratio is increased. Substitution of sucrose for a chow 
diet for 24-72 hr resulted in a marked decrease in oxidase activity.1 These 
observations, however, cannot be considered solely a carbohydrate effect 
because all other nutrients, as well as anutrient inducers of the cyto­
chrome P-450 system, were withheld. When the percentage of calories 
from carbohydrate was held constant, the nature of the carbohydrate 
source influenced oxidase activity. Sucrose or equal amounts of glucose 
and fructose resulted in the lowest values; glucose or fructose alone 
yielded intermediate values; and cornstarch gave the highest values.22 

Even nondigestible carbohydrates can influence hepatic microsomal 
oxidase activity. Substitution of pectin for cellulose in semipurified diets 
resulted in increases in both cytochrome P-450 and oxidative activity.23 

As mentioned, glucuronide conjugation can be partially restored by 
administration of glucose to fasted rats. Clearance rates of antipyrine and 
theophylline were depressed when humans were switched from a high-
protein diet to a high-carbohydrate diet.24,25 Again, the effect cannot be 
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attributed to carbohydrate alone. High-carbohydrate diets have been 
shown to increase barbiturate sleeping time in mice and benzylpenicillin 
mortality in rats.21 

When a rat diet contained sucrose rather than equal parts of sucrose, 
glucose, and cornstarch, the lipogenic effect of phenobarbital and the 
emergence of aflatoxin-induced preneoplastic lesions were both en­
hanced.26 Interestingly, when rats were fed isocaloric amounts of a 
semipurified diet containing either sucrose or glucose, the animals given 
sucrose had increased body weights and increased total body lipid but 
decreased total free fatty acid, phospholipid, and cholesterol. Liver lip ids 
were not affected.27 These rather profound biological effects of what ap­
pear to be relatively minor dietary modulations should merit consideration 
in the design and interpretation of studies evaluating toxicity and any 
effort to understand the mechanisms of nutrient-toxicant interactions. 

V. LIPID 

Lipid may be the most difficult of the macronutrients to study with 
respect to its influence on detoxication reactions because any change in 
the total lipid content of the diet involves a simultaneous change in caloric 
density. Furthermore, supplementation of a diet with additional lipid will 
result in depressed intake of all other nutrients by dilution whether or not 
caloric intake is held constant between supplemented and unsupple-
mented groups. All too often in the past, these factors were not given 
adequate consideration in the design and interpretation of experiments. 

Studies of dietary lipid usually employ common food lipids such as lard, 
corn oil, coconut oil, safflower oil, hydrogenated vegetable oil (largely soy 
bean and cotton seed), herring oil, and menhadden oil, because clearly 
defined synthetic or purified lipids are prohibitively expensive for exten­
sive feeding studies. Often, these sources of lipid have been used to eluci­
date the differential effects of saturated (S) and polyunsaturated (P) fatty 
acids. Those sources with a high P/S ratio are highly susceptible to autox-
idation, especially in the presence of dietary iron, which serves as a 
catalyst. Autoxidation results in a decrease in the amount of P (and thus in 
a decreased P/S ratio) and an increase in the amount of lipid peroxides. 
Lipid peroxides further degrade to yield aldehydes and ketones that re­
duce the palatability of the diet. Organic peroxides are also toxic at high 
concentrations. Furthermore, conditions favoring autoxidation of fatty 
acids result in concurrent oxidation of fat-soluble vitamins. Antioxidants 
such as butylated hydroxyanisole (BHA), butylated hydroxytoluene 
(BHT), and ethoxyquin can be used to inhibit oxidation, but it is not 
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always clear to what extent this has been done in the past. The an-
tioxidants may also directly influence detoxication. 

The P/S ratio is not the only variable considered when these common 
food lipids are employed as experimental variables. For example, a high 
content of the Q0 fatty acids can influence prostaglandin metabolism, 
cholesterol is a component of animal but not vegetable fats, and dietary 
lipid sources also vary in their content of fat-soluble vitamins. Finally, 
these lipid sources may contain such xenobiotics as secondary plant 
metabolites and environmental contaminants that may themselves be in-
ducers of detoxifying enzymes. 

Another important consideration is the duration of treatment. Brief 
treatment will result in differences in circulating lipid, whereas prolonged 
treatment can change the composition of membranes. Changes in mi-
crosomal membrane lipid may require as much as 8 to 10 weeks of dietary 
modification.28 Lipid composition influences membrane fluidity, and the 
kinetics of membrane-bound enzyme systems will be altered by such 
changes in fluidity.29,30 As the degree of unsaturation of membrane lipids 
increases, so does the potential for peroxidative damage. The effect of a 
dietary lipid modulation may depend, therefore, on whether membrane 
composition has been altered. 

Despite the difficulty of controlling all the interdependent variables re­
lated to dietary lipid, numerous investigators have considered the effect of 
this nutrient on detoxication. Fat, like protein, can delay absorption when 
a drug or toxicant is administered orally during or soon after ingestion of 
food. Alcohol absorption and acute intoxication are influenced in this 
manner. In contrast, a high-fat meal can enhance absorption of highly 
lipophilic substances, as is the case with the antifungal agent griseofulvin.4 

The influence of dietary lipid on detoxication has been investigated 
most extensively with respect to the cytochrome P-450 system. The hepa­
tic endoplasmic reticulum contains 30-55% lipid, including cholesterol 
and cholesterol esters, free fatty acids, triglycerides, and predominantly 
phospholipid.21 Phosphatidylcholine is an essential component of the 
cytochrome P-450 system, presumably playing a physicochemical role in 
maintaining architecture13 and possibly influencing enzyme reaction 
rates.31 Because changes in dietary lipid intake can result in changes in 
membrane composition, it is not surprising that such changes can influ­
ence the enzymatic activity of this membrane-bound system. Marshall 
and McLean32 demonstrated that dietary lipids rich in polyunsaturated 
fatty acids permitted maximum phenobarbitone induction of the hepatic 
cytochrome P-450 system. Microsomal hydroxylase activity of rat kidney 
but not lung also increased with increased unsaturated lipid in the diet.33 

The increased oxidative activity corresponds to increased incorporation 
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of linoleic and arachidonic acids into microsomal membranes.34*35 Injec­
tion of unsaturated free fatty acids (intraperitoneally in dimethyl sul-
foxide), however, caused depressed hydroxylase and demethylase ac­
tivities, in some cases in the absence of any change in the content of 
polyunsaturated fatty acids in the microsomes.35 It is not clear whether 
this apparent discrepancy is due to the route of administration, a nonmi-
crosomal membrane free fatty acid effect, or some other factor. Addition of 
unsaturated free fatty acids to microsomes in vitro has also been shown to 
inhibit metabolic activity.36 It is quite clear from numerous investigations 
that a source of polyunsaturated fatty acids is required for optimal func­
tion of the cytochrome P-450 system.37 Increasing the intake of highly 
unsaturated fat above 1-5% of the diet, however, has not been shown to 
alter oxidative activity significantly.38 

Dietary cholesterol as well as the polyunsaturates have been shown to 
increase oxidative demethylation. The enhancing effort of 10% dietary 
herring oil was attributed primarily to the nonsaponifiable fraction rather 
than to the polyunsaturated fatty acids. The level of enhancement ob­
served for this source, however, could not be explained on the basis of 
cholesterol content alone.39 Microsomal enzyme-inducing environmental 
contaminants, if present, would occur in the nonsaponifiable fraction and 
might explain part of the difference between the nonsaponifiable fraction 
and the cholesterol in the herring oil. Hepatic aromatic hydrocarbon hy­
droxylase activity was not increased by cholesterol,40 but this activity in 
the intestinal mucosa was increased by addition of cholesterol to the 
diet.41 Cholesterol content was doubled in intestinal microsomes from 
cholesterol-supplemented animals. Because it has been demonstrated that 
polyunsaturated fatty acids enhance oxidase activity only when mem­
brane composition is altered, the same may be true of cholesterol. In the 
work of Lambert and Wills,39,40 cholesterol content of hepatic microsomes 
was not reported. 

Although conjugation reactions have been studied less extensively, 
there is evidence that they also respond to changes in lip id intake. Admin­
istration of elaidic or linoleic acids intraperitoneally in dimethyl sulfoxide 
decreased UDPglucuronosyltransferase activity in hepatic microsomes, 
consistent with the decreased oxidase activity observed in the same exper­
iment.42 Activity was enhanced in intestinal microsomes by cholesterol 
supplementation.41 The lipid influence on transferase activity, like the 
influence of the oxidases, is presumably a function of altered phys-
icochemical characteristics of the endoplasmic reticulum. 

Although biotransformation is generally enhanced and toxic and phar­
macological effects are generally decreased by inclusion of polyunsatu­
rated fat and cholesterol in the diet, extremely high polyunsaturated fatty 
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acid and cholesterol intake can result in increased toxicity. Diets contain­
ing 17.5% of highly unsaturated sunflower seed oil resulted in depressed 
hepatic microsomal oxidative activity and increased phenobarbitone 
sleeping times, compared to the use of the less saturated 17.5% tallow 
diet.43 Cardiotoxic effects of adriamycin were enhanced when rats were 
fed 53% chow with 39.7% butter and 5% cholesterol—an extreme nutri­
tional modulation that resulted in numerous pathological changes prior to 
administration of the adriamycin.44 It is well known that a high-fat diet, 
especially one high in polyunsaturates, results in increased carcinogenic-
ity in a number of model systems. Epidemiological evidence suggests that 
a high-fat diet is also associated with increased cancer risk in humans.45 

Dietary fat, like dietary protein, can influence carcinogenicity by altering 
carcinogen metabolism. It appears, however, that the effect of dietary 
lip id is primarily on promotion rather than initiation. A high-fat diet has 
also been shown to increase excretion of bile acids, presumed promoters 
of colon carcinogenesis.46 High-fat diets have enhanced carcinogenesis 
when given after but not before administration of the initiators, dimethyl-
benzanthracene or methylnitrosourea.47'48 Thus, the effect of dietary fat 
on carcinogenesis may be more a function of target organ response than of 
altered detoxication. 

In summary, modulation of dietary fat can influence absorption and 
biotransformation of xenobiotics. Activity of the cytochrome P-450 sys­
tem is impaired when polyunsaturated fatty acid intake is inadequate. 
Some, but not all, oxidative activities, as well as UDPglucuronyl-
transferase, are enhanced by dietary cholesterol. Dietary fat appears to 
influence microsomal biotransformations by altering the physicochemical 
characteristic of the endoplasmic reticulum. Very high intake of polyun­
saturated fatty acids may impair biotransformation and may result in an 
enhanced toxic response as a consequence of either altered phar-
macokinetics or altered target organ responsiveness. Very high-fat diets 
may also result in altered toxicity secondary to diet-induced pathology. 
Some of the observed effects of diets high in unsaturates may be related to 
susceptibility both of diet components and of resultant cell membranes to 
autoxidation. The role of lipid peroxidation in detoxication will be dis­
cussed more fully in relation to vitamin E and Se. 

VI. TRACE NUTRIENTS-VITAMINS AND 
MINERALS 

Interactions are the rule rather than the exception in any consideration 
of effects of the trace nutrients on detoxication. Therefore, these nutrients 
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will be discussed together rather than separately, although much of the 
research leading to current understanding of these interactions began as 
investigations related to evaluation of the role of individual nutrients. The 
New York Academy of Sciences, recognizing the importance of these 
interactions, in 1980 held a conference entitled Micronutrient Interac­
tions: Vitamins, Minerals and Hazardous Elements. Many of the con­
cepts discussed in this section were presented in the proceedings of that 
conference.49 

The trace nutrients, like the macronutrients, can influence absorption of 
xenobiotics. It is recognized that minerals in the diet can influence the 
biological availability of each other, whether absorption is desirable of 
undesirable. Divalent cations can compete for chelation sites in intestinal 
contents as well as for binding sites on transport proteins. Zinc absorption 
is facilitated by formation of bidentate complexes with picolinic acid, a 
metabolite of tryptophan. The picolinic acid complexes of the toxic ele­
ments Cd and Pb are less stable than the Zn complex, thus providing a 
possible absorption-related explanation for the protective effect of excess 
Zn against Cd and Pb toxicities.50 Competitive absorption of Pb and Ca is 
well documented and is probably due to competition for binding sites on 
intestinal mucosal proteins that could be vitamin D dependent. Iron defi­
ciency can result in enhanced absorption of both divalent and trivalent 
cations, presumably because of increased synthesis of transferrin, which 
binds Fe preferentially but not exclusively.51 Many other examples of 
competitive absorption can be found.52 

It is important to realize that absorption of trace nutrients can be in­
terdependent in a noncompetitive fashion as well. For example, ascorbic 
acid enhances absorption of nonheme iron both by chelation and by reduc­
ing Fe3+ to Fe2+, the latter being more readily absorbed.52,53 Vitamin A is 
required for normal differentiation of epithelial cells. In the absence of 
vitamin A, columnar cells become keratinized and may resemble 
squamous-type epithelium. It is likely that gastrointestinal absorption 
would be perturbed under such circumstances. Hypervitaminosis A 
causes, among other symptoms, drying and peeling of the skin, which 
would lead to enhanced dermal absorption. Absorption of inhaled 
xenobiotics might also be altered by changes in the respiratory epithelium 
induced by vitamin A deficiency. In chicks, Se deficiency causes pancrea­
tic acinar cell atrophy with resultant inadequate secretion of pancreatic 
lipase. As a consequence, absorption of lipids and associated lipophilic 
substances is impaired. This means, of course, that absorption of fat-
soluble vitamins is also impaired, resulting in secondary vitamin deficien­
cies. Gastrointestinal absorption, for example, could be perturbed directly 
as a result of lipid malabsorption or secondarily as a result of deficiencies 
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of fat-soluble vitamins. With trace nutrients as well as with macronu-
trients, it is important to be aware of any pathological condition that might 
influence food intake, absorption of other nutrients, or absorption of 
xenobiotics. 

The cytochrome P-450 system is influenced by a number of trace nutri­
ents that are integral components of the system. Nicotinic acid is a neces­
sary component for NADP and riboflavin for FMN or FAD in cytochrome 
P-450 reductase as well as other detoxifying enzymes.54 Deficiency with 
respect to either of these vitamins has been associated with decreased 
oxidase activity.1,21,55,56 Iron is an essential component of the heme moiety 
of cytochrome P-450, but surprisingly, iron-deficient diets have been as­
sociated with either no change or an increase in hepatic cytochrome P-450 
activity without any difference in the specificativity of the cytochrome. 
Intestinal cytochrome P-450 content and oxidative activity, in contrast, 
are rapidly decreased when dietary iron is restricted. This discrepancy 
between the hepatic and intestinal effects may be due to the difficulty of 
depleting hepatic cells of iron by dietary restriction.13'57'58 Iron excess can 
lead to depressed hepatic oxidative peroxidative damage to membrane 
lipids.59 

Retinol (vitamin A) is not essential component of the reconstituted 
cytochrome P-450 system, but it may be a component of the endoplasmic 
reticulum and may influence activity by contributing to membrane stabil­
ity.1 Retinol-deficient diets have led to depressed hepatic oxidation, but 
activities in intestine and lung have been increased. In vitro addition of 
retinol to microsomes could not reverse the effect of deficient diets, thus 
suggesting an indirect effect of retinol, possibly involving its incorporation 
into the membrane.60-62 Such studies have not always provided detailed 
information concerning the nature of the diet, duration of treatment, and 
tissue vitamin A levels. Vitamin A is susceptible to oxidation, and a high 
dietary concentration of vitamin A protects vitamin E, and vice versa. 
Because prolonged treatment is necessary to deplete tissues of these fat-
soluble vitamins, it is possible that the supplemented diets may have 
influenced oxidase activity, not as a consequence of altered vitamin A 
status but as an effect on the oxidation of other dietary components. 

There is substantial evidence that vitamin E (α-tocopherol) protects 
phospholipids of microsomal and mitochondrial membranes from 
peroxidative damage by trapping free radicals.63 Because lipid peroxida-
tion is associated with a decline in oxidase activities,64'65 it is not surpris­
ing that activity can be influenced by dietary vitamin E. Maximum activity 
has been observed when diets contained both polyunsaturated fatty acids 
and vitamin E and when ex vivo membrane lipid peroxidation was mini­
mal. The synthetic antioxidant BHT can protect dietary unsaturates and 
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vitamin E from autoxidation but is not effective in preventing microsomal 
membrane peroxidation, presumably because it is not incorporated into 
the membrane. Dietary vitamin E has no effect on the cytochromeP-450 
content of microsomes. 

Selenium, like vitamin E, is thought to influence the cytochrome P-450 
system primarily by protecting membrane lipids from peroxidative dam­
age, but their mechanisms are entirely different. Whereas vitamin E prob­
ably functions as a membrane-bound antioxidant, Se, as does selenocys-
tine, participates at the active site of glutathione peroxidase. This soluble 
enzyme66 protects membrane lipids by destroying organic hydroperoxides 
and H202 before they can cause membrane disruption.63*67 Because the 
enzyme is not membrane bound and occurs in the cytosol, ex vivo studies 
with isolated, resuspended microsomes may not demonstrate the protec­
tive effect of selenium. This may explain the lack of effect of selenium 
deficiency on microsomal oxidase activity in some studies.68,69 Investiga­
tion of the relationship of microsomal oxidative activity to selenium and 
glutathione peroxidase activity are further complicated by the occurrence 
of a non-Se-dependent glutathione peroxidase activity due to glutathione 
5-transferase.70 The ratio of non-Se to Se glutathione peroxidase activity 
has been shown to vary with both tissue and species.71 When non-Se-
dependent activity is high, total activity is not a sensitive indicator of Se 
status. The relative value of the non-Se and Se enzymes in protecting 
microsomal membranes is not clear. 

Vitamin C (ascorbic acid) can also influence the cytochromeP-450 sys­
tem. Decreased oxidative metabolism of xenobiotics has been observed in 
scorbutic guinea pigs.13 As with any deficiency disease, however, it is 
difficult to establish whether altered metabolism is a direct or indirect 
effect of vitamin C. Chronic ascorbate deprivation without the complica­
tions of scurvy has been shown to result in depressed microsomal oxidase 
activity.72 It has been suggested, but not proven, that vitamin C protects 
microsomal membranes from peroxidative damage by regenerating vita­
min E when conditions favoring lipid autoxidation have resulted in the 
generation of vitamin E free radicals. The ascorbic acid free radical is 
then enzymatically reduced by an NADH-dependent system.73 Vitamin C 
also enhances absorption of selenium and can thereby function indirectly 
by maintaining higher levels of Se-dependent glutathione perioxidase.74 

In summary, trace nutrient deficiencies generally lead to depressed mi­
crosomal oxidase activity. Nicotinic acid, riboflavin, pantothenic acid, 
iron, and copper are directly involved in synthesis of components of the 
system. Vitamin E, selenium, and vitamin C are not necessary for activity 
in reconstituted microsomes, but appear to function by protecting mem­
brane lipids from peroxidative damage. 
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A number of trace nutrients are required for conjugation reactions. 
Nicotinic acid is required for NAD, which is involved in the synthesis of 
UDPglucuronic acid. Coenzyme A is involved in hippuric acid synthesis, 
glutamine conjugation, and acetylation; pantothenic acid, in turn, is re­
quired for synthesis of coenzyme A. Folic acid is required for some 
methylations, and vitamin B12 is utilized in cyanide detoxication.54 Be­
cause glucuronyltransferase is located in the endoplasmic reticulum and 
its activity is dependent on membrane structure,75 the nutrients involved 
in membrane protection are likely to influence glucuronidation. Most in­
vestigations concerning these nutrients have involved only the oxidase 
systems, and little is known about the effect on conjugation reactions. 

The influence of trace nutrients on xenobiotic clearance generally paral­
lels their effect on metabolism. Thus, ascorbic acid deficiency has led to a 
decreased oxidative metabolism and an increased plasma half-life of 
acetanilide.76 Magnesium deficiency has caused decreased metabolism of 
aniline bothejc vivo and/7? vivo. Iron deprivation, in contrast, increased the 
oxidative metabolism and decreased the plasma half-life of the same sub­
strate.58 

The effects of trace nutrients on toxic response have often been related 
to their effects on xenobiotic metabolism. Increased duration of 
zoxazolamine paralysis in vitamin C-deficient guinea pigs is thought to be 
due to decreased oxidative metabolism.76 Vitamin C may also decrease 
toxic response through its ability to trap Superoxide and quinones, a sug­
gestion offered as a mechanism for decreased hepatotoxicity of 
acetaminophen or cocaine in rats pretreated with ascorbate.77 Sensitivity 
to acetaminophen hepatotoxicity is enhanced by the autoxidation-
favoring conditions of increased dietary polyunsaturated fatty acids with­
out vitamin E, suggesting that lipid peroxidation may be involved in the 
toxic mechanism.78 Thus, the trace nutrients that protect against oxidative 
damage and maintain the integrity of the xenobiotic-metabolizing system 
also may be important in preventing cellular injury as a consequence of 
the peroxide-generating conditions that result directly from oxidative me­
tabolism. 

Any consideration of the influence of trace nutrients on detoxication 
must take into account the multitude of possibilities for interactions at all 
levels: absorption, metabolism, excretion, and target organ response. The 
dietary content of a trace nutrient, unlike that of a macronutrient, can be 
modified without substantially altering the content of other nutrients, but 
the required intake levels of many trace nutrients are interdependent, and 
mechanisms of influence on detoxication may overlap. Furthermore, de­
privation or excess may lead to decreased food intake and/or pathological 
conditions, so that the status with respect to more than one nutrient is 
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disturbed. The consequence of trace nutrient deprivation is generally im­
paired detoxication, but it is often difficult to establish the exact mecha-
nism(s) of involvement of any given nutrient. 

VII. COMMENTS 

Nutritional modulations can have both profound and subtle effects on 
detoxification of xenobiotic substances. These effects can result from di­
rect involvement of a nutrient in various detoxication reactions. Indirect 
effects on detoxication can also occur when nutritional manipulation results 
in pathological conditions and/or altered status with respect to other nu­
trients. Nutritional deprivation generally results in decreased rates of de­
toxication and increased toxic response, although it is somewhat hazard­
ous to generalize. Exceptions occur when nutritional deprivation results 
in decreased synthesis of toxic metabolites or decreased responsiveness 
of the target organ, as in the influence of protein restriction on chemical 
carcinogenesis. The possibility of nutrient-nutrient and nutrient-toxicant 
interactions should be given serious consideration in the design and in­
terpretation of any toxicological investigations. 
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I. INTRODUCTION 

A large number of different factors are known to alter the normal rate of 
xenobiotic metabolism, which plays a major role in determining the inten­
sity and duration of action of lipid-soluble drugs, chemicals, and carcino­
gens.1 In practical terms, the therapy for disease with drugs is often com­
plicated by changes in the rate of drug biotransformation and elimination. 
These alterations in elimination rates account for a sizeable proportion of 
all reported drug reactions and interactions. In addition to the many fac-
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tors already described, it has been recognized that major changes in drug 
biotransformation occur during episodes of infection or following the ad­
ministration of immunoactive agents. The interaction of host defense sys­
tems and drug elimination mechanisms might be an important considera­
tion in the use of drugs and chemicals during infections. 

The first indication that the elimination of drugs is impaired by a host 
defense mechanism was reported as early as 1953, when cytochrome 
P-450 was unknown and little was known about the regulation of xenobi-
otic metabolism. Samaras and Dietz2 suggested that the blockade of the 
reticuloendothelial system following the administration of trypan blue 
hampered detoxication of pentobarbital, and it was reported that "nar­
cosis in dye injected animals was deeper and longer, reflexes were absent 
and the animals resembled carcasses." Despite this very early recognition 
of such an interaction, it is only recently that the potential seriousness of 
altered drug elimination during infection or following immune system 
stimulation has been recognized. This chapter will review the relationship 
that exists between the immune and other host defense systems and the 
biotransformation and elimination of drugs in both animals and humans. 

II. NONSPECIFIC IMMUNOSTIMULANTS 

The administration of nonspecific immunostimulants usually results in a 
decrease in hepatic microsomal drug metabolism and a decrease in the 
capacity of the liver to eliminate drugs.2-17 The effect of a large number of 
these agents on the pathways of xenobiotic metabolism is summarized in 
Table I. All of these agents are effective in depressing microsomal drug 
biotransformation when administered in vivo, but they have no effect 
when added in vitro to isolated preparations of hepatic microsomes. Al­
though these immunostimulant agents share a number of properties, un­
fortunately they also have a wide variety of specific actions. It is therefore 
difficult to determine precisely which mechanisms are involved in their 
depressant effect on the enzymes of detoxication. The two most widely 
studied immunostimulants are Corynebacterium parvum and Bordetella 
pertussis. 

Castro first observed that an abnormal sensitivity to pentobarbital oc­
curred in animals treated with a high dose of C. parvum, which also 
produced hepatosplenomegaly and increased skin homograft survival in 
mice.19 Later, this barbiturate sensitivity was shown to result from a 
decrease in the ability of the liver to metabolize pentobarbital. Corynebac­
terium parvum also depressed hepatic cytochrome P-450 levels and a 
number of associated oxidative activities, including those of aminopyrine 
7V-demethylase, /?-nitroanisole O-dealkylase, and aniline hydroxylase.5 
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TABLE I 

Immunostimulants That Affect Hepatic Cytochrome P-450-Dependent 
Drug Biotransformation 

I mmuno stimulant 

Bordetella pertussis 
vaccine 

Corynebacterium 
parvum 

M. butyricum 
BCG 
Freunds' adjuvant 
Escherichia coli endo-

toxin 
Zymosan 
Statolon 

Colloidal carbon 

Dextrans 
Latex beads 
Trypan blue 
Maleic anhydride di-

vinyl ether 
copolymer 

Tilorone and analogues 

Poly (rl-rC) 

Interferon 

Quinacrine 
N, N- Dioctadecyl-

7V1,7V1-bis(2-hy-
droxyethyl)-pro-
panediamine 

OK 482 

Drug biotransformation affected0 

Ethylmorphine, aniline, pentobarbital 
Aminopyrine, cytP-450° 
Phenytoin, cyt P-450 

/7-Nitroanisole, hexobarbital, pento­
barbital aminopyrine, aniline, 
cyt P-450, antipyrine 

Pentobarbital, ketamine 
Phenytoin, aminopyrine, cyt P-450 
Cyt P-450 
Ethylmorphine, aniline, cyt P-450 

Hexobarbital 
Aminopyrine, benzo[ß]pyrene, cyt 

P-450 
Ethylmorphine, carbon tetrachloride, 

cyt P-450 
Aminopyrine, cyt P-450 
Aminopyrine, cyt P-450 
Pentobarbital 
Aminopyrine, aniline, cyt P-450 

Ethylmorphine, aniline, benzo[#]-
pyrene, cyt P-450 

Cyt P-450, aniline, ethylmorphine 

Aminopyrine, benzo[tf]pyrene, 
phenytoin, cyt P-450 

Ethylmorphine, aniline, cyt P-450 
Ethylmorphine, aniline, cyt P-450 

Aniline, aminopyrine, pentobarbital 

Species 

Mouse 

Rat 
Mouse 

Human 
Mouse 
Mouse 
Rat 
Rat 

Mouse 
Rat 

Rat 

Mouse 
Mouse 

Mouse 

Rat 

Rat, 
mouse 

Mouse 

Rat 
Rat 

Mouse 

Refer­
ences 

3 ,4 , 9 

5 

6 
7 
8 
9 

10 
9 

11, 12 

13 
13 
2 
14 

9 

9, 15 
16, 17 

9 
9 

18 

a Reference to changes in cyt P-450 refers to changes noted on spectral measurement of 
cytochrome P-450. 

This effect was not universal to all components of hepatic microsomal 
membranes, as cytochrome b5 and NADPH cytochrome c reductase were 
unaffected. This agent can also depress cytochrome P-450 and related 
biotransformation in the lung. Glucuronidation of o-aminophenol was also 
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depressed in the liver. Corynebacterium parvum produces both a dose- and 
a time-dependent response on hepatic drug metabolism, with the maxi­
mum depression of cytochrome P-450 occurring within 24 hr of adminis­
tration and lasting for at least 7 days. The first biochemical changes in 
drug metabolism occur well before the appearance of histological changes 
and signs of hepatic necrosis and inflammation. It is also apparent that the 
potency of C. parvum in its ability to depress drug metabolism is related to 
its potency as an antitumor agent, because strains of the organism (CN-
5888) that have poor antitumor activity have little or no effect on drug 
metabolism in the liver. 

In the rat, the administration of Bordetella pertussis causes depression in 
a number of the oxidative activities associated with the cytochrome P-450 
system in the liver.3 This agent also increases the half-life of a single dose 
of phenytoin approximately fourfold.4 The decrease in phenytoin elimina­
tion correlates with a decrease in the ability of hepatic cytochrome P-450 
to oxidase phenytoin to/?-hydroxydiphenylhydantoin. Bordetella pertussis 
is a complex mixture, and Williams et al.3 have suggested that at least two 
different components are involved in the depression of hepatic drug bio-
transformation. When B. pertussis is heated to 80°C, drug biotransforma-
tion is depressed significantly at 24 hr, although the levels return to normal 
by the fifth day. This contrasts to the effect of untreated/?, pertussis on the 
organism when heated to only 56°C, which is not only effective at 24 hr but 
lasts for more than 5 days. Neither active component is likely to be the 
well-known histamine-sensitizing factor (HSF), which is also heat labile; 
B. pertussis is active in CDFx mice, which are resistant to the effects of 
HSF. Williams also demonstrated that partially purified HSF has no effect 
on the biotransformation of drugs in strains of mice that are responsive 
to HSF. 

Although the mechanism by which Bordetella pertussis affects drug bio­
transformation is unknown, it appears to be quite different from the one 
involved in the effects of Corynebacterium parvum. Because factors affect­
ing macrophage function (silica, radiation, or splenectomy) diminish the 
action of C. parvum, it is likely that this agent depresses drug metabolism 
by acting on macrophages. Unlike C. parvum, splenectomy does not im­
pair the ability of B. pertussis to depress cytochrome P-450, nor does B. 
pertussis cause hepatosplenomegaly.20 Williams et al.20 demonstrated that 
B. pertussis decreased cytochrome /M50 for a short period of time in nulnu 
athymic mice, but the effect quickly disappeared and the level of hemo-
protein returned to normal. This pattern is identical to that observed with 
B. pertussis heated to 80°C, suggesting that the nulnu mice are unrespon­
sive only to the heat-sensitive component of B. pertussis. The lack of T cells 
in this strain of mice strongy suggests involvement of the T cell-mediated 
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immune system in the action of the heat-sensitive component that inhibits 
xenobiotic metabolism. However, as Williams has pointed out, the possi­
bility also exists that the levels of circulating organisms may be reduced 
by increased activation of macrophages, which do exist in this mouse 
strain, and that the reduced load of B. pertussis produces only a transient 
depression in cytochrome P-450. 

Although the lower response to xenobiotics has been reported for the 
large number of agents listed in Table I, almost no information exists 
concerning their mode of action. Because they have such a wide variety of 
actions, and because at least two mechanisms appear to cause drug me­
tabolism depression by B. pertussis, with a third involved in the depression 
caused by C. parvum, it is likely that these agents act by unrelated mecha­
nisms. As will be discussed, many of these agents cause an activation of 
the reticuloendothelial system or induce the formation of interferon, both 
of which appear to be implicated in reducing hepatic drug metabolism. It 
is very unlikely that a single mode of action can be used to explain the 
activity of all of these agents. 

III. ADJUVANT-INDUCED ARTHRITIS 

The depression of drug metabolism caused by the agents listed in Table 
I generally occurs within 24 hr of administration. Such depression of 
hepatic drug metabolism is distinct from that associated with the devel­
opment of adjuvant-induced arthritis.21 This model of arthritis, which oc­
curs after subcutaneous administration of immunoactive agents such as 
Mycobacterium butyricum or Mycobacterium tuberculosis suspended in 
paraffin oil, develops over a period of 15 days in rats. In arthritic rats, 
barbiturate sleeping time and zoxazolamine paralysis times are signifi­
cantly increased and cytochromeP-450 and other indices of biotransforma-
tion in hepatic microsomes are depressed. The activation of cyclophos-
phamide is also depressed in arthritic rats. Anti-inflammatory agents such 
as phenylbutazone or indomethacin reverse both the arthritis and the 
lower rate of drug metabolism.21 When the tubercle bacilli are injected via 
the lymph node, arthritis is not produced and depression in drug bio-
transformation does not occur. It therefore appears that the depression of 
drug biotransformation in this model of arthritis is totally dependent on 
the development of the arthritic lesions rather than on delayed hypersen-
sitivity that would follow the administration of tuberculin. 

Although the elimination of drugs in patients with rheumatoid arthritis is 
usually unchanged, several studies have reported increased rates of 
salicylate elimination.21 This increase is probably due to lowered serum 
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albumin levels and consequent diminished drug binding in arthritic pa­
tients, which then lead to a higher concentration of free drug for excretion. 
Such a mechanism has been confirmed in rats by Ferdinandi et al.,23 who 
demonstrated that binding of etodolac and furobofen to albumin was di­
minished during adjuvant-induced arthritis. This resulted in lower drug 
concentrations in serum and higher concentrations in inflamed tissue. 

IV. RETICULOENDOTHELIAL SYSTEM 

Although most of the drug-metabolizing capacity of the liver occurs in 
the hepatocyte, it appears that the status of nonparenchymal cells exerts 
an influence on the steady-state levels of drug biotransformation in the 
hepatocyte. Such activity in the liver is decreased when the reticuloen-
dothelial system (RES) is either activated or depressed.10 When Kupffer 
cells, which are part of the RES of the liver, are loaded with colloidal 
carbon particles, metabolism and hepatotoxicity of carbon tetrachloride 
are markedly reduced.12 It has been shown that the administration of 
carbon particles decreases the levels of cytochromes P-450 and b5 and 
ethylmorphine N-demethylase activity in hepatic microsomes.11 Previ­
ously, other workers had demonstrated that several different agents in­
cluding methyl palmitate, thorium dioxide, and pyran copolymers, all of 
which are known to stimulate the RES, were capable of prolonging bar­
biturate anesthesia.10 Heme oxygenase, which can degrade heme from 
cytochrome P-450, is induced in hepatic reticuloendothelial cells follow­
ing treatment with zymosan or endotoxin.24,25 Both agents are known to 
lower drug metabolism. Barnes and co-workers14 have shown that the 
ability of maleic anhydride ether copolymers to decrease drug bio­
transformation correlated with an increase in their molecular weights, their 
antiviral and antitumor activity, and their ability to block phagocytosis. 
Because these copolymers are also immune modulators and weak Inter­
feron inducers, in addition to their potent ability to block the RES, it is 
reasonable that one or all of these effects may be involved in the depres­
sion of drug metabolism. Other work provides further evidence implicat­
ing RES function.13 Agents such as high molecular weight dextrans, dex-
tran sulfates, and preparations of latex beads (0.109 and 0.79 μϊή), which 
are predominantly phagocytosed by RES cells in the liver, also decrease 
cytochrome P-450 and related reactions. Although the possibility exists 
that these agents have a direct action on hepatic parenchymal cells, it is 
more likely that their activity is mediated solely through activation of the 
RES. Such a hypothesis would require some form of mediator, able to 
depress cytochrome P-450 in parenchymal cells, to be transferred from 
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the activated cells of the hepatic RES, which themselves contain little or 
no cytochrome P-450. 

The acetylation of drugs by 7V-acetyltransferase is another interesting 
aspect of bio transformation affected by the RES. This enzyme is located 
in the RES cells of the liver rather than in the parenchymal cells.21 Several 
immunoactive agents, including Freunds' adjuvant26 and zymosan,27 in­
crease the excretion of acetylated sulfonamides and isoniazid in the urine 
of animals, suggesting that the activity of this pathway is dependent 
on RES function. However, du Souich and Courteau28 have disputed 
this hypothesis, suggesting that Freunds' adjuvant can induce the N-
acetyltransferase directly and that the acetylation of drugs is indepen­
dent of the RES. 

V. INTERFERON 

In simultaneous reports, two laboratories29,30 demonstrated that the 
cytochrome P-450 monooxygenase system was depressed in rats follow­
ing the administration of the interferon-inducing agent tilorone. This effect 
only occurred in vivo, was relatively specific for cytochrome P-450, and 
was not associated with any morphological damage to the endoplasmic 
reticulum of the liver. In an extension of these studies, Renton and Man­
nering9 reported that all other interferon inducers tested had a similar 
effect on drug metabolism and proposed that the ability to depress cyto­
chrome P-450 was a common property of all interferon inducers, possibly 
related to the production of interferon itself. Although this interferon hy­
pothesis was attractive, interferon inducers also have a wide variety of 
other properties, and these experiments were not conclusive. 

Other evidence, however, provided proof that interferon per se can 
directly affect the levels of cytochrome P-450. The time course of the loss 
of cytochrome P-450 corresponds exactly to the time course of the ap­
pearance of interferon in the serum following treatment of mice with the 
interferon-inducing agent poly(rlrC) or during an infection with en-
cephalomycarditis virus.13 Evidence for a direct involvement of interferon 
is also suggested by experiments involving in inbred strains of mice carry­
ing four distinct genetic loci that influence the levels of circulating inter­
feron31 produced by specific genetic loci, which influence the levels of 
circulating interferon produced by specific viruses.32 For Newcastle dis­
ease virus (NDV), one autosomal locus (IF-1) determines a 10-fold differ­
ence in serum interferon levels. Strains of mice carrying the high (IF-lh) or 
low (IF-10 production allele at the IF-1 locus was used to demonstrate that 
depression of hepatic cytochrome P-450 was correlated with circulating 
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interferon levels. In C57BL/6J mice, containing the/* allele at IF-1, cyto-
chrome P-450 and aminopyrine Af-demethylase were decreased by 35% 
and 48%, respectively, 24 hr after the injection of the virus; the mean 
circulating level of interferon was 2,440 PRD50 units/ml. In C3H/HeJ mice 
containing the / allele at IF-1, no significant change was observed in 
cytochrome P-450 concentration or activity following injection of the 
virus; the circulating level of interferon was below the lowest limits of 
detection. 

In experiments in our laboratory, the administration of preparations of 
mouse fibroblast and leukocyte interferon to mice depressed cytochrome 
P-450.16 Although this evidence appears to confirm the involvement of 
interferon, these preparations were relatively crude, and it could be ar­
gued that the contaminants that contribute the bulk of the protein in these 
preparations was responsible for the depression in drug biotransforma-
tion. Proof for the involvement of interferon in the depression of hepatic 
cytochrome P-450 has been obtained by using highly purified preparations 
of human interferon that were obtained by recombinant DNA techniques 
from Escherichia coli.16 Although most human interferons have little effect 
in other species, one of the cloned hybrid α-types, interferon (LEIF-AD), 
has marked antiviral and antitumor effects in the mouse. This interferon 
also depressed cytochrome P-450, including aminopyrine Af-demethylase 
and benzo[a]pyrene hydroxylase, in two different mouse strains. This 
experiment provides the first conclusive direct evidence to support the 
hypothesis that the production of interferon is a contributing factor in the 
depression of cytochrome P-450 and drug elimination that occurs during 
infection or following the administration of interferon-inducing agents. 

This depressant effect on drug biotransformation is not confined to the 
a- and ß-types of interferon. Sonnenfeld and his co-workers17,33 have 
shown that cytochrome P-450 can also be depressed during the induction 
of γ-interferon or following the administration of crude preparations of γ-
interferon. This type of interferon is more potent than a- or ß-type inter­
feron in the mouse and requires only 6000 units to depress levels of the 
hemoprotein significantly in the liver. This higher potency of γ-interferon 
might well be related to its potent immunomodulatory activity, a charac­
teristic of this type of interferon; it is also subject to the caveat that 
preparations of γ-interferon are highly contaminated with other natural 
products. 

Direct antiviral and antitumor effects of interferons appear to be medi­
ated by biochemical events leading to protein synthesis.34 Similar mecha­
nisms could be the cause of the depression of cytochrome P-450 turnover, 
which would then be an inseparable side effect of interferon therapy. By 
utilizing recombinant DNA techniques, it may be possible, however, to 
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provide interferons that lack such effects but retain their antiviral or an-
titumor properties. The effects of interferons on cytochrome P-450 me­
tabolism are likely to be significant in relation to the practical clinical use 
of these agents. 

Although the mechanism of any action of interferon is unknown, evi­
dence suggests that it is the biosynthesis of cytochrome P-450 protein that 
is impaired in those processes in which interferon inhibits biotransforma-
tion of xenobiotics. Other hemoproteins in the liver, such as catalase and 
tryptophan 2,3-dioxygenase, are also depressed by interferon inducers, 
suggesting that the phenomenon involved may be confined to hemopro­
teins.15 However, hemoproteins with a long turnover time, for example, 
cytochrome b5 or cytochromes a, b, c, orc1, were unaffected, suggesting 
that the effect is relatively short-lived and active only on hemoprotein 
having a fast turnover. 

Several experiments have suggested that all species of cytochrome 
P-450 are not affected to the same degree. For example, the loss of 
7V-demethylase activity does not always parallel the loss of other cyto-
chromeP-450 activities following the administration of interferon inducers. 
The interferon inducers poly(rI · rC), tilorone, or Freunds' adjuvant de­
press different types of cytochrome P-450.35 The separation of cyto­
chrome P-450 species using SDS-polyacrylamide gel electrophoresis dem­
onstrated clearly that these three agents specifically depressed hemopro­
teins of different molecular weights. 

Because the loss of hepatic cytochrome P-450 caused by interferon or 
interferon inducers never exceeds 50% of control values, it appears that 
the hemoprotein attains a new steady-state level rather than being com­
pletely eliminated in a dose-dependent fashion, as is the case with cobal-
tous chloride or 2-allyl-2-isopropylacetamide. Changes in levels of cyto­
chrome P-450 are regulated by the synthesis and degradation of the 
enzyme. Degradation of cytochrome P-450 occurs in a biphasic manner 
with half-lives of 7 and 50 hr, respectively. Using the incorporation of 
δ-aminolevulinic acid into hepatic microsomes, Mannering et 0/.15 sug­
gested that interferon-inducing agents lowered the concentration of 
cytochrome P-450 by increasing its degradation rather than affecting syn­
thesis, and that only the fast phase turnover of cytochrome P-450 was 
affected. The magnitude of the degradation rates described in these exper­
iments, however, could not account for the magnitude of the loss observed 
experimentally. However, Singh, in our own laboratory, has demon­
strated that heme degradation, measured by the expiration of CO from 
the methene bridge carbon of the porphyrin ring, was increased threefold 
in mice treated with interferon inducers. The area under the curve for CO 
expiration was decreased in treated mice, suggesting that the synthesis of 
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heme was also impaired in these experiments. The magnitude of the 
changes measured in this way is much more compatible with the observed 
decrease of cytochrome P-450. 

In a series of experiments that examined the relative time course of the 
levels of heme oxygenase, δ-aminolevulinic acid synthetase, and holo- and 
apotryptophan 2,3-dioxygenase, interferon-inducing agents, caused an in­
crease in the regulatory heme pool that controls the rate of synthesis of 
heme for hemoproteins such as cytochrome P-450.15 This would occur if 
interferon inducers decreased the synthesis of the apoprotein of cyto­
chrome P-450 or increased the dissociation of heme from cytochrome 
P-450. Decreased synthesis of the apoprotein following the administration 
of interferon inducers has been observed in our laboratory. Although the 
incorporation of 14C-labeled amino acids into total microsomal proteins 
was increased, the incorporation of labeled amino acids specifically into 
isolated cytochrome P-450 was significantly depressed. Previously, in­
terferon had been demonstrated as increasing the synthesis of some pro­
teins while decreasing the synthesis of others.34 From our experiments, it 
appears that interferon inhibits the synthesis of apocytochromeP-450. As 
suggested by Mannering,15 this would lead to a relative increase in the 
regulatory heme pool that would result in disturbances of heme turnover. 
It now seems apparent that interferon or its inducers lower cytochrome 
P-450 concentrations in the liver by the combined mechanism of inhibiting 
synthesis of the apoprotein and increasing the rate of degradation of the 
hemoprotein. The magnitude of these effects is consistent with the extent 
of cytochrome P-450 loss that has been observed. 

VI. INFECTION IN ANIMALS 

Infections of several different types have been shown to alter drug 
biotransformation in animals. In the mouse, hexobarbital oxidation and 
cytochrome P-450 are depressed during infections with murine hepatitis 
virus.15'36 In the duck, hepatitis37,38 not only depresses several drug oxida­
tion reactions but also enhances the induction of cytochrome P-450 by 
l,l,l-trichloro-2,2-bis(/7-chlorophenyl)ethane (DDT). In humans, hepati­
tis virus appears to have a variable effect; it has been reported as increas­
ing, decreasing, or leaving unchanged the half-life of drugs (Table II). 

Alteration of xenobiotic metabolism during infection with viruses is not, 
however, confined to episodes of hepatitis, which is known to cause both 
morphological and biochemical changes in the liver. Viral infections that 
do not cause primary pathological effects also depress the ability of the 
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TABLE II 

Depression of Cytochrome P-450- Dependent Drug Biotransformation during Infections 
in Animals 

Infection Drug biotransformation0 
Refer-

Species ences 

Viral hepatitis virus 
(MHV-3) 

Murine hepatitis virus 
Duck hepatitis virus 
Mengo virus 
Encephalomycarditis virus 
Influenza virus (PR-8) 
Newcastle disease virus 
Malaria {Plasmodium 

berghei) 
Fasciola hepatica 

Aniline, cy t /M50 a 

Hexobarbital 
Ethylmorphine 
Ethylmorphine, aniline, cy t /M50 
Aminopyrine, cyt P-450 
Benzo[c/]pyrene 
Aminopyrine, cyt P-450 
Aniline, p-nitroanisole, hexobarbi­

tal, ethylmorphine 
Aminopyrine, hexobarbital, aniline, 

zoxasolamine, cyt P -450 

Mouse 
Mouse 
Duck 
Rat 
Mouse 
Mouse 
Mouse 

Rat 

Rat 

39 
36 
38 
9 
40 
41 
32 

42 

43 

a Reference to changes in cyt P-450 refers to changes noted on spectral measurement of 
cytochrome P-450. 

liver to metabolize drugs. Renton and Mannering9 described changes in 
cytochrome P-450 and related drug biotransformations in the liver of rats 
infected with lethal doses of Mengo virus. Sublethal doses of en-
cephalomyocarditis virus (EMC), antigenically indistinguishable from 
Mengo virus, have also been shown to depress cytochrome P-450 and 
aminopyrine N-demethylase activity in mice.40 The time course for the 
depression of drug biotransformation during this infection correlated with 
the appearance of interferon in the serum. Newcastle disease virus (NDV) 
also produces a marked depression in cytochrome P-450 in strains of mice 
that provide large quantities of interferon.32 These results with EMC and 
NDV are consistent with the idea that interferon produced during the 
course of a viral infection can depress drug biotransformation, as dis­
cussed earlier in this chapter. Depression of drug biotransformation in the 
lungs of mice has also been reported following infection with a mouse-
adapted influenza virus41; benzol]pyrene hydroxylase activity in the lung 
was depressed to 10% of control levels, whereas the activity of this en­
zyme in the liver remained unchanged. Induction of benzo[a]pyrene hy­
droxylase by 3-methylcholanthrene was also impaired in the lung during the 
infective period. Identical results for the effect of a mouse-adapted in­
fluenza virus on the metabolism of benzo[a]pyrene in the lung and liver 
have been described by Renton,13 and aminopyrine N-demethylase activ-
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ity in the liver was also decreased by 30% on the fourth day following 
administration of the virus. 

Several workers have reported that the induction of drug biotransfor-
mation in animals by certain chemical agents can be enhanced during a 
concomitant viral infection. Duck hepatitis enhances the induction of 
cytochrome P-450 by DDT.38 Doshi et al.44 demonstrated the occurrence 
of hyperplasia of the endoplasmic reticulum and an increase in pentobar-
bital hydroxylase activity during the regenerative phase of acute viral 
hepatitis in humans. A single case has been reported in which phenytoin 
elimination was increased in a patient with infectious mononucleosis.45 

Each of these reports concerning increased drug oxidation during a viral 
infection involves a situation in which a proliferation of the endoplasmic 
reticulum occurs. Drug biotransformation appears to be depressed in situ­
ations in which the endoplasmic reticulum is normal, as in most of the 
examples described to date. 

In addition to the effect of viral infections, hepatic drug biotransforma­
tion is depressed during the course of infections with malaria (Plasmodium 
berghei)42 and a helminth parasite {Fasciola hepatica).43 In these experi­
ments, it was not established if the effect of drug biotransformation 
resulted from a host defense response or if the parasites caused direct 
damage to the endoplasmic reticulum membrane. Although the effect of 
bacterial infections has not been studied, it is likely that the endotoxins 
released from organisms and the response of the immune system to 
them will produce changes in xenobiotic metabolism. 

The effect of infections on drug metabolism raises some concerns about 
the use of experimental animals in general biological research. Inves­
tigators have now accepted that animals must be maintained in highly 
controlled facilities, with great care being taken in limiting their exposure 
to enzyme inducers in bedding and food. The work reviewed in this chap­
ter also suggests that infections, which might not produce obviously sick 
animals, could also have effects on experiments in which drugs are used or 
evaluated. Our laboratory has received apparently healthy animals from 
reputable suppliers that had lower than normal cytochrome P-450 levels; 
these levels could not be lowered further by immunostimulants. This sug­
gested that the drug-metabolizing system was already maximally de­
pressed by the operation of the host defense system. 

VII. VIRAL INFECTION IN HUMANS 

Although the number of reports is limited, there is now no question that 
the metabolism of drugs is also impaired in humans during viral infections 
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TABLE III 

Depression of Drug Biotransformation during Infections in Humans 

Infection Drug bio transformation References 

Influenza A 
Influenza B 
Influenza vaccine (trivalent) 

Adeno virus 
Haemophilus influenzae 

Theophylline 
Theophylline 
Theophylline, aminopyrine, 

warfarin 
Theophylline 
Theophylline 

46, 47 
48,49 

50-52 
46 
46 

(Table III). In 1978, Chang et al.46 reported that theophylline elimination 
was altered during episodes of acute upper respiratory tract viral illness. 
The half-life of theophylline was increased in four young patients during 
infections with positively identified influenza A infection compared to the 
half-life determined one month after the viral illness in each patient. Acute 
theophylline toxicity and a serum level of 43.3 ̂ g/ml were observed in one 
of these individuals. A similar change in theophylline elimination was 
noted in a patient with an adenovirus infection and in four patients with 
febrile illness in which serological evidence of viral disease could not be 
confirmed. Renton47 subsequently suggested that these effects could be 
explained by a depression in the level of cytochromeP-450 in the liver that 
resulted from the infection or from interferon produced during the infec­
tion. 

Several other reports have since confirmed the impaired elimination of 
theophylline during infection.47 Although it was not recognized at the 
time, an earlier report described slower theophylline elimination in a pa­
tient with decompensated cor pulmonale during an episode of pneumonia. 
The infecting agents have not been identified in all cases, but a decrease in 
the ability of patients to eliminate theophylline appears to be a relatively 
common occurrence during upper respiratory tract virus infections. In 
individuals receiving chronic theophylline dosage, signs of theophylline 
toxicity and elevated drug levels are frequently observed. In two other 
reports, theophylline elimination was impaired during pneumonia, but 
these cases were complicated by other factors. However, one report is of 
particular interest because it is the only one that identifies a bacterial 
infection (Haemophilus influenzae) as affecting theophylline elimination. 

The potential seriousness of changes in drug elimination during infec­
tions is dramatically illustrated in four children studied by Woo et al.4S 

Each child was admitted with signs of theophylline toxicity, with serum 
theophylline levels ranging from 33 to 68 /xg/ml. Toxicity was associated 
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with the development of upper respiratory tract viral infection. The half-
life of theophylline was greatly prolonged during the infective period 
compared to the half-life of the drug that was determined subsequent to 
the infection. During an epidemic of influenza B infection in Seattle in 
1980, the occurrence of theophylline toxicity was noted in 11 children.49 

Each patient had clinical evidence of an upper respiratory tract viral infec­
tion and, in six of the children, positive serological evidence of an in­
fluenza B infection was found. Prior to the infection, no difficulties had 
been encountered by these patients being maintained regularly on a nor­
mal dosage of theophylline. 

Because it is impossible for ethical reasons to study the effects of a 
well-controlled experimental viral infection in humans, the elimination of 
theophylline was examined in a study following the vaccination of patients 
and volunteers with a trivalent influenza vaccine.50 In three patients with 
established, stable, steady-state levels of theophylline, the administration 
of influenza vaccine resulted in an increase in theophylline levels within 
24 hr and produced obvious signs of theophylline toxicity. In four healthy 
volunteers, the elimination of a single dose of theophylline was also im­
paired 24 hr after the administration of influenza vaccine. The mean half-
life increased by 122% and the mean clearance was decreased by 51% 
following vaccination compared to control values obtained in the same 
individuals prior to vaccination. These findings were confirmed in a re­
port51 on the dangerous increase in theophylline concentrations produced 
by the administration of influenza vaccine to a patient receiving chronic 
theophylline therapy for asthma. These studies clearly demonstrate that 
the elimination of theophylline can be impaired to such a degree following 
vaccination with influenza vaccine that dangerous levels of the drug can 
accumulate in a short time in patients receiving multiple theophylline 
dosages. 

In addition to its effect on theophylline elimination, Kraemer and 
McClain52 have reported that the administration of influenza vaccine im­
paired the metabolism and clearance of aminopyrine in human volunteers; 
the activity of aminopyrine TV-demethylase was assessed directly by 
measuring the amount of 14COz in expired air following the administration 
of [14C]aminopyrine. The elimination of 14C02 was depressed in two pa­
tients within 2 days, and within 7 days the amount of 14C02 in expired air 
was depressed by 22-74% in all 12 subjects studied. Even after 21 days 
following vaccination, a significant reduction in aminopyrine metabolism 
remained, suggesting that this effect is relatively long-lasting. In the same 
report, a patient is described who had a massive upper gastrointestinal 
tract hemorrhage (prothrombin time, 48 sec) 10 days after the administra­
tion of influenza vaccine. This individual had received warfarin for 12 
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years, and had had a stable prothrombin time and no difficulty with the 
warfarin dosage. Because no other potential cause for the anticoagulation 
could be identified, it is likely that the influenza vaccine caused a decrease 
in the inactivation of warfarin by cytochrome P-450, resulting in higher 
concentrations of warfarin. 

It appears that the ability of the human liver to metabolize drugs is 
impaired during episodes of naturally acquired influenza viral infection or 
following the administration of influenza vaccine. To date, only infections 
of the respiratory tract have been implicated, and only viruses of the 
influenza class have been positively identified as causing this effect in 
humans. Experiments in animals, however, suggest that other virus infec­
tions will produce the same result. It also appears that a wide variety of 
drugs may be affected by the interaction because both theophylline and 
aminopyrine, which are metabolized by different classes of cytochrome 
P-450, are degraded at lower rates. This suggests that all forms of cyto­
chrome P-450 might be affected, causing an impairment in the elimination 
of a wide variety of drugs. However, the clinically important manifesta­
tions of this interaction will be confined to drugs with low therapeutic 
indices such as theophylline or warfarin. 
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I. INTRODUCTION 

Humans are exposed to a multitude of compounds of widely differing 
structures and biological activities in the air they breathe, the water they 
drink, the food they eat, the medicines they take, or the places in which 
they work. Many of these compounds will, under specific conditions, 
induce an encyclopedic list of different toxicities ranging from mild, rever­
sible lesions to such fatal diseases as cancer. All tissues are susceptible to 
the toxic effects of different chemicals, but the majority of compounds 
that cause systemic toxicity do not affect all organs equally but generally 
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exhibit toxicity in specific organs; these are known as the target organs of 
toxicity. Some examples of compounds and affected target organs are 
given in Table I. In addition, some of these compounds, depending on 
various factors including the dose, will affect other organs. For example, 
the widely used antimetabohte methotrexate can, in addition to producing 
toxic effects on the gastrointestinal tract, lead to bone marrow toxicity. 

Toxicity may be due to the parent compound, a chemically reactive 
metabolite, or a chemically stable metabolite. Many xenobiotics are 
metabolized to reactive electrophiles that combine covalently with critical 
cellular macromolecules such as DNA, RNA or proteins (see Chapter 2, 
this volume). Many types of toxicity—carcinogenesis, mutagenesis, 
teratogenesis, cell necrosis, and hypersensitivity reactions—may be me­
diated by reactive metabolites1 as shown in Table II. This subject is dealt 
with in greater detail in Chapter 13, this volume. 

In order to exert their toxic effect, xenobiotics must first gain access to 
the body. Thus, portals of entry that include the lungs, intestine, and skin 
will be exposed to high concentrations of chemicals and, therefore, are 
themselves target organs of toxicity. High concentrations of drugs or 
metabolites are often excreted in the urine or feces via the kidney or 
intestinal tract, and these portals of exit are also common targets for 
toxicity. Many xenobiotics are lipid-soluble compounds that, if not 
metabolized to more polar, more readily excretable metabolites, would 

TABLE I 

Target Organs of Toxicity of a Number of Xenobiotics 

Organ or tissue Chemical Toxicity 

Nervous system 
Liver 
Kidney 
Respiratory system 
Eye 
Ear 
Blood 
Bone marrow 
Reproductive system 

Heart 
Skin 
Gastrointestinal tract 
Fetus 

Bone 

Acrylamide 
Paracetamol 
Cephaloridine 
Bleomycin 
Chloroquine 
Streptomycin 
Primaquine 
Chloramphenicol 
l,2-Dibromo-3-

chloropropane 
Adriamycin 
Phenylbutazone 
Methotrexate 
Phenytoin 

Anticonvulsants 

Axonopathy 
Liver necrosis 
Nephrotoxicity 
Pulmonary fibrosis 
Retinopathy 
Ototoxicity 
Hemolytic anemia 
Aplastic anemia 
Male sterility 

Cardiomyopathy 
Exfoliative dermatitis 
Ulceration 
Congenital abnormalities: 

cleft palate 
Osteomalacia 
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TABLE II 

Toxicities That May Be Mediated by Reactive Metabolites 

Toxicity Parent compound Reactive metabolite(s) 

Carcinogenesis Dime thy lnitrosamine CH3
+ 

Mutagenesis Benzo[a]pyrene Several, including benzo[a]pyrene 
7,8-diol 9,10-epoxide and 
benzo[fl]pyrene 4,5-oxide 

Br 

Cell necrosis Bromobenzene 

NHOH 

Methemoglobinemia Aniline 

Blood dyscrasias Benzene Not clearly established 

remain in the body for long periods. Quantitatively, the major site of 
xenobiotic metabolism is the liver, and because many chemicals are con­
verted to toxic metabolites, the liver is also a target organ for toxicity. The 
main target organs of toxicity are listed in Table III together with a major 

TABLE III 

Prime Factors Predisposing Specific Organs to Toxicity 

Organ Reason for susceptibility 

Lung Major portal of entry for all inhaled chemicals and pollu­
tants 

Skin Major portal of entry for all chemicals encountered by 
contact 

Gastrointestinal tract Exposed to high concentrations of ingested compounds 
and those excreted in feces 

Kidney Major portal of exit for chemicals and their metabolites 
Liver Primary site of metabolism and of formation of reactive 

metabolites 
Blood (and blood- Carrier of chemicals and reactive metabolites 

forming elements) 
Central nervous system Vital site for controlling body functions 

0 
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reason for their susceptibility. Obviously, this is a simplified picture, and 
many other factors influence the inherent susceptibility of any organ. 

A. Factors Affecting Toxicity 
The factors that affect the response of an organ may be divided into 

three broad categories: 
1. Factors affecting the distribution or pharmacokinetics of the toxic 

compound to an organ 
2. Metabolic fate of the chemical and its toxic metabolites within the 

organ and the body, for example, the generation and detoxication of 
reactive metabolites in the target tissue 

3. The ability of the organ to respond to the effects of the chemical for 
example, its ability to repair chemically induced damage 

These major factors may be affected to varying degrees by numerous 
other influences, some of which are outlined in Table IV; additional infor­
mation is contained in this volume and in standard textbooks of phar­
macology2 and toxicology.3 

Appropriate examples of the three major categories described above, 
that is, distribution and metabolism of the toxic chemical and the response 
of tissue, are used to illustrate each factor. 

TABLE IV 

Some Factors Affecting the Susceptibility of Organs to Toxicity 

Factor Characteristics 

Pharmacokinetics Physicochemical properties, pKa, lipid solubility, absorp­
tion, distribution, plasma protein binding, and excretion 
of compound. Possibility of active transport or secre­
tion. Dose-dependent kinetics. 

Metabolism Depends on whether the parent compound is active or a 
metabolite. If metabolism takes place in Liver and/or 
target organ(s). Qualitative and quantitative nature of 
enzymes present. Balance of activating and deactivat­
ing enzymes in liver and/or target organ(s). Possibility 
that different enzyme inducers or inhibitors may affect 
these tissues differently. 

Specific biochemistry Presence of a Particular Biochemical Pathway. Absence 
of tissue or low levels of key defensive mechanisms, e.g., 

Glutathione. 
Host Ability to repair a particular damage or lesion. Presence 

of impaired host function, e.g., liver or kidney disease. 
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II. DISTRIBUTION OF THE TOXIN AS A FACTOR IN 
TARGET ORGAN TOXICITY 

The concentration of a xenobiotic or reactive metabolite in a target 
organ will generally determine the severity of the toxicological response 
(see also Chapter 8, this volume). However, high concentrations of a 
toxic compound in a tissue do not necessarily lead to toxicity in that 
tissue. For example, DDT and related insecticides accumulate in adipose 
tissue without exerting any apparently deleterious effect on it. In some 
cases, however, selective accumulation or concentration of a compound 
may be an important factor in determining the target organ. The neph-
rotoxicity of antibiotics such as cephaloridine, the pulmonary toxicity of 
paraquat, and drug-induced phospholipidosis are good examples. 

A. Renal Accumulation: Cephaloridine as an 
Example 

The kidney is susceptible to the toxicity of a large number of com­
pounds.4,5 One important predisposing factor to nephrotoxicity is the 
propensity of the organ to accumulate many chemicals. This is partly 
because of receipt of a particularly large blood flow (about 25% of car­
diac output), but also because of other aspects of its normal physiological 
functions. Any potentially toxic chemical in the systemic circulation will 
necessarily be presented in significant quantities to the kidney, where it 
will be filtered at the glomerulus. Thus, toxic concentrations may be 
reached in the tubular fluid as salt and water are reabsorbed from the 
glomerular filtrate. Compounds may also become particularly concen­
trated in tubular cells because of active secretion or reabsorption. Any 
chemical that is actively secreted will first be concentrated in cells of the 
proximal tubule to levels greater than those found in plasma. These cells 
may therefore be exposed to potentially toxic concentrations. High con­
centrations of chemicals may also be attained in the renal medulla, al­
though this tissue receives only about 10% of total renal blood flow; 
medullary cells will be exposed to high concentrations of chemicals in the 
tubular urine as they pass through the loop of Henle and the medullary 
collecting duct. The countercurrent effect in the medulla may also act to 
concentrate chemicals.5 

Because of normal physiological functions, certain areas of the kidney 
may be exposed to excessively high concentrations of potential toxic 
compounds, resulting in nephrotoxicity. A number of different chemicals, 
including certain heavy metals, analgesics, anesthetics, and antibiotics, 
are capable of causing nephrotoxicity. 
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Nephrotoxicity due to high doses of certain antibiotics, for example, 
cephaloridine, streptomycin, neomycin, and gentamicin, may be a par­
ticular problem, especially in patients with impaired renal function. 
Cephaloridine is nephrotoxic in a number of species, including humans.6 

High doses of cephaloridine in the rabbit produce acute proximal tubular 
necrosis, and probenecid causes a dose-related decrease in the neph­
rotoxicity of the antibiotic that correlates with decreased cortical concen­
tration of cephaloridine.7 Previous work had shown that cephaloridine, in 
contrast to most cephalosporins and penicillins, does not undergo net 
secretion in the kidney.8 These studies suggested that cephaloridine was 
dependent on the anion transport system of the kidney for uptake into 
cortical tubular cells but was not secreted by the anion transport system. 
Further support for the role of the anion transport system in the neph­
rotoxicity of cephaloridine was the observation that other organic anions 
such as benzylpenicillin and /?-aminohippurate decreased both cortical 
uptake and nephrotoxicity of the antibiotic. The observation that newborn 
rabbits, with an immature transport system for organic anions, were less 
susceptible to cephaloridine nephrotoxicity provided additional support 
for the importance of the anion transport system in the toxicity. Finally, 
pretreatment of animals with penicillin G or/?-aminohippurate stimulated 
the anionic transport system and increased the susceptibility of the ani­
mals to the nephrotoxicity of cephaloridine.6 
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Studies with a number of cephalosporins, including cephaloridine, 
cefazolin, cefamandole, and cephalothin, allow correlation of cephalospo-
rin nephrotoxicity and cortical concentration of the antibiotic.6 All of 
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these cephalosporins possess the carboxylic acid group of the ß-lactam 
ring required for transport by this transport system. However, only 
cephaloridine also possesses a cationic functional group, that is, the 
quaternary nitrogen in the pyridinium ring. Wold6 and collaborators have 
also noted the importance of this cationic grouping in the cortical accumu­
lation of cephaloridine. Pretreatment of rabbits with either cyanine or 
mepiperphenidol, both inhibitors of renal cation transport, caused an 
increase in nephrotoxicity of cephaloridine but not of cefazolin. The 
cyanine appeared to act by slowing efflux of cephaloridine. 

Thus, the target organ toxicity of cephaloridine for the kidney is par­
tially determined by the organic anion transport system, which leads to 
high concentrations of the compound in the cortical tubular cells. The 
presence of the cationic group on cephaloridine prevents its secretion by 
the system responsible for the secretion of the other cephalosporins. The 
cationic transport system, being less efficient, allows a buildup of higher 
cortical concentrations of cephaloridine that are related to subsequent 
nephrotoxicity.6 There is some disagreement as to whether cephaloridine 
toxicity is then mediated by an active epoxide formed on the thiophene 
ring, by inhibition of mitochondrial respiration, or by interaction with 
other cellular organelles. 

B. Pulmonary Accumulation: Paraquat 

Paraquat (l,r-dimethyl-4,4'-bipyridylium) is a contact herbicide that 
has resulted in many human fatalities after deliberate ingestion. The most 
characteristic feature of paraquat toxicity to humans is pulmonary dam­
age. The lung becomes progressively impaired, leading to death from 
pulmonary fibrosis. Similar pathology has been observed in rats and sev­
eral other species exposed to paraquat. 
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When paraquat is given to rats either intravenously or orally, the lungs 
are the organs found to have the highest concentration of paraquat, and 
they retain this compound selectively. Following oral adminstration of an 
approximate LD100 dose, the concentration of paraquat in the plasma is 
relatively constant, whereas the concentration in the lung shows a very 
significant time-dependent increase.9 No other tissue studied shows a 
similar time-dependent increase in paraquat concentration. However the 
concentration in the kidney starts high and remains high, consistent with 
its role in the clearance of paraquat. Thus the lung, the organ selectively 
damaged by paraquat, accumulates the herbicide in vivo.9 

Further studies with rat lung slices in vitro suggest that the pulmonary 
uptake of paraquat is due to an energy-dependent active transport pro­
cess.10 This uptake is apparently into alveolar type I and type II cells, 
which are the cells initially damaged by paraquat.9 Paraquat in the lung 
undergoes a cyclical reduction and reoxidation with the concomitant pro­
duction of Superoxide anion, ultimately leading to cell death.9 Although 
the mechanism of cell death is not clear, it is apparent that the selective 
accumulation of paraquat in the lung is a major factor in governing its 
target organ toxicity. Further evidence is obtained by consideration of the 
structurally related herbicide diquat. Diquat is neither toxic nor selec­
tively accumulated by lung either in vivo or by lung slices in vitro.11 Mor-
famquat, a structurally related herbicide, specifically affects the proximal 
convoluted tubules of the kidney. These examples illustrate not only the 
importance of distribution in determining target organ toxicity but also the 
difficulty in predicting from the chemical structure the likely target organ. 

C. Drug-Induced Phospholipidosis 

Phospholipidosis is a cellular disturbance produced by a wide variety of 
drugs, including anorectics (chlorphentermine and fenfluramine), coronary 
vasodilators (4,4'-diethylaminoethoxyhexoestrol), and antidepressants 
(imipramine).12 The lesion, revealed ultrastructurally by the presence of 
cytoplasmic inclusion bodies of lamellated or crystalloid patterns, is ob­
served most commonly in experimental animals such as the rat and the 
guinea pig but has also been described in more than 100 individuals treated 
with 4,4'-diethylaminoethoxyhexoestrol.12 Biochemically, the affected 
tissues have a marked increase in phospholipid content. All compounds 
inducing phospholipidosis appear to be amphipathic in nature, possessing 
both a hydrophilic and a hydrophobic moiety in close proximity. 

Chlorphentermine is accumulated in a number of tissues after a single 
injection.12 Thus, 24 hr after injection, the lungs and kidneys have tissue/ 
plasma ratios of between 6 and 12. However, after chronic treatment, an 
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unusual pharmacokinetic distribution pattern has been observed. Tissue/ 
plasma ratios increased with the duration of treatment, particularly in 
adrenal glands and the lungs. The increased accumulation was not due to 
simple partition or to the formation of metabolites but to the formation of 
new binding sites during treatment. It has been suggested that the chlor-
phentermine reaches the lysosomes, where it binds noncovalently with 
polar lipids and is then deposited as a lamellated or crystalloid body. 
Chlorphentermine-induced phospholipidosis affects many different cell 
types, including those in the lung and adrenal. It is apparent that rather 
high drug concentrations are required to induce phospholipidosis. Lower­
ing the drug concentration within tissues by stopping administration of the 
drug leads eventually to complete dissociation of the drug-lipid complex 
and usually to reversibility of the lesions, provided the affected cells have 
not undergone a secondary irreversible change.12 

III. ROLE OF METABOLISM IN DETERMINING 
TARGET ORGAN TOXICITY 

Undoubtedly the metabolism of xenobiotics, in both hepatic and ex-
trahepatic tissues, is of major importance in determining the relative sus­
ceptibility of these tissues (see Chapter 2, this volume). In analyzing the 
problem, it is necessary first to consider whether the toxicity is mediated 
by one of the following: (1) the parent compound, (2) a chemically reactive 
metabolite(s), or (3) a chemically stable metabolite(s). Second, in those 
cases in which toxicity is mediated by a metabolite, consideration must be 
given to whether (1) the formation of the toxic metabolites occurs in the 
liver, followed by transport to the target organs, (2) metabolic activation 
occurs in the target organ(s), or (3) the process requires a combination of 
both. These possibilities have been considered in detail by Boyd, and the 
schemes to be outlined, with minor modifications, are basically similar to 
those proposed by him.13,14 

A. Toxicity Mediated by the Parent Compound 
The effects of metabolism are self-evident when the parent compound is 

itself toxic (Fig. 1). Any change in the rate of metabolism of the com­
pound, either in the liver or in any extrahepatic tissue, will alter its effec­
tive concentration in the target organ(s) and cause a corresponding effect 
on toxicity. It may also be readily appreciated from Fig. 1 that any other 
factors that serve to increase or decrease the concentration of the toxic 
compound in the target tissue will have a correspondingly predictable 
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Fig. 1. Toxicity mediated by the parent chemical. Any factor that affects the concentra­
tion of the toxic chemical available to interact in the target organ will affect the toxicity of the 
chemical. Modified from Boyd.14 

effect on toxicity provided, of course, that the toxicity is a dose-related 
phenomenon. Thus, interaction of a second compound with plasma pro­
teins, leading to a displacement of the bound toxin and therefore an in­
crease in its free concentration, would lead to an increase in toxicity. One 
compound whose toxicity or pharmacological activity follows the mecha­
nism depicted in Fig. 1 is the muscle relaxant zoxazolamine. Induction of 
drug-metabolizing enzymes with inducing agents such as phenobarbitone 
or 3-methylcholanthrene results in increased metabolism of the active 
parent compound and therefore in decreased amounts available for phar­
macological or toxicological activity. 

B. Toxicity Mediated by Reactive Metabolites 

The situation is more complex when toxicity is due to a metabolite. If 
the metabolite formed is chemically stable, then it may be formed in one 
organ and transported by the systemic circulation, as illustrated in Fig. 2. 
In contrast, some metabolites may be chemically reactive, that is, their 
half-lives are very short. Such reactive metabolites would most likely 
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Fig. 2. Toxicity mediated by a toxic metabolite generated in the liver and transported to 
the target organ. The toxic metabolite is formed in the liver and is sufficiently stable to be 
then transported via the circulation to the target organ of toxicity. Modified from Boyd.14 

react either intracellularly, within the cell in which they were formed, or, 
if they escaped from the cells, with constituents of blood. One must pre­
dict that the extrahepatic toxicity of these metabolites will be mediated by 
reactive intermediates generated in situ within their target organs, as illus­
trated in Fig. 3. In order to establish whether a compound is activated by 
either one or more of the previously discussed mechanisms, it is necessary 
to consider other factors, including the tissue distribution of the 
metabolizing enzymes, as illustrated in the following section. 

/. Tissue Distribution of Drug-Metabolizing 
Enzymes 

Implicit in the mechanism proposed in Fig. 3 is that the target organ 
should be able to activate the chemical metabolically, giving rise to a toxic 
metabolite. Although it is generally recognized that the major site of me­
tabolism for most xenobiotics is the liver, a significant amount of ex­
trahepatic metabolism also takes place. The ability of extrahepatic tissues 
to metabolize xenobiotics has been the subject of an increasing amount of 
study.15 Although quantitatively the contribution of a particular ex­
trahepatic tissue may represent only a small contribution to the overall 
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Fig. 3. Toxicity mediated by reactive metabolites formed in the target organ either from 
the parent chemical or from a proximate toxic metabolite. If the toxic metabolite is chemi­
cally very reactive, it may have to be generated in situ in the target organ in order to exert 
toxicity. Depending on the metabolic capability of the tissue, the metabolic activation by the 
parent chemical may be completely carried out in the target organ. Alternatively, part of the 
metabolic activation may be carried out in other tissues, such as the liver, but the ultimate 
toxic metabolites are formed in situ in the target organ. 

metabolism, it may be of particular toxicological significance. The en­
zymes responsible for the activation of xenobiotics will often be the Phase 
I oxidative enzymes but may in some cases be the Phase II conjugating 
enzymes, such as the activation of TV-hydroxyacetylaminofluorene follow­
ing sulfate conjugation.16-18 The tissue distributions of both Phase I and 
Phase II drug-metabolizing enzymes are therefore vital factors in deter­
mining the relative susceptibilities of different tissues to toxic chemicals. 

It is readily apparent that a large number of tissues may, under appro­
priate conditions, metabolize foreign chemicals. Enzymes of the cyto-
chrome P-450 system and the glutathione transferases, for example, are 
almost ubiquitous in distribution. Although metabolism may be demon­
strated in vitro, such active tissues may not metabolize the same com­
pound in vivo, because that will depend on many factors, such as blood 
flow, the nature of the substrate and its availability, and a supply of the 
necessary cofactors (see Chapter 9, this volume). 

Important differences in the distribution of the drug-metabolizing en­
zymes in any particular tissue may also predispose particular cell types in 
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a tissue to toxicity. Even in the liver, considered as a relatively homoge­
neous tissue, large differences in tissue distributions of cytochrome P-450 
and glutathione have been observed using quantitative cytochemistry19 

(see Chapter 4, this volume). Therefore, it is not surprising that in hetero­
geneous tissues such as the lung, with more than 40 cell types present, one 
observes an increased concentration of drug-metabolizing enzymes such 
as cytochrome P-450 in certain cell types.20,21 In addition to quantitative 
differences in the distribution of these enzymes, important qualitative 
differences may also be observed that may contribute to susceptibility to 
target organ toxicity. 

2. Importance of Balance of Activating and 
Deactivating Enzymes 

In considering the generation of reactive metabolites in any tissue, it is 
vitally important that both activating and deactivating enzymes be taken 
into account. The balance of the activity of these enzymes and the avail­
ability of their respective cofactors ultimately determine how much of a 
reactive metabolite(s) is present in a particular tissue and therefore is 
subsequently available for interaction with critical cellular targets that 
ultimately lead to toxicity. The importance and role of many of the previ­
ously discussed concepts in determining the target organ toxicity is well 
illustrated by the work of Boyd14*20 with 4-ipomeanol. In many species, 
this compound causes a specific pulmonary toxicity, and this toxic effect 
is apparently mediated by reactive metabolites generated in specific cells 
in the lung, that is, the mechanism shown in Fig. 3. 

3. Reactive Metabolites Generated in the Target 
Organ-Illustrated by 4-lpomeanol 

The general role of extrahepatic metabolism in determining extrahepa-
tic toxicity has been reviewed by Boyd.13 In an excellent review, he has 
also illustrated the particular role of metabolic activation in chemical-
induced lung damage.14 It is apparent from this work that 4-ipomeanol, or 
l-(3-furyl)-4 hydroxypentanone, a furan found on moldy sweet potatoes, 
produces a striking pulmonary toxicity in a number of species. The 
characteristic pulmonary toxicity observed is necrosis of the nonciliated 
bronchiolar epithelial or Clara cells.14,20 Following in vivo administration 
of [14C]ipomeanol to rats, significantly more covalently bound radioactiv­
ity was observed in lungs than any other tissues. Autoradiography re­
vealed that the covalently bound radioactivity was predominantly asso­
ciated with Clara cells, and in vitro studies suggested that a cytochrome 
P-450- dependent monooxy genäse was required to activate 4-ipomeanol 
to a reactive metabolite(s) that bound covalently to macromolecules. Both 
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rat lung and liver were capable of activating 4-ipomeanol to a binding 
species. However, when the results were expressed on the basis of cova­
lent binding per molecule of cytochrome P-450, the lung appeared approx­
imately eightfold more active than the liver. Boyd20 and Serabjit-Singh21 

have independently shown that at least one type of cytochrome P-450 is 
specifically localized in the Clara cells. These observations demonstrate 
the importance of the qualitative nature of the cytochrome P-450, and its 
tissue distribution, in determining cells in a specific organ that may be 
predisposed to toxicity. 

Further support for the key role of pulmonary metabolism of 
4-ipomeanol in determining its pulmonary toxicity has come from a series 
of studies with enzyme inducers and inhibitors. Three inhibitors 
(pyrazole, piperonyl butoxide, and cobaltous chloride) decreased both 
hepatic and pulmonary binding of 4-ipomeanol both in vitro and in vivo, 
correlating well with the decreased pulmonary toxicity in vivo.14 Pre-
treatment of rats with the inducing agents phenobarbitone and 3-
methylcholanthrene caused a marked increase in the in vitro covalent 
binding of 4-ipomeanol to liver but not to lung microsomes.14 These altera­
tions were accompanied by decreased covalent binding to lung in vivo and 
decreased pulmonary toxicity. Treatment with 3-methylcholanthrene, 
however, caused an increase in in vivo covalent binding in the liver that 
correlated with centrilobular hepatic necrosis. Thus, differential altera­
tions in the balance of the enzymes in the lung and liver caused by the 
3-methylcholanthrene caused a shift in target organ toxicity. The observa­
tion that pretreatment with 3-methylcholanthrene increased both the tox­
icity and the covalent binding of 4-ipomeanol in the liver but decreased 
these actions in the lung supports the hypothesis that reactive metabolites 
of 4-ipomeanol will bind in those cells and tissues in which they are 
generated, that is, the mechanism in Fig. 3. Further support for this con­
cept has come from the interspecies differences in the target organs of 
toxicity for 4-ipomeanol. In addition to causing bronchiolar necrosis, this 
compound leads to renal necrosis in adult male mice and hepatic necrosis 
in hamsters. In these two species, in addition to pulmonary covalent bind­
ing, high levels of binding to the kidney and liver were observed. 

4. Reactive Metabolites Generated in 
Liver-Illustrated by the Pulmonary Toxicity of 
Pyrrolizidine Alkaloids 

The pyrrolizidine alkaloids are highly toxic to liver and other tissues.22 

For example, monocrotaline, in addition to producing liver damage, 
causes severe lung injury. The data14 strongly suggest that the pulmonary 
toxicity of monocrotaline is the result of toxic metabolites formed primär-
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ily in the liver and subsequently transported in the circulation to the lung, 
as depicted in Fig. 2. This idea is supported by the observation that 
reactive metabolites may be formed by hepatic but not pulmonary en­
zymes, and that pulmonary endothelial toxicity produced by mono-
crotaline and dehydromonocrotaline are very similar. Work with enzyme 
inducers and inhibitors lends further support to this hypothesis. For ex­
ample, pretreatment of rats with phenobarbitone increased liver mi-
crosomal enzyme activity in vitro and increased liver and lung concentra­
tions of reactive pyrrole derivatives, which corresponds to the observed 
increase in liver and lung toxicity. 

Investigations of the pulmonary toxicity of bromobenzene23 have sug­
gested that this toxicity may be due to a mixture of both of the mecha­
nisms described in the preceding paragraph, that is, metabolites generated 
both in situ and in the liver and subsequently transported to the lung.14 

5. The Possibility of initial Metabolic Activation in 
the Liver and the Formation of the Ultimate 
Reactive Metabolite in the Target Tissue 

The Millers noted the importance of proximate and ultimate carcino­
gens in their unifying concept of the role of metabolism in the generation 
of ultimate reactive electrophiles in chemical carcinogenesis (Chapter 2, 
this volume) (Fig. 4). It is realized that toxic chemicals, in addition to 
many carcinogens, require multistep metabolic activation before generat­
ing their ultimate toxic metabolites. Therefore, it is conceivable that a 
stable proximate toxic metabolite may be initially formed in one tissue and 
then be transported to the target organ where it is metabolized to the 
ultimate toxic metabolite, as illustrated in Fig. 3. The realization that 
many chemicals require such multistep activation suggests that this 
mechanism may be very important. Different enzymes could be involved 
at different stages of activation, and this may be of importance in target 
organ toxicity. For example, a target tissue may not be able to metabolize 
the parent compound to its proximate toxic metabolite but could convert 
the proximate toxic metabolite to the ultimate toxic metabolite. As an 

Parent Proximate Ultimate 
Compound Toxic metabolite Toxic metabolite 

Detoxication Critical Reactions 
Products leading to 

Toxicity 

Fig. 4. Multistep metabolic activation to generate the ultimate toxic metabolite. 
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example, there are data indicating that prostaglandin endoperoxide synthe-
tase may be involved in the metabolic activation of certain chemicals. 
The synthetase from guinea pig lung will metabolize the proximate car­
cinogen from benzo[a]pyrene,24 that is, 7,8-dihydro-7,8-dihydroxybenzo-
[tf Jpyrene, to the ultimate carcinogenic, a diolepoxide, but will not form 
the intermediate from benzo[a]pyrene.25 It is conceivable that 7,8-
dihydro-7,8-dihydroxybenzo[fl]pyrene, formed in the liver, may be fur­
ther metabolized in the lung of the guinea pig to its carcinogenic and 
mutagenic metabolite. 

IV. ROLE OF SPECIFIC FUNCTION OF THE TISSUE 

The presence of vital metabolic pathways and of specific receptors in 
specific tissues may predispose those tissues to toxicity. Undoubtedly, 
this is one of the least documented areas of target organ toxicity.26 Much 
more is known about the factors governing both the disposition of toxic 
chemicals and their subsequent metabolic activation, if required, than 
about the interaction of the chemicals or their reactive metabolite(s) with 
cellular targets and the subsequent phenomena that are necessary before 
clinical signs of toxicity are apparent.26 

Although the factors governing the inherent susceptibility of an organ 
are less well understood, it may be useful to subdivide them into those 
related either to (1) organ function or (2) biochemistry of the tissue. 

A. Organ Function 

The normal physiology of the tissue may predispose it to toxicity. An 
important example of this has been discussed in Section II, A in relation to 
the concentration of many chemicals in the kidney and their subsequent 
nephrotoxicity. 

The normal function of a tissue may be impaired by disease, leading to 
impaired metabolism or excretion followed by an accumulation of toxic 
concentrations of the compound.27 This may be a basis for the high inci­
dence of adverse drug reactions observed in patients with impaired renal 
function. In addition to effects on the parent compound, impaired renal 
excretion of metabolites may also be observed in such patients, leading to 
increased concentrations of metabolites.27,28 Metabolites may be tox-
icologically active per se, or they may interfere with the metabolism and 
distribution of the parent compound. This area and its clinical implications 
have been reviewed.27,28 
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The peripheral neuritis after nitrofurantoin therapy is thought to be due 
to accumulation of a toxic metabolite and is found almost exclusively 
in instances of impaired renal function.27 Similarly, norpethidine, the 
N-demethylated metabolite of the narcotic analgesic pethidine, accumu­
lates rapidly in patients with renal failure.28 The severe irritability and 
twitching reported in some of these individuals has been associated with 
high levels of norpethidine, which has less analgesic but more convulsant 
activity than the parent compound. 

Tissues with a high proportion of dividing cells (bone marrow, gastroin­
testinal tract, and hair follicles) are more sensitive to the toxic effects of 
alkylating agents used in the treatment of cancer than are tissues with a 
lower proportion of such cells.29 Thus, treatment with antimetabolites or 
alkylating agents often results in damage to the bone marrow. Because the 
marrow contains stem cells, that is, the immature precursors of red cells, 
platelets, and white cells, the damage may lead to pancytopenia, a de­
crease in the circulating numbers of the three major groups of formed 
elements. If this condition is sufficiently severe, the marrow may no longer 
proliferate, resulting in aplastic anemia. Damage to platelets leads to 
thrcmbocytopenia and bleeding, whereas damage to leukocytes leads to 
an increased risk of infection in patients treated with many anticancer 
drugs. 

A particular problem associated with the inhibition of rapidly dividing 
cells occurs with the fetus. Drugs inhibiting rapidly dividing fetal cells 
may produce developmental abnormalities, and some anticancer drugs 
have been shown to be teratogenic.30 

B. Other Functional Aspects 

/. Ability to Repair Lesions 
Individuals suffering from xeroderma pigmentosum are very prone to 

develop skin cancer.31 These individuals have a defect in their ability to 
repair DNA that is implicated as a major risk factor for them.31 In animals, 
differences in DNA repair among organs have been correlated with the 
organ-specific carcinogenicity of nitrosamines and nitrosamides. Many 
nitrosamines and nitrosamides produce tumors in a wide variety of organs 
and species.32 Certain N-nitroso compounds demonstrate very marked 
organ specificity in tumor induction, depending on the dose, route of 
administration, species, diet, and physiological status of the animal.32 

Some of the organ specificity may be clearly attributed to metabolism. 
The N-nitroso compounds are converted into alkylating agents, which 
react with DNA.32,33 Whereas methylating agents such as dimethylni-
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trosamine can react with at least eight sites in DNA, a large body of 
evidence points to alkylation at a specific position, that is, O6 of guanine, 
as being of special importance for biological activity. A good correlation 
has been obtained between alkylation of the O6 of guanine and the inci­
dence of kidney tumors in the rat and thymic lymphomas in the mouse.32,33 

The importance of DNA repair in determining the organ specificity of 
nitrosamines and nitrosamides is well illustrated by the carcinogenicity of 
ethylnitrosourea.34 In vivo, ethylnitrosourea undergoes nonenzymatic de­
composition with a tm of less than 8 min; the ethyl carbonium ion formed 
reacts indiscriminately with whatever reactive molecule is nearby. How­
ever, despite the lack of tissue specificity in the reaction of the ultimate 
carcinogen, a single dose of the carcinogen given either to rats shortly 
after birth or to the fetus results in a high incidence of neuroectodermal 
neoplasms in the central and peripheral nervous systems.34 A larger dose 
produces tumors in the kidney and in many other organs, but even the 
largest single dose does not induce liver tumors. The susceptibility of the 
organs parallels their relative ability to remove 06-alkylguanine from their 
DNA, a measure of their presumed ability to repair DNA. The brain is 
unable to remove this lesion and the kidney removes it slowly, but liver 
removes it very rapidly. 

It should be added that the sensitivity of the nervous system to 
ethylnitrosourea-induced carcinogenicity decreases drastically with in­
creasing age of the animal and the increased maturity of the nervous 
system. This has been suggested as the result of fewer target cells in the 
appropriate proliferative or differentiated state.34 

2. Presence of Specific Receptors 
The differentiated or specialized functions of a cell or tissue may make 

it particularly susceptible to the action of compounds with an affinity for 
that function. The presence in a cell of specific receptors necessary for its 
specialized functions serves as an example. 

a. Neurotoxic Esterase. The toxicity of certain organophosphorus 
esters is related to their ability to combine with a specific neurotoxic 
esterase in a reaction that is not related to the ability of these esterases to 
inhibit acetylcholinesterase.35"37 Neurotoxic effects are not observed until 
8 to 14 days after ingestion of the inhibitor, at which time ataxia and 
weakness develop in the lower limbs, progressing to paralysis. Adults are 
more severely affected than children or young animals. It is very difficult 
to produce the delayed neurotoxic effects in rodents, but hens, cats and 
other large species are affected by a single dose. Compounds such as 
tri-o-cresyl phosphate, diisopropylfluorophosphate (DFP), and the insec-
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ticide mipafox are effective agents. Johnson35,36 and his colleagues have 
provided evidence for the phosphorylation by these agents of a specific 
protein, now referred to as neurotoxic esterase, in the brain. Toxicity is 
dependent on the nature of the chemical group that is bound to the 
neurotoxic esterase. Other structurally related organophosphorus esters, 
tetraethyl pyrophosphate, for example, which do not phosphorylate 
neurotoxic esterase, are nontoxic. 

b. The Ah Locus. Large differences in the susceptibility of different 
strains of mice to drug toxicity and chemical carcinogenesis, mutagenesis, 
and teratogenesis have been demonstrated.38 Inducers of microsomal 
monooxygenäse activity, including 2,3,7,8-tetrachlorodibenzo-/?-dioxin, 
benzo[tf]pyrene, 3-methylcholanthrene, and ß-naphthoflavone, interact 
with cytosolic receptor proteins.38,39 Genetically determined differences in 
the affinities for these receptor proteins in different strains of mice deter­
mine the response of the animal to the inducing agent. The induction 
receptor is a function of the Ah locus. The Ah locus and, thereby, the 
cytosolic induction receptor control the activities of a battery of different 
enzymes, including not only those due to monooxygenases but also mi­
crosomal UDPglucuronosyltransferase, cytosolic ornithine decarboxylase, 
and cytosolic reduced NAD(P): menadione oxidoreductase.38 The pres­
ence or absence of the receptor, and defects in the receptor, have been 
related to a large number of different toxicities in mice, including that of 
2,3,7,8-tetrachlorodibenzo-p-dioxin39 and the induction of cataracts by 
paracetamol and naphthalene.40 

3. Alterations in Enzyme Activities 
Changes in the active concentration of specific enzymes in any given 

cell type or tissue may predispose that tissue to the effect of xenobiotics. 
The effect is well illustrated by the marked susceptibility to drug-induced 
hemolysis of erythrocytes in individuals with a deficiency of glucose-6-
phosphate dehydrogenase.2,3 A wide range of compounds including 
primaquine, phenylhydrazine, vitamin K, nitrofurantoin, sulfonamides, 
chloramphenicol, and fava beans are capable of inducing hemolysis in 
genetically susceptible individuals.2,3 

The precise mechanism by which the glucose-6-phosphate dehydro-
genase deficiency leads to hemolysis is not known. However, this defi­
ciency does decrease the cell's ability to generate NADPH by the hexose 
monophosphate shunt. NADPH is required in part as a substrate for 
glutathione reductase that is necessary to maintain glutathione in the re­
duced state as GSH. GSH in turn is essential for the maintenance of 
protein sulfydryl groups in the reduced state, thereby preventing dena-
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turation of enzymes and hemoglobin and possibly preserving the integrity 
of the erythrocyte membrane.2,3 

4. Pharmacogenetic Differences in Humans 
Atypical drug responses may be due to genetic variation in any of the 

processes—absorption, distribution, metabolism, and excretion—con­
cerned with drug detoxication. This subject has been reviewed,41 and 
the majority of documented examples relate to alterations in metabo­
lism.41,42 In addition to the genetic variations in glucose-6-phosphate de-
hydrogenase that have been described, a particularly significant example 
of such variation is the abnormal sensitivity of some individuals to suc-
cinylcholine, which is used to relax muscles during surgery.2,41 Suscepti­
ble patients require artificial respiration because of paralysis of the re­
spiratory muscles following normal doses. This response was associated 
with a mutant pseudocholinesterase that is less effective than the normal 
pseudocholinesterase in hydrolyzing succinylcholine.2,41 

5. Additional Factors 
Diet and age may be important modulators of target organ toxicity. 

Thus, dimethylnitrosamine given orally normally induces liver cancer, but 
if the animals are fed a low-protein diet, metabolic activation in the liver 
decreases and more of the carcinogen is available for activation in the 
kidney, resulting in kidney tumors.43 The factor of age is underscored by 
the effect of calcium disodium ethylenediaminetetraacetic acid. In very 
young rats, the chelating agent causes liver necrosis, but in 12-week-old 
rats severe kidney lesions arise.44 

Different animal species show varying responses. Induction of toxicity 
in one target organ in one species does not necessarily allow the conclu­
sion that the same organ will be affected in another species.45 In particu­
lar, when evaluating the safety of chemicals, the concern is with whether 
the responses of humans will be similar to those of test animals. During 
the next few years, greater use of human surgical tissues and cell culture 
systems may be expected in the evaluation of potential toxicity. 

V. COMMENTS 

A large number of factors, some shown in Table IV, may alter both the 
degree of toxicity of a xenobiotic and the organ affected, that is, the target 
organ of toxicity. Each of these factors has not received complete cover­
age, and some are discussed in other chapters. Particular emphasis has 
been placed here on the important role of the distribution and metabolism 
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of xenobiotics, as well as the specific biochemical and physiological func­
tions of tissues in the determination of target organ toxicity. 
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I. INTRODUCTION 

The biochemical and physiological basis of selective toxicity is a matter 
of both scientific and practical interest. The identification of those differ­
ences between species and groups that are responsible for differential 
susceptibility to toxic compounds can give useful insight into the bio­
chemical and physiological processes that determine toxic response. Such 
an approach can aid the definition of mechanisms of toxicity of carcino­
gens, pesticides, drugs, and other toxic substances to which humans are 
exposed. 
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Knowledge of these differences is also relevant to an understanding of 
the environmental effects of pesticides and other pollutants. The design of 
selective pesticides, the overcoming of resistance to pesticides, and the 
avoidance of bioaccumulation of pollutants are all practical problems 
whose resolution is facilitated by a better understanding of the mecha­
nisms of selective toxicity. Finally, knowledge of species differences pro­
vides a useful guideline in the selection of species as models for humans in 
toxicity evaluation. 

The toxicity of any compound depends largely on two factors: (1) the 
intrinsic activity of the active form(s) of the compound at the site(s) of 
action and (2) the efficiency with which the active form(s) reach the site(s) 
of action. The efficiency of transfer to the site of action depends upon the 
processes of absorption, distribution, metabolism, storage, and excretion, 
the relative importance of which depends very much upon the substance 
in question (see Chapter 8, this volume). Selective toxicity may be seen 
as an expression of variation in one or more of processes between different 
species or groups of animals. 

Work on the selective toxicity of, and resistance to, pesticides and other 
toxic substances strongly indicates that metabolism is the most important 
single factor determining differences in susceptibility. In humans, individ­
ual differences in response to drugs are sometimes the consequence of 
metabolic differences. Thus, it is worth considering the role of enzymes 
in determining differences in susceptibility to toxic substances between 
species and groups and also between individuals (see Chapter 14, this 
volume). The enzymes themselves are discussed in Chapters 1 and 2 (this 
volume), and a major review of the enzymology of the enzymes of detox-
ication has been presented.1 

II. THE TOXICOLOGICAL SIGNIFICANCE OF 
ENZYMATIC CONVERSION 

To a large extent, the metabolism of lipophilic xenobiotics has a detox­
ifying function. Lipophilic compounds that cannot be excreted un­
changed to any significant extent are converted to water-soluble, readily 
excreted metabolites and conjugates. It would appear that during the 
course of evolution vertebrates and insects have developed mechanisms 
of metabolism and excretion that have protected them against the natur­
ally occurring xenobiotics to which they have been exposed. Neverthe­
less, metabolism may yield reactive products that have toxic effects. 
Thus, many organophosphate insecticides and industrial chemicals that 
include azo dyes, amines, and chlorinated compounds are all activated by 
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oxidative processes.2,3 When oxygen is introduced into structures that are 
otherwise unreactive, it can cause reactivity by withdrawal of electrons to 
form electron-deficient carbon atoms or carbonium ions. The production 
of reactive metabolites raises technical problems for the investigator. Be­
cause of their instability, such compounds are difficult or impossible to 
isolate, and their identification may depend upon the characterization of 
the adducts that they form with cellular structures (see Chapter 2, this 
volume). 

The extent to which active compounds can cause cellular damage de­
pends on several factors, one of which is how efficiently they are 
metabolized to inactive forms. Thus, the active oxons of organophos-
phates can be degraded by A esterases, and most epoxides of aromatic 
or olefinic structural elements can be degraded by epoxide hydrolase or a 
glutathione transferase; usually these conversions are protective. In some 
instances, those derivatives that are toxicologically the most active are 
not readily metabolized by deactivating enzymes. 

Apart from the definition of the activating or deactivating role of en­
zymes, there is the problem of their toxicokinetic significance. Are differ­
ences in enzyme levels between species, strains, sexes, age groups, or 
tissues of any significance with regard to the levels of active metabolites 
that actually reach sites of action? Where metabolic capacity is high in 
relation to the rate at which a xenobiotic reaches an enzyme, then differ­
ences between species with respect to enzyme activity are unlikely to 
influence the differential rates of metabolism in vivo. In an experiment 
with [14C]dieldrin and two of its analogs, the rate of excretion of radioac­
tive metabolites was monitored in the bile of male rats following in-
traperitoneal injection. The rate of metabolism of the three substrates was 
studied in liver microsomes, where the analogs were found to be 
metabolized much more rapidly than dieldrin itself.4 The excretion rate 
for dieldrin metabolites was very low, in keeping with the very slow rate 
of metabolism in vitro, and was increased threefold after induction of liver 
enzymes. By contrast, the rates of excretion of the metabolites of the two 
dieldrin analogs were much more rapid, although far short of the meta­
bolic capacity indicated by in vitro studies, and the rate was not increased 
by induction of liver enzymes. The evidence clearly indicated that the 
enzymatic processes, mainly due to monooxygenases, were rate limiting 
for dieldrin but not for its more labile analogs. 

In general, enzymatic processes will become rate limiting as they ap­
proach saturation. This may happen (1) when the metabolic capacity is 
low for a specific substrate and (2) when the rate of arrival of the substrate 
is relatively rapid. Under these circumstances, species, sex, strain, and 
age differences in enzyme activity may be reflected in differences in half-
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lives, clearances, and excretion rates for xenobiotics5 (see Chapters 8 and 
9, this volume). 

When enzymatic activities do not limit rates of metabolism, species dif­
ferences may still be important if more than one enzyme is involved in the 
initial metabolism of a xenobiotic. Different patterns of metabolites may 
be produced due to species differences in the relative amounts of enzymes 
involved in metabolic conversion. 

In either of the two situations described, enzymatic differences between 
species may lead to corresponding differences in susceptibility to tox­
icants. In attempting to identify the role of enzymes in the regulation of 
toxicity, it is clearly important to take account of the realistic tissue levels 
of the toxicant. In vitro studies should include a proper measurement of 
the concentration dependence of enzymatic processes, so that metabolic 
rates at tissue concentrations may be estimated. 

A useful technique for identifying the role of enzymatic processes in the 
regulation of toxicity involves the selective inhibition of enzymes. Differ­
ences in susceptibility shown between groups or species can sometimes be 
reduced or even eliminated by blocking metabolic detoxication. This ap­
proach has often been used for the identification of metabolic mechanisms 
of resistance to insecticides by insects. 

III. THE ENZYMATIC FACTOR IN 
SELECTIVE TOXICITY 

A. Organophosphate Insecticides 

One of the best studied examples of enzymatically related selectivity 
concerns the insecticide malathion. Malathion has a generally low mam­
malian toxicity in spite of its strong insecticidal properties. The acute oral 
LD50 values for malathion in mammals are about 500-5500 mg/kg. Like 
many other organophosphates, malathion is activated by monooxygenase 
attack to produce the potent anticholinesterase malaoxon (Fig. 1). Mala­
thion itself has little or no cholinesterase activity. It is rapidly detoxified 
in mammals (but not in insects) by carboxyesterase attack to produce 
a monoacid, thus preventing the generation of substantial quantities of 
malaoxon.6 Carboxyesterase activity has the character of a B esterase, 
that is, it can be inhibited by organophosphates such as malaoxon. Thus, 
organophosphates such as EPN (O-ethyl 0-/?-nitrophenyl phenylphos-
phonothioic acid) can act as synergists for malathion in mammals. By 
inhibiting this detoxication pathway, mammals may be made almost as 
sensitive as insects to malathion,6 providing good evidence for the impor-
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Fig. 1. The metabolism of malathion. 

tance of carboxyesterase in this striking case of selective toxicity. The 
carboxy ester bonds to which most of this selectivity is attributed are 
examples of what have been termed selectrophores, or groups that confer 
selectivity upon a toxic molecule. 

Another example of selective toxicity among the organophosphates is 
shown by the related compounds diazinon and pirimiphos methyl, both of 
which have leaving groups derived from pyrimidine (Fig. 2). Both com­
pounds are considerably more toxic to birds than to mammals. They are 
converted to their active forms, diazoxon and pirimiphos methyloxon, by 
microsomal monooxygenase attack. With oral intake, much of this activa­
tion occurs in the liver, and the subsequent toxic action depends upon the 
efficiency with which these active oxons can be transported by the blood 
to the brain. In the case of diazinon, studies with liver preparations show 
that birds and mammals produce similar quantities of the oxon under the 
same experimental conditions. In contrast, plasma from five mammalian 
species rapidly hydrolyzed the oxons, whereas virtually no hydrolysis 
occurred in the serum of the duck, chicken, or turkey.7 This strongly 
suggests that mammals are protected against the toxic action of diazinon 
by rapid hydrolysis of its active oxon in the blood. With pirimiphos methyl 
oxon, rapid hydrolysis was observed in the plasma of 5 species of mam­
mals, whereas little or no metabolism occurred in 14 species of birds 
belonging to 6 different orders.8 Once again, the mammals were appar­
ently protected by A esterase activity in the blood, that is, those that 
hydrolyze organic phosphates, in contrast to birds. The same difference 
between birds and mammals was found when measuring A esterase activ­
ity with paraoxon, although this substrate was hydrolyzed much more 
slowly than either pirimiphos methyl oxon or diazinon. It is of interest that 
paraoxon does not show the same selectivity between birds and mammals 
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Fig. 2. The metabolism of (A) diazinon and (B) pirimiphos methyl. 

found with the other two compounds, suggesting that paraoxon is not 
hydrolyzed sufficiently rapidly in mammalian blood to provide an effective 
defense mechanism. 

In vivo work on pirimiphos methyl in the male Japanese quail {Cotumix 
cotumixjaponica) and the male rat supports the above conclusions.9 When 
the two species were given equitoxic doses of pirimiphos methyl (140 
mg/kg in bird, 800 mg/kg in rat), the inhibition of cholinesterase 15 min 
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after administration was 90% in the blood and 40% in the brain of the bird, 
but the rat enzymes were not inhibited. Studies with liver microsomes 
showed that although both species can hydrolyze pirimiphos methyl oxon, 
A esterase activity was much higher in the rat than in the Japanese quail. 

Enzymatic differences, therefore, can be critical in providing the de­
sired selectivity of organophosphate insecticides between vertebrates and 
insects. Such differences are also important in determining susceptibility 
between different vertebrate groups. Mammals detoxify the active oxons 
of diazinon and pirimiphos methyl by A esterase hydrolysis in liver and 
blood, but birds are deficient in this type of enzyme. A esterase activity is 
found in liver microsomes, blood serum, and plasma. Apart from 
pirimiphos methyl and diazinon, pirimiphos ethyl and coumaphos also 
show a marked selectivity between birds and mammals that may be re­
lated to rates of hydrolysis of oxons by A esterase.7 

B. Organochlorine Insecticides 

The organochlorine insecticides are a diverse group of highly lipid-
soluble compounds, with water solubilities frequently below 1 ppm. The 
common ones are highly chlorinated, which frequently results in very 
slow rates of metabolism10 leading to bioaccumulation. Before discussing 
these compounds, however, brief consideration will be given to some 
biodegradable members of the group. 

Hexachlorocyclohexane (yHCH or yBHC) is readily biodegradable to 
chlorophenol conjugates and chlorophenylmercapturic acids11; the meta­
bolic processes are complex. Dehydrochlorination appears to be the con­
sequence of both glutathione conjugation and monooxygenäse attack upon 
the ring. Although widely used as a seed dressing, this compound has not 
given rise to problems of bioaccumulation and secondary poisoning. Its 
limited persistence is a reflection of its high water solubility relative to 
other chlorinated insecticides (~7 ppm) and its relatively rapid metab­
olism. 

A number of readily biodegradable analogs of dieldrin have been syn­
thesized.10,12 The analog l,8,9,10,ll,ll-hexachloro-4,5-exoepoxy-2,3,7,6-
endotricyclo[6,2,ll,0]undec-9-ene (HEOM) and the isomeric 3,4-
exoepoxy- and 3,6-endoepoxy compounds (HCE and ODA, respectively) 
are all considerably more toxic to tsetse flies (Glossina spp.) than to 
houseflies or certain species of mosquitoes.12 Interestingly, the toxicity of 
these compounds is enhanced by microsomal monooxygenase inhibitors 
in the case of houseflies and mosquitoes but not to any significant degree 
in the case of tsetse flies. It appears that tsetse flies are vulnerable to these 
biodegradable insecticides because they are deficient in appropriate de­
toxifying enzymes, especially monooxygenases. This may be related to the 
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fact that they feed exclusively on blood, a point that will be discussed in 
more detail. 

Organochlorine insecticides such as DDT, aldrin, dieldrin, and hep-
tachlor have given rise to problems of persistence. The metabolism of 
some of these compounds is shown in Fig. 3. Some of these metabolites 
are stable and persistent, as in the cases of ρ,ρ'-DDE, a metabolite of 
/?,/?-DDT, and dieldrin, a metabolite of aldrin; the metabolites are more 
persistent than the original insecticides. 

The biological half-lives of these compounds differ markedly between 
species. Dieldrin half-lives have been estimated as follows: male rat 7.6-
10.0 days, female rat 10.3-15.1 days, pigeons —47 days, steers 74 days, 
sheep 97 days, and humans 270 days.13 In a study of species differences in 
monooxygenäse activity, an inverse relationship was found between en­
zyme activity and the half-lives of dieldrin and three other xenobiotics in a 
range of species.14 It is noteworthy that the monooxygenases are respon­
sible for most of the initial metabolism of these compounds, which tends 
to support the view that differences in enzyme activity are important in 
determining differences in half-lives. 

Marked species differences also exist in the capacity for the bioaccumu-
lation of compounds such as PCBs, DDE, and dieldrin when present at 
low concentrations in food. Gannon15 gave food containing 0.4 ppm of 
dieldrin to a range of species over a period of 84 days and found residue 
levels in body fat ranging from 0.4 ppm in lambs to 10 ppm in hens; a 
much greater tendency for bioaccumulation was observed in the hens than 
in rats.16 Field and laboratory studies have shown that fish-eating birds 
such as cormorants {Phalacrocorax carbo), shags (P. aristotelis), double-
crested cormorants (P. auritus), and white pelicans (Pelecanus ery-
throrhynchos) have a marked tendency to bioaccumulate compounds of 
this type. Estimated bioaccumulation factors (cone, in tissues of bird/ 
cone, in tissues offish) ranged from 30- to 280-fold.17 The bioaccumulation 
factors are inversely related to the hepatic microsomal monooxygenase 
activities of the species studied. Monooxygenase activities are highest in 
rats and lowest in fish-eating birds, with the hen occupying an intermedi­
ate position.18 

Long half-lives and high bioaccumulation factors, therefore, appear to 
be correlated with low concentrations of hepatic microsomal mono­
oxygenases. Other evidence strongly suggests that this is a causal 
relationship.5 

C. Carbamate Insecticides 

Most carbamate insecticides are rapidly detoxified by oxidative attack 
in both vertebrates and insects, as indicated by the strong synergistic 
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effect of inhibitors such as sesamex and piperonyl butoxide upon the 
insecticidal activity of carbamates.19 

It has been shown that bees are considerably more susceptible to prop-
oxur than are the cockroach and housefly,19 bees having a relatively low 
level of monooxygenase activity. On present evidence, birds are consid­
erably more susceptible to carbamates than are mammals, and this is 
correlated with a relatively low level of monooxygenase in birds.4 

D. Carcinogens and Mutagens 

A recent review of the carcinogenic action of chemicals on different 
species20 points to considerable differences between the rat and the 
mouse. Of 250 compounds tested, 147 were carcinogenic to one or both 
species. Of these 147 compounds, 38 (26%) were carcinogenic to only one 
species. With such a marked difference between two rodent species, there 
are inevitable doubts about the comparability between rodents and hu­
mans. 

The relationship between comparative metabolism and selective tox-
icity was relatively easy to establish for the compounds discussed earlier 
because there was, in most cases at least, an acute lethal effect as the 
consequence of a well-established biochemical lesion. With carcinogens, 
however, much uncertainty remains concerning the critical biochemical 
changes that lead to the development of neoplasia, and there is often a 
substantial time lag between exposure to a chemical and the proliferation 
of tumor tissue. Furthermore, tumors generally appear in specific tissues 
when specific carcinogens are administered by defined routes, leading to 
considerable interest in metabolic activation and deactivation by target 
tissues. If a critical change, for example, binding to DNA, occurs after 
exposure to a carcinogen, tumors do not necessarily develop. The damage 
may be repaired, the cell may die or be destroyed by the immune system, 
or the cell carrying the DNA damage may remain "latent." Because of 
this complexity, the connection between species or strain differences in 
enzyme activity and differences in susceptibility to carcinogens is difficult 
to establish. Some of the best evidence for species differences in activa­
tion of carcinogens has been obtained with in vitro systems, which are 
valuable monitors of reactive metabolites but cannot take fully into ac­
count possible differences in the events that occur after the primary in­
teraction of reactive metabolites with target tissue macromolecules. 

In such systems, compounds are tested for their mutagenic activity 
toward bacteria, for example, by the Ames test, or they are added to cell 
preparations to determine whether they alter the rate of transformation. 
Activation by liver microsomes of rats or mice pretreated with enzyme 
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inducers is frequently necessary to produce a response. In the Ames test, 
the effect is evidently due to the binding of material to DNA, and this may 
also be the main mechanism in tests of cell transformation.21 It has been 
clearly demonstrated that metabolites of carcinogens such as ben­
zol« ]pyrene and aflatoxin B are bound to DNA, when the original com­
pounds are given both to living animals and to cell systems in vitro.22 

Considerable interest therefore centers upon the influence of species 
differences in metabolism upon the production of active metabolites in in 
vitro systems and their importance in determining the outcome of tests. 
When liver microsomes from mouse and rat were used for the metabolic 
activation of benzol]pyrene in a test system for mutagenicity employing 
Salmonella typhimurium, only slight mutagenicity was observed with rat 
microsomes, whereas very high mutagenicity was found with mouse mi­
crosomes.23 The mouse strain used had a higher monooxygenase activity 
(about twofold for most substrates, including benzo[a]pyrene) and a 
much lower epoxide hydrolase activity (six- to sevenfold for styrene 
oxide) than was found with the rat. Inhibition of microsomal epoxide 
hydrolase with 1,1,1-trichloropropene oxide24 increased dramatically25 the 
mutagenicity that was mediated by liver microsomes from rats, indicating 
that the relatively low mutagenicity mediated by microsomes from this 
species was due, at least in part, to the action of epoxide hydrolase. 
Addition of purified epoxide hydrolase26 to this test system containing 
liver microsomes from untreated mice almost completely abolished the 
mutagenicity of benzo[a]pyrene.27 This provided further evidence for the 
importance of epoxide hydrolase in determining the selective toxicity of 
benzo[#]pyrene in the test system. 

Dog liver microsomes were less able than rat liver microsomes to acti­
vate benzo[a]pyrene in the Ames test.28 In order to observe significant 
mutagenicity, the postmitochondrial supernatant, rather than micro­
somes, had to be used for metabolic activation of benzo[a]pyrene, proba­
bly due to higher stability of the monooxygenases in the former fraction. 
The lower activation by the dog, compared to the rat preparation, was due 
to several factors, an especially important and interesting one being the 
different sites of preferential oxidative attack in the benzo[«]pyrene mole­
cule by liver microsomes of the two species. The microsomes of the dog 
showed a greater tendency to attack benzo[«]pyrene in the 3, 4, and 5 
positions, whereas rat microsomes metabolized the molecule more in the 
7, 8, 9, and 10 positions; the dog had higher epoxide hydrolase activity 
than the rat. This resulted in the formation of a lower proportion of ben­
z o l Jpyrene 7,8-dihydrodiol 9,10-oxide in the dog. This last bay region 
derivative is especially chemically reactive and mutagenic, and represents 
an ultimate carcinogen of benzo[a]pyrene.29 Induction of microsomal 
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epoxide hydrolase30 and shift of the monooxygenase-catalyzed oxidative 
attack from the 7,8,9,10-region of the angular ring, which carries the 
dihydrodiol bay region epoxide, to the 3,4,5-position was associated with 
a drastic reduction of mutagenicity.31 Thus, differences between rat and 
dog with regard to the activities of microsomal epoxide hydrolase and of 
contrasting monooxygenase forms are responsible for the selective tox-
icity pattern observed.25 

Another case of species differences in carcinogen metabolism and activ­
ity concerns the hepatocarcinogen 2-Af-acetylaminofluorene (AAF). This 
compound is N-hydroxylated to the proximal carcinogen N-hy-
droxyacetylaminofluorene, a potent hepatocarcinogen in rat, ham­
ster, and mouse but not in guinea pig or rhesus monkey.32-35 It is presumed 
that the first step of the required metabolic activation of the precarcinogen 
AAF is its transformation to the AMiydroxy derivative as the proximate 
carcinogen.36 Initially, it was believed that the resistance of the guinea pig 
liver is caused by its inability to perform the N-hydroxylation reaction. 
More recent results show that guinea pig liver possesses AMiydroxylase 
activity that transforms AAF to the TV-hydroxy-AAF with efficiency simi­
lar to that of susceptible animal species such as the rat.35 The liver of the 
monkey can also N-hydroxylate AAF.37 However, both guinea pig and 
rhesus monkey liver metabolize AMiydroxy-AAF very rapidly to the 
inactive 7-hydroxy-AAF,38 so that the proximate carcinogen, 7V-hy-
droxy-AAF, does not accumulate. Thus, one enzymatic mechanism re­
sponsible for the selective toxicity of AAF may be the metabolic detoxica-
tion of the proximate carcinogen, AMiydroxy-AAF. A second important 
enzymatic difference occurs in the conjugation of the proximate carcino­
gen, AMiydroxy-AAF, to an ultimate heptocarcinogen, the Af,0-sulfate.39 

Although AAF does not produce tumors in the guinea pig at any site, 
N-hydroxy-AAF induces the development of adenocarcinoma of the small 
intestine and sarcoma at the site of injection.35 In guinea pig liver there 
is relatively little accumulation of the proximate carcinogen, N-
hydroxy-AAF, and only slight conversion to an ultimate carcinogen by 
aryl sulfotransferase.40 Livers of male rats are much more susceptible to 
the carcinogenic activity of TV-hydroxy-AAF than those of females or of 
male mice and hamsters; guinea pig liver is resistant. The male rat liver is 
consistently found to have much higher AMiydroxy-AAF sulfotransferase 
activity than have the livers of female rats, male mice, and hamsters; in 
guinea pig liver this activity is not detectable. That this correlation is not 
fortuitous but causally linked is supported by the fact that both the sus­
ceptibility of the male rat liver to the carcinogenic activity of AAF and its 
derivatives and the sulfotransferase activity for AMiydroxy-AAF can be 
modified by hormonal manipulation. Thyroidectomy, hypophysectomy, 
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or castration followed by administration of estrogen markedly reduces the 
susceptibility of the male rat liver to the carcinogenic activity of AAF and 
N-hydroxy-AAF. These hormonal manipulations also lead to a decrease 
of N-hydroxy-AAF sulfotransferase activity, as well as a decrease of 
covalent binding to macromolecules in the liver of rats after adminis­
tration of TV-hydroxy-AAF. Both covalent binding to tissue mac­
romolecules41 and the carcinogenic activity42 of N-hydroxy-AAF for the 
rat liver are increased by administration of sodium sulfate. 

These examples indicate that species differences in enzymes can be 
important in determining susceptibility to carcinogens. The point should 
be considered given the often large differences in these enzymes between 
humans and certain experimental animals that are commonly used in test­
ing carcinogens. 

IV. THE ENZYMATIC FACTOR IN RESISTANCE 

Resistance is a specific type of selective toxicity. Many examples are 
known of the development of resistant strains of insect in response to 
insecticides, both in the laboratory and in the field.43,44 In general, this 
resistance is preadaptive, representing a selection of genes already pres­
ent in the population. Metabolism is frequently the dominant physiologi­
cal mechanism of resistance. In the following account, examples will be 
considered that provide illustrations of the importance of the enzymatic 
factor in resistance. 

A. Organophosphate Insecticides 

One of the best documented examples concerns malathion. Resistant 
strains of housefly, mosquito, and hide beetle (Dermestes spp.) show high 
concentrations of "carboxy esterase" (Fig. 1). This type of resistance can 
be overcome by synergists that inhibit the esterase, for example, EPN and 
triphenyl phosphate.44 Thus, the resistant strains have a detoxication 
mechanism similar to the one that is well developed in mammals. 

In recent years, strains of aphids with pronounced cross-resistance to a 
range of organophosphates have been studied. These strains had unusu­
ally large quantities of a protein with the character of a B esterase.45 This 
esterase sequesters the active (oxon) forms of organophosphates that 
phosphorylate it. It is of interest that this resistance mechanism relies 
upon an esterase that is strongly inhibited by the organophosphate. A 
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more efficient mechanism might have been provided by an A esterase that 
could rapidly break down the toxicant, which raises the possibility that 
aphids have no A esterase. Activity of this sort could not be found in three 
strains of Tribolium castaneum (rust-red flour beetle), two of which are 
resistant to organophosphates.46 

The development of resistance by houseflies to diazinon appears to 
involve two distinct enzymatic mechanisms (Fig. 2). Diazinon is activated 
by conversion to diazoxon by microsomal monooxygenases. Paradoxi­
cally, one of the resistance mechanisms is based upon the further conver­
sion of diazoxon by monooxygenases to as yet uncharacterized inactive 
metabolites.47 The other mechanism involves O-deethylation of diazinon 
itself by the action of a glutathione S-transferase. When monooxygenases 
were inhibited with sesamex and the glutathione S-transferase with 
5,5,S-tributyl phosphorothioate, each inhibitor caused some loss of resis­
tance. When they were used in combination, both resistant and suscepti­
ble strains were entirely similar in sensitivity to diazinon. There was no 
evidence that A esterases were attacking diazinon and thereby making a 
contribution to resistance, in contrast to the protective role of this enzyme 
in mammals.8 These observations cast further doubt upon the existence of 
this type of esterase in certain species of insect. 

B. Organochlorine Insecticides 

Many cases of resistance have been reported for persistent or­
ganochlorine insecticides such as DDT and dieldrin, and it is widely be­
lieved that the marked persistence of these compounds tends to encourage 
development of resistance. Selection for resistance may occur over a 
relatively long period of time and, with movement of compounds through 
the food chain, may take place in areas some distance from the original 
place of application. 

Increased enzyme activity has often been implicated in the development 
of resistance to DDT.43 In most instances, this has been associated with 
the conversion of ρ,ρ'-DDT to its highly persistant but relatively nontoxic 
metabolite, ρ,ρ'-DDE (Fig. 3) by an enzyme entitled DDT-dehydro-
chlorinase. DDT-dehydrochlorinase was isolated from houseflies48 

and has a requirement for reduced glutathione, although the formation 
of glutathione conjugates of DDT has never been shown. 

A contrasting mechanism in certain strains of DDT-resistant houseflies 
involves enhancement of monooxygenase activity.44 Polar metabolites 
were formed in the resistant strains that have not yet been properly 
characterized. The resistance was overcome by using an inhibitor of 
monooxygenase. Not surprisingly, these strains showed cross-resistance 
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to other insecticides. DDT resistance, based upon enhanced oxidation, 
has also been reported in strains of mosquito.49 Here, the metabolite 
formed by the resistant strains was kelthane, an oxidation product of DDT 
(Fig. 3). 

Resistance to organochlorine insecticides is not confined to insects. A 
strain of pine mouse (Microtus pinetorum) was reported in the United 
States as resistant to endrin.50 Endrin is a stereoisomer of dieldrin that can 
be metabolized fairly rapidly by monooxygenase attack. The resistance 
factor was seven- to eightfold, and the resistant strain excreted hy-
drophilic metabolites in the feces twice as rapidly as did the susceptible 
strain. 

C. Carbamate Insecticides 

Resistance to carbamate insecticides appears to be due at least in part 
to enhanced monooxygenase activity.19 Such resistance has been reported 
in houseflies and mosquito larvae, where it is partially overcome by the 
use of piperonyl butoxide, an inhibitor of monooxygenase.19 

V. DISCUSSION 

Certain clear phylogenetic trends have been reported in the activity of 
enzymes that participate in xenobiotic metabolism. The in vitro activity of 
the hepatic microsomal monooxygenases and epoxide hydrolase tends to 
be much higher in mammals than in fish, with birds occupying an interme­
diate position.17,18 Hepatic microsomal glucuronyltransferase is more ac­
tive in mammals than in fish. Serum A esterase activity is much higher in 
mammals than in birds.8 

Sometimes trends are associated with diet. Thus, five out of six species 
of fish-eating sea birds had low monooxygenase activity compared to 
omnivorous or herbivorous birds.17,18 Three carnivorous mammals had a 
low capacity for the p-hydroxylation of aniline compared to noncarni-
vores.18 The blood-sucking tsetse flies appear to be very low in detoxify­
ing enzymes in comparison to houseflies.12 

It has been suggested that herbivorous and omnivorous species have 
evolved a greater capacity for the metabolism of lipid-soluble xenobiotics 
than have carnivores because of the relatively wide range of substances 
that are present in their food. Fish and amphibia represent a special case. 
Brodie and Maickel51 suggested that fish have not needed to evolve en­
zymes of this type for the metabolism of xenobiotics because the excre­
tion of lipid-soluble compounds can be achieved by passive diffusion 



364 C. H. Walker and F. Oesch 

across gills or skin into the surrounding water. This excretion route is 
effective for those lipid-soluble substances that have a favorable oil: water 
partition coefficient but is ineffective for very lipid-soluble compounds 
such as dieldrin, DDE, and highly chlorinated polychlorobiphenyls that 
have highly unfavorable coefficients. Fish can bioaccumulate compounds 
such as these, concentrating them by a factor of several thousand from the 
surrounding water. Whatever the truth of the evolutionary argument, 
excretion by passive diffusion clearly does not provide fish with effective 
protection against persistent lipophilic chlorinated compounds. There is, 
however, evidence suggesting that fish have developed improved detox-
ication systems in certain polluted areas, although it is not yet clear 
whether these are cases of resistance or induction.52 

The idea that enhanced capacity for xenobiotic metabolism may have 
evolved in response to the selective action of xenobiotics gains support 
from studies of resistance to insecticides. There are many examples of 
insects developing resistance by increasing their capacity for metabolic 
detoxication.43'44,53 This often occurs within a few generations. When en­
zymes of wide substrate specificity are involved, there may be cross-
resistance extending over a range of insecticides, all of which are detox­
ified by the same enzyme. A specific instance is the appearance of large 
quantities of B-type esterase (carboxyesterase) in resistant aphids, which 
gives cross-resistance to many different organophosphates.45 It has been 
suggested that the enhanced enzymatic activity is a consequence of gene 
duplication.54 

Major trends in enzyme activity related to phylogeny and diet may be 
reflected in corresponding trends in susceptibility to toxicants. The low 
monooxygenase activity of fish and fish-eating birds is related to a marked 
tendency to bioaccumulate persistent organochlorine compounds; the low 
plasma A esterase activity of birds is related to a high susceptibility to 
organophosphates such as pirimiphos methyl and diazinon; and the rela­
tively low monooxygenase of birds is correlated with a relatively high 
susceptibility to carbamate insecticides. As phylogenetic trends in en-
zymology become better defined and their physiological significance bet­
ter understood, other relationships to patterns of selective toxicity may be 
expected. 

The microsomal monooxygenases, epoxide hydrolase, glutathione 
transferases, and glucuronyl transferases are inducible by various exoge­
nous and endogenous compounds, and this can have a profound effect 
upon the action of toxic substances. Induction generally reduces the half-
life and toxic effect of a xenobiotic. In some cases, when the enzyme 
catalyzed reaction generates a toxic metabolite (e.g., in the oxidation of 
carcinogens or organophosphorothioates), increased toxicity will ensue. 
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Sometimes inducing agents alter the balance between enzymes: in ro­
dents, 3-methylcholanthrene can increase the specific activity for sub­
strates of cytochrome /^g-dependent monooxygenase by more than 10-
fold, but the increase in microsomal epoxide hydrolase activity is only 
marginal.55 Such changes in the balance among enzymes may well cause 
changes in the toxic response. 

The foregoing discussion of species diflFerences in enzymes was con­
cerned with animals in the noninduced state. To what extent, then, can 
induction alter these diflFerences? The microsomal monooxygenases of 
mammals, birds, and fish are inducible, although there are certain diflFer­
ences between fish and the other groups. The hepatic microsomal 
monooxygenase of fish can be induced by agents such as phenobarbitone 
and certain poly cyclic aromatic hydrocarbons, but the induced cyto-
chromes have spectral characteristics different from those of rats treated 
with the same inducers.56 DDT and analogs and nonplanar PCBs, which 
are inducers in mammals, do not appear to induce readily in fish. Because 
mammalian and avian monooxygenases appear to be more sensitive to 
inducing agents than are those offish, the presence of inducing agents in 
the environment is likely to emphasize rather than decrease the difference 
in oxidative capacity between fish and the other groups. 
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I. INTRODUCTION 

The topic of sources of variation in rates of hepatic metabolism of 
exogenous chemicals has become an independent, new area of scientific 
inquiry. A systematic investigation of causes of such variations has been 
launched. One facet of the subject, pharmacogenetics, concerns genet­
ically determined interindividual variations in response to a specific envi-
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Fig. 1. This circular design suggests the multiplicity of either well-established or sus­
pected host factors that may influence drug response in humans. A line joins all such factors 
in the outer circle to indicate their close interrelationship. Arrows from each factor in the 
outer circle are wavy to indicate that effects of each host factor on drug response may occur 
at multiple sites and through different processes that include drug absorption, distribution, 
metabolism, excretion, receptor action, and combinations thereof. Taken from Vesell, E. S. 
(1982). On the significance of host factors that affect drug disposition. Clin. Pharmacol. 
Ther. 31, 1-7. 

ronmental agent: drugs.1-3 Other sources of such variations have been 
investigated and identified in numerous laboratories. Interactions among 
all currently recognized causes of interindividual variations are indicated 
in Figs. 1 and 2. Additional factors remain to be discovered, and the field 
itself is in the midst of rapid growth. 

Because the methods used to identify sources of intraindividual and 
interindividual variations in drug metabolism profoundly influence the 
results obtained, a detailed examination of these methods is justified. This 
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examination includes a comparison of the advantages and limitations of 
the two principal techniques currently in use. Each of these methods uses 
subjects under distinctly different environmental conditions; therefore, 
this chapter emphasizes the critical role played by such conditions and 
selection criteria in determining experimental results. 

Because so many factors affect the activity of hepatic "detoxication" 
enzymes, it is crucial to design experiments that permit, as much as possi-

Fig. 2. The concept of concentric outer circles was developed to emphasize the multiple 
possibilities that exist for interaction among host factors and to suggest that the magnitude of 
the impact of host factors on drug response may be modulated by genetic constitution. 
Because in most cases these specific interactions and modulations have not yet been investi­
gated, much less firmly established, this design is largely speculative and intended to stimu­
late future research rather than to depict the current state of knowledge in the field. Taken 
from Vesell, E. S. (1982). On the significance of host factors that affect drug disposition. 
Clin. Pharmacol. Ther. 31, 1-7. 
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ble, isolation and investigation of each factor independently of the influ­
ence of multiple other factors. If these other factors are allowed to play a 
role, the results may be difficult to interpret because they will be con­
founded by effects from an indeterminate number of interacting variables. 
To facilitate identification of sources of interindividual variations, we de­
veloped the "model drug" approach in which the kinetics of a model drug 
are measured in each subject in vivo under near basal conditions and then 
again after imposition of a single environmental change.5,6 This approach 
forms the basis of the antipyrine test7; antipyrine was selected because it 
possesses certain pharmacological properties that make it more suitable 
than any other currently recognized agent for use as a model drug. Differ­
ences in antipyrine kinetics between the first measurements, taken in 
normal volunteers under near basal conditions, and the last measure­
ments, made under conditions altered by introduction of only a single 
environmental perturbation, indicate how that particular environmental 
factor affects hepatic metabolism of antipyrine.8 In fact, repeated mea­
surements of antipyrine kinetics in the same subject have been suggested 
as a conservative method for estimating the combined influence of all the 
environmental factors that simultaneously impinge on normal subjects 
living unrestricted life styles.9 This method is considered conservative 
because it reduces or eliminates contributions from additional sources of 
interindividual variations that play a role when antipyrine kinetics are 
studied and contrasted in different groups. For example, each subject 
serves as his or her own control,7 thereby eliminating all genetic factors as 
a source of variation. By contrast, genetic differences among subjects can 
confound results from the older, and still commonly used but much less 
sensitive, technique of comparing kinetic values of control and experi­
mental groups of subjects. 

Establishment of near basal conditions for subjects of pharmacokinetic 
studies helps to achieve reliability and reproducibility of results, regard­
less of the drug under investigation. If subjects are not carefully selected 
and controlled with respect to maintaining uniform, near basal conditions, 
the changing character of the subject's environment could by itself pro­
duce different results each time measurements are made, not only in the 
same subject but also in different subjects. Under such circumstances, no 
single kinetic value is truly representative of the subject or subjects, but 
only of some poorly defined, transient state that is difficult, if not impossi­
ble, to duplicate. In contrast, by confining subjects to near basal condi­
tions, the antipyrine test yields results that may apply only under these 
restricted conditions. A subtle distinction exists between the terms near 
basal conditions and stable environmental conditions. Stable environmen­
tal conditions do not exclude the possibility that the subjects are exten-
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sively induced or inhibited with respect to their hepatic detoxication en­
zyme activities, only that such inducing or inhibiting factors are constant 
and do not fluctuate in the environment. By contrast, in near basal condi­
tions these activities are neither markedly induced nor inhibited. 

Near basal does not imply that subjects are entirely unexposed to 
known environmental inducing or inhibiting agents; that would be vir­
tually impossible given today's life-styles. Rather, this term suggests that 
subjects are minimally, rather than moderately or heavily, exposed to 
such agents or factors. In other words, subjects are not taking any drug 
regularly, including oral antifertility agents, are nonsmokers, and imbibe 
ethanol only rarely. In addition, their endocrinological, hepatic, renal, and 
cardiovascular functions are normal at the time of study. Moreover, they 
have no history of major organ system disease or drug allergy, thereby 
reducing the risk of an adverse drug reaction. The latter would be unde­
sirable for many reasons, including the possibility that certain adverse 
reactions may themselves alter near basal rates of elimination of the drug 
under study. 

Under the conditions described in the preceding paragraph, antipyrine 
presently appears to be a safe drug in normal volunteers. Assembling an 
adequate number of normal volunteers who fulfill these strict criteria is 
difficult. Although it may appear much simpler to admit for study any 
seemingly normal subject, in the long run application of strict selection 
criteria avoids the ambiguous and confusing results that have emerged 
from studies performed with inadequately screened subjects. 

A principal advantage of the antipyrine test is its extreme sensitivity in 
registering environmental perturbations in normal volunteers selected ac­
cording to strict criteria. In the antipyrine test, normal volunteers under 
near basal conditions drink antipyrine freshly dissolved in water; the usual 
dose of antipyrine (18 mg/kg) is administered before, during, and after 
imposition of a single environmental change.6,10,11 Published a dozen years 
ago, Table I shows the results of an antipyrine test performed to quantitate 
the effects of a single environmental change, administration of the drug 
allopurinol, given for two different periods of time, on the antipyrine 
half-life of normal volunteers.10 From such studies, dose-response curves 
can be constructed that indicate how increasing quantities of the single 
environmental agent or factor under study affect antipyrine kinetics. 

Like all clinical tests, the antipyrine test has certain limitations. These 
have been enumerated previously.7 Misconceptions still abound concern­
ing potential applications of the antipyrine test. For example, it has been 
emphasized that antipyrine pharmacokinetics should not be expected to 
predict those of many other drugs7 because antipyrine kinetics provide a 
heterogeneous measurement that reflects activities from at least three 
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TABLE I 

Effect of Allopurinol (5 mg/kg by Mouth for 14 and 28 Days) on Plasma Antipyrine Half-Lifea 

Half-life (hr) 

Subject 

T. G. 
D . H . 
R. L. 
A. M. 
J. M. 
R. S. 

Mean ± SD 

Before 
allopurinol 

6.0 
11.0 
12.0 
22.0 
9.0 
9.5 

11.6 ± 5.5 

After 
two weeks 

19.0 
15.0 
27.5 
19.0 
17.3 
17.0 

19.1 ± 4.4 
p < 0.05 

After 
four weeks 

35.0 
21.0 
33.0 
28.0 
29.0 
40.0 

31.0 ± 6.5 
p = 0.003 

Two weeks after 
discontinuation 

13.5 
9.0 

10.0 
15.5 
9.5 
9.5 

11.2 ± 2.7 
p > 0.8 

a Reprinted, by permission of the New England Journal of Medicine, 283, 1484-1488 
(1970). 

discrete detoxication enzymes.12 Because environmental perturbations 
can differentially affect each of these enzymes, the need to maintain nor­
mal subjects under near basal conditions while the study is in progress 
cannot be overemphasized. Maintaining such a near basal state in am­
bulatory subjects is neither easy nor certain. Much cooperation from the 
volunteers is necessary. 

A disadvantage of the antipyrine test, one that possibly could be turned 
to advantage in the identification of presently unsuspected environmental 
factors, is precisely the intrusion of such extraneous factors to alter the 
near basal state of the subjects under study. For example, Fig. 3 illus­
trates an occasionally large intraindividual variation in antipyrine kinetics 
that occurred seemingly spontaneously in a study of eight normal young 
male subjects who received antipyrine on six separate occasions over a 
17-day period. This previously unpublished study was performed in 1977 
under what we then considered to be near basal conditions. However, the 
subjects were not under continuous observation in a metabolic ward. 
Thus, significant changes such as diet, upper respiratory infections, 
sleep-wake cycle, time of eating, and environmental exposure to 
chemicals that can induce or inhibit the drug-metabolizing enzymes could 
have occurred in some subjects to produce their as yet unsatisfactorily 
explained occasional, but large, departures from mean values (Fig. 3). 
Consequently, results from an uncontrolled study could be difficult to 
reproduce or could be in conflict with the literature, or both. Occasion­
ally, such anomalous results have been reported using the antipyrine test 
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i—SUBJECTi 

Fig. 3. Reproducibility of antipyrine clearance in eight normal unrelated young male 
subjects who received antipyrine in aqueous solution in a dose of 18 mg/kg on six separate 
occasions over a 17-day period. The subjects were not hospitalized. The dashed line indicates 
the mean value for each subject, and the number above each point is the percentage devia­
tion ofthat particular value from the mean. The second dose of antipyrine, given on day 3, 
exhibited kinetic properties indicative of an inductive response from the antipyrine adminis­
tered on day 1. Note the occasional large departure of a subject from the mean value shown. 

in subjects who appeared to be, but may not have been, under stable, near 
basal conditions.7,13-15 

Several investigators have expected the antipyrine test to accomplish a 
wide range of other tasks. Some of these expectations have not been met, 
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occasionally because they were unrealistic.7 For its failure to reach such 
unrealistic objectives, the antipyrine test has been criticized. 

A. Attaining Near Basal Conditions in Subjects of 
Kinetic Studies 

Only by admitting normal subjects, as defined previously, to a hospital 
metabolic ward where their environments, including diets, are rigidly con­
trolled, can the investigator establish with certainty a near basal state. 
This state can be documented by obtaining antipyrine kinetics in each 
subject at regular intervals. Values should be highly reproducible within a 
subject. Under near basal conditions, intrasubject variability is less than 
10% of the mean value for each subject. Larger intraindividual variations 
from the mean suggest that a basal state has not been attained and that 
environmental conditions need to be reexamined and made more uniform. 
In several studies, such extreme regulation of each subject's environment 
has been accomplished.16-19 

Investigators using the antipyrine test should recognize that antipyrine 
can enhance its own metabolism if it is administered in too high doses or 
at too frequent intervals. Accordingly, antipyrine in a dose of 18 mg/kg 
should be given to a normal subject at intervals longer than every 4 days.20 

Now that more sensitive techniques are available for detecting antipyrine, 
the danger of inducing antipyrine metabolism can be eliminated if the dose 
is reduced below 18 mg/kg; doses as low as 1 mg/kg may now be used.21 

The investigator can closely approximate near basal conditions in sub­
jects even without hospitalization by establishing appropriate selection 
criteria. Carefully obtained histories together with full cooperation are 
necessary. Under such conditions, highly reproducible antipyrine kinetics 
can be demonstrated on repeat antipyrine administration to individuals 
who are not confined to metabolic wards (Fig. 4). Nevertheless, substantial 
intraindividual variations can and do occur sporadically in such nonhos-
pitalized normal volunteers. What appeared to be near basal conditions 
proved not to be so because unsuspected environmental changes must 
have intruded episodically to cause the large shifts from baseline values 
illustrated in Fig. 3. The 10 subjects shown in Fig. 4 must have been 
maintained under more uniform conditions than those in Fig. 3; yet, even 
in them, a departure of more than 10% from a subject's mean value occurs 
on occasion. The subjects shown in Fig. 4 received antipyrine at 2-week 
intervals to avoid the inducing effect of antipyrine readministration. Such 
autoinduction of antipyrine metabolism is suggested by the enhanced an­
tipyrine clearance in seven of the eight subjects (Fig. 3) on day 3 when the 
second dose of antipyrine was administered. 
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Fig. 4. Reproducibility of antipynne clearance in ten normal unrelated young male sub­
jects who received antipynne in aqueous solution in a dose of 18 mg/kg on three separate 
occasions separated by 2 weeks. The symbols are the same as those in Fig. 3. No indication 
of autoinduction is apparent and reproducibility is high, suggesting that the subjects were 
maintained closer to near basal conditions than the subjects shown in Fig. 3. These 10 
subjects were used to measure rate constants for formation of antipyrine metabolites.22 

At the opposite extreme from this tedious, time-consuming approach, 
which requires repeat kinetic measurements on several different occasions 
in carefully selected and controlled subjects, is the method that employs 
everyday people.23-26 Allowed to pursue a normal, almost unrestricted, 
life-style, the latter group of subjects is purposely recruited to encompass 
a broad spectrum of environmental differences that are assumed to be 
resolvable into components by a model based on multiple regression anal­
ysis. In some studies, antipyrine is even given as a single oral dose uncor-
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rected for body weight; use of a powder in a gelatin capsule introduces 
problems of different dissolution, and hence absorption, rates in different 
subjects in whom the bioavailability of this form of antipyrine was shown 
to be incomplete.26 Furthermore, in all such studies antipyrine is always 
administered on only one occasion. Kinetic values obtained once are as­
sumed to represent accurately each subject's antipyrine-metabolizing 
capacity. However, this crucial assumption of high reproducibility of an­
tipyrine kinetics is questionable in subjects under such nonbasal condi­
tions; as suggested in the following discussion, reproducibility probably 
declines the more environmentally perturbed each subject becomes. 

This approach imposes few selection criteria. Usually the subjects are 
not hospitalized because of illness and are not taking many other drugs, 
but some may smoke cigarettes, drink ethanol regularly, and even take 
certain drugs, possibly oral contraceptives, that are known to affect the 
activity of the detoxication enzymes. Large differences in age often occur, 
and subjects of different sex are used. According to this method, a model 
based on multiple regression analysis is applied to items obtained either 
from the individual's history or from such measurements as height, 
weight, hemoglobin, and albumin, among others.23-26 Each of these inde­
pendent variables is related to the dependent variable of antipyrine kinet­
ics measured once in each subject. This model is relied on to quantitate 
the precise contribution made by each independent variable examined to 
the total variability among subjects in antipyrine kinetics. 

Several fundamental assumptions of the particular model used are 
dubious when applied to investigations of sources of interindividual dif­
ferences in antipyrine kinetics. Four major concerns arise. First, the 
number of subjects studied in most investigations has been small and 
does not represent a formal probability sample from a known population. 
Thus, the true representative character of the results is questionable, and 
the robustness of this model remains to be established through a demon­
stration that the results obtained with it can be replicated in another 
sample group drawn from the same larger population. The seriousness of 
this reservation arises from the multiple environmental factors that could 
exert some effect (Fig. 1) and the difficulty in obtaining a sufficiently large 
group of subjects to represent adequately most environmental factors. In 
fact, as indicated under the fourth concern, replicability of results has not 
been obtained with this model. By contrast, the antipyrine test reduces 
this difficulty by selecting only subjects who closely approximate a single 
condition: a near basal state similar for all subjects. Accordingly, all sub­
jects might be expected to respond in a similar manner to an environmen­
tal perturbation because almost all sources of environmental inequity have 
been removed. However, even when all subjects are close to a near basal 
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state, they do not all respond similarly to a single environmental change. 
Rather, considerable interindividual variation is observed, thereby raising 
a serious objection to a fundamental assumption of the model based on 
multiple regression analysis (see the third point). 

Second, this method fails to account for the majority of the intersubject 
variability in antipyrine disposition that exists among even those few sub­
jects in whom the method has been applied. For example, when smoking 
and oral contraceptive use were considered alone,26 only 9% of the total 
variance in antipyrine kinetics among 207 normal volunteers was ac­
counted for; none of the other factors examined by multiple regression 
analysis could provide a clue as to what was responsible for the other 91% 
of the variance. 

The third and possibly most serious flaw in the particular multiple re­
gression model used lies in the assumption that it accurately accounts for 
the large intersubject variability in antipyrine kinetics that arises in re­
sponse not only to any single environmental factor acting alone but also to 
several such factors acting concomitantly. The multiple regression analy­
sis model used to assess sources of phenotypic variation in antipyrine 
kinetics is sensitive only to the linear component of the relationship.23-26 

Distribution curves of antipyrine clearances themselves, as well as of 
environmental effects on antipyrine clearance, are not entirely linear. Non­
linear portions of this variability are insensitive to resolution by the model 
that was selected.23-26 Other, more sensitive models based on multiple 
regression analysis might have been, and still can be, employed to resolve 
nonlinear systems or nonlinear portions of linear systems, providing these 
independent variables are properly represented, as, for example, by form­
ing products or powers. However, with respect to phenotypic variations 
in antipyrine kinetics, our present knowledge of the correct distribution 
properties produced by each environmental factor is too incomplete to 
permit its appropriate representation as a linear or nonlinear function. The 
following considerations suggest that this fundamental property of linear­
ity of the model based on multiple regression analysis renders it inade­
quate. 

1. Individual responses to many environmental factors are unpredict­
able and highly variable. For example, induction of hepatic detoxication 
enzymes has been shown to be highly variable even though apparently 
normal subjects are exposed to similar doses of an inducing agent given 
by the same route. This variability in the magnitude of induction has 
been documented in vivo for phenobarbital6 and in vitro for 3-
methylcholanthrene.27"30 In both systems, genetic factors that generate 
nonlinear distribution curves appear to be responsible for large interindi-
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vidual deferences in inducibility. These populations are generally com­
posed of subjects under nonbasal conditions with highly diverse phe­
notypes for inducibility. Knowledge of such phenotypes would be 
necessary to predict satisfactorily how a given subject would respond to a 
particular inducing agent. The computer model selected for use cannot 
extract such phenotypes, much less the underlying genotypes, from the 
single kinetic value provided. 

Hence, large interindividual variations exist in the extent to which 
hepatic detoxication enzyme activity of different subjects is enhanced by 
the same dose of certain inducing agents administered by the same route. 
Similarly, Table I shows large interindividual variations in the magnitude 
of enzyme inhibition produced by a drug administered in the same dose by 
the same route to normal subjects under near basal conditions. The com­
puter model cannot decipher from the single antipyrine kinetic measure­
ment sources for these large interindividual differences beyond the few 
specific environmental factors that the investigators have considered. Ac­
cordingly, it appears that such a model, by applying an average value for 
any given factor to all subjects, corrects inaccurately for variable re­
sponses to induction or inhibition. This model overcorrects certain sub­
jects for the influence exerted by an environmental factor on antipyrine 
clearance while undercorrecting other subjects, thereby yielding con­
tradictory conclusions (Table II). 

2. When several concomitantly acting environmental factors influence 
antipyrine metabolism in nonbasal subjects, the extent of the variability 
produced probably exceeds that expected from the results of carefully 
controlled experiments in subjects under near basal conditions when only 
one factor is changed at a time. Although the antipyrine test can identify 
such departures from expectations due to interactions among factors, the 
model used based on multiple regression analysis, by contrast, assumes 
that the net effect of all factors can be accounted for simply by adding the 
effects of each factor taken alone. Thus, the particular model based on 
multiple regression analysis that was selected for use cannot detect syner-
gism from interacting factors. It must be emphasized that the potential of 
multiple regression analysis to resolve sources of pharmacokinetic varia­
tion is much greater than has been realized by the particular "canned" 
model used previously. The technique is both sensitive and powerful. 
However, for multiple regression analysis to be used appropriately, a 
model must be developed that encompasses nonlinear as well as linear 
relationships. Error terms especially need to be appropriately modeled, 
rather than treated simply in an additive manner, as in previous applica­
tions of this method.23-26 

Potential enhancement of variability among subjects from simultaneous 
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impingement of several environmental factors suggests that the particular 
model used previously based on multiple regression analysis might pro­
vide correlations appreciably lower than those that exist among relatives, 
were genetic mechanisms operating to produce intersubject variation. 
This expectation of a lower, rather than higher, correlation among rela­
tives was indeed obtained with this model.26 Accordingly, interpretations 
alternative to those favored by these authors should be considered be­
cause, as indicated, their results are consistent with a genetic explanation 
as well as with insensitivity of their model applied to environmentally 
heterogeneous subjects. Independent evidence based on pedigree analysis 
of carefully selected and environmentally controlled subjects supports 
these conclusions and suggests that in such subjects, twofold variability in 
antipyrine kinetics appears to be explained entirely by genetic factors. 
This evidence, described in the section on interindividual variations, is 
compatible with simple Mendelian transmission of alleles at a single locus 
that controls interindividual differences in the rate constant for formation 
of each major metabolite of antipyrine. 

Fourth, in view of the preceding three major weaknesses in the model, 
it is not surprising that the results obtained with it differ markedly from 
much previous work on age, sex, and genetic constitution (Table II). For 
example, on the three occasions on which regression analysis was applied, 
three divergent conclusions were reached on the effect of sex on an­
tipyrine metabolism. Despite the use of different populations in each 
study, ethnic differences alone probably do not explain the discrepancies. 
In one study, men metabolized antipyrine more rapidly than women,26 

whereas earlier work claimed, respectively, that men had longer plasma 
antipyrine half-lives and hence less rapid metabolism than women23,24 and 
that no sex differences occurred.25 In view of the discrepancies, it is 
difficult to understand the claim26 that the results on sex differences con­
firmed those of earlier studies, including that of O'Malley et al.,31 who 
reported that the plasma antipyrine half-life of young males was 30% 
greater than that of young females. Apparently, age can modulate the 
effect of sex on antipyrine metabolism, because O'Malley et al. observed 
a sex difference among young but not old subjects, a conclusion confirmed 
by others.33 Age mediation of the sex effect probably does not explain the 
results of Blain et al.26 because they also reached aberrant conclusions 
with respect to age, being unable to demonstrate the increased antipyrine 
half-life and decreased antipyrine clearance observed by all other groups 
that investigated the problem (Table II). Because they provided no infor­
mation on antipyrine half-life or volume of distribution in their subjects, 
the source of their unusual results cannot be resolved kinetically. Collec-
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tively, these discrepancies suggest that the method and design used are 
insensitive and deficient. 

An earlier example of application of the model based on multiple 
regression analysis concludes curiously that the following factors are sta­
tistically significantly correlated to antipyrine half-life: sex, cola nut con­
sumption, hemoglobin in women, and height in men.23 Despite the statisti­
cal significance, however, all correlations were low and of questionable 
biological significance. The highest r value was 0.40 for the relationship 
between cola nut consumption and antipyrine half-life.23 As previously 
emphasized, such r values have low predictability because the level of 
predictability is reflected directly in r2 rather than in r.28 

The correlation between cola nut consumption and antipyrine kinetics23 

was reexamined under the conditions of a controlled prospective study 
performed to evaluate how chewing different amounts of cola nuts for 
different periods affected antipyrine kinetics. The results disclosed no 
effect of cola nut chewing on antipyrine disposition at any dose of cola nut 
chewing for any time period selected.36 There is, therefore, the possibility 
that too much reliance may be placed on the statistical significance of 
P values derived from the model based on multiple regression analyses, 
particularly when the correlations themselves are low and the subjects are 
under highly perturbed environmental conditions.4,37 Whereas the results 
of such studies on causes of variability in antipyrine kinetics may provide 
valuable clues, the conclusions and clues drawn from the model that uses 
multiple regression analyses should be validated by a carefully controlled, 
prospective antipyrine test before safe acceptance.4,7 

B. Antipyrine as a Model Drug in Studies on 
Human Drug-Metabolizing Capacity 

Depending on the objective of the investigation, it may or may not be 
appropriate to employ antipyrine as a ''model drug." If the objective is to 
determine the disposition of other xenobiotics under diverse environmen­
tal or pathological conditions, it may be more useful to investigate directly 
the disposition of these other compounds. Thus, hazardous extrapolation 
could be avoided.7 Alternatively, if direct measurement of the desired 
compound is not feasible, it might be advisable to include, besides an­
tipyrine, several additional model compounds whose dispositions differ 
from that of antipyrine, but that, like antipyrine, are eliminated mainly by 
action of hepatic detoxication enzymes. Model drugs that have been used 
for this purpose include aminopyrine, amobarbital, phenylbutazone, 
phenytoin, theophylline, and warfarin. Investigators have used these 
compounds to determine whether an environmental factor, such as a di-
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etary change, cigarette smoking, a disease state, and the like affects, in a 
manner similar to that produced with antipyrine, the disposition of drugs 
metabolized differently from antipyrine. For example, individuals who are 
slow hepatic 4-hydroxylators of debrisoquine do not appear to exhibit a 
corresponding retardation in any of the three main hepatic oxidation reac­
tions involved in antipyrine metabolism.38 The observation suggests that 
several types of cytochrome P-450 involved in hepatic 4-hydroxylation of 
debrisoquine differ in substrate specificity from the three other genetically 
distinct types of cytochrome P-450 that biotransform antipyrine.39,40 

However, individuals who metabolize debrisoquine slowly also me­
tabolize sparteine, nortriptyline, phenacetin, phenformin, and pheny-
toin slowly, suggesting a common genetic factor in the biotransformation 
of the five drugs.41"46 

Although debrisoquine, nortriptyline, phenformin, phenytoin, and spar­
teine can all produce undesirable pharmacological effects in normal volun­
teers, and hence are unsatisfactory as model drugs, antipyrine is without 
such side effects. Furthermore, antipyrine can be measured noninvasively 
in saliva. In addition to the safety advantages of antipyrine as a test drug, 
it is rapidly and completely absorbed from the gastrointestinal tract after 
administration in aqueous solution, distributed evenly in total body water, 
negligibly bound to tissue or plasma proteins, and almost completely 
metabolized by the liver detoxication enzymes. The hepatic extraction 
ratio of antipyrine is low. Thus, changes in liver blood flow do not mar­
kedly affect antipyrine disposition. Moreover, antipyrine exhibits negligi­
ble renal elimination and is easily, rapidly, and accurately measured, 
along with its urinary metabolites, by high-performance liquid chromatog-
raphy.7'12,22 For these reasons, changes in antipyrine concentration in 
plasma or saliva generally reflect changes in hepatic antipyrine metabo­
lism.8 No other test compound possesses so many desirable properties. 
Even other pyrazolon derivatives suffer from drawbacks: phenylbutazone 
is highly bound to albumin, and although aminopyrine is bound to only 
about 30%, it exhibits a considerable first-pass effect.47 

II. SOURCES OF INTRAINDIVIDUAL VARIABILITY 

The preceding introduction placed into broad perspective the topic of 
variability among subjects in the activity of the hepatic detoxication en­
zymes. Studies using antipyrine, the most commonly employed test sub­
strate in humans, served as the main example from which underlying 
general principles were developed. The merits and limitations of two dif-
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ferent methods employed to identify sources of interindividual variations 
in pharmacokinetic measurements were compared, mainly because the 
appropriateness of the model for this purpose based on multiple regression 
analysis has not been discussed by those using it.23-26 Accordingly, a 
critical assessment seemed long overdue. Despite the lack of discussion 
on the suitability of this model, it has been used repeatedly over the past 
six years to identify sources of interindividual variations in antipyrine 
kinetics. By contrast, in an application of this approach to assessing fac­
tors that cause large interindividual variations in the clearance of 
theophylline,48 the authors clearly recognized its limitations: "The factors 
identified as important in theophylline body clearances are associations 
found by retrospective statistical analysis which need not imply a cause-
and-effect relationship, especially where a pathophysiologic or drug in­
teraction rationale does not exist. Often these factors need further confir­
mation by prospective examination of cohorts of subjects with the disease 
or history in question" (p. 1364). 

Several studies that measured intraindividual variations in the metabo­
lism of the model compound, antipyrine, can now be discussed. In addi­
tion to the other reasons offered for use of antipyrine as a model, it is the 
most intensively studied drug from the point of view of intraindividual 
variability. Here, studies on intraindividual variations with antipyrine will 
be considered and conclusions compared to results with other xenobiotics 
wherever the investigation has been designed in a similar manner. 

Drawn from studies performed more than 15 years ago,5,49 Fig. 5 illus­
trates that the half-lives of antipyrine and dicoumarol are closely similar 
within sets of monozygotic (MZ) twins but vary markedly in most sets of 
dizygotic (DZ) twins. Similar results were obtained for phenylbutazone.50 

DZ twins share on average 50% of their genes; only very few sets of DZ 
twins have antipyrine and dicoumarol half-lives as similar as those of all 
MZ twins (Fig. 5). Although obviously different from kinetic studies per­
formed several times in a single subject in estimating intraindividual 
variability, these studies in MZ twins present certain analogies. If the 
environments of the genetically identical MZ twins even approach the 
similarity of their genomes, then results obtained with them could be 
considered comparable to those obtained in a single subject studies on two 
separate occasions under near basal conditions. Figure 5 shows that such 
theoretical expectations were realized: no member of an MZ twinship 
deviated far in antipyrine or dicoumarol half-life from the value in his sib. 
These results in MZ twins conform to the highly reproducible values 
shown in Fig. 4 for antipyrine kinetics measured on three separate occa­
sions in 10 normal unrelated volunteers maintained under near basal con­
ditions.22 
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Fig. 5. Plasma half-lives of dicoumarol (bishydroxycoumarin) and antipyrine were mea­
sured separately at an interval of more than 6 months in healthy MZ and DZ twins. A solid 
line joins the values for each set of twins for each drug. Note that intratwin differences in the 
plasma half-life of both dicoumarol and antipyrine are smaller in MZ than in DZ twins. Data 
are from Vesell and Page.5,49 

Figure 6 shows the results of another study on intraindividual variations 
in antipyrine kinetics.9 In that study the subjects lived unrestricted lives, 
and Fig. 6 reveals an occasional large departure from mean values. Such 
deviations occurred even more frequently for the subjects depicted in Fig. 
3. Although we hoped, when we performed the study, that the subjects in 
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Fig. 6. Reproducibility of antipyrine clearance in seven subjects living unrestricted 
life-styles after five separate doses of antipyrine (18 mg/kg in aqueous solution). Reproduced 
by permission from Alvares et al.51 
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Fig. 3 would be maintained under near basal conditions, they were not 
confined to a metabolic ward and the results disclosed that the subjects 
were exposed episodically to environmental perturbations during the in­
vestigation. By contrast, the subjects shown in Fig. 4 appear to have been 
under more nearly basal conditions because they exhibited closely similar 
values on readministration of antipyrine. Even in Fig. 6, reproducibility of 
values for certain subjects (B, D, and E) was excellent. However, a few 
large deviations occurred, such as the first and second antipyrine half-
lives of Subject C, which differed appreciably from the last three an­
tipyrine half-lives. These large deviations can be accounted for by several 
special characteristics of Subject C. An oriental with a family history of 
intolerance to salicylates, he developed after the first two administrations 
of antipyrine an adverse reaction accompanied by mild diarrhea. How­
ever, on the last three occasions no adverse reactions occurred; accord­
ingly, antipyrine half-lives on these last three measurements were very 
similar. Thus, environmental perturbation produced in a subject by an 
adverse reaction to antipyrine appears to be associated with increased 
variability. After Subject C, Subject A exhibited the next largest intrain-
dividual variability. Like Subject C, Subject A had the most variability on 
the first few administrations of antipyrine, the last two half-lives being 
virtually identical. Although no historical details are available, one is 
tempted to speculate that Subject A, like Subject C, experienced an envi­
ronmental perturbation after only the initial doses of antipyrine. 

Phenylbutazone was also administered on five separate occasions to the 
same seven subjects.9 If, during the antipyrine portion of the study, Sub­
jects A and C are excluded from consideration, the extent of intraindivid-
ual variability for the phenylbutazone half-life is similar to that for the 
antipyrine half-life. By contrast to the high reproducibility of antipyrine 
and phenylbutazone half-lives in these subjects, phenacetin exhibited 
much greater intraindividual variability, possibly because it undergoes 
first-pass elimination through the liver. Antipyrine and phenylbutazone 
have low hepatic extraction, their dispositions being almost entirely unaf­
fected by change in hepatic blood flow. 

Because antipyrine is metabolized by three discrete types of hepatic 
cytochromeP-450,39'40 intraindividual variations need to be assessed from 
the point of view of the reproducibility of rate constants for the production 
of each metabolite when antipyrine is administered on separate occasions 
to the same subject under near basal conditions. Table III shows highly 
reproducible values for each metabolite in 10 normal subjects, each stud­
ied in our laboratory on three separate occasions. 

Although normal subjects maintained under near basal conditions exhibit 
highly reproducible antipyrine decay and rates of production of individual 
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TABLE ΙΠ 

High Reproducibility of Rate Constants for Metabolite Formation in 10 Unrelated Normal 
Male Subjects Who Received Antipyrene on Three Separate Occasions (I, II, and III)a 

Subject 

P. P. 
J. S. 
L. D. 
M. T. 
K. T. 
J. D. 
B. M. 
R. R. 
K. G. 
J. S. 

40HA0 x 10~4 

I 

2.2 
2.9 
1.7 
0.8 
1.5 
1.7 
1.8 
1.7 
3.5 
3.6 

II 

3.1 
2.9 
1.9 
0.9 
1.3 
1.8 
1.5 
1.5 
3.8 
2.3 

III 

2.6 
2.2 
1.9 
0.9 
1.3 
1.9 
1.8 
1.6 
3.5 
2.5 

30HMA0 x 

I 

1.4 
1.9 
0.8 
0.4 
0.8 
0.8 
0.9 
1.5 
2.1 
1.4 

II 

1.6 
2.1 
1.9 
0.6 
0.8 
0.9 
0.7 
1.4 
2.4 
1.0 

10"4 

III 

1.4 
1.1 
1.2 
0.7 
1.3 
0.9 
0.8 
1.6 
2.4 
1.2 

NDAÖ x 10" 

I 

1.2 
0.6 
0.9 
0.6 
0.8 
1.0 
0.7 
1.4 
1.1 
1.2 

II 

1.2 
0.6 
1.1 
0.5 
0.6 
0.9 
0.6 
1.0 
1.5 
0.7 

-4 

III 

1.0 
0.6 
1.4 
0.6 
0.8 
1.0 
0.6 
1.0 
0.8 
0.6 

a Analysis of variance reveals significant interindividual variation (p < 0.01) but much 
lower intraindividual variation. 

& The following abbreviations are used: 40HA, 4-hydroxyantipyrine; 30HMA, 3-hydroxy-
methylantipyrine; NDA, N-demethylantipyrine. 

antipyrine metabolites, it must be reemphasized that highly reproducible 
antipyrine kinetics may not occur in subjects under perturbed environ­
mental conditions. For example, Subject C in Fig. 6 showed lower repro­
ducibility than all other subjects in that study, probably because of the 
mild adverse reaction encountered after initial doses of antipyrine. Unlike 
the data in Tables I and III and Figs. 4 and 6, there is no information on 
intraindividual variability for subjects in states of extensive environmental 
perturbation such as those used in typical regression analysis studies.23-26 

Such studies, characterized by reliance on only a single antipyrine mea­
surement, assume that the single measurement is reproducible in these 
same subjects. Currently available evidence suggests an opposite conclu­
sion: reproducibility of antipyrine kinetics may be inversely related to the 
number of environmental factors that impinge on an individual under 
study. 

The influence of age on intraindividual and interindividual variations in 
the activity of detoxication enzymes should be recognized. For obvious 
reasons, no single study in humans has been able to measure such age-
related changes in the same subjects throughout their lives. Nevertheless, 
the composite data clearly indicate that complex, marked changes in the 
activities of these enzymes occur from the fetal, to the neonatal, to the 
adolescent, to the adult, and finally to the geriatric period. Despite notable 
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exceptions, a general pattern of developmental change for these enzymes 
can be offered. With respect to antipyrine and certain other substrates, 
enzyme activity appears low in the fetal and neonatal periods; the low 
activities, together with immaturity of renal function, explain why the 
fetus and neonate are particularly sensitive to toxicity from drugs that 
tend to accumulate more readily at these stages. The highest hepatic 
detoxication enzyme activity ever attained during life probably occurs 
shortly thereafter, at ages 1-3, when antipyrine and theophylline elimina­
tion rates are approximately twice as rapid as in normal adults.51 

The developmental pattern from age 3 to adulthood needs to be defined 
to establish when the decline in the activity of these hepatic detoxication 
enzymes starts. Several studies noted a slight decline in hepatic 
antipyrine-metabolizing capacity from adulthood to old age.31-33 As yet, 
we have no explanation for these complex age-related changes in the 
activity of hepatic drug-metabolizing enzymes. Highest activity at ages 
1-3, with progressive declines thereafter, argues against attributing the 
changes to the extent of exposure to environmental inducing agents. If 
that theory were correct, a pattern opposite to that observed would be 
expected and the highest activities should appear in the geriatric period, 
when they seem to be least apparent. Interpretation is complicated by the 
knowledge that the response to induction declines with age, the precise 
temporal pattern of inducibility being as yet undetermined in humans. 

From the point of view of a discussion of intraindividual and interindi-
vidual variability, these age-related changes require emphasis because 
they place into perspective the highly reproducible kinetic values ob­
tained in a single subject for various test drugs. Such high reproducibility 
occurs only for subjects within a specific age range. 

The relationship between intraindividual and interindividual variation 
also warrants discussion because some approaches have either ignored 
the former or assumed that it was negligible compared to the latter.23-26 

As indicated, the magnitude of intraindividual variation is not always 
small. The more subjects are environmentally perturbed, the larger is the 
magnitude of intraindividual variability relative to interindividual variabil­
ity, although the former can never exceed the latter. Therefore, the mag­
nitude of intraindividual variability should be measured before attempts 
are made to identify other causes of interindividual variability. A similar 
conclusion was reached earlier52 in a paper that stressed large intraindi­
vidual variations in subjects in pharmacokinetic studies with clindamycin, 
ephedrine, ethosuximide, lincomycin, and warfarin. Interpretation of the 
values for intraindividual variation is rendered difficult because details 
concerning the environmental conditions of the subjects were not pro­
vided. 
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III. SOURCES OF INTERINDIVIDUAL VARIABILITY 

In the late 1940s, methods were developed for differential extraction of 
lipid-soluble drugs and their more polar metabolites into organic solvents, 
thereby permitting accurate measurement of rates of disappearance of 
many parent drugs in human biological fluids. Such studies disclosed large 
differences among apparently normal human subjects in the kinetics of 
commonly used drugs.53-60 Intraindividual variations appeared small 
compared to interindividual variations. 

Table IV shows ranges of plasma half-lives of a number of drugs among 
normal subjects. The magnitude of interindividual variation depends on 
the drug selected for study, the number of subjects studied, the particular 
population from which the subjects are drawn, and the condition of the 
subjects, including their present and past health, genetic constitution, age, 
sex, diet, and exposure to environmental chemicals and drugs that induce 
or inhibit hepatic detoxication enzymes (Figs. 1 and 2). 

Sources of interindividual variations have been investigated by different 
methods. Not unexpectedly, the results obtained are influenced by the 
specific method used and by the degree to which the fundamental assump­
tions underlying each method are fulfilled. Accordingly, this chapter 

TABLE IV 

Interindividual Variations in Plasma Half-Lives of Drugs Metabolized by 
Hepatic Detoxifying Enzymes 

Drug 

Aminopyrine 
Amobarbital 
Antipyrine 
Carbamazepine 
Dicoumarol 
Diazepam 
Phenytoin 
Indomethacin 
Nortriptyline 
Phenylbutazone 
Primidone 
Theophylline 
Tolbutamide 
Warfarin 

Plasma 
half-life 

(hr)° 

1.1-4.5 
1.4-6.4 

5-35 
18-55 
7-74 
9-53 

10-42 
4-12 

15-90 
1.2-7.3 
3.3-12.5° 

4-18« 
3-27° 

15-70° 

Fold 
variation 

4 
5 
7 
3 

11 
6 
4 
3 
6 
6 
4 
5 
9 
5 

Number of 
individuals 

investigated 

12 
14 pairs of twins 

33 
6 

14 pairs of twins 
22 
— 
15 
25 

14 pairs of twins 
— 
45 
50 
40 

° Last four plasma half-lives given in days. 
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stresses the characteristics of each method and the assumptions upon 
which it is based. 

Because the therapeutic consequences of the acknowledged large inter-
individual variations in rates of drug elimination are enormous, the 
sources of such interindividual variations are of critical interest. For ex­
ample, individuals are known to vary markedly in the dose of a drug 
needed to achieve the desired therapeutic effect, thereby avoiding the 
extremes of undertreatment and toxicity. If each patient showed highly 
reproducible kinetic values from one test to another, each patient could be 
typed for his or her rate of drug elimination and all future drug doses in 
that individual could be guided by this value. By contrast, if each sub­
ject's kinetic behavior fluctuated extensively with time, such a typing for 
drug clearance would be useless. The true picture probably lies between 
the two alternatives and is most likely more complex. Whereas some 
subjects appear extremely stable and others extremely unstable, still oth­
ers may be in the process of changing from stability to instability or vice 
versa. 

Reproducibility depends on both the drug and the subject. With respect 
to the drug, those with low hepatic extraction (antipyrine and phenyl-
butazone) appear to yield more reproducible values in a given normal 
subject than those with high hepatic extraction (phenacetin).9 With re­
spect to the individual, those kept under near basal conditions, best ap­
proximated by confinement on a metabolic ward, most often show highly 
reproducible kinetics. By contrast, in normal subjects with unrestricted 
life-styles, sporadic fluctuations can occur frequently with antipyrine or 
phenylbutazone. Hence, a critical concept in attaining reproducible ki­
netic values requires close maintenance of near basal conditions. Accord­
ingly, patients suffering from cardiovascular, hepatic, renal, or endocri-
nological disorders and receiving therapy would be expected to exhibit 
activities varying markedly from those measured in good health under 
near basal conditions. As specific diseases run their course, with conse­
quent functional alterations in organ systems, the appropriate dose of a 
drug may change for that patient, that is, during the course of a disease 
process, enzyme activity can fluctuate. Because normal subjects exhibit 
large interindividual variations in clearance of most drugs that are me­
tabolized, the kinetics of such xenobiotics in patients should be consid­
ered not just in comparison to those obtained in normal subjects with whom 
they may overlap, but rather with the values obtained in that same patient 
either before the onset of the disease or when clinical improvement is 
achieved.61 Knowledge of these enzyme activities can help in evaluating 
patient management. Disease exemplifies one specific source of intraindi-
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vidual pharmacokinetic variation with significant therapeutic implica­
tions. 

A. Evidence for Genetic Control of Large 
Interindividual Variations in Xenobiotic 
Metabolism 

The large interindividual variation in rates of drug elimination for nor­
mal subjects under near basal conditions, ranges from 3- to 11-fold (Table 
IV). One approach in comparing the relative contributions of genetic and 
environmental factors to such phenotypic variation is to examine the trait 
in twins.62 

The twin method is suited for application to certain interindividual 
pharmacokinetic variations because so many diverse factors appear to be 
involved in their genesis (Figs. 1 and 2), and twin studies are traditionally 
useful in elucidating the relative contributions of nature and nurture to 
such polygenically controlled traits. Twin studies on the kinetics of almost 
a dozen drugs were performed in several different laboratories located in 
four countries to compare the relative contributions of genetic and envi­
ronmental factors to the large interindividual variations. Results from all 
studies were remarkably similar: variation virtually disappeared within 
MZ twins but was preserved within most DZ twins. It was concluded that 
genetic factors primarily controlled large interindividual variations in the 
metabolism of amobarbital,63 antipyrine,5,22 dicoumarol,49 ethanol,11 

halothane,64 nortriptyline,65 phenylbutazone,50 phenytoin,66 sodium salicy-
late,67 and tolbutamide.68 In most of these studies only the elimination rate 
of the parent drug was measured, whereas we now recognize that for 
drugs metabolized by multiple reactions, rate constants for the formation 
of each metabolite must be ascertained because such rate constants repre­
sent the product closest to the gene under study. 

Most studies with twins employed normal adults who did not smoke, 
imbibe ethanol regularly, or take drugs, including antifertility agents, that 
is, individuals under near basal conditions. Furthermore, most twins lived 
in different households. Thus, the results, which showed greater similarity 
in kinetic values between MZ than between DZ twins, appeared to be 
independent of enhanced environmental similarities. 

A fundamental assumption in the use of the twin method in estimating 
the relative contributions of genetic and environmental factors to 
phenotypic variation is that the environments of all twins are uniform with 
respect to critical factors. Only one independent variable, in this case 
genetic constitution, can be altered in a valid experiment that attempts to 
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contrast phenotypic variation within MZ and DZ twins; the other inde­
pendent variable, environment, must remain constant. 

Although MZ twins living in separate households tend to create a more 
similar environment for themselves than do DZ twins living apart, the 
remarkable reproducibility of these diverse twin studies on drug disposi­
tion performed in different countries cannot be attributed to any currently 
identified environmental factor or to any combination of such factors more 
concordant among the MZ than among the DZ twins. The reasons for this 
conclusion are as follows. 

First, a careful history taken from each twin disclosed no such envi­
ronmental factor or factors that could be implicated in any of the twin 
studies. Second, if environmental inequality did arise, despite the care of 
the investigator, this imbalance could on occasion affect an MZ twin. 
Because of the close agreement in kinetic values within almost every MZ 
twinship examined, such a rare divergence among MZ twins would attract 
attention, and the causes would be pursued. For example, in a study of 78 
twins in whom steady-state plasma concentrations of nortriptyline were 
measured, each of the 19 sets of MZ twins not treated concomitantly with 
other drugs exhibited concordant steady-state plasma nortriptyline con­
centrations; by contrast, DZ twins exhibited considerable intratwin dis­
cordance.65 However, intrapair similarity of nortriptyline kinetics ob­
served in otherwise unmedicated MZ twins did not occur if one member 
of an MZ twinship was simultaneously receiving other drugs.65 

Third, Table V shows that when intratwin correlation coefficients are 
compared for twins, regardless of zygosity, living in the same household 
(0.42) and twins living in different households (0.42), the values were 
identical. This result suggests that environmental inequities among normal 
twins living together as opposed to those living apart, all under near basal 
conditions, play a negligible role in maintaining the large interindividual 
variations observed among all subjects.22 

Fourth, when each environmental factor shown in Figs. 1 and 2 is con­
sidered from the point of view of those that could apply to normal twins of 
similar age and condition, the total combined contribution made by these 
factors to the marked interindividual variations exhibited by these healthy 
twins was relatively small. Hence, in normal subjects living under near 
basal conditions, the magnitude of the 3- to 11-fold interindividual varia­
tions exhibited for the metabolism of many drugs (Table IV) cannot be 
accounted for by any single currently identified environmental factor. 

On the basis of the twin studies, rough estimates of the relative con­
tributions of genetic and environmental factors to interindividual varia­
tions in drug metabolism are available. Critical assessment of these meth­
ods and a comparison of results derived from them are available.3,69 
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TABLE V 

Intratwin Correlations for Antipyrine Half-Lives of Twins Living Together 
Compared to Twins Living Apart" 

Name 

H 
Ba 
C 
L 
Bu 
T 
R 
B 
F 
S 

a η = 0.42; 

Living together 

Zygosity 

MZ 
MZ 
MZ 
MZ 
MZ 
MZ 
DZ 
DZ 
DZ 
DZ 

n = 10; η 

Half-life (hr) 

Sib 1 

13.3 
11.9 
11.5 
11.3 
9.2 

13.5 
9.7 
9.1 

11.0 
14.4 

= Σ(Χι -

Sib 2 

13.8 
11.2 
10.8 
11.2 
11.2 
11.2 
17.1 
8.3 

11.3 
16.7 

β ) ( Γ | - < 

Name 

Co 
M 
E 
L 
H 
M 
T j 
T2 
E 
Ca 

a)lns2 

Living apart 

Zygosity 

MZ 
MZ 
MZ 
MZ 
DZ 
DZ 
DZ 
DZ 
DZ 
DZ 

Half-life (hr) 

Sib 1 

9.6 
13.5 
14.7 
11.0 
10.5 
15.7 
14.7 
13.3 
13.3 
9.0 

Sib 2 

9.0 
13.8 
12.4 
12.3 
11.1 
13.5 
12.2 
14.3 
10.6 
14.2 

Suffice it to say that some of these methods probably overestimate the 
genetic contribution. The different methods shown in Table VI also yield 
different results because the terms in each expression differ. The meaning 
of each term and the different equations containing them are described 

TABLE VI 

Heritability of Variations in Drug Metabolism of Twins Utilizing Different 
Methods of Data Analysis" 

Data 
analysis 

vD-vu 

fO 
(rM - rD)/ 

(1 " rD) 
2(rM - rD) 

Antipyrine 

0.98 

0.85 
0.47 
0.72 

0.76 

Phenyl-
butazone 

0.99 

0.83 
0.33 
0.75 

1.00 

Bishydroxy-
coumarin 

0.97 

0.85 
0.66 
0.56 

0.38 

Ethanol 

0.98 

0.82 
0.38 
0.71 

0.88 

Halothane 

0.88 

0.52 
0.36 
0.25 

0.32 

°r is the intraclass correlation coefficient. This table is reproduced from Vesell.3 

Subscripts M and D refer to monozygotic and dizygotic twins, respectively. 
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elsewhere.3,69 It is clear, however, that each expression places more or 
less weight on different aspects of variance. 

If twin studies provide an initial clue that genetic factors play a major 
role in maintaining large phenotypic variations, pedigree analysis is the 
next step in defining the mode of genetic transmission. Family studies 
were performed to identify the Mendelian mode of transmission of inter­
individual variations in the metabolism of dicoumarol,70 nortriptyline,71 

and phenylbutazone.72 The results of pedigree analysis suggested poly-
genic modes of transmission for large interindividual variations in the 
kinetics of the three drugs. A family study based on rate constants for 
formation of the two main metabolites of amobarbital disclosed autosomal 
recessive inheritance of the deficiency of N-hydroxylation of amorbarbi-
tal,73 clearly revealing the need to phenotype subjects as closely as possi­
ble to the gene product. This defect might have been missed if the kinetics 
had been performed only on amobaritol, rather than on its principal 
metabolites. Thus, the rates of production of each major product should 
be measured, rather than simply the rate of decay of the parent drug. 

This approach permitted identification of a genetically controlled 
polymorphism in the hepatic detoxication of debrisoquine: approximately 
7-9% of British subjects were deficient in the 4-hydroxylation of this 
drug.74 The same genetic polymorphism is apparently responsible for the 
interindividual variability observed in the metabolism of sparteine, nor­
triptyline, phenacetin, phenformin, phenytoin, propranolol, and some 
other ß-adrenergic blocking drugs. Nevertheless, several discrete ge­
netic factors may play a role in controlling variations of the same drug in 
different subjects. Whereas deficient 4-hydroxylation of debrisoquine is 
transmitted as an autosomal recessive trait, apparently associated with 
slow hydroxylation of phenytoin, phenytoin metabolism is also affected 
by another mutation transmitted in a different way. Pedigrees from two 
laboratories suggest that toxicity to phenytoin given in the usual doses 
develops in individuals who inherit a defective capacity for detoxication of 
phenytoin in an autosomal dominant manner.75,76 Furthermore, whereas 
debrisoquine phenotypes appear to be relatively resistant to environmen­
tal perturbation, this is not the case for rates of metabolism of phenytoin 
or propranolol. Thus, the debrisoquine phenotype of a patient may not be 
a reliable index of how that patient can eliminate phenytoin or propranolol 
under diverse environmental conditions. 

Twin and family data suggested that a ninefold interindividual variation 
in rates of tolbutamide elimination was controlled predominantly by ge­
netic factors.68 A trimodal distribution of tolbutamide kinetic values in 
these subjects suggested regulation of interindividual variations by two 
alleles at a single genetic locus. 
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Another monogenically transmitted defect in the detoxication enzymes 
involves O-deethylation of phenacetin.77 In a 17-year-old girl severe 
methemoglobinemia and hemolysis occurred after she received a small 
dose of phenacetin, presumably because of a defect in deethylation. 
Phenacetin toxicity produced severe illness. The severity of this illness 
probably distinguishes it from defective debrisoquine hydroxylation, 
which also involves reduced deethylation of phenacetin. The patient's 
38-year-old sister resembled her in exhibiting an abnormal response to 
phenacetin, but two other sibs and both parents revealed the normal re­
sponse to phenacetin, which consists in the appearance of more than 70% 
of the dose in urine as acetaminophen. Defective deethylation of phenace­
tin to produce acetaminophen in this family appeared to be transmitted as 
an autosomal recessive trait.77 

The point has been made that large interindividual differences in an-
tipyrine metabolism among carefully selected normal subjects maintained 
under near basal conditions appeared to be controlled predominantly by 
genetic factors. This conclusion was based on results of three independent 
studies, two in twins5,22 and one in 57 unrelated subjects whose distribu­
tion curve of kinetic values was trimodal, thereby suggesting regulation by 
alleles at a single locus.34 Two of these studies had measured only plasma 
antipynne decay, which is a relatively distant and combined reflection of 
three separate gene products rather than a direct index of the three differ­
ent genes involved in antipyrine metabolism.39,40 Therefore, we assessed 
sources of interindividual variation in rate constants for formation of each 
of the main metabolites of antipyrine: TV-demethylantipyrine, 4-hy-
droxyantipyrine, and 3-hydroxymethylantipyrine. These rate con­
stants provide more direct information about each separate primary gene 
product. The three gene products investigated consist of the three discrete 
forms of cytochrome P-450 involved in antipyrine metabolism. 

A twin study disclosed that genetic factors were mainly reponsible for 
twofold interindividual differences in rate constants for formation of each 
of these principal metabolites.22 A subsequent study was intended to as­
sess the Mendelian mode of transmission of these genetic factors in 12 
two-generation families; the results were compatible with monogenic con­
trol of interindividual variations in rate constants for formation of each 
metabolite.35 Family studies of this sort (Fig. 7) demonstrate the need to 
select only subjects under near basal conditions. The mother (Fig. 7a) 
seemed to be homozygous recessive for the trait, that is, the rate constant 
for production of each antipyrine metabolite. Her genotype was assigned 
according to her position on the trimodal distribution curve generated 
from all subjects in the study for each antipyrine metabolite. Because the 
father also was homozygous recessive by virtue of a value that placed him 
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N-demethylantipyrine 
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4-hydroxyantipyrine 
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3-hydroxymethylantipyrine 
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Fig. 7. Pedigree of a two-generation family consistent with monogenic transmission of 
interindividual variations in rate constants for formation of each main antipyrine metabolite 
(b) but not in (a), where the mother is in a perturbed environmental state because of drug 
ingestion. After cessation of this drug for 3 weeks, another dose of antipyrine was adminis­
tered and the rate constants shown in (b) were obtained. 

in the same portion of the distribution curve as the mother, all children of 
this union should be homozygous recessive for the trait. However, Fig. 7a 
shows that in only two of the 12 opportunities offered was a value ob­
served among the children in the homozygous recessive range. 

If valid and reproducible, this pedigree alone would disprove a 
monogenic hypothesis. But on closer questioning, the mother admitted 
taking cimetidine, a drug known to inhibit hepatic detoxication enzymes. 
Three weeks after discontinuation of cimetidine, she received antipyrine 
again and all rate constants for production of each antipyrine metabolite 
were redetermined (Fig. 7b). The more basal values suggest that an­
tipyrine metabolite formation had been inhibited previously, because each 
rate constant on the second trial was at least doubled. Of particular signifi­
cance is the fact that the pedigree in Fig. 7b, unlike that in Fig. 7a, is 
compatible with monogenic control of, and a trimodal distribution for, 
interindividual variations in the rate constant for formation of each an­
tipyrine metabolite. 

Figure 7 illustrates how maintenance of near basal conditions is essen­
tial for an adequate test of a genetic hypothesis and how investigators may 
be misled into believing that near basal conditions exist. This instance is 
not the first of this kind we have encountered, for example, in subject C 
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(Fig. 6), as well as in a nortriptyline study in which MZ twins were taking 
inducing or inhibiting drugs. 

In humans, a group of drugs is detoxified polymorphically by a hepatic 
N-acetyltransferase (W-acetylase) that diflFers in several ways from the 
cytochrome P-450 oxidases described previously. Whereas the oxidases 
are located in smooth endoplasmic reticulum and require cytochrome 
P-450, molecular oxygen, and NADPH, the hepatic N-acetylases that 
show genetically determined differences in their activity in humans are 
located in the cytosol and transfer an acetyl group from acetyl coenzyme 
A to such drugs as dapsone, hydralazine, isoniazid, phenelzine, pro-
cainamide, sulfamaprine, and sulfamethazine. In contrast to the mixed-
function oxidases, whose activities are sensitive to perturbation by many 
factors (Fig. 1), N-acetylases are relatively resistant to such changes and 
to alteration with age or after exposure to many drugs that induce the 
mixed-function oxidases. Ethanol, probably through its metabolic prod­
uct, acetate, does accelerate TV-acetylase activity. 

Genetically controlled differences exist in 7V-acetylase activity. These 
differences have certain toxicological consequences. Slow acetylation of 
the drugs enumerated previously is a trait associated with a double dose of 
a recessive gene that causes reduced amounts of the hepatic cytoplasmic 
TV-acetylase. On chronic administration of isoniazid, slow acetylators tend 
to develop higher isoniazid concentrations for longer periods of time than 
do rapid inactivators. Slow acetylators are also more sensitive than rapid 
inactivators to a principal form of toxicity from isoniazid: polyneuritis due 
to a deficiency of pyridoxal phosphate. Isoniazid interferes with utilization 
of this coenzyme in reacting with its carbonyl group in situ. Several drugs, 
including /?-aminosalicylic acid and sulfanilamide, are acetylated 
monomorphically, probably by an 7V-acetylase different from the one that 
N-acetylates isoniazid, hydralazine, and procainamide. 

From the point of view of this chapter, polymorphic acetylation of 
certain drugs illustrates not only the application of different methods to 
the elucidation of mechanisms underlying interindividual variations in 
rates of drug metabolism but also the consistency of results derived from 
diverse methods. Genetically determined variations in rates of isoniazid 
metabolism were first suggested by a twin study; after a single oral dose, 
the amount of isoniazid found in 24-hr urine collections was more similar 
in MZ than in DZ twins.78 Among unrelated subjects, a distribution curve 
revealed bimodality in the percentage of a single oral dose of isoniazid 
excreted unchanged in urine.79,80 Then, family studies disclosed the mode 
of inheritance of the rapid and slow acetylation phenotypes.81 A dosage 
effect for this trait was established by the discovery that heterozygotes 
exhibited higher mean concentrations of isoniazid in plasma than did rapid 
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acetylators who were homozygous for the dominant gene.82 Finally, popu­
lation studies showed that different races exhibited markedly different 
gene frequencies for this polymorphism, only 10% of Japanese being slow 
acetylators compared to approximately 50% of American whites and 
blacks.83 Each study provided results consistent with a monogenic hy­
pothesis. 

Although consistency of conclusions derived from application of differ­
ent methods might be anticipated for monogenically transmitted con­
ditions in which the phenotype is relatively free from perturbation by 
environmental changes, as with the N-acetylase genetic polymorphism, 
similar consistency is found with most other drugs discussed in this 
section. Consistent conclusions were obtained with different genetic 
methods applied to the following three drugs, metabolized primarily 
by hepatic mixed-function oxidases: (1) dicoumarol, (2) phenylbutazone, 
and (3) antipyrine. 

Before the influence of multiple environmental factors on drug disposi­
tion was recognized, a family study was performed to identify sources of 
interindividual variations in plasma dicoumarol half-life.70 Subjects were 
probably not under near basal conditions, but rather were perturbed with 
respect to the factors shown in Fig. 1. This perturbation may explain why 
the results of this family study did not fit a single gene mechanism. To 
assess the potential role of multiple genetic factors in controlling interindi­
vidual variations in dicoumarol metabolism, correlation coefficients (r) 
between relatives were computed. The sib-sib correlation for dicoumarol 
half-life was 0.347 ± 0.091, but no parent-child or midparent-mid-
offspring correlations could be demonstrated.70 Although Motulsky 
recognized that "the finding of sib-sib correlations could mean that a 
common environmental factor affects drug breakdown in sibs" (p. 62), 
he offered two reasons against this interpretation: (1) such an environmen­
tal factor operative in sibs actually did not exert, but would have been 
expected to exert, a role on parents living in the same household to pro­
duce a high parent-parent correlation; (2) reproducible dicoumarol half-
lives in a given subject suggested the operation of genetic regulation, 
rather than episodic environmental perturbation. Therefore, Motulsky 
concluded that sib-sib correlation in the absence of parent-offspring cor­
relation indicated the operation of recessive genes in dicoumarol disposi­
tion. A twin study also concluded that genetic factors primarily controlled 
large interindividual variations in dicoumarol half-life49; the twins were 
studied under near basal environmental conditions. 

Another twin study showed that genetic factors were mainly responsi­
ble for large interindividual variations in phenylbutazone half-life.50 An 
independent study of 43 unrelated random subjects and 28 two-generation 
families identified genetic factors as responsible for two-thirds of the ob-
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served phenotypic variance in phenylbutazone half-life; a significant re­
gression of mean offspring value on midparent value was observed.72 The 
results of both studies, using different subjects and methods, indicated 
that control of interindividual differences in phenylbutazone metabolism 
was primarily genetic. 

With respect to antipyrine and its principal metabolites, two indepen­
dent twin studies on subjects under near basal conditions concluded that 
genetic factors were primary in controlling interindividual variations in 
the rate of antipyrine metabolism.5,22 In another investigation, carefully 
selected, unrelated subjects exhibited a trimodal distribution of antipyrine 
half-life, suggesting monogenic control of interindividual variations; an­
tipyrine half-life in each subject was highly correlated to inducibility of 
arylhydrocarbon hydroxylase activity measured in cultured lympho­
cytes.34 

In confirmation of these observations, we administered antipyrine on 
separate occasions to 12 carefully selected two-generation families. The 
results were compatible with monogenic control over interindividual vari­
ations in the rate constant for formation of each antipyrine metabolite.35 In 
performing such family studies, careful selection is necessary to ensure 
near basal states; Fig. 7 demonstrates clearly how the differential opera­
tion of environmental factors can perturb drug-metabolizing capacity and 
thereby conceal the transmission of genetic factors. 

A family study on antipyrine that employed methods discussed earlier 
attempted to compensate for such differentially operating environmental 
factors in subjects under nonbasal conditions by assuming that the con­
tribution of each factor could be accurately measured.26 A model based on 
multiple regression analysis was relied on to correct the drug-metabolizing 
capacity of these environmentally perturbed subjects, with the expecta­
tion of restoring them to a near basal state in which the operation of 
genetic factors could be assessed. Sib-sib and parent-parent correlations, 
without significant parent-sib correlations, were offered as evidence of a 
primary role played by environmental factors and a negligible role for 
genetic factors in maintaining interindividual variations in antipyrine 
clearance.26 However, when these correlations were corrected for weight, 
sex, contraceptive use, and smoking, little difference occurred between 
the midparent-offspring correlation, the sib-sib correlation, and the 
parent-parent correlation. The sib-sib correlation of 0.376 is only slightly 
low for a monogenic hypothesis, in which the expected value would be 
0.500; so too is the midparent-midoffspring value of 0.227, which ideally 
should also be 0.500 according to a monogenic hypothesis. Thus, on the 
basis of a monogenic hypothesis that is supported by another family 
study35 (Fig. 7), a midparent-offspring and sib-sib correlation of 0.500 
would be expected, not far from the values obtained by Blain^ al.,26 who 
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recognized that their data do not exclude a genetic hypothesis. They 
argued against such an effect because the form of the distribution curve of 
antipyrine clearance in their population appeared to be unimodal. How­
ever, their curve was skewed even after log transformation. 

In concluding this section on genetically determined interindividual var­
iations in rates of drug detoxication, attention is turned away from envi­
ronmental conditions affecting subjects to the assets and limitations of 
each method used to test a genetic hypothesis in pharmacogenetics: dis­
tribution curves, twin studies, and pedigree analyses. Collectively, in sub­
jects under near basal conditions, the previously described results derived 
from all these methods present a convincing picture, showing that genetic 
factors play a major role in the regulation of interindividual variations in 
drug metabolism. However, results of each method taken alone could be 
inconclusive or misleading. For example, distribution curves are unreli­
able as bases for deducing pharmacogenetic sources of variation. A uni­
modal curve may become bimodal or trimodal when more accurate and 
sensitive methods are used in establishing phenotypes. Nevertheless, a 
polymodal distribution curve does not necessarily indicate monogenic 
control over interindividual variation. Environmental differences among 
the subjects examined may also generate separate modes. 

Twins have been useful in pharmacogenetics as initial screening proce­
dures to assess whether genetic factors play a role in maintaining interin­
dividual variation. The twin approach has inherent limitations that have 
been described earlier.3,69 If twin studies suggest that genetic factors do 
not play a major role, family studies are obviated. However, if twin stud­
ies suggest that genetic factors may play a role, family studies should be 
performed as a second step in a tier system to identify the mode of trans­
mission of these genetic factors.3,69 If phenotyping is attempted by a 
pharmacokinetic measurement that depends on hepatic mixed-function 
oxidase activity, subjects of both twin and family studies should be nor­
mal and in a near basal condition with respect to most of the environmen­
tal factors shown in Fig. 1. In twin studies, estimates of heritability tend to 
be slightly exaggerated, probably because the underlying assumption of 
the twin method—identicality of environments of MZ and DZ twins during 
the study—is never completely met. Thus, a small portion of the increased 
phenotypic variation between DZ as compared to MZ twins that is attrib­
uted to heredity may arise instead from environmental factors. 

The conclusion that genetic factors control interindividual variations in 
the pharmacokinetics of subjects under near basal conditions seemed then 
and now to be surprising because the drug response in humans, composed 
as it is of the discrete5,49,50 processes of drug absorption, distribution, 
metabolism, excretion, and interaction with receptor sites, is exceedingly 
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"plastic," subject to large perturbations by hundreds of environmental 
conditions, including other drugs. Yet in normal individuals under near 
basal conditions, the twin studies that have been described suggest that 
genetic constitution regulates extensive interindividual variations in the 
metabolism of many commonly used drugs. To apply the twin and family 
approaches in the evaluation of pharmacogenetic hypotheses, critical en­
vironmental factors affecting drug disposition should be kept balanced and 
equal among all subjects. Inequitable, perturbed environments will dis­
guise the genetic contribution to pharmacokinetic variation (Fig. 7) and 
lead to the erroneous conclusion that environmental factors alone cause 
phenotypic variation, whereas they may only intercede to conceal the 
permanent underlying source of such variation. 

It can be argued that the purpose of the twin or family study is not to 
disclose genetic, but rather environmental, contributions to phenotypic 
variation. However, for such a purpose twin and family studies are ineffi­
cient and inappropriate, because DZ twins and family members still differ 
genetically among themselves. It is possible to eliminate all genetic varia­
tion as a contribution to phenotypic variation by adopting another experi­
mental design: the use of MZ twins reared apart or the use of each volun­
teer as his or her own control, as in the antipyrine test. Not only are 
genetic factors eliminated by this means, but many other environmental 
differences among subjects can be successfully excluded, permitting ef­
fects of a single factor to be examined in relative isolation. Thus, the 
antipyrine test offers a much more sensitive method for assessing the 
capacity of environmental factors to perturb a subject's genetically con­
trolled, near basal state of drug metabolism. 

Family studies have been considered the final step or "last word" in 
establishing a pharmacogenetic hypothesis.3'69-84 Although definitive in 
excluding a genetic hypothesis, providing subjects are under near basal 
environmental conditions, the results of pedigree analysis in humans can­
not prove a genetic hypothesis, only suggest its likelihood if a sufficient 
number of informative pedigrees are compatible with the hypothesis. By 
contrast, appropriate backcross matings to parent strains can be per­
formed with animals or plants, thereby providing much stronger evidence 
for a genetic hypothesis than in humans. 

B. Evidence for Environmental Control of Large 
Interindividual Variations in Drug Metabolism 

All the material presented up to this point has illustrated the susceptibil­
ity of hepatic detoxication enzyme activity to alteration by a large number 
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of environmental factors (Figs. 1 and 2). No doubts should exist concern­
ing the profound effects that environmental factors can exert on drug 
metabolism and disposition, producing not only intraindividual but also 
interindividual variations. The extent of the influence of each environmen­
tal factor, in whom, under what circumstances, for how long, and with 
what degree of fluctuation in different subjects during their period of ac­
tion, are questions that require answers. In addition, there is the extent of 
interaction among environmental factors to produce more or less effect 
than simple additivity would indicate. What methods are most appropriate 
and sensitive in measuring these effects? 

Several of these questions have been addressed in the preceding sec­
tions. The model drug approach, in which a test compound such as an-
tipyrine is administered on several occasions to normal subjects who 
serve as their own controls, permitted discovery of most of the factors 
illustrated in Fig. 1. Further studies using this method need to be per­
formed to explore the possible synergism between such factors. This ap­
proach could be extended from subjects under near basal conditions to 
subjects under highly perturbed environmental conditions. The effect of 
several impinging environmental factors (Fig. 2) could be assessed in a 
controlled manner when serial measurements of the kinetics of a test 
compound are obtained. This approach permits measurement of the influ­
ence of only one impinging factor at a time, because only one would be 
manipulated independently. Thus, the simultaneous advantages of a con­
trolled experiment and of studying subjects under perturbed environmen­
tal conditions that more closely reflect those of the real world are achiev­
able. 

The answer to the question of whether genetic or environmental factors 
contribute more to large interindividual variations in the disposition of 
antipyrine is deceptively simple: it depends on the condition of the par­
ticular subjects selected for study. The next question seems obvious but is 
difficult to answer: what proportion of subjects in a given population are 
under near basal environmental conditions, and what proportion are under 
perturbed environmental conditions? 

Debates over the relative contributions of genetic and environmental 
factors to phenotypic variations of these enzymes tend to polarize the 
issues, distort the facts, and oversimplify the situation. The true picture is 
that the factors involved are complex and dynamic; both environmental 
and genetic factors are critical and interact dynamically. Genetic factors 
should not be ignored in view of the current emphasis on the role of the 
environment because genetic factors have been demonstrated in both twin 
and family studies to control most of the phenotypic variation in normal 
subjects under near basal conditions. Even under such basal conditions, 
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the magnitude of interindividual variations still reaches 3- to 11-fold. This 
large phenotypic variation is independent of any identifiable environmen­
tal difference among the subjects studied. Nevertheless, many individuals 
in a population who smoke cigarettes, imbibe ethanol chronically, con­
sume unusual diets, or are on antifertility agents and other drugs clearly 
have altered their genetically controlled basal xenobiotic-metabolizing ac­
tivities. They are in a perturbed state that can be further perturbed by 
disease and the aging process. Some of these habits and conditions may 
change, thereby returning the individual to a more nearly basal state. 
Genetically controlled levels of metabolism exist for each subject, but 
they may be concealed in some who are in varying degrees of departure 
from or returning to these activities. The relative number of subjects in 
each group will vary with the population selected for study. Because most 
studies sample only a few subjects from a much larger population, the 
relative distribution of perturbing factors may not adequately represent 
their distribution in the large population from which they have been 
drawn, thereby contributing to erroneous results and conclusions. 

To assess the causes of phenotypic variation in drug disposition, the 
presently used model based on multiple regression analysis appears to 
enjoy certain advantages, including rapidity, simplicity and ease, because 
only a single rate measurement has previously been performed in each 
subject. Thus, the method is more readily applied than the antipyrine test 
to large numbers of subjects who can be environmentally perturbed, that 
is, the method seems suitable under real world conditions. Nevertheless, 
this method has disadvantages as used. No controls have been included. 
Reproducibility of results has not been firmly established in the same 
population from which the subjects have been drawn, and because very 
few subjects are usually involved, they may be unrepresentative and the 
fit of the model overestimated. Also, the genetic constitution of these 
perturbed individuals may be concealed and unanalyzable. Relying on 
correlations with historical data of a qualitative nature, previous applica­
tions of this method have been retrospective rather than prospective, 
having all the attendant disadvantages of retrospective studies. Therefore, 
it is not surprising that several such correlations could not be confirmed 
in normal subjects under the conditions of a controlled prospective ex­
periment. Furthermore, any given environmental factor is considered to 
produce similar effects in all subjects, whereas extensive interindividual 
variability occurs for which the model as used does not appear to com­
pensate. Recent applications of the model could account for only a small 
portion of the total observed phenotypic variation in drug kinetics. Thus, 
the model appears unable to answer the main question it has been used to 
address: what causes the major part of phenotypic pharmacokinetic varia-
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tion? For these several reasons, it is not surprising that the model has 
provided information that conflicts with well-established results (Table 
II), mainly because of a fundamental misapplication of multiple regression 
analysis, which has tried to isolate and explain causal agents, rather than to 
predict a criterion from another set of variables. 

Models based on multiple regression analysis have been successfully 
applied in many other fields.85 The potential sensitivity and power of the 
technique are much greater85 than those that have been achieved in its 
past limited applications in unraveling sources of pharmacokinetic vari­
ability. Enzyme activities are affected by numerous complex interacting 
factors that have eluded sensitive resolution by the currently used canned 
models based on multiple regression analysis, probably because critical 
relationships among some of the factors involved are nonlinear. As em­
phasized,85 once these linear and nonlinear relationships are identified, 
appropriately designed models based on multiple regression analysis can 
be developed. However, with respect to factors causing interindividual 
variations in antipyrine kinetics, information on linearity is not available. 
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A 

Acetaminophen, 58, 59, 106, 119, 146 
biliary function, 264 
glucuronidation, 63 
metabolism, 35 
toxic effects, 106, 119 

Acetazolamide, excretion, 253 
2-Acetoxy- 2-acetylaminofluorene, 41 
2-Acetylaminofluorene, 16, 38, 40, 42, 46, 

106, 116 
N-Acetyl-2-aminofluorene, 32, 35, 36 

activation, 360 
N-Acetylation, 16 
Acetylcholine, excretion, 254 
Acetylcholinesterase, 342 
Acetylprocainamide ethobromide, 266 
Acetylsalicylic acid, 146 
N-Acetyltransferase 

genetic factors, 399 
ontogeny, 90 
social distribution, 400 

Acesulfame, 163 
Acid, unmetabolized, 159-165 
Acid chloride, 51 
Acrolein, 111 
Acrylamide, 326 
Activation, see also specific reaction, 

substance 
enzyme, tissue distribution, 105-127 
pathway, 37-39 
xenobiotic, 351, 358-361 

Acyltransferase, 39 
Adenosinetriphosphatase, 257, 259, 265 
Adenosine triphosphate, 55 
Adenovirus, 319 
Adipic acid, 159, 161 
Administration routes, 244-246 
Adrenalin, in ontogeny, 83 
Adriamycin, 195, 326 
Aflatoxin, 294 
Aflatoxin B^ 32, 36, 38, 46, 117, 193 

regioselectivity, 48 
Aflatoxin Βχ 2,3-epoxide, 38 

hydrolysis, 40 

Ah locus, 343 
Ah-receptor agonist, 62 
Albumin, 218 

esterase activity, 140 
hydrolytic activity, 140 

Alcohol 
intoxication, 291 
sulfation, 60 

Alcohol dehydrogenase, 111 
Aldehyde, 144 
Aldosterone, biliary function, 264 
Aldrin, 356, 357 
Aliflurane, 168 
Alkaline phosphatase, localization, in liver, 

111 
Alkenal, 185 
Alkoxy radical, 186, 187 

formation, 186, 187 
Alkyldiazohydroxide, formation, 15 
Alkyldiazonium compounds, 15 
Allopurinol, 374 
Allyl alcohol, 106 
Allyl formate, 106 
Ames test, 358 
Amide, prodrug, 146 
Amiloride, 167, 173 
Amine 

N-hydroxymethylated, 146 
oxidation, 5, 9 
prodrug, 146 
quaternary, 165, 267 

biliary excretion, 258 
unmetabolized, 165, 166 

Aminobenz[d]isothiazole-1,1-dioxide, 163 
p-Aminohippurate, 330. 
δ-Aminolevulinic acid, 315 
δ-Aminolevulinic acid synthetase, 316 
ö-Aminophenol, 309 
p-Aminophenol, 120 
Aminopyrine, 56, 57, 59, 85, 86, 309, 317, 

319, 320, 383 
excretion, 273 
first-pass effect, 384 
half-life, plasma, 391 

p-Aminosalicylic acid, genetic factors, 399 

411 
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Amobarbital, 383 
genetic factors, 393, 396 
half-life, plasma, 391 

Amphetamine, 50 
Amygdalin, 157 
Androgen, 92, 93 
Anemia 

aplastic, 326 
hemolytic, 326 

Anesthetic, 144, 223, 224 
unmetabolized, 168, 169 

Aniline, 309, 317, 327 
Aniline hydroxylase, activity, 122 
Anion transport, 264 
Anthracycline, 195 
Anticonvulsant, 326 
Antidepressant, tricyclic, effect on cholestasis, 

265 
Antioxidant, 189, 294 
Antipyrine, 293, 309 

as assay, 372-406 
clearance, 375 

model, 380 
reproducibility, 377, 387 

cytochrome P-450, 388 
dosage, 376 
effect of allopurinol, 374 
genetic factors, 393, 398 
half-life, 374, 386 

plasma, 388, 391 
in twins, 395 

mean normal values, 374 
metabolites, 389, 397 
in milk, 272 
as model drug, 372 
pedigree, 398 
test, 372-402 

assumptions, 378, 379 
basal conditions, 376-383 
effect of age, 381 
environment, 374 
genetic constitution, 381 
as model drug, 383, 384 
volunteers, 373 

in twins, 385 
Antitumor agent, 195-197, see also specific 

substance 
Arachidonic acid, 49, 296 
Arachidonic hydroperoxide, 186 
Arene oxide, 7 

formation, 13 

Arthritis, model, 311, 312 
Arylamide 

activation, 16-18 
formation, 16 

Arylamine, 50, 142 
activation, 16-18 

Aryl hydrocarbon hydroxylase, activity, 127 
Arylhydroxylamine, 142 
Aryl hydroxylamine O-glucuronide, stability, 

40 
Arylnitroso compounds, 142, 143 
Aryl sulfotransferase, 40-43, 52, 60-62, 233, 

see also Sulfotransferase 
localization 

liver, 119 
skin, 125 

Ascorbic acid, 298, 300 
deficiency, 301 

ATP-sulfurylase, 58 
Atropine, excretion, 254 
Aurin tricarboxylic acid, 159-161 
Autoxidation, 183, 187 
Axonopathy, 326 
Azo dye, GSH and, 59 
Azo reduction, 4 
Azoxy intermediate, 9 

B 

Barbiturate, sleeping time, 311 
Bay-region theory, 14, 15 
BCG, 309 
Bentazon, 163 
Benz[a]anthracene, 47 
Benzene, 327 
Benzenesulfonic acid, 161, 162 
Benzil, 52 
Benz[i/]isothiazoline 1,1-dioxide, 163, 171 
Benzodiazepine, 146 
BenzoMpyrene, 32, 38, 41, 44, 46, 47, 49, 

51, 52, 54, 148, 309, 317, 327, 340 
activation, 359 
as carcinogen, 145 
glucuronidation, 61, 64 
metabolism, 13 
nonenzymatic reactions, 139 
stereochemistry, 45 
sulfation, 61, 64 

Benzo[a]pyrene 7,8-ir<ms-dihydro-7,8-diol, 14 
Benzo[fl]pyrene dihydrodiol epoxide, 34 
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Benzo[a]pyrene 7,8-dihydrodiol 9,10-oxide, 
40,49, 51, 359 

Benzo[iz]pyrene hydroxylase 
activity, 121 

localization, 123 
liver, 120 

Benzo[a]pyrenequinone, 51 
1,4-Benzoquinone, 148 
Benzothiadiazines, unmetabolized, 164, 165 
Benzoylecgonine, 145 
Benzylpenicillin, 330 
Bethanidine, 167 
BHT, 299, see also Hydroxy toluene, butylated 
Bile, 251 

flow, 110,256,257, 262 
bile salt-dependent, 257 
effect 

of age, 268 
of bile salts, 264, 266 
of starvation, 290 

liver regeneration, 270 
pregnancy, 264 

formation, physiology, 255-257 
proteins, 261 
secretion, effect of bile salts, 256 

Bile acid, sulfation, 60 
Bile duct hyperplasia, 265 
Bile salt 

effects, 267 
enterohepatic circulation, 268 
excretion, 253, 258 
independent flow 

ATPase, 257 
quantitation, 257 

micelles, 267 
formation, 256 

Biliary clearance, 153, see also Clearance 
Biliary excretion, 254-270 

anatomic considerations, 255 
animal differences, 255 
ductule system, 256 
effect 

of bile salts, 255 
of carcinogens, 262 
of chelators, 265 
of dimethyl sulfoxide, 266 
of metals, 265 
of phenobarbital, 262 
of phenols, 262 

size of compounds, 258 
types of compounds, 258 

Biliary function 
effect of age, 267, 268 
sex differences, 267 
species differences, 267, 268 

Biliary transport, 259, 260 
Bilirubin, 88 

transport, 258 
Bilirubin-UDPglucuronyltransferase, 261 
Binding 

constants, 219, 220 
equilibrum, 218 
intracellular, 260, 261 
xenobiotic, clearance, 230, 231 

Binding protein, 252 
in bile, 261 
hepatic, 260 

Binding protein Z, 260 
Bioaccumulation, 350, 355, 356 
Biotransformation, 240, see also Detoxication 

depressants, 308-311 
effect on rate, 307 
hepatitis, 316, 317 
host defense mechanism, 307 
immunostimulants, 308-311 
in infection, 308, 316-319 

viral, 318-321 
in influenza, cytochrome P-450, 321 
nonenzymatic, 137-149 

Biphenyl, poly chlorinated, biliary function, 
264 

1,4-Bis[2-(3,5-dichloropyridyloxy)]benzene, 45 
Bladder cancer, 2, 64 
Bladder tumor, 32, 36 
Bleomycin, 196, 326 
Blood 

cell, 220 
binding, plasma proteins, 221 

dyscrasias, 327 
duration time, 236 
flow 

in clearance, 230 
kidney, 252 
liver, 239, 240 
renal excretion, 238 

toxicity target, 326, 327 
Blood-to-bile transport, 255 
Blood-brain barrier, 222 
Bone, toxicity target, 326 
Bone marrow, toxicity target, 326, 327 
Bordetella pertussis, 308-311 

splenectomy, 310 
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Bretylium, 165, 166 
Bromobenzene, 106, 119, 327, 339 

activation, 66 
GSH depletion, 65 
toxicity, 66 

Bromobenzene 3,4-epoxide, 66 
Bronchial mucosa, 121 
Bronchiolar epithelial cell, see Clara cell 
Bucolome, 260 
Butter yellow, see iV-Methyl-

4-aminoazobenzene 
teri-Butyl hydroperoxide, 186 
Butylhydroxyanisole, 62 

c 

Cadmium, toxicity, 298 
Caerulein, 266 
Calcium, dietary, 289 
Cancer, see specific type 
Carbamate insecticides, 356, 358, see also 

specific substance 
resistance, 363 

Carbamazepine, half-life, plasma, 391 
Carbamylation, 144 
Carbamyl phosphate, 144 
Carbene, 49, 51 
Carbohydrate 

dietary, 293, 294 
effect, 288 
high-

diet, 293 
effect on detoxication, 293 

Carbon, colloidal, 309 
Carbon tetrachloride, 21, 106, 122, 309 

biliary function, 264 
hepatotoxicity, 312 
in lipid peroxidation, 194, 195 

Carboxyesterase, 351-353, 361 
Carboxylic acid, unmetabolized, 159-161 
Carcinogen, 8, 358-361, see also specific 

substance 
activation, 43, 50 
metabolism, 46-48 
proximate, 17, 339 
ultimate, 339 

Carcinogenesis, 327, 339 
chemical, 44 

steps, 33 
high-fat diets, 297 

induction, 32 
metabolism, 31-67 
by 2-naphthylamine, 39 
role of coenzymes, 54 
sulfation, 64 

Cardiomyopathy, 326 
ß-Carotene, 1,90 
Carotenoid, 190 
Catalase, 197, 201 

in cytotoxicity, 188 
interferon, 315 

Cation excretion, 253 
Cell necrosis, 327 
Cephaloridine, 326, 329-331 

renal accumulation, 329-331 
Cephalosporin, 330, 331 
Cephalothin, excretion, 253 
Cerebrospinal fluid barrier, 222 
Ceruloplasmin, 187, 200 
Chagas' disease, 197 
Chelating agent, in bile, 265 
Chemiluminescence, 200 
Chemotactic factor, 198 
Chemotherapy, 195-197 
Chloramphenicol, 326, 343 
Chlordecone, 241 
2-Chloro-1,1 -difluoroethylene, 50 
Chloroethylene oxide, 38 
Chloroform, 38, 49 
Chloroquine, 326 
Chlorothiazide, 163, 164 

excretion, 264 
2-Chloro-1,1,1 -trifluoroethane, 50 
Chlorphentermine, 332, 333 
Chlorpromazine, effect on cholestasis, 265 
Cholestasis, 265 
Choleresis 

effects, 266 
of nafenopin, 264 
of phenobarbital, 255 

Cholesterol 
dietary, 296, 297 
effect on UDPglucuronyltransferase, 297 

Cholinesterase, inhibition, 354, 355 
Chromic phosphate, clearance, 227 
Chrysene, 47 
Cimetidine, 167 
Clara cell, 106, 122, 123, 337 
Clearance, 153, see also specific type 

diffusional barrier, 232, 233 
extraction ratio. 227, ^28 
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intrinsic, 228, 229, 231, 232, 236, 237 
nonrestrictive, 231 
organ, 225-227 

blood flow, 230 
sequential, 242-244 

restrictive, 231 
substrate concentration, 233 
systemic, 226 
total body, 225-227 
xenobiotic binding, 230, 231 

Cleft palate, 326 
Cocaine, 145, 171 
Codeine, in milk, 272 
Coenzyme, carcinogenesis, 54 
Coenzyme A, 193, 301 
Congenital abnormality, 326 
Conjugation reactions, 6 
Copper, 301 
Corticosteroid, 199, 200 
Corticosterone, 91 

as inducer, 83 
Corynebacterium parvum, 308-311 
Creatinine 

clearance, 253 
excretion, 254 

Cromoglycate, 159-161, 173 
Cyclamate, 157, 161, 162, 171 
Cyclic AMP, excretion, 253 
Cyclohexylamine, 171 
Cyclooxy genäse, 198 
Cyclopropane, 168 
Cytochrome b5, 49, 50, 57 

localization 
liver, 116 
lung, 121 

ontogeny, 84 
Cytochrome c reductase, 84, 85 
Cytochrome oxidase, localization, liver, 111 
Cytochrome P-450, 2-4, 17, 19, 22, 37, 54, 

62, 233, 240, 241, 261, 291, 317, 321 
antibodies, 44 
antipyrine, 388 
complexes, 50, 53 
dietary lipid, 295, 296 
distribution, 45 
effect of glucagon, 94 

of glucocorticoids, 92 
of trace nutrients, 299 

immunostimulants, 309 
induction, 44, 45, 94, 95, 113 
interferon effects, 313-316 

415 

intracellular location, 113 
intralobular distributions, 113 
localization 

liver, 110, 112-116, 120 
lung, 121, 122 
skin, 125, 127 

macrophage, 124 
metabolism, 42 
multiplicity, 44-46 
ontogenesis, 83-86 
redox potential, 56 
regioselectivity, 44-52 
in starvation, 290 
stereoselectivity, 44-52 

Cytotoxicity, 198 

D 

Dapsone, genetic factors, 399 
Daunorubicin, 195 
DDE, 356, 357, 364 
DDT, 260, 329, 356, 357, 362 

in milk, 272 
DDT-dehydrochlorinase, 362 
Dealkylation, 4 
N-Dealkylation, 3, 4 
Debrisoquine, 384 
Decamethonium, 165 
O-Deethylase, activity, 125 
O-Deethylation 

activity, 123 
localization, 121 
ontogeny, 84, 85 

Deferoxamine, 265 
Dehydrochlorination, 355 
Dehydrocholate, biliary excretion, 258 
N-Demethylantipyrine, 389 

genetic factors, 397 
Demethylase, activity, 320 
/V-Demethylase 

activity, 125 
localization, lung, 122, 123 

O-Demethylase, activity, 125 
N-Demethylation 

effect of glucocorticoids, 92 
inhibition, 263 
interferon, 315 
ontogeny, 85, 86 

N-Demethylpirimiphos methyl, 354 
Deoxyguanine, modification, 33, 34 
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Dermatitis, exfoliative, 326 
Detoxication, see also Biotransformation 

diversionary, 41, 43 
effect of carbohydrate, 293 

of lipid, 295 
of trace nutrients, 297-302 

glutathione, 40-43 
host defense mechanisms, 307-321 
physiology, 214 
primary, 41, 42 

Detoxication enzyme 
antipyrine test, 379 
effect of androgen, 92, 93 

of estrogen, 92, 93 
of glucocorticoids, 91, 92 
of growth hormone, 93 
of progesterone, 92, 93 

induction, 364, 379, 380 
species distribution, 363 
tissue distribution, 105-127 

Dextran, 309 
N, 0-Diacety l-p-aminophenol, 146 
Diazene, 9, 19 

as alkylating agents, 20 
covalent adducts, 20 

Diazepam, 269 
biliary function, 264 
half-life, plasma, 391 

Diazinon, 353-355, 362 
Diazoalkane, 19 
Diazomethane, 8 

formation, 15 
Diazoxide, 163, 164 

metabolism, 156 
routes of administration, 156 
species specificity, 156 

Dibenz[a,/i]anthracene, 47 
l,2-Dibromo-3-chloropropane, 326 
/?,/?'-Dichlorobenzophenone, 357 
2,3-Dichlorobiphenyl, 53 
2,6-Dichloro-4-nitrophenol, 232 
Dicoumarol, 400 

genetic factors, 393, 396 
half-life, 386 

plasma, 391 
in twins, 385 

Dieldrin, 260, 351, 355, 356, 363, 364 
bioaccumulation, 356 
species differences, 356 

4,4' -Diethylaminoethoxyhexoestrol ,332 
Diethylenetriaminepentaacetic acid, 265 

Diethyl maleate, 64, 65 
Diffusion 

barrier, clearance, 232, 233 
facilitated, 253 
passive, 364 

6,7-iratts-Dihydroaldrindiol, 357 
Dihydrochlordene 6,7-dicarboxylic acid, 357 
7,8-Dihydro-7,8-dihydroxybenzo[a]pyrene, 340 
Dihydrodiol, 8, 52 

formation, 53 
frans-Dihydrodiol, 13, 14 
Dihydrodiol epoxide, 66 
Dihydrodiol oxide, hydrolysis, 40 
N, N-Dimethyl-4-aminoazobenzene, 261 

as carcinogen, 16 
Dimethylazoaminobenzene, GSH and, 59 
Dimethylbenzanthracene, 297 
7,12-Dimethylbenz[a]anthracene, 47, 125 

metabolites, 292 
1,Γ-Dimethyl-4,4'-bipyridyHum, see Paraquat 
Dimethylnitrosamine, 36, 38, 327, 344 

activation, 14, 15 
as carcinogen, 15 
metabolism, 48 

2,4-Dinitrophenol, 58 
effect on organic anions, 253 

MN-Dioctadecyl-J/V1,A^1-bis(2-hydroxyethyl)-
propanediamine, 309 

Diol epoxide, 23 
Diquat, 331 
Disulfamoylaniline, 171 
Disulfide, oxidation, 11 
Diuretics, 254 
DNA 

adducts, 32, 35, 39, 51, 66 
alkylation, 54 
in carcinogenesis, 43 
modification, 33-35, 37 
repair, 341, 342 
stereoselectivity, 42 
as trap for epoxide, 54 

Dopamine, excretion, 254 
Drug metabolism, see specific substance 
Ductule system, 256 
Duration time, 236 

Ear, toxicity target, 326 
Ecgonine, 171 

Ε 
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Ecgonine methyl ester, 145 
Electrophile 

as carcinogen, 33-36 
with DNA, 33-36 
with glutathione, 59 
nonenzymatic reaction, 144 

Elimination, see also Excretion 
organs, 239-246 

sequential, 242-244 
Ellipticine, 52 
Emepronium, 165, 166 
Encephalomyocarditis virus, 317 
Endoplasmic reticulum, 109, 110 
Endrin, 363 
Enflurane, 168 
Enterohepatic circulation, 268, 269 

of bile salts, 268, 269 
effect of age, 268 
inhibition, 269 
species differences, 269 

Environment 
basal, 373 
factors, 404 
variations, 372 

Enzyme, see also specific substance 
cluster 

late fetal, 78, 79 
late suckling, 78, 79 
neonatal, 78, 79 
pubertal, 78, 79 

developmental profile, 83-90 
hormonal influences, 91-94 
xenobiotic effects, 94, 95 

differentiation, 78-81 
induction, see Induction 
localization, 233-237 
loss, 343, 344 
ontogenesis, 78-81 

classification, 78 
clusters, 78 

organ distribution, 335-337 
Enzymology, comparative, 363 
Epidermis, see Skin 
Epinephrine, excretion, 254 
Epithelial cell 

alveolar, 123, 134 
bronchial, 122 

Epoxidation, 4, 7, 8 
Epoxide 

bay-region, carcinogenicity, 47 
formation, 21 

as activation, 38, 39 
hydrolysis rates, 52 
as intermediates, 7 
rearrangement to phenols, 52 

Epoxide hydrolase, 14, 39, 40, 351, 
359 

activity, 127 
cytochrome P-450 complex, 53 
induction, 52, 116, 117 
localization 

liver, 116, 117 
lung, 121 
skin, 125, 127 

macrophage, 124 
ontogeny, 86, 87 
solubility, 52 
stereospecificity, 52-54 

Equilibrium, kinetics, 318 
Erythromycin, effect on cholestasis, 265 
Escherichia coli, endotoxin, 309 
Ester, formation, activation by, 39 
Esterase, neurotoxic, 342, 343 
Estradiolglucuronide, 264 
Estriol, 88 
Estrogen, 92, 93, 271 

effect on cholestasis, 265 
Estrone, biliary function, 264 
Ethacrynic acid, 257 
Ethanesulfonic acid, 161 
Ethanol, genetic factors, 393 
Ether, 168 
Ethinyl estradiol, effect on biliary excretion, 

265 
7-Ethoxycoumarin, 84, 85 
7-Ethoxyresorufin, 84, 85 
ß-Ethyladipic acid, 159 
Ethylene formation, 142 
Ethylenediaminetetraacetic acid, 159-161 
Ethylmorphine, 57, 59, 309, 317 
O-Ethyl O-p-nitrophenyl phenylphosphonothioc 

acid, 352 
Ethylnitrosourea, 342 
Etodolac, 312 
Excision repair enzyme, 35, 36 
Excretion, 237-239, see also specific organ 

biliary, see Biliary excretion 
expiration, 272, 273 
mechanisms, 251-274 
metabolism, 261-263 
milk, 271, 272 
rate, 238 
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salivary, 270, 271 
plasma level, 270, 271 

Expiration, 272, 273 
Extraction, ratio, 227, 228 
Eye, toxicity target, 326 

F 

FAD-containing monooxygenase, 4-6 
FAD-dependent monooxygenase, 20 
FAD monooxygenase, 17 
Fasciola hepatica, 317 
Fasting, 289, 290 
Fatty acid 

autoxidation, 187 
polyunsaturated, 289, 294, 296, 297 

Fava bean, 343 
Fenfluramine, 332 
Fenton-type reaction, 186 
Ferredoxin, localization, liver, 117 
Ferritin, 187, 222 
Fetus 

biastrous formation, 77 
liver, 82 
toxicity target, 326 

First-pass effect, 244-246, 384 
Flavin, 195 
Flavone, 50, 51 

effect on cytochrome P-450, 51 
Flavoprotein monooxygenase, 39 
Fluroxene, 168 
Folic acid, 301 
Formamidinesulfenic acid, 12, 22 
Free radical, 51 

formation, 8, 10 
reaction, 181-201 

diet, 190, 191 
glutathione, 191-194 

metal in, 190, 191 
Freunds' adjuvant, 309, 313 
Fructose 1,6-bisphosphate, 56 
Furobofen, 312 
Furosemide, 106 

excretion, 253 
1 -(3-Furyl)-4-hydroxypentanone, see 

4-Ipomeanol 

G 

D-Galactosamine 
glucuronidation, 63 

as inhibitor, 63 
Gallamine, 165, 166 
Gastrointestinal tract, toxicity target, 326, 327 
Genetic factors 

N-acetyltransferase, 399 
metabolic variation, 393-403 
pharmacogenetics, 402 
sib-sib correlations, 400, 401 
twins, 393 

metabolism, 395 
Genetic polymorphism, 396 
Gentamicin, 330 
Glomerular filtration, 237, 238 

rate, 252 
Glomerulus, 252 
D-Glucaro-l,4-lactone, 269 
D-Glucosamine, 58 
Glucose-6-phosphatase, localization, liver, 111 
Glucose-6-phosphate dehydrogenase, 56, 343, 

344 
localization, liver, 111 

Glucosephosphate isomerase, localization, 
liver, 111 

Glucocorticoid, 91, 92 
ß-Glucuronidase, inhibition, 269 
Glucuronidation, 51, 57, 58, 232, 233, 261, 

360 
in Gunn rats, 265 
hypoxia, 58 
induction, 261 
nutrition, 58 

O-Glucuronidation, 41 
activation by, 39 

Glucuronide 
conjugation, in starvation, 290 
enterohepatic circulation, 268, 269 

Glutamate dehydrogenase, localization, liver, 
111 

Glutamic-pyruvic transaminase, localization, 
liver, 111 

7-Glutamyl cycle, 59 
Ύ-Glutamyl cysteine synthetase, 59 
7-Glutamyltransferase, 89, 91, 95 
Glutathione, 54, 59, 60, 188, 190 

concentration, 191-194 
intracellular, 191-193 

conjugation, 43 
effect of diethyl maleate, 263 

of methyl iodide, 263 
detoxication, 40-43 
efflux, 192 
electrophiles, 59 
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fat oxidation, 191 
free radical reaction, 191-194 
7-glutamyl cycle, 58 
hepatic cancer, 59 
in mitochondria, 193 
nonenzymatic reactions, 141-144 
ratio to GSSG, 55, 59 
reagents, 64 
ribonucleotide reductase, 59 
synthesis, 59 

Glutathione disulfide 
efflux, 192 
oxidative stress, 192 
ratio to GSH, 192 

Glutathione peroxidase, 188, 189, 197, 201, 
300 

cell distribution, 188 
ratio to Superoxide dismutase, 197 

Glutathione reductase, 10 
induction, 59 

Glutathione synthetase, 59 
Glutathione thioether, 261 
Glutathione transferase, 241 
Glutathione S-transferase, 32, 62, 63, 89, 90 

222, 362 
binding, 62 

constants, 260 
characteristics, 62 
DNA modification, 63 
effect of glucocorticoids, 92 
induction, 260 
localization 

liver, 117 
lung, 121 
skin, 125, 127 

Glycogen synthase, ontogeny, 79, 81 
Glycoprotein, sulfated, 173 
Golgi membrane, 255 
Griseofulvin, 295 
Growth hormone, 93, 271 
Guanazole, 167 
Guanethidine, 167 
Guanidine, unmetabolized, 166, 167 
Guanylate cyclase, 143 
Gunnrat, 261, 265 

H 

Haemophilus influenzae, 319 
Hair follicle, 125, 127 

Halothane, 49, 50, 168, 195 
genetic factors, 393 

Harmol, 58, 64, 232 
Harmol sulfate, excretion, 264 
Heart, toxicity target, 326 
Heme 

degradation, interferon, 315 
nitrogen, alkylation, 51 

Heme oxygenase, 51, 312, 316 
Hemodynamics, 223, 224 
Hepatic uptake, 259, 260 
Hepatitis, 316, 317 

duck, 317 
murine, 317 
viral, 317 

Hepatobiliary excretion, influence of 
xenobiotics, 263-266 

Hepatobiliary transport, 261 
Hepatocarcinogen, 117 
Hepatocarcinogenesis, 42 
Hepatocyte, 107 

heterogeneity, 109 
Hepatotoxicity, 265 
Hepatotoxin, 106 

binding, 119 
Heptachlor, 356 
2,4,5,2',4',5'-Hexachlorobiphenyl, 169, 170 
Hexachlorocyclohexane, 355 
Hexachloroethane, 21 
Hexamethonium, 165, 166 

excretion, 254 
Hexobarbital, 309, 317 
Herbicide, 331, 332, see also specific 

substance 
Heterocyclic compound, unmetabolized, 

162-165 
Hippurate, excretion, 253 
Histamine, excretion, 254 
Homosulfanilamide, 171 
Host defense mechanism, 307-321 
Hydantoin, formation, 144 
Hydralazine, 144 

genetic factors, 399 
Hydrazine, 9 

metabolism, 19, 20 
nonenzymatic reaction, 144 
oxidation, 5 
pyridoxal phosphate and, 19 
substituted, activation, 20 

Hydrazone, 144 
rearrangement, 144 

Hydride anion, nucleophilic, 141 
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Hydrocarbon 
chlorinated, unmetabolized, 169, 170 
halogenated aromatic, 106 
polycyclic, activation, 66 
polycyclic aromatic, activation, 12-14 

Hydrochlorothiazide, 163, 164 
Hydrocortisone, biliary function, 264 
Hydrogen peroxide, 49, 182-184 
Hydrolysis 

nonenzymatic, 139, 140, 145 
rate constants, 140 

Hydroperoxide, decomposition, 187 
Hydroxamic acid 

activation, 60 
as carcinogen, 17 
conjugation, 17 

N-Hydroxy-yV-acety l-4-aminoazobenzene, 16 
yV-Hydroxy-2-acetylaminofluorene, 41, 147, 

360 
N-Hydroxyamide, 9 
yV-Hydroxyammonium ion, 9 
o-Hydroxy aniline, 16 
Hydroxyanisole, butylated, 294 
4-Hydroxyantipyrine, 389 

genetic factors, 397 
yV-Hydroxyarylacetamides, 39 
yV-Hydroxyarylamine, 17 
9-Hydroxybenzo[a]pyrene, 22, 23 
4-Hydroxybiphenyl, sulfation, 58 
ß-Hydroxybutyrate dehydrogenase, 

localization, liver, 111 
9-Hydroxydieldrin, 357 
Hydroxyindoleacetic acid, 253 
Hydroxylamine, 17 

aromatic, 9 
formation, 9 
oxidation, 5 

Hydroxylation, 4 
C-Hydroxylation, 3, 4, 8 
N-Hydroxylation, 8, 50, 360 

epoxide formation, 38, 39 
Hydroxy 1 radical, 49, 184 
3-Hydroxymethylantipyrine, 389 

genetics factors, 397 
7-Hydroxymethyl-12-methylbenzanthracene, 

47 
yV-Hydroxy-2-naphthylamine, 39 
a-Hydroxynitrosamine, 8 
4-Hydroxynonenal, 185 
Γ-Hydroxysafrole, 39 
Hydroxy steroid, sulfation, 60 

Hydroxy steroid sulfotransferase, 89 
Hydroxy toluene, butylated, 294, 299, see also 

BHT 
5-Hydroxytryptamine, excretion, 254 
Hyperoxia, 194 
Hypolipidemic compounds, 264 
Hypoproteinemia, 291 
Hypoxia, 58, 194, 195 

I 

Imine, prodrug, 146 
Iminosulfenic acid, 12 
Imipramine, 332 
Immunostimulant 

adjuvants, 311, 312 
enzyme changes, 308-311 

Indocyanine green, 261 
uptake, 259 

Indomethacin, 199, 269, 311 
half-life, plasma, 391 

Induction, 47, 343, 344 
bacterial infection, 318 
detoxication enzymes, 364, 379, 380 
in infants and neonates, 96, 97 
for P-450 forms, 44 
by virus, 318 
by xenobiotics, 94, 95 

Infection, 316-318, see also specific types 
viral, 318-321 

Inflammation, 197-200 
drugs for, 199, 200 

Influenza, 318-321 
vaccine, 319, 320 
virus, 317 

Influenza A, 319 
Influenza B, 319, 320 
Inhalation, 244, 245 
Insecticide, 329, see also specific substance 

biodegradable, 355 
resistance, 361-363 

Interferon, 309, 313-316 
activity, 314 
α-, β, and 7-types, 314 
catalase, 315 
cytochrome P-450, 313-316 
N-demethylation, 315 
heme, 315 
inducers, 313, 315 
species differences, 314 
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tryptophan 2,3-dioxygenäse, 315 
Intermediate, transport, 65, 66 
Intestine, elimination, 240-244 
Intraarterial administration, 244-246 
Intramuscular administration, 245 
Intraperitoneal administration, 245 
Intravenous administration, 244-246 
Inulin, 237 
Iodipamide, 257 
Iodomethanesulfonic acid, 161 
4-Ipomeanol, 37, 106, 122, 123, 337, 338 
Iron, 298, 299, 300 
Isocitrate dehydrogenase, 55 

localization, liver, 111 
Isoniazid, 147 

genetic factors, 399 
in twins, 399 

Isoprenaline, 157 
Isoquinoline, 52 
Isosafrole, 50 

K 

Kelthane, 357, 363 
Kepone, biliary function, 264 
Keshan disease, 191 
Ketamine, 309 
Ketone, 144 
Kidney, 251 

blood flow, 252 
excretion 

fetal, 254 
in neonate, 254 
xenobiotic, 237-239, 253 

filtration, 252 
glomerular, 237, 238 

toxicity target, 326, 327 
tumors, 344 

Kinetics, 213-250 
symbols, 215 

Kupffercell, 107, 312 

L 

Lactate dehydrogenase, 57 
localization, liver, 111 

Lapachol, 195 
Latex bead, 309 

Lead, toxicity, 298 
Leukocyte, polymorphonuclear, 197 
Leukotriene, 198 
Lidocaine, clearance, 227 
Ligandin, 117, 222, 260, see also Glutathione 

S-transferase 
Linoleic acid, 296 
Linolenic hydroperoxide, 186 
Lipid 

covalent linking, 21 
dietary, 294-297 

effect on detoxication, 295 
high-fat diet, carcinogenesis, 297 
intake, effect on conjugation, 296 
modification, 37 
peroxidation, 21, 61, 187, 194, 273, 297, 

301 
GSH and, 59, 60 
membrane composition, 197 
products, 185 

Lipid hydroperoxide, decomposition, 185 
Lipid-soluble compounds, excretion, 254 
Lipoamide, 193 
Lipoprotein, 66 
ß-Lipoprotein, 218 
Lipoxygenäse, 198 
Liver 

acinus, 107, 109 
bile duct, 109 
bile flow, 110 
biotransformation, 240 
blood flow, 110 
central vein, 109 
efflux rates, 259 
elimination, 239, 240, 242-244 
enzyme distribution, 107-121 
enzyme localization, 111 
excretion, 239 
hepatic artery, 109 
histological models, 107 
necrosis, 326, 344 
portal canal, 109 
portal lobule, 107-110 
portal triad, 106, 107 
portal vein, 109 
regeneration, 269, 270 

glucuronide formation, 269 
sinusoids, 107 
terminal hepatic venule, 109 
toxicity target, 326, 327 
toxin formation, 338, 339 
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Lung 
elimination, 242-244 
enzyme distribution, 121 -124 

Lysosome, drug concentration, 255 

M 

Macrophage, 197, 198 
function, 310 
pulmonary alveolar, 122, 124 

Magnesium, deficiency, 301 
Malaoxon, 352, 353 
Malate dehydrogenase 

cytosolic, 79 
localization, liver, 111 

Malathion, toxicity, 352, 353 
Maleic anhydride divinyl ether, 309 
Malic enzyme, 55 
Malondialdehyde, 185, 194 
ΛΓ-Mannich base, decomposition, 146 
Mefenamic acid, 199 
Membrane 

fluidity, dietary effects, 295 
lipid composition, 295 

Menadione, 148 
Mengo virus, 317 
Mercapturic acid, 16 
Metabolite, toxic, see Metabolic activation; 

specific compound 
Metabolic activation, 31-67, see also specific 

enzymes, substances 
epoxidation, 7, 8 
free radical formation, 10 
C-hydroxylation, 8 
N-oxidation, 8, 9 
S-oxidation, 11, 12 
redox cycling and active oxygen, 10, 11 

Metabolism, 261-263, see also specific 
substance 

environmental factors, 404 
intraindividual variability, 384-390 
nonenzymatic reactions, 138 
polymorphism, 399 
postenzymatic reactions, 138 
sequential first-pass, 234 
xenobiotics, see Xenobiotic metabolism 

Metabolite, criteria for detection, 154 
Methadone, 262 
Methane, production, 20 
Methanesulfonic acid, 161, 162 

Methemoglobinemia, 2, 18, 327 
Methotrexate, 326 

excretion, 253 
Methoxyflurane, 168 
N-Methyl-4-aminoazobenzene, 38, 39 
N-Methylation, 39 
Methylazoxymethane, 20 
Methylazoxymethanol, 20 
2-Methylbenzylhydrazine, 20 
3-Methylcholanthrene, 36, 37, 59, 65, 94, 95, 

317, 334, 338, 379 
induction, 44, 47, 113, 115, 120 

Methyldopa, 157 
Methylene dioxybenzene, 50 
Methylenedisalicylic acid, 159-161 
3-Methylfuran, 122 
Methylmercury, excretion, 265 
Methylnitrosourea, 297 
Methylprednisolone, 200 
N-Methylpyridinium, 171 
Meticrane, 163 
Metyrapone, 50, 52 
Microcirculation, 197-200 
Microspectrophotometry, 113 
Milk 

excretion, 271, 272 
hormones in, 271 
organic anions, 271 
organic cations, 271 
smoking, 272 
species differences, 272 

Mineral, in detoxication, 297-302 
Mipafox, 343 
Mitomycin C, 195 
Monoamine oxidase, 20 
Monocrotaline, 338, 339 
Monooxygenäse, 22, 362 

activity, in bees, 358 
dieldrin, 356 
effect of glucocorticoids, 92 
localization, liver, 119-121 
microsomal, 355 
ontogenesis, 83-86 
peroxidative, 49 

Morfamquat, 331 
Morphine, 51, 88, 253 

excretion, 254 
in milk, 272 

Mutagen, 358-361 
Mutagenesis, 36, 37, 327 
Mycobacterium butyricum, 309, 311 



Index 423 

Mycobacterium tuberculosis, 311 
Myeloperoxidase, 197 

N 

NADH, 54 
NADPH 

limiting concentration, 56 
regulation, 55-57 

NADPH-cytochrome c reductase, 3 
induction, site of, 115 
localization 

liver, 115, 116 
lung, 121, 122 
skin, 125, 127 

NADPH/NADP ratio, 56 
Nafenopin, 262-264 

as inhibitor, 260 
Naphthalene, 122 
Naphthoflavone, 50 
α-Naphthoisothiocyanate, effect on cholestasis, 

265 
ß-Naphthol, glucuronidation, 63 
Naphthoquinone, 197 
1,2-Naphthoquinone ,148 
1-Naphthylamine, 36 
2-Naphthylamine, 16, 39, 64 

bladder tumors, 32, 36 
2-Naphthylaminesulfonic acid, 161, 162 
Neomycin, 330 
Neonate, biastrous formation, 77 
Neostigmine, excretion, 254 
Nephrotoxicity, 326 
Nervous system, toxicity target, 326, 327 
Newcastle disease virus, 313, 317 
Nicotinic acid, 299-301 
Nitrenium intermediates, 16-18 
Nitrenium ion, 8, 147 
Nitroanisole, 49 
4-Nitroanisole, 56, 57, 58, 309, 317 
2-Nitrobenzoic acid, 159, 160 
Nitro compounds, reduction, 18, 19 
5-Nitrocy steine, 143 
Nitrofurantoin, 18, 341, 343 

effect on cholestasis, 265 
NIH shift, 7, 12 
Nitrilotriacetic acid, 159-161 
Nitrone, formation, 9 
4-Nitrophenylacetic acid, 160 
4-Nitroquinoline N-oxide, as carcinogen, 18 

Nitro reduction, 4, 6 
Nitrosamide, 341, 342 
Nitrosamine, 341, 342 

activation, 14, 15 
cyclic, 8 

N-Nitrosamine, 122 
Nitrosoazetidine, as carcinogen, 15 
4-Nitrosomorpholine, as carcinogen, 15 
5-Nitrosothiol, 143 
Nonenzymatic reaction, 138 

with acids, 145 
cyclic derivatives, 146 
with electrophiles, 144 
with nucleophiles, 141-144 
rearrangements, 144 
between xenobiotics, 146-148 

Norethandrolone, effect on bile flow, 256 
Norethindrone, 147 
Norharman, 52 
Norpethidine, 341 
Nortriptyline, 384 

genetic factors, 393, 396 
half-life, plasma, 391 

Novobiocin, effect on cholestasis, 265 
Nuclear membrane 

detoxication enzymes, 65 
methylcholanthrene induction, 65 

Nucleic acid 
alkylation, 17, 22 
covalent binding, 17 
covalent bonding, 22 

Nutrient 
interdependence, 289 
trace, 297-302 

deprivation, 302 
Nutrient-nutrient interaction, 289 
Nutrition, in detoxication, 287-302 

o 
Octamethylpyrophosphoramide, 292 
Octylamine, 50 
Oil, hydrogenated, 294 
Ontogenesis, 77-97 

control mechanisms, 82, 83 
developmental profiles, 81, 82 
effect of cell constituents, 81, 82 
of enzymes, 78-81 
hepatic enzymes, 80 
hormonal control, 80-82 
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membrane constituents, 81 
regulation, 80, 82 

Oral administration, 244-246 
Oral contraceptives, 264 
Organic anion 

in milk, 271 
molecular weight 

species variations, 258, 259 
threshold, 258 

renal excretion, 252-254 
transport, 253, 331 

Organic cation 
in milk, 271 
molecular weight, 259 

Organochlorine insecticides, 355, 356, see 
also specific substances 

Organophosphate insecticides, 351-355, see 
also specific substance 

resistance, 361, 362 
species differences, 353, 354 

Ornithine carbamoyltransferase, ontogeny, 79 
Osteomalacia, 326 
Ototoxicity, 326 
Ouabain, 257 

effect on organic anions, 253 
uptake, 259 

Oxidant stress, 10 
N-Oxidation, 4, 5, 8, 9 

activity, 123 
effect of glucocorticoids, 92 

S-Oxidation, 5, 8, 11, 12 
Oxidative stress, 192 

liver, 193 
N-Oxide, 8 
Oxon, 351, 354, 355 
Oxygen 

cytotoxicity, 194, 196 
free radicals, 181-201 
reactive species, 181-201 
singlet, 184-186 

sources, 184 
Oxygenation, hyperbasic, effect on SH, 194 
Oxy radical, 182 

P 

Pancuronium, 165, 166 
Pantothenic acid, 300 
PAPS, see 3'-Phosphoadenosine 

5'-phosphosulfate 

Paracetamol, 292, 326 
Paraquat, 19, 165, 166, 173, 183, 195, 329 

excretion, 254 
toxicity, 331 
pulmonary accumulation, 331, 332 

Parenchymal cell, 106 
Parkinson's disease, 196 
Penicillin, 222 
Penicillin G, excretion, 253 
Pentachlorophenol, sulfation inhibitor, 63 
Pentobarbital, 292, 309 
Pentose-phosphate pathway, 55 
Peroxidase, 6, 20 
Peroxidation, 289 

membrane, 300 
Peroxide, glutathione peroxidase, 59 
Peroxisomes, 194 
Peroxy radical, 186, 187 

formation, 186, 187 
Phagocytosis, 312 
Phalloidin, effect on bile flow, 256 
Pharmacogenetics, 402 
Pharmacokinetics, 402, 403 
Phenacetin, 384 

binding, 35 
genetic factors, 397 
metabolism, 35 

Phenanthrene- 9,10-quinone ,148 
Phenelzine, genetic factors, 399 
Phenformin, 384 
Phenobarbital, 45, 52, 59, 255, 260, 262, 

265, 269, 294, 379 
hepatotoxicity, 265 
as inducer, 22, 56, 113, 114, 120 

Phenobarbitone, 334, 338, 339 
Phenol, 171 

acetylation, nonenzymatic reaction, 146 
formation, 13, 14 
sulfation, 60, 61 

Phenolphthalein, 258 
Phenolphthalein glucuronide, 256 
Phenothiazine, effect on cholestasis, 265 
Phenotyping, 402 
Phenylbutazone, 311, 321, 383 

genetic factors, 393, 396 
half-life, plasma, 388, 391 

Phenyl ester 
hydrolysis 

albumin, 140 
water, 140 

Phenylhydrazine, 343 
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Phenyl sulfate, 171 
Phenytoin, 309, 310, 318, 326, 383, 384 

genetic factors, 393, 396 
half-life, plasma, 391 

Phosgene, 49 
Phosphatidylcholine, 295 
3'-Phosphoadenosine 5'-phosphosulfate, 54, 

55, 58, 59 
Phosphoenol pyruvate carboxylase, ontogeny, 

79 
Phosphofructokinase, 55 
6-Phosphogluconate dehydrogenase, 55, 56 
Phospholipidosis, 329, 332, 333 
Phosphorus, dietary, 289 
Phthalazinone, 144 
Phthalic acid, 159-161 
Physiology, detoxication, 214 
Piperonyl butoxide, 50, 358 
Pirimiphos methyl, 353-355 
Plasma, filtrate, 252 
Plasma protein, 217-220 

binding, 253 
blood cell, 221 

Plasmodium berghei, 317 
Polychlorobiphenyl, chlorinated, 364 
Polymorphism, 396 

genetic factors, 399 
race differences, 400 

Poly(rl-rC), 309 
Polythiazide, 163, 164, 171 
Pregnenolone 16a-carbonitrile, 52, 94, 260, 

262 
induction, 115 

Primaquine, 326, 343 
Primidone, half-life, plasma, 391 
Probenecid, excretion, 253 
Procainamide, genetic factors, 399 
Procainamide ethobromide, biliary excretion, 

258 
Procarbazine, 20 
Prodrug, 145, 146 

nonenzymatic reaction, 146 
Progesterone, 92, 93, 269, 271 
Propoxur, 358 
Propranolol 

clearance, 227, 231 
genetic factors, 396 

Propylthiouracil, in milk, 272 
Prostaglandin, 198 

biosynthesis, 200 
excretion, 253 

metabolism, 295 
Prostaglandin endoperoxide synthetase, 340 
Prostaglandin synthetase, 6, 49 
Protein 

in bile, 261 
binding, 252 

covalent, 2, 21 
dietary, 290-293 
methylation, 20 
modification, 37 

Pulmonary alveolar macrophage, 122, 124 
Pulmonary fibrosis, 326 
Pulmonary toxin, 122 
Pyrazole, as inducer, 48 
Pyridine, 171 
Pyridoxal phosphate, hydrazine and, 19 
Pyruvate decarboxylase, 56 

Q 

Quinacrine, 309 
Quinine, excretion, 254 
Quinol, 195 
Quinone, 49 

concentration, 62 
lipid peroxidation, 61 
sulfation, 60 

Quinone reductase, 62 

R 

Radiation, ionizing, 200 
Radical chain reaction, 21 
Readsorption, 237, 238 
Redox cycling, 189, 195 
Reduction 

one-electron, 49, 182 
two-electron, 50 

Regioselectivity, 44-52 
microsomal, 50 

Renal clearance, 153, 238, 239 
Renal excretion, 252-254, see also specific 

organ 
of conjugates, 254 
diuretics, 254 
effect of pH, 254 
organic anions, 252-254 
readsorption, 254 
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vascular binding, 238 
Renal toxicity 

antibiotics, 329-331 
cephaloridine, 329-331 
chemicals, 329-331 

Repair function, 341-343 
Reproductive system, toxicity target, 326 
Respiratory system 

4-ipomeanol toxicity, 337, 338 
paraquat toxicity, 331, 332 
toxicity target, 326 

Reticuloendothelial system, 312, 313 
Retinol, see Vitamin A 
Retinopathy, 326 
Ribonucleotide reductase, 59 
Rifampicin, effect on cholestasis, 265 
Rifoflavin, 299, 300 
RNA, modification, 37 
Rotenone, 58 

s 

Saccharin, 163, 171, 173 
excretion, 253 

Safrole, 38, 39 
Salicylamide, 62 

as inhibitor, 64 
Salicylic acid, 222, 224 

excretion, 253 
Salivation, 270, 271 
Salmonella typhimurium, assay, 359 
Schiffs base, 144 
Scrotal cancer, 2 
Secretin, 256 
Secretion, 237 
Sebaceous gland, 125, 127 
Se-glutathione peroxidase, 59 
Selenium 

deficiency, 191, 298 
in chicks, 19 

dietary, 289, 300 
Selenocystine, 300 
Semiquinone, intermediates, 10 
Serine dehydratase, ontogeny, 79 
Sesamex, 358 
SKF 525-A, hepatotoxicity, 265 
Skin 

carcinogens, 125, 127 
enzyme distribution, 124-127 
histology, 125-127 

toxicity target 326, 327 
Sodium salicylate, genetic factors, 393 
Sparteine, 384 
Spironolactone, 262 
Starvation, 289, 290 
Statolon, 309 
Stercuronium, 165, 166 
Stereoselectivity, 44-52 
Sterility, male, 326 
Steroid 5a-reductase, ontogeny, 79 
Stilbene oxide, 52, 59 

induction, 114, 116 
Streptomycin, 326, 330 
Streptonigrin, 195 
Strychnine, 292 
Styrene oxide, 359 
Subcutaneous administration, 244-246 
Substrate specificity, 223 
Succinate dehydrogenase, localization, liver, 

111 
Sulfamaprine, genetic factors, 399 
Sulfamethazine, genetic factors, 399 
Sulfamic acid, unmetabolized, 161, 162 
Sulfamoylbenzoic acid, 159-161, 171 
Sulfanilamide, genetic factors, 399 
Sulfanilic acid, 241 
Sulfapyridine, in milk, 272 
Sulfate 

conjugation, in starvation, 290 
pool, 58 
in vivo concentrations, 58 

Sulfate adenyltransferase, 58 
Sulfated compounds, 253 
Sulfation, 58, 60, 61, 232, 233, 261, 360, see 

also specific substance 
activation by, 39 
bladder tumor, 64 
carcinogenesis, 64 

Sulfene, 12 
Sulfide, oxidation, 11 
Sulfine, 12 
Sulfoacetic acid, 161 
Sulfobromophthalein 

excretion, 257 
biliary, 258 

uptake, 259 
Sulfonamide, 343 

unmetabolized, 162-165 
Sulfonic acid, unmetabolized, 161, 162 
Sulfonium analog, 165, 166 
N-Sulfonoxy-2-acetylaminofluorene, 40, 41 
Sulfotransferase, 32, 60-62 
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localization, lung, 121 
ontogeny, 88, 89 
sex differences, 89 

Sulfoxide, 12 
Sulfoxime, 64 
Superoxide, 10, 182 

anion, 49, 182-184 
biocidal activity, 197 
cell concentration, 184 
cytotoxicity, 198 
enzymes producing, 183 
formation, 183 
hyperoxia, 194 
in inflammation, 197-200 
in leukocytes, 197 
microvasculature, 198 
permeability, 198, 199 
sources, 183 

Superoxide dismutase, 182, 187, 195, 201 
distribution, 187 
in human, cell concentration, 187 
in inflammation, 199 
ratio to glutathione peroxidase, 197 

T 

Target organ, see specific type 
Tartrazine, 270 
Taurocholate, 266 

biliary excretion, 258 
uptake, 259 

T cell-mediated response, 310, 311 
1,2,4,5-Tetrachlorobenzene, 169, 170 
Tetrachlorodibenzo-p-dioxane, 260 
2,3,7,8-Tetrachlorodibenzo-/7-dioxin, 45, 169, 

170, 174 
biliary function, 264 

Tetraethylammonium, 165, 166 
excretion, 254 

Tetrazolium reductase, activity, 115 
Theophylline, 266, 293, 319-321, 383 

clearance, 385 
half-life, plasma, 391 

Thioacetamide, 106 
hepatotoxicity, 21 

Thioacetamide 5-dioxide, toxicity, 22 
Thioacetamide 5-oxide, hepatotoxicity, 21 
Thioacetamide sulfine, hepatotoxicity, 21 
Thioamide, oxidation, 11, 12 
Thiocarbamate, oxidation, 11 

Thiocarbamide, oxidation, 12 
Thiol 

oxidation, 11 
toxicity, 12 

Thiol S-methyltransferase, 241 
Thione, 11 

oxidation, 12 
Thiopental, 224 
Thiourea, 12 

toxicity, 22 
Tilorone, 309 
Tissue binding, 221-223 
Tissue distribution, of enzymes, 105-127, see 

also specific tissue, enzyme 
Tocainide, 144 
a-Tocopherol, 189, see also Vitamin E 
Tolbutamide 

genetic factors, 393, 396 
half-life, plasma, 391 

Toluene- 2-sulfonamide ,171 
Toluene-4-sulfonamide, 171 
Toxicity 

factors affecting organs, 328 
organ function, 340, 341 
organ predisposition, 327 
organ specificity, 325-345 
organ susceptibility, 325-345 
selective, 349-365 

Tracheal mucosa, 121 
Transferritin, 187 
Triazolo[3,4-tf]phthalazine, 144 
5,5,5-Tributyl phosphorothioate, 362 
Trichloromethyl radical, 21 
1,1,1-Trichloropropene oxide, as inhibitor, 359 
Trichloropropylene epoxide, 53 
Trimethylamine N-oxide, 8, 9 
Triphenylacetic acid, 159-161 
Trypan blue, 309 
Tryptophan 2,3-dioxygenase, 95, 316 

interferon, 315 
ontogeny, 79, 81 

Tuberculin, 311 
d-Tubocurarine, 165, 166, 255 

biliary excretion, 258 
Tubular fluid, 252 
Tumor formation, stages, 23 
Twins 

genetic factors, metabolism, 393-403 
monozygous, 381, 385 

Tyrosine aminotransferase, 81, 95 
effect of cyclic AMP, 94 

of glucagon, 94 
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U 

UDPGA, 54, 57, 58 
UDPglucose dehydrogenase, 58 
UDPglucosyltransferse, 88 
UDPglucuronyltransferase, 32, 40, 52, 58, 

60-62, 91, 92 
effect of glucocorticoids, 92 
genetics, 88 
localization 

liver, 118 
lung, 121 
skin, 125 

ontogeny, 79, 85, 87, 88 
UDPxylosyltransferase, 88 
Ulceration, 326 
Umbelliferone, 120, 266 
Unmetabolized compounds, 151-175 

acids, 159-165 
attributes, 158-173 
chronic administration, 157 
conjugation, 172 
criteria, 152-158 
defined, 152 
dosage, 153-155 
effect of Km, 155 
mechanisms, 173, 174 
methodology, analytical, 152, 153 
nonabsorbed, 173 
nonpolar, 169 
polar, 158-168 
retention, 175 
routes of administration, 156, 157 
species differences, 155, 156 
volatile, 168, 169 

Urate, excretion, 253 
Uridine triphosphate, 55 
Urine, formation, 252 

v 
Variation 

environment, 372, 373 
factors, 370, 371 
interindividual, 369-406 

genetics, 393-403 
magnitude, 405 
sources, 391-406 

intraindividual, 369-406 
sources, 384-390 

metabolism, 384-390 
use of twins, 381, 385 

Vinyl chloride, 38 
Virus, see specific type 
Vitamin, in detoxication, 297-302 
Vitamin A, 189, 190, 299 
Vitamin B12, 301 
Vitamin C, see Ascorbic acid 
Vitamin D, 289 
Vitamin E, 189, 190, 289, 299 

as antioxidant, 189 
deficiency, 191 
free radical reactions, 189 
mechanism, 189 

Vitamin K, 148, 343 

w 

Warfarin, 45, 291, 320, 321, 383 
half-life, plasma, 391 

x 

Xenobiotic, see also specific substance 
bacterial metabolism, 268 
binding, 218-221 

intracellular, 260, 261 
organ clearance, 230, 231 
tissue, 221-223 

blood cell, 220 
clearance, 225-237 
enzyme induction, 94, 95 
excretion, see Excretion 
in fat, 271 
hemodynamics, 223, 224 
interactions with vascular components, 

217-223 
kidney filtration, 253 
metabolism, 214, 225-237 

nutritional effects, 288 
target organ toxicity, 333-340 

nonenzymatic reaction, 146-148 
physicochemical properties, 215-217 
plasma protein, 217-220 
readsorption, 237, 238 
route of administration, 244-246 
substrate specificity, 223 

Xenobiotic monooxy genäse, see Cytochrome 
P-450 

Xeroderma pigmentosum, 341 
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Xylidide anesthetic, 144 
X-radiation, 200 

Z 

Zinc, dietary, 298 
Zoxazolamine, 292, 301, 317, 334 

paralysis, 311 
Zymosan, 309, 313 


