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Preface

The VLDB Secure Data Management Workshop was held for the 7th time
this year.

The topic of data security remains an important area of research especially
due to the growing proliferation of data in open environments as a result of
emerging data services such as cloud computing, location based services, and
health-related services. Confidentiality is the main driving force behind the re-
search that covers topics such as privacy enhancing technologies, access control,
and search in encrypted data.

We received 20 submissions from which the program committee selected 10
papers to be presented at the workshop and included in the proceedings (50%
acceptance rate). In addition, we are proud that Elisa Bertino accepted our invi-
tation to give a keynote for which she selected the topic of data trustworthiness.
We hope the papers collected in this volume will stimulate your research in
this area.

The regular papers in the proceeding have been grouped into two sections.
The first section focuses on privacy. The papers in this section present a balanced
mix of theoretical work on anonymity and application-oriented work.

The second section focuses on data security in open environments. The papers
address issues related to the management of confidential data that is stored in
or released to open environments, such as, for example, in cloud computing.

We wish to thank all the authors of submitted papers for their high-quality
submissions. We would also like to thank the program committee members as
well as additional referees for doing an excellent review job. Finally, let us ac-
knowledge the work of Luan Ibraimi, who helped in the technical preparation of
the proceedings.

July 2010 Willem Jonker
Milan Petković
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Assuring Data Trustworthiness -

Concepts and Research Challenges�

Elisa Bertino and Hyo-Sang Lim

Department of Computer Science, Purdue University, USA
{bertino,hslim}@cs.purdue.edu

Abstract. Today, more than ever, there is a critical need to share data
within and across organizations so that analysts and decision makers
can analyze and mine the data, and make effective decisions. However,
in order for analysts and decision makers to produce accurate analysis
and make effective decisions and take actions, data must be trustwor-
thy. Therefore, it is critical that data trustworthiness issues, which also
include data quality, provenance and lineage, be investigated for organi-
zational data sharing, situation assessment, multi-sensor data integration
and numerous other functions to support decision makers and analysts.
The problem of providing trustworthy data to users is an inherently
difficult problem that requires articulated solutions combining different
methods and techniques. In the paper we first elaborate on the data
trustworthiness challenge and discuss a framework to address this chal-
lenge. We then present an initial approach for assess the trustworthiness
of streaming data and discuss open research directions.

Keywords: Data Trustworthiness, Data Integrity and Quality, Security,
Policy.

1 Introduction

Today, more than ever, there is a critical need to share data among organiza-
tions so that analysts and decision makers can analyze and mine the data, and
make effective decisions. Meanwhile, in many recent applications such as traf-
fic monitoring systems and power grid management systems, a large amount
of data that can convey important information for critical decision making is
collected from distributed sources. In order for analysts and decision makers to
produce accurate analysis, make effective decisions, and take actions, data must
be trustworthy. Therefore, it is critical that data trustworthiness issues, which
also include data quality and provenance, be investigated for organizational data
sharing, situation assessment, multi-sensor data integration, and numerous other
functions to support decision makers and analysts. Without trustworthiness, the

� The authors have been partially supported by AFOSR grant FA9550-07-1-0041 “Sys-
tematic Control and Management of Data Integrity, Quality and Provenance for
Command and Control Applications”.

W. Jonker and M. Petković (Eds.): SDM 2010, LNCS 6358, pp. 1–12, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



2 E. Bertino and H.-S. Lim

usefulness of data becomes diminished as any information extracted from them
cannot be trusted with sufficient confidence.

It is thus important to provide a comprehensive solution for assessing and
assuring the trustworthiness of the information collected in such data sharing
systems since decisions and analyses are largely affected by this information.
Attacks or unexpected accidents may result in bad data being provided to critical
components of the system. These components may in turn take wrong decisions
or generate inaccurate analyses that can result in damages to real-world objects
such as manufacturing facilities or power plants. For example, in an electric
power grid which consists of 270 utilities using a SCADA (Supervisory Control
and Data Acquisition) system that can contain up to 50,000 data collection
points and over 3,000 public/private electric utilities, any single point of failure
can disrupt the entire process flow and can potentially cause a domino effect
that shuts down the entire systems [11].

In general the problem of providing “good” data to users and applications
is an inherently difficult problem which often depends on the application and
data semantics as well as on the current context and situation. In many cases,
it is crucial to provide users and applications not only with the needed data,
but with also an evaluation indicating how much the data can be trusted. Being
able to do so is particularly challenging especially when large amounts of data
are generated and continuously transmitted across the system. Also solutions for
improving the data, like those found in data quality, may be very expensive and
may require access to data sources which may have access restrictions, because
of data sensitivity. Also even when one adopts methodologies to assure that
the data is of good quality, errors may still be introduced and low quality data
be used; therefore, it is important to assess the damage resulting from the use
of such data, to track and contain the spread of errors, and to recover. The
many challenges of assuring data trustworthiness require articulated solutions
combining different approaches and techniques including data integrity, data
quality, and data provenance. In this paper we discuss some components of such
a solution and highlight relevant research challenges.

Our approach for assuring information trustworthiness is based on a compre-
hensive framework composed of two key elements. The first element is repre-
sented by trust scores that are to associated with all data items to indicate the
trustworthiness of each data item. Trust scores can be used for data comparison
or ranking. They can be also used together with other factors (e.g., information
about contexts and situations, past data history) for deciding about the use
of the data items. Our framework provides a trust score computation method
which is based on the concept of data provenance, as provenance gives impor-
tant evidence about the origin of the data, that is, where and how the data
is generated. The second element of our framework is the notion of confidence
policy [8]. Such a policy specifies a range of trust scores that a data item, or set
of data items, must have for use by the application or task. It is important to
notice that the required range of trust scores depends on the purpose for which
the data have to be used. In our framework, confidence policies are integrated
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with query processing in that query results are filtered by the policies before be-
ing returned to the application. Our confidence policy language includes many
other components that can be used to formulate articulated conditions about
data usage.

We have applied our framework to sensor networks which are being increas-
ingly deployed in a large variety of novel areas, like supervisory systems, e-health,
and e-surveillance. In all those areas, it is crucial to assess the trustworthiness
of sensed data in order to support correct decisions as sensors may be deployed
in hostile environments and are usually connected via wireless networks which
can be an easy target for adversaries. In this application, with respect to the as-
sessment of trust scores, we exploits an interdependency property between data
items and sensors, i.e., the trust score of the data affects the trust score of the
sensors that created and manipulated the data, and vice-versa. To reflect the
interdependency, we have proposed a cyclic method that generates: (1) trust
scores of data items from those of sensors and (2) trust scores of sensors from
those of data items whenever new data items arrive.

The rest of the paper is organized as follows. Section 2 discusses related work.
Section 3 describes our framework for assuring information trustworthiness. Sec-
tion 4 describes the application of our framework to sensor network environ-
ments. Section 5 discusses open research issues and directions related to our
framework. We finally summarize and conclude the paper in Section 6.

2 Related Work

Currently there is no comprehensive approach to the problem of high assurance
data trustworthiness. However, our approach is related to several areas including
data integrity, data quality, and data provenance.

Data Integrity. Biba [4] was the first to address the issue of integrity in in-
formation systems. He proposed an approach based on a hierarchical lattice of
integrity levels so as to ensure integrity by blocking the flow of information from
low-integrity objects to high-integrity subjects. However, Biba’s approach is not
easy to use because it is not clear how to determine the appropriate integrity
levels as there are no criteria for determining them. Clark and Wilson [6] pro-
posed another model for data integrity in commercial environments. The model
consists of two key notions: well-formed transactions and separation of duty. A
well-formed transaction is one that only manipulates data in trusted ways so to
preserve the consistency of data. Separation of duty mandates separating all op-
erations into several subparts and executing each subpart by a different subject.
However, the model has some limitations in that it categorizes data integrity
only according to two levels: valid and invalid. Our approach is more compre-
hensive than those models in that it provides mechanisms driven by confidence
policies and provides an approach to determine the data trust level based on
data provenance information.

Data quality. Ranging fromdatawarehousing to supply chainmanagement, data
quality is a serious concern for professionals involved in a wide array of information
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systems. One industry study estimated the total cost to the US economy of data
quality problems at over US$600 billion per annum [10]. Data quality has been in-
vestigated from different perspectives, depending on the precise meaning assigned
to the notion of data quality. Data are of high quality “if they are fit for their in-
tended uses in operations, decision making and planning” [16]. Alternatively, the
data are deemed of high quality if they correctly represent the real-world construct
to which they refer. A number of theoretical frameworks consider data quality. A
framework is based on semiotics to evaluate the quality of the form, meaning and
use of the data [22]. Another theoretical approach analyzes the ontological nature
of information systems to define data quality rigorously [26]. Tools have also been
developed for analyzing and repairing poor quality data, through the use, for ex-
ample, of record linkage techniques.

Data provenance. Data provenance, also referred to as lineage or pedigree,
has been widely investigated. Approaches have been developed for tracking the
provenance of the query results, i.e., recording the sequence of steps taken in a
workflow system to derive the dataset, and computing confidence levels of the
query results [1,2,12,23]. For example, Widom et al. [27] developed the Trio sys-
tem which supports management of information about data accuracy and lineage
(provenance). Sarma et al. [24] developed an approach to compute lineage and
confidence in probabilistic databases according to a decoupled strategy. These
approaches compute the confidence of query results based on the confidence on
the base tuples in the database, i.e., they assume that the confidence of each base
tuple (i.e., data item) is known, whereas we actually compute the trust score for
each data item. Vijayakumar and Plale [25] propose a system architecture for
near-real time provenance collection in data streams. They focus on identifying
information which represents provenance of a data item from real time data
streams, capturing provenance history of streams, tracing the source of a stream
long after the process has completed. Data provenance in data streaming has also
been investigated in IBM’s Century [5,20], which is a biomedical data stream
system for online healthcare analytics.

3 A Framework for Assuring Information Trustworthiness

Figure 1 shows an overview of our framework for assuring information trustwor-
thiness. The figure illustrates how data are managed, processed, and delivered
to users. As shown in the figure, the proposed framework consists of three major
components: trustworthiness assessment, query and policy evaluation, and data
quality management. The role of each component is as follows:

Trustworthiness assessment associates trust scores with data in the database.
A trust score is a numeric value ranging from 0 to 1 where 0 means the lowest
trustworthiness and 1 means the highest trustworthiness. Such a trust score is a
key notion of our framework since it indicates trustworthiness of the data item
and can be used for data comparison or ranking. Trust scores can be obtained by
using various factors such as the trustworthiness of data providers and the way
in which the data has been collected. In our framework, we especially focus on
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data provenance for computing trust scores. This idea is based on the principle
that the more trustworthy data a source provides, the more trusted the source
is considered. There is thus an interdependency property between data providers
and data items with respect to the assessment of their trust scores, i.e., the
trust score of the data affects the trust score of the data providers that created
and manipulated the data, and vice-versa. To reflect such interdependency in
assessing trustworthiness, we maintain trust scores for both data items and data
providers. That is, the trustworthiness assessment component computes (1) trust
scores of data items based on those of data providers and (2) trust scores of data
providers based on those of data items.

Query and policy evaluation executes user queries, each of which has its own
confidence policy [3,8]. Confidence policies specify confidence range [qmax, qmin]
that query results must have for use by the application or task. Such a confidence
policy is a key notion of our framework since it restricts access to the query results
based on the trust score of the query results and application’s requirements. We
refer to queries enforcing such policies as confidence policy-compliant queries. For
each user query Q with its confidence policy [qmax, qmin], the query and policy
evaluation component first obtains the resulting data items by evaluating the
given query Q, and then, returns data items of which trust scores are in between
qmax and qmin.

Data quality management tries to control data quality manually or automat-
ically. Since some query results will be filtered out by the confidence policy, a
user may not receive enough data to make a decision. To prevent such a lack
of information in applications, we need to provide a method to dynamically in-
crement the data trust scores. The method includes collecting additional data,
changing data delivery paths, and cross-checking the data with other informa-
tion. The component should consider the cost for improving data quality when
determining which data should be selected and how much the trust score should
be increased to satisfy the confidence range stated by the confidence policies.

Database
Query Evaluation

Policy Evaluation

Data Quality 
Management

Trustworthiness 
Assessment queries with confidence policies

data items with trust scores 

[ ]( )min max
, ,Q q q

( ),
d

d s

Fig. 1. An overall framework for assuring information trustworthiness

Our framework has many advantages in assuring information trustworthiness.
First, it provides a measure for trustworthiness of data (i.e., trust scores) and an
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approach to determine those values. Second, it provides policies by using which
one can specify which the confidence is required for use of certain data in certain
tasks. With such policies, our solution supports fine-grained integrity tailored to
specific data and tasks. Third, it provides an approach to dynamically adjust
the data trustworthiness so to provide users with query replies that comply with
the confidence policies.

4 An Application to Sensor Networks

In this section, we discuss the application of our framework to sensor networks.

4.1 Adopting the Framework into Sensor Networks

In sensor networks, it is extremely important to assess data quality since sensors
can be deployed in hostile environments and the wireless networks connecting
them can be easily attacked. Therefore, it is crucial to assess the quality of
sensed data and increase the quality whenever possible, in order to support cor-
rect decisions in sensor network applications. Additionally, in sensor network
environments, 1) data items arrive incrementally and 2) trustworthiness of sen-
sors and their readings can dynamically change as time goes on. Figure 2 shows
how our framework is adopted for such dynamic sensor networks.

In the framework, the trustworthiness assessment component obtains trust
scores of data items based on those of network nodes and (periodically) up-
dates the trust scores to reflect the effect of the newly arrived data items. It
also maintains and updates trust scores of network nodes based on the scores
of data items. Query and policy evaluation components continuously execute
queries (each of which has its own confidence policy) whenever a new data item
arrives from sensors. The data quality management component improves trust-
worthiness by adjusting data rates, increasing/decreasing the number of sensor
nodes, or changing delivery paths. Obviously, data quality affects trust scores,
and many approaches [7,14,21] in the sensor networks area have addressed the
issue of controlling data quality. In this section, we focus on trustworthiness
assessment so as to get reasonable trust scores for sensor readings.

1

query & policy 
evaluation

trust score 
computation

(focus of the paper)

sensor 
network

data quality 
management

stream of data items
(with provenance)

change of 
data quality

queries with confidence ranges 

data items with trust scores 

DSMS

stream of data items 
(with trust scores)

evaluation results

[ ]( )min max
, ,Q q q

( ), dd s

trust scores of
network nodes

Fig. 2. Adopting our framework into sensor networks
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4.2 Modeling Sensor Networks and Data Provenances

Before describing the computation of trust scores, we explain data provenance
which is an important information for assessing trustworthiness in our approach.
We model the sensor network as a graph of G(N, E) where N is a set of nodes
(i.e., sensors) and E is a set of network connections between nodes. We assume
that the sensors are in ad-hoc networks which send data items to DSMSs by
relaying because of the insufficient data transmission bandwidth. In this kind of
network, the sensors are categorized into three types according to their roles: 1)
terminal nodes that generate data items and send them to one or more inter-
mediate or server nodes; 2) intermediate nodes that receive data items from one
or more terminal or intermediate nodes, and pass them to other intermediate or
server nodes; they may also generate an aggregated data item from the received
data items and send the aggregated item to other intermediate or server nodes;
3) server nodes that receive data items and evaluate continuous queries based
on those items.

We introduce two types of data provenance: the physical provenance and the
logical provenance. The physical provenance of a data item indicates where the
item was produced and how it was delivered to the server. We exploit the physical
provenance to compute trust scores. The physical provenance can be represented
as a path from a terminal node to a server node or a tree if there are more than
two terminal nodes involved in the generation of the data item. The logical
provenance of a data item represents the semantic meaning of the data item in
the context of a given application. For example, the logical provenance can be
a chain of employees who used the data item, or a trail of business logics that
processed the data item. The logical provenance is used for grouping data items
into semantic events with the same meaning or purpose.

4.3 Computing Trust Scores

To obtain trust scores, we propose a cyclic framework based on the interdepen-
dency property [3,8] between data items and their related network nodes. That
is, the trust scores of data items affect the trust scores of network nodes, and
similarly the trust scores of network nodes affect those of data items. In addition,
the trust scores need to be continuously evolved in the stream environment since
new data items continuously arrive to the server. Thus, a cyclic framework is
adequate to reflect these interdependency and continuous evolution properties.
Figure 3 shows the cyclic framework according to which the trust score of data
items and the trust score of network nodes are continuously updated. The trust
scores are computed for the data items of the same event (identified by logical
provenance) in a given streaming window.

As shown in Figure 3, we maintain three different types of trust scores, that
is, current, intermediate, and next trust scores, to reflect the interdependency
and continuous evolution properties in computing trust scores. We note that,
since new data items are continuously added to the stream, executing the cycle
once whenever a new data item arrives is enough to reflect the interdependency
and continuous evolution properties in the stream environment.
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Current trust scores 

of nodes (    )

Next trust scores 

of nodes (    )

Intermediate trust 

scores of nodes (    )

+

Current trust scores 

of data items (    )

Intermediate trust 

scores of data items (    )

Next trust scores 

of data items (    )

A set of data items of 

the same event 

in a current window

+

1

2

3
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4

6

ns
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)

ns

ds

d
s
)

ds

Fig. 3. The cyclic framework for computing the trust scores of data items and network
nodes

Our framework works as follows. Trust scores are initially computed based
on the values and provenance of data items; we refer to these trust scores as
implicit trust scores. To obtain these trust scores, we use two types of similarity
functions: value similarity inferred from data values, and provenance similarity
inferred from physical provenances. Value similarity is based on the principle
that the more data items referring to the same real-world event have similar val-
ues, the higher the trust scores of these items are. We observe that most sensor
data referring to the same event follow the normal distribution, and propose a
systematic approach for computing trust scores based on value similarity un-
der the normal distribution. Provenance similarity is based on the observation
that different physical provenances of similar data values may increase the trust-
worthiness of data items. In other words, different physical provenances provide
more independent data items. For more details, please refer to our technical
report [18].

5 Research Issues and Challenges

In this section, we discuss open research directions for each component of our
framework described in Section 3.

Trustworthiness Assessment

– Data/provenance similarity measures. Measuring data similarity is essential
in our trust score computation. If we only handle numeric values, the simi-
larity can be easily measured with the difference or Euclidian distance of the
values. However, if the value is non-numeric (such as text data), we need to
include modeling techniques able to take into account data semantics. For
example, if data are names of places, we need to consider spatial relation-
ships in the domain of interest. Possible approaches that can be used include
semantic web techniques, like ontologies and description logics. Similarly,
measuring provenance similarity is not easy especially when the provenance
is complex. The edit distance which uses the minimum amount of distor-
tion that is needed to transform one graph into another is the most popular
similarity measure in graph theory. However, computing the edit distance
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for general graphs is known to be an NP-hard problem [13]. Therefore, we
need an approximate similarity measure method which efficiently compares
graph-shape provenances.

– Correlation among data sources. The relationships among the various data
sources could be used to create more detailed models for assigning trust to
each data source. For example, if we do not have good prior information
about the trustworthiness of a particular data source, we may try to use dis-
tributed trust computation approaches such as EigenTrust [17] to compute a
trust value for the data source based on the trust relationships among data
sources. In addition, even if we observe that the same data is provided by
two different sources, if these two sources have a very strong relationship,
then it may not be realistic to assume that the data is provided by two in-
dependent sources. An approach to address such issue is to develop “source
correlation” metrics based on the strength of the relationship among possible
data sources. Finally, in some cases, we may need to know “how important
is a data sources within our information propagation network?” to reason
about possible data conflicts. To address such issue one can apply various
social network centrality measures such as degree, betweenness, closeness,
and information centralities [15] to assign importance values to the various
data sources.

– Secure data provenance. Since data provenance is a key evidence for measur-
ing the trustworthiness of data items, it should be protected from tampering
when flowing across the various parties. For example, if the provenance of
an untrustworthy data item is modified to a trustworthy node, the quality of
the data item is assessed as high, even though in reality the data item has a
low quality. Conventional digital signature or cryptography techniques can
be used to prevent such malicious attacks. Another approach can be based
on techniques for controlled and cooperative updates of XML documents in
Byzantine and failure-prone distributed systems [19]. One could develop an
XML language for encoding provenance information and use such techniques
to secure provenance documents. We also should consider reducing the over-
head of these techniques since it directly affects to the performance of data
collection and query processing.

Query and Policy Evaluation

– Expressive power of confidence policies. We need to improve the expressivity
of the confidence policy model since the current policy language is very
simple. It should be possible to support a more fine-grained specification of
confidence requirements concerning data use whereby for a given task and
role, one can specify different trust scores for different categories of data.
The model should support the specification of subjects, in terms of subject
attributes and profiles other than the subject role. If needed, exceptions to
the policies should be supported; a possible approach is to support strong
policies, admitting no exceptions, and weak policies, admitting exceptions.
If exceptions are allowed for a policy (set of policies), the policy enforcement
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mechanism should support the gathering of evidence about the need for
exceptions. Such evidence is crucial in order to refine confidence policies.

– Policy provisioning. An important issue is related to the confidence policy
provisioning. Provisioning refers to assigning confidence policies to specific
tasks, users, and data and, because it very much depends from the applica-
tions and data semantics, it may be quite difficult. To address such issue,
one approach is the use of machine learning techniques.

– Performance. Efficient evaluation of confidence policies is crucial to achieve
high performance of responding user query requests. Especially, in sensor
network environment, it becomes more important due to fast input rates and
real-time processing requirement. One possible solution is tightly combining
query processing and policy evaluation so as to retrieve data items which
satisfy both query conditions and trust score ranges at once.

Data Trustworthiness Improvement

– Efficiently improve data trustworthiness. We use data provenance for not
only measuring but also improving data trustworthiness. As we discussed in
Section 3, the data quality management component tries to improve data
trustworthiness when the number of results satisfying a confidence policy is
too small. Many methods can be adopted to improve trustworthiness: from
manually checking data items by hand to automatically comparing data
items with other information. The cost of each method depends on the op-
timization criteria adopted, like time and financial cost. Therefore, suitable
cost models need to be developed. Also, trustworthiness improvement algo-
rithms need to be devised for determining suitable data items for which the
increase in the trust scores can lead to the minimum cost. Because it is likely
that finding the optimal solution may be computationally very expensive,
heuristics need to be devised.

6 Concluding Remarks

In this paper, we have discussed a comprehensive framework for assuring infor-
mation trustworthiness, based on two novel concepts: trust scores and confidence
policies. Our framework is very general and can be used in different applica-
tion domains. In the paper we have discussed the application to the problem
of assessing the trustworthiness of data streaming in sensor network. Another
application has been developed for assessing the trustworthiness of locations of
individuals [9]. Our work has many open research directions, which we have also
discussed in the paper. In addition to these directions, developing new applica-
tions is an important step for future work.
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Abstract. We present in this paper a method for dynamically creating 
hierarchies for quasi-identifier numerical attributes. The resulting hierarchies 
can be used for generalization in microdata k-anonymization, or for allowing 
users to define generalization boundaries for constrained k-anonymity. The 
construction of a new numerical hierarchy for a numerical attribute is 
performed as a hierarchical agglomerative clustering of that attribute’s values in 
the dataset to anonymize. Therefore, the resulting tree hierarchy reflects well 
the closeness and clustering tendency of the attribute’s values in the dataset. 
Due to this characteristic of the hierarchies created on-the-fly for quasi-
identifier numerical attributes, the quality of the microdata anonymized through 
generalization based on these hierarchies is well preserved, and the information 
loss in the anonymization process remains in reasonable bounds, as proved 
experimentally. 

Keywords: data privacy, k-anonymity, hierarchies for quasi-identifier 
numerical attributes. 

1   Introduction 

Attribute generalization is a disclosure control technique intensively used in data 
anonymization methods, together with data suppression. Generalization of quasi-
identifier attributes is, for example, applied to mask initial microdata (a dataset where 
each tuple corresponds to one individual entity) to make it conform to k-anonymity-
like models: k-anonymity [1], [2], l-diversity [3], p-sensitive k-anonymity [4], (α, k)-
anonymity [5], t-closeness [6], (ε, m)-anonymity [7], l+-diversity [8], (τ, λ)-uniqueness 
[9] etc. The resulting data will present the k-anonymity property, which means that 
each tuple in the masked set will be identical with respect to the quasi-identifier 
attributes to at least k-1 other tuples in the set; also, depending on the anonymity model 
used, the masked data will also exhibit other statistical properties. 

Generalization of a quasi-identifier attribute consists in replacing the actual value 
of the attribute with a less specific, more general value that is faithful to the original 
[10]. Initially, this technique was used for categorical attributes and employed 
predefined (static) domain and value generalization hierarchies [10]. Generalization 
was extended for numerical attributes either by using predefined hierarchies [11] or a 
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hierarchy-free model [12]. The important distinction between using predefined 
hierarchies and performing a hierarchy-free generalization is as follows. Predefined 
hierarchies are constructed, normally manually by users, before the data masking 
process begins, and these hierarchies are used as they are, unchanged, for 
generalization. The hierarchy-free generalization inherently leads to the construction 
of a hierarchy during the anonymization process; the creation of such a hierarchy is 
usually guided by local optimum decisions taken during anonymization.  

Another important aspect is how hierarchies are used for generalization. For a 
categorical attribute, generalization is based on a domain generalization hierarchy 
associated to that attribute. The values from different domains/levels of this hierarchy 
are represented in a tree called a value generalization hierarchy. Fig. 1 shows two 
examples of domain and value generalization hierarchies for attributes zip_code and 
gender of a microdata set containing personal information for individuals. 

 

 
 

 
Fig. 1. Examples of domain and value generalization hierarchies 

Generalization of categorical attributes, based on domain and value generalization 
hierarchies, comes in several flavors.  

Generalization that maps all values of a quasi-identifier categorical attribute in the 
microdata set to a more general domain in its domain generalization hierarchy is 
called full-domain generalization [1], [12]. For example, a full-domain generalization 
for zip_code can consist in replacing all initial zip codes in the microdata with their 
corresponding ancestors located on the middle level in the value generalization 
hierarchy in Fig. 1: 48201 with 482**, 41075, 41076, 41088, and 41099 with 410**.  

Generalization can also map an attribute’s values to different domains in its 
domain generalization hierarchy, each value being replaced by the same generalized 
value in the entire dataset [11]. This type of generalization was introduced by Iyengar 
in [11]. In this type of generalization, 48201 would be replaced with one and only one 
of its ancestors, for example 482**, in the entire dataset, while another one of the 
original values, let’s say 41075, could be replaced with its ***** ancestor across the 
entire dataset; note that the replacement, more general values, 482** and *****, are 
located on different levels in zip_code’s value generalization hierarchy.  

Finally, the least restrictive generalization, called cell level generalization [13], 
extends Iyengar’s model [11] by allowing the same value to be mapped to different  
 

G0 = {male, female} 

G1 = {*} *

male female 

Z1 = {482**, 410**} 

Z2 = {*****} 

Z0 = {48201, 41075, 41076, 41088, 41099} 

***** 

482** 410** 

48201 41075 41076 41088 41099 
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Tuples age zip_code gender  Tuples age zip_code gender 

r1 25 41076 Male  r1 20-30 ***** Male 

r2 25 41075 Male  r2 20-30 ***** Male 

r3 35 41099 Female  r3 30-40 ***** Female 

r4 38 48201 Female  r4 30-40 ***** Female 

r5 36 41075 Female  r5 30-40 ***** Female 

Initial non-generalized microdata set, 
zip_code and gender are categorical 
attributes with the hierarchies defined 
in Fig. 1. 

 

Masked (i.e. anonymized) microdata 
set, k=2, full-domain generalization. 

    

Tuples age zip_code gender  Tuples age zip_code gender 

r1 20-40 410** *  r1 20-30 410** Male 

r2 20-40 410** *  r2 20-30 410** Male 

r3 20-40 ***** *  r3 30-40 ***** Female 

r4 20-40 ***** *  r4 30-40 ***** Female 

r5 20-40 410** *  r5 30-40 ***** Female 

Masked microdata set, k=2,  Iyengar 
generalization. 

 Masked microdata set, k=2, cell-level 
generalization. 

Fig. 2. Examples of different types of generalizations 

generalized values, in distinct tuples. Therefore, if cell level generalization is used, 
the same original zip code value 48201 could be replaced in different tuples with 
different ancestors: in our case, either 482** or *****. 

We illustrate in Fig. 2 the differences between the above-mentioned types of 
generalization. 

Generalization of numerical attributes using predefined hierarchies is similar to the 
generalization for categorical attributes.  

The hierarchy-free generalization of numerical attributes replaces the set of values 
to be generalized to the smallest interval that includes all the initial values. For 
instance, the values: 35, 38, 36 for the attribute age are generalized to the interval [35-
38]; again, the decision to replace these values with the mentioned interval is taken 
during the anonymization process and might apply only to a subset of the tuples in the 
microdata set. Other occurrences of the original values (35, 38, and 36) may be 
replaced with other values/intervals in other tuples in the microdata set. Note that 
overlapping of the intervals formed during generalization is possible. 

While creating and using generalization hierarchies for categorical attributes is 
expected to be easy and natural enough for users of anonymization methods, 
constructing and employing predefined hierarchies for numerical attributes is not as 
straightforward. Usually, creating and understanding a hierarchy for categorical 
attributes is easier than for numerical attributes: the values of the categorical attribute 
are well established, discrete, have a natural hierarchical organization, while 
numerical attributes might have more diverse values, maybe are continuous, and 
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rarely have a natural hierarchical structure.  However, employing a “good” hierarchy 
in the anonymization process significantly impacts the quality of the masked data; 
depending on how well the hierarchy fits the distribution and grouping of the 
attribute’s values in the microdata set, the masked data can lose more or less from the 
information it inherently contains. 

Hierarchy-free generalization for numerical attributes is a more flexible disclosure 
control technique, and helps to minimize the information loss that occurs in the 
masking process. It presents, however, an important down come: certain data 
anonymity models, such as constrained k-anonymity (which relies on boundaries 
imposed on the amount of generalization allowed in the anonymization process) 
require pre-existing hierarchies for numerical attributes [14].  

We propose in this paper a new method for creating hierarchies for numerical 
attributes, based on its values in the dataset to be anonymized. The resulting hierarchy 
reflects the attribute’s values distribution and grouping (clustering), such that to 
support a reasonable information loss when used in anonymization.  

The paper is structured as follows. The next section introduces our method for 
dynamically creating hierarchies for quasi-identifier numerical attributes. Section 3 
explains how numerical hierarchies are used in k-anonymization and introduces 
information loss – a metric frequently employed in the data privacy domain for 
assessing the masked microdata quality, and which can be used both to guide the 
anonymization process and to quantify the anonymized data’s value. Section 4 shows 
k-anonymization results comparatively, for the same dataset, when quasi-identifier 
numerical attributes have predefined hierarchies, no hierarchies at all (hierarchy-free 
generalization is used in this situation), and respectively hierarchies created on-the-fly 
with our method. Results are compared with respect to the information loss incurred 
in the anonymization process, which is impacted not only by the anonymization 
procedure/algorithm, but also by the hierarchies used to perform generalization. To 
make the comparison accurate, the same anonymization algorithm ([15]) has been 
used in all three cases.  The paper ends with conclusions and references. 

2   Creating On-the-Fly Hierarchies for Numerical Attributes 

Let IM be the initial microdata set and MM be the released (a.k.a. masked) microdata. 
We assume that MM is k-anonymous, or possibly agrees with a k-anonymity-like 
model. IM consists in a set of tuples over an attribute set. These attributes are 
classified into the following three categories:  

 I1, I2,..., Ip are identifier attributes such as name and ssn that can be used to 
identify a record. These attributes are removed from the masked microdata 
because they express information which can lead to a specific entity. 

 K1, K2,…, Kn are key or quasi-identifier attributes such as zip_code and age 
that may be known by an intruder. Quasi-identifier attributes are present both 
in the masked microdata as well as in the initial microdata.  

 S1, S2,…, Sr are confidential or sensitive attributes such as diagnosis and 
salary that are assumed to be unknown to an intruder. Confidential attributes 
are present in the masked microdata as well as in the initial microdata.  
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Let KN  = {N1, N2, ..., Ns} be the set of numerical quasi-identifier attributes and  
KC  = {C1, C2,…, Ct} be the set of categorical quasi-identifier attributes. We denote 
by K = {K1, K2,…, Kn } = KN  ∪ KC.  

Let Ni be one of the numerical quasi-identifier attributes for which a hierarchy is 
necessary. The motivations for employing such a hierarchy can be diverse: for use to 
generalize attribute’s values in the k-anonymization process, or for describing 
constraints on that attribute for the constrained k-anonymity model. We denote by V = 
{v1, v2, …, vm} the distinct values of Ni in the dataset IM. Each one of these values can 
have a single or multiple occurrences for Ni in IM. 

We adopt an agglomerative hierarchical clustering approach ([16]) for dynamically 
creating hierarchies for numerical attributes such as Ni. In the agglomerative 
approach, the building (construction) of a hierarchy is guided by the distribution and 
clustering of the values of the target attribute (for which the hierarchy is generated) in 
the dataset to anonymize. 

Specifically, our algorithm to create on-the-fly hierarchies for numerical attributes 
is as follows. First, a set of m nodes is constructed, one node for each of the m unique 
values within the dataset for the numerical attribute of interest. These nodes will be 
the leaves of the tree-like domain value hierarchy HNi for the attribute Ni. From this 
initial set of nodes, the tree is built from bottom to top (i.e. from leaves to root), by 
merging at each step the “closest” two nodes in the current set of nodes. The 
hierarchy is completely built when only one node is left in our current set of nodes; 
this single node is the root of the hierarchy. We will clarify next what closeness and 
distance between two nodes means in our approach, and how a merging of two nodes 
is carried on. An important fact to note is that the resulting hierarchy is a tree, called a 
dendrogram, which is usually not balanced, and which can have its leaves on any 
level under the root. 

Definition 1 (a node in the numerical hierarchy). We will denote each of the m leaf 
nodes in HNi by its representative value vi ∈V, and the set of leaves in HNi by V. Each 
node in HNi, leaf of internal, is characterized by four values:  

 a quantity q (count), representing the number of occurrences of the value or 
set of values that the node represents in the dataset IM, for the attribute Ni,  

 min and max, the minimum and maximum numerical values represented by 
the node, and 

 avg, the average value represented by the node, as a quantification / 
approximation of the centroid of the cluster (i.e. the group of values in the 
dataset that are summarized by the current node in the hierarchy). 

For a leaf node vi, min, max, and avg are the same value (vi), and q is the actual 
number of occurrences of vi in the dataset IM.  

Definition 2 (distance between two nodes in the numerical hierarchy). We compute 
the distance between two nodes Xi = (qi, mini, maxi, avgi) and Xj = (qj, minj, maxj, avgj) 
as |avgi – avgj|, i.e. the distance between the nodes’ centroids. 

The closest two nodes in the current set of nodes are those that present the minimum 
distance between their centroids. 
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Definition 3 (merging nodes in the numerical hierarchy). If the closest two nodes are 
determined to be Xi = (qi, mini, maxi, avgi) and Xj = (qj, minj, maxj, avgj), they are 
merged to create a new node Xk = (qk, mink, maxk, avgk), where: 

 mink  = min(mini, min j), 
 maxk  = max(maxi, max j), 
 nk  = ni + n j, 
 avgk  = (avgi * ni + avg j * n j) / (ni + n j); it can be very simply proved that 

avgk is the average of the cluster of values represented by Xk. 

Both Xi and Xj are made descendants of Xk and are removed from the current node set 
when merged. 

The size of the current set of nodes is therefore reduced by one when two nodes are 
merged, and after m-1 iterations, only one node will remain in the set. This node 
becomes the root of the hierarchy, its min, max, and avg values represent the 
minimum, maximum, and respectively the average of all the values in the dataset for 
the attribute Ni. Its q value represents the number of tuples within the initial set IM. 

We give next the pseudocode for the hierarchy construction algorithm. 
 

Algorithm NumericalHierarchy is 
Input: IM, attribute Ni 

   The distance metric d between two nodes in HNi  
Output: HNi; 
Extract from IM the leaf nodes in HNi, V = {v1, v2, …, 
vm}; each vi ∈ V has: 

- vi.min = vi.max = vi.avg = value vi; 
- vi.q = number of occurrences of vi in IM for Ni; 

HNi = V;  
Repeat  
   (Xi

*, Xj
*) = argmin(Xi, Xj)∈ V × V (d(Xi, Xj)); 

   // merge, in the sense described by Definition 3,  
   // the two closest nodes in V, Xi

*, Xj
*, into Xnew 

   Xnew = Xi
* ∪ Xj*; Xnew has: 

- Xnew.min = min (Xi
*.min, Xj

*.min); 
- Xnew.max = max (Xi

*.max, Xj
*.max); 

- Xnew.q = Xi
*.q + Xj

*.q; 
- Xnew.avg = (Xi

*.avg * Xi
*.q + Xj

*.avg * Xj
*.q) / 

(Xi
*.q + Xj

*.q); 
   Make Xnew parent in HNi for Xi

* and Xj
*; 

   V = V – {Xi
*, Xj

*} ∪ {Xnew}; 
Until (|V| = 1); 
The remaining node in V is the root of HNi; 

End NumericalHierarchy.  
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The hierarchies produced by this algorithm are shaped as binary trees and can be 
very deep, due to how they are created – they can actually have a maximum of m-1 
levels. One possible way to limit the size (height) of this kind of automatically 
generated hierarchy is to cut out some of the levels of the tree, for example, every 
second or third level of the tree. This translates to linking the parents of the nodes on 
the deleted levels to their “grandchildren”; leaf nodes on the levels to delete would 
have to be preserved though, in order not to render the hierarchy incomplete and loose 
values from the attribute’s domain. 

Fig. 3 shows an example of two hierarchies – the original dendrogram and the 
dendrogram with every second level cut out, for the numerical attribute 
education_num, which is a quasi identifier attribute in our experimental dataset. The 
figures are as produced by our GUI application that allows the user to: create new 
hierarchies for numerical attributes, customize them, define generalization boundaries 
(if the hierarchy will be used in constrained k-anonymity), save and load hierarchies 
in a proper format that can be used next for anonymization. 

The complexity of the NumericalHierarchy algorithm is O(m2). This is because, in 
each merging step, the two nodes to be merged (= the two closest nodes in the current 
set of nodes) can only be neighbor nodes in the list of current nodes V, sorted by the 
nodes’ avg. (Therefore, the list V is initially created and will be maintained sorted.) 
Consequently, finding the closest pair of nodes in the current list of nodes V implies 
computing and comparing |V|-1 pairs of nodes. As the size of V evolves from m to 1, 
the overall cost is ∑ ݈ିଵୀଵ , therefore the O(m2). The complexity can still be too large if 
the number of distinct values of Ni in IM is large; this situation can easily occur when 
the numerical attribute under consideration is continuous. In such cases, the algorithm 
can start with a seed set V of nodes that each represents a small bin of values of Ni, 
instead of a single value in Ni. 

3   K-Anonymity and Numerical Quasi-identifier Attributes with 
Hierarchies 

We performed a series of experiments to identify the impact of the new method for 
generating hierarchies for numerical quasi-identifier attributes. In each case, a dataset 
has been k-anonymized with the same algorithm and considering different types of 
hierarchies for the quasi-identifier numerical attributes (predefined or generated on-
the-fly with our method) or no hierarchies at all. The obtained masked microdata have 
been next measured to determine the information loss incurred in the anonymization 
process. For computing the information loss, we used the measure defined in the 
following. (Note that this kind of IL measure is a metric often employed in the data 
privacy domain for assessing the masked microdata quality, and is not related to 
Shannon’s traditional entropy measure.)  

Let K = {K1, K2,…, Kn} be the set of quasi-identifiers for the microdata set to 
anonymize, IM. We consider all of the quasi-identifiers to be numerical. 
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Fig. 3. Examples of different value generalization hierarchies generated dynamically 

Definition 4 (information loss due to generalization). Let cl = {ei1, ei2, …,  eim} be a set 
of m entities from IM, eir |K = (eir

1, eir
2, …, eir

n), for all r = 1..m; |K denotes the 
relational projection operation of a tuple on the set of attributes K. The information 
loss caused by generalizing eir |K , r = 1..m, to the same “tuple”, denoted by IL(cl), is 
defined as follows: 

 If K1, K2,…, Kn do not have hierarchies (i.e., hierarchy-free generalization), 
then eir

k, r = 1..m, are generalized to the interval [mk, M k] = [min(ei1
k, ei2

k,…, 
eim

k),  max(ei1
k, ei2

k,…, eim
k)], for all k = 1..n (hierarchy-free generalization), 

and                                         _ ܮܫሺ݈ܿሻ ൌ |݈ܿ| ൈ ∑ ெೖ ି ೖ௫אಾ|ேೖ ି אಾ|ேೖୀଵ  
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 If K1, K2,…, Kn have hierarchies (predefined or created on-the-fly), then eir
k, 

r = 1..m, are generalized to their first common ancestor in the tree hierarchy 
HKk of the attribute Kk, let it be denoted by the node anck. In this case, ܮܫሺ݈ܿሻ ൌ |݈ܿ| ൈ ∑ ೖ.௫ ି ೖ.௧ሺு಼ೖሻ.௫ ି ௧ሺு಼ೖሻ.ୀଵ  

As it is usually the case, we assume that the internal nodes of predefined 
hierarchies for numerical attributes are also intervals (similarly to the nodes 
of our hierarchies dynamically generated, but without the extra information 
that we maintain when creating the hierarchy). 

We needed to define the new IL measure for numerical attributes with hierarchies, 
adapted from existing ones ([15]), but different from the IL as defined for categorical 
quasi-identifier attributes, to correctly assess the information loss based on hierarchies 
that are not trees with all leaves on the same level (the norm for predefined value 
generalization hierarchies for both numerical and categorical attributes). 

We did not define IL for quasi-identifiers consisting in a combination of numerical 
and categorical attributes, or consisting in numerical attributes some of which had 
hierarchies and some of which did not have hierarchies. However, such definitions 
can be easily produced by extending and combining the previous definitions.  

Our reason to exclusively limit quasi-identifiers to homogeneous combinations of 
numerical attributes, with or without hierarchies, is that we aimed to isolate and study 
the impact on masked microdata quality of using different types of hierarchies in the 
anonymization process. 

Property 1. The maximum information loss for a dataset IM over the quasi-identifier 
attribute set K = {K1, K2,…, Kn} is ݉ܽܮܫݔሺܯܫሻ ൌ |ܯܫ| ൈ ݊, where n = | K | (the 
number of quasi-identifier attributes). 

This maxIL corresponds to the case when all tuples in IM would have each quasi-
identifier attribute generalized to the interval that covers all of its values in the set, or, 
respectively, generalized to the root value of its value generalization hierarchy. The 
proof for the previous statement follows easily from the definition of information loss 
for a cluster of tuples, if the cluster consisted in all the tuples in IM. 

The anonymization algorithm that we used in our experiments is the greedy k-
anonymization algorithm presented in [15]. This algorithm works by creating 
groups/clusters of entities from IM, of size k or more, that will be generalized to the 
same common values for all quasi-identifier attributes. These groups are created one 
at a time, starting from a seed tuple and absorbing one new tuple at a time, until the 
desired size of the group (i.e. k) is reached. A new tuple to include in a group is 
selected to minimize an objective function. The objective function in our case is the 
IL function; therefore, a new tuple is added to a cluster in construction cl if it 
produces a local minimum increase of IL(cl). 

As it can be noticed, the k-anonymization algorithm we used is guided by the same 
measure that we use to assess the masked microdata quality. 
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4   Experimental Results  

To test the impact of numerical hierarchies on anonymization results, we used a 
subset of 1000 tuples from the adult dataset [17]. The quasi-identifier consisted in 3 
numerical attributes: age, education_num, hours_per_week. As said before, we 
considered all of the quasi-identifiers to be numerical, as to avoid the categorical ones 
to impact in any way the anonymization process and the quality of the masked 
microdata. 

We experimented with four settings for the quasi-identifier attributes: 

 Each one of them had predefined hierarchies – these hierarchies are shown in 
Fig. 4; 

 Each one of them had a hierarchy dynamically created with our method; 
 Each one of them had a hierarchy dynamically created, and then adjusted to 

have less levels; essentially, every second level of each hierarchy was 
removed; 

 Quasi-identifier attributes did not have hierarchies (i.e. hierarchy-free 
generalization). 

In each setting, we anonymized the microdata set using the same algorithm ([15]), 
for all possible k values in the range 3-20. Fig. 5 presents comparatively the 
percentage of information loss (actual IL reported to the maximum possible IL) for all 
four cases, for all k values considered in the experiments. It can be seen that the 
hierarchies produced on-the-fly behave reasonably well compared with predefined 
hierarchies that might be created without having a proper understanding of the data 
distribution in the current microdata set. As expected, the best results are obtained 
when hierarchy-free generalization is employed in the anonymization process. 
However, hierarchy-free generalization is not always an option, for example when a 
hierarchy is needed to define and apply generalization bounds for the anonymization 
procedure (such as for the constrained k-anonymous model). The quality of the 
masked microdata decreases when dynamically created hierarchies, from which every 
other level is cut, are used. But this is only to be expected, as roughly half of 
important information reflecting the data distribution is removed from the hierarchies. 

 

Fig. 4. Predefined hierarchies for quasi-identifier attributes education_num (a), age (b) , and 
hours_per_week (c). 

a)
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Fig. 5. IL percentage for k-anonymization with different hierarchy types 

5   Conclusions  

We presented in this paper a new method for dynamically creating hierarchies for 
numerical quasi-identifier attributes, to be used in microdata anonymization. The 
resulting hierarchies represent a valid alternative to predefined hierarchies, and their 
usage generally results in good quality masked microdata, with reasonable 
information loss. Such hierarchies can be easily produced on-the-fly when hierarchies 
are necessary, instead of forcing the user to artificially develop ones that might not 
reflect the properties of the data, therefore negatively impacting the quality of the 
masked microdata. A situation when hierarchies are needed for quantitative attributes 
is when masking the data to the constrained k-anonymity model; this anonymity 
model requires the use of hierarchies for defining maximal allowed generalization 
boundaries. 
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Abstract. Privacy preservation (PP) has become an important issue in the 
information age to prevent expositions and abuses of personal information. This 
has attracted much research and k-anonymity is a well-known and promising 
model invented for PP. Based on the k-anonymity model, this paper introduces 
a novel and efficient member migration algorithm, called eM2, to ensure k-
anonymity and avoid information loss as much as possible, which is the crucial 
weakness of the model. In eM2, we do not use the existing generalization and 
suppression technique. Instead we propose a member migration technique that 
inherits advantages and avoids disadvantages of existing k-anonymity-based 
techniques. Experimental results with real-world datasets show that eM2 is 
superior to other k-anonymity algorithms by an order of magnitude. 

Keywords: Privacy preservation; k-anonymity; information loss; member 
migration technique; eM2. 

1   Introduction 

The vigorous development of information technology has brought many benefits such 
as the ability of storing, sharing, mining data by data mining techniques. However, 
this has a big obstacle of leaking out and abusing privacy. So, as a vital need, PP was 
born to undertake great responsibility of preserving privacy and maintaining data 
quality for data mining techniques. Concurrently focusing on privacy and data quality 
is a tradeoff in PP. In order to preserve privacy, identification attributes such as id, 
name, etc. must be removed. However, this does not ensure privacy since 
combinations of remaining attributes such as: gender, birthday, postcode, etc. can 
uniquely or nearly identify some individuals. Therefore, sensitive information of the 
individuals will be exposed. Such remaining attributes are called quasi-identifier 
attributes [1]. 

The k-anonymity model [1,2,3] is an approach to protect data from individual 
identification. The model requires that a tuple in a table, representing an individual 
with respect to quasi-identifier attributes, has to be identical to at least (k-1)  
other tuples. The larger the value of k, the better the protection of privacy. To obtain  
a k-anonymity model, there are various techniques classified into two types: 
Generalization and Suppression. The Generalization technique builds a hierarchical 
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system for values of an attribute value domain based on the generality of those values 
and replaces specific values with more general ones. This technique is classified into 
two generalization levels: attribute and cell levels. The attribute level replaces the 
current value domain of a quasi-identifier attribute with a more general one. For 
example, the domain of attribute age is mapped from years to 10-year intervals. The 
cell level just replaces current values of some essential cells with more general ones. 
Both levels obtain the k-anonymity model. However, the cell level has the advantage 
over the attribute level of losing less information as it does unnecessarily replace 
many general values, but it has the disadvantage of creating inconsistent values for 
attributes because general values co-exist with original ones. The attribute level has 
consistency of attribute values but loses much information as there are many changes 
to origin data. So, it easily falls into a too general state. Generally, the cell level is 
preferred for its upper hand of less information loss though it is more complicated 
than the attribute level, optimal k-anonymity by the cell level generalization is NP-
hard [16]. Many proposed algorithms as shown in [6,7,8,11,12,14] have used this cell 
level generalization. The Suppression technique executes suppression on original data 
table. The Suppression can be applied to a single cell, to a whole tuple or column [5]. 

Fig. 1 illustrates a k-anonymity example for Student data with attributes Dept, 
Course, Birth, Sex, PCode regarded as quasi-identifier attributes. Table (a) is the 
original data. Tables (b) and (c) are 3-anonymity and 2-anonymity versions of table 
(a), where anonymization is achieved using the generalization at the cell level and 
attribute level, respectively. 

In this paper, we propose eM2 algorithm, a variant of M3AR (a Member Migration 
technique for Maintaining Association Rules) algorithm that we have introduced 
recently in [4]. M3AR tries to achieve the k-anonymity model while maintaining 
 

 

Fig. 1. k-anonymity model on Student data 
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Association Rules set of datasets as much as possible. Both eM2 and M3AR 
algorithms use the novel Member Migration (MM) technique that has been proposed 
in [4] in order to get the k-anonymity model. While M3AR algorithm, however, 
represents a new approach to the PP [4] which preserves data privacy and maintains 
data quality toward a specific data mining technique such as Association Rule, 
Cluster, etc., eM2 algorithm is to represent the traditional approach which also 
preserves data privacy (by obtaining k-anonymity) but it does not concentrate on any 
specific data mining technique. The traditional approach uses general metrics for its 
evaluation of data quality. Some general metrics introduced are Distortion [6], 
Information Loss (IL) [7], Uncertainty [8], CAVG [12]. The MM technique proposed 
with a main purpose is to make it suitable for maintaining Association Rule set. 
Therefore, it has been designed to possess advantages of less information loss of the 
cell level Generalization and consistent attribute values of the attribute level 
Generalization. Beside, the proposed technique, say MM, is also completely suitable 
for the traditional approaches to PP that we will analyze and confirm in this paper. 

The rest of this paper is organized as follows. Section 2 discusses the Member 
Migration technique. Section 3 introduces crucial bases used in the eM2 algorithm. 
Section 4 presents the eM2 algorithm. Section 5 shows our experimental results with 
real-world datasets. Finally, section 6 give concluding remarks of the paper. 

2   The Member Migration Technique 

In this section, we will review the MM technique [4], which will be the cornerstone of 
the eM2 algorithm. This technique firstly groups tuples in original data D into separate 
groups based on the identity of values on a quasi-identifier attribute set and then 
performs a MM operation between every two groups where there is at least one group 
having the number of tuples less than k. A group can perform a MM operation with 
one or more other groups. If a tuple t in a group A migrates to a group B, values of t 
have to change to ones of tuples in group B considering on a quasi-identifier attribute 
set. This technique is illustrated in Fig. 2. 

 

Fig. 2. The MM technique to obtain a k-anonymity model 

Table (a) is the result after grouping tuples in sample data into six separate groups 
based on the identity of values on a quasi-identifier attribute set {Att1, Att2, Att3}. 
Table (b) obtains a 5-anonymity model with four groups after applying three MM 
operations between groups as follows. One member (tuple) in group 5 migrated to 
group 4, values changed from (b,y,β) to (b,x,β). One member in group 5 migrated to 
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group 2, values changed from (b,y,β) to (a,y,β). Two members in group 1 migrated to 
group 2, values changed from (a,x,α) to (a,y,β). 

The MM technique only replaces necessary cell values by other ones in the current 
value domain, so it is easily to see that this technique includes advantages of 
Generalization techniques: less information loss as the cell level Generalization, 
consistent attribute values as the attribute level Generalization. Besides, it has its own 
advantages as follows: no difference between numerical and category attribute; no 
need to build hierarchies for attribute values based on generality; and finally, when a 
receiver gets data D’ modified by this technique, he/she will sense that D’ has never 
been modified. 

Definition 1. A group is a subset of tuples (the number of tuples is greater than zero) 
of a table that has same values considering on a given quasi-identifier attribute set. 

Definition 2. A group is k-unsafe if its number of tuples is fewer than k; otherwise, it 
is k-safe where k is a given anonymity degree. 

Risk. Assume that the desired anonymity degree is k. A group that has the number of 
tuples m (m > 0) will be estimated risk through the function (cf. Appendix A): 
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Consider data D, after grouped, has a set of groups G = {g1, g2, …, gn}, |gi| is the 
number of tuples in the ith group. Then the total risk RiskD of data D is 
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Observation 1. Assume RiskD’ is the risk of data D’. RiskD’ = 0 if and only if D’ has 
achieved a k-anonymity model. 

Proof is simple, using the disproof method. 

Definition 3. Let mgrt(gi→gj):T be a Member Migration operation from gi  to gj 
),( igTji ⊆≠ if values of all tuples in T are changed to values of tuples in gj 

considering a given quasi-identifier attribute set. 

Let mgrt(gi,gj) be possible migrant directions between two groups gi and gj. Then, 
there exists two separate migrant directions, those are from gi to gj with symbol 
mgrt(gi→gj) and from gj to gi with symbol mrgt(gi←gj). So mgrt(gi,gj) = mgrt(gi→gj) 
∪ mgrt(gi←gj). And with two groups gi, gj (i ≠j), it is easy to see that there are at least 
two MM operations that can be performed between them. 

Definition 4. A Member Migration operation mgrt(gi→gj):T is “valuable” when the 
risk of data is decreased after performing that Member Migration operation. 

When performing a MM operation mgrt(gi→gj):T, there are only changes on  risks of 
two groups gi and gj. Therefore, risk reduction of all data is equal to the sum of risk 
reductions in two group gi and gj after performing that MM operation. 
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Theorem 1. If a Member Migration operation mgrt(gi→gj):T is “valuable” then the 
number of  k-unsafe groups in set {gi, gj} after this operation can not exceed one. 

Proof. The case when two groups gi and gj are both k-safe is obviously true. Moreover, 
this case can never happen. Consider the cases when there is at least one k-unsafe 
group, using the disproof method. Assume after performing a “valuable” MM 
operation on gi and gj, we still have two k-unsafe groups. We have two cases as 
follows: 

• Case 1: When both gi and gj are k-unsafe, the total risk of two groups before 
migrating is Riskbefore = 4k-|gi|-|gj|. Assume l is the number of migrant tuples. 
Without loss of generality, assume the migrant direction is mgrt(gi→gj). Since 
the number of k-unsafe groups after migrating is two, the risk after migrating is 
Riskafter = 4k–(|gi|-l)–(|gj|+l) = 4k-|gi|-|gj| = Riskbefore. However, this is a 
“valuable” MM operation, so we have a contradiction. 

• Case 2: One k-safe group and one k-unsafe one. Assume gi is k-unsafe and gj is 
k-safe. Riskbefore = 2k-|gi|. Because we have two k-unsafe groups after the MM 
operation, it is obvious that the migrant direction is mgrt(gi←gj) with the 
number of tuples is l and satisfies two conditions: 0<|gi|+l<k and 0<|gj|-l<k. So 
we have 0<|gi|+|gj|<2k (*). Besides Riskafter = 4k-|gi|-|gj| < Riskbefore = 2k-|gi|, 
that means |gj|>2k (**). From (*) and (**), we have a contradiction. 

 
From two cases above, the theorem is proven. 

3   Preliminaries 

Let the MM technique be open, we only define its bases. The technique do not define 
how to choose two groups for executing a MM operation, or how to determine the 
migrant direction, how many tuples are migrated, or which tuples belonging to a 
group will be chosen for migrating. The technique leaves all these questions to 
algorithms using it in order to have flexible algorithms and a big number of variants. 
This section will present crucial bases, giving answers to those questions, in order to 
adapt the MM technique for the eM2 algorithm. 

3.1   Policies 

This subsection presents three policies that are basic to operation mechanism of the 
eM2 algorithm. Give a group g, original tuples of g is all tuples that g has when it has 
never executed a MM operation with any other groups. Because a group can receive 
from or give to other groups some tuples, let origin(g) be all remaining original tuples 
of g and foreign(g) be all tuples that g has received from other groups. Those policies 
are as follows: 

1. A k-unsafe group once has received tuple(s), it can only continue receiving 
tuple(s); otherwise, when its tuple(s) migrate to another group, it can only 
continue giving its tuple(s) to other groups. Note that this policy does not apply 
to k-safe groups. 
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2. Given two groups gi, gj. Assume we have mgrt(gi→gj):T then T ⊆ origin(gi). 
Because all tuples in origin(gi ) are identical, T can be chosen randomly or from 
the first |T | tuples in origin(gi ). 

3. Consider two groups gi, gj. Since there is at least one k-unsafe group, assume 
that gi is a k-unsafe group. The number of migrant tuples (mgrtN) is determined 
as follows: 
• Case 1: gj is a k-unsafe group. If mgrt(gi→gj) then mgrtN = Min(|gi|,k-|gj|). If 

mgrt(gi←gj) then mgrtN = Min(|gj|,k-|gi|). 
• Case 2: gj is a k-safe group. If mgrt(gi→gj) then mgrtN = |gi|. If mgrt(gi←gj) 

then the mgrtN ≤ Min(k-|gi|, |gj|-k, |origin(gj)|), when Min(|gj|-k, 
|origin(gj)|)=0 then mgrt(gi←gj) is impossible. 

 
Besides determining the number of migrant tuples, policy 3 guarantees every MM 

operation be “valuable”. 

3.2   Metrics 

In this subsection, we present three metrics Distortion, IL and Uncertainty used 
respectively in KACA [6], OKA [7] and Bottom-Up [8] algorithm. Because modified 
data of MM technique is different to that of Generalization techniques, the formulas 
of this metrics are adapted to MM technique that will be proposed in the subsection. 
Besides this three metrics, we also use the CAVG metric employed in [6,8,11,12]. 

Distortion Metric 

All allowable values of an attribute form a hierarchical value tree. Each value is 
represented as a node in the tree, and a node has a number of child nodes 
corresponding to its more specific values. Let t1 and t2 be two tuples. t1,2 is the closest 
common generalization of t1 and t2 for all i. The value of the closest common 
generalization t1,2 is calculated as follows: 
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Let h be the height of a domain hierarchy, and let levels 1, 2, ... , h − 1, h be the 
domain levels from the most general to most specific, respectively. Let the weight 
between domain level i and i −1 be predefined, denoted by wi,i−1, where 2 ≤ i ≤ h. 
When a cell is generalized from level p to level q, where p>q, the weighted 
hierarchical distance of this generalization is defined as: 
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Let t = {v1,v2,...,vm} be a tuple and t’ = {v’1,v’2,...,v’m} be a generalized tuple of t 
where m is the number of attributes in the quasi-identifier. Let level(vj ) be the domain 
level of vj in an attribute hierarchy. The Distortion of this generalization is defined as: 
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Let D’ be generalized from table D, ti be the i-th tuple in D and ti’ be the i-th tuple in 
D’. The Distortion of this generalization is defined as: 
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However, if D’ is modified by MM technique then every tuple ti’ in D’ will be an 
identical tuple or a non-generalized tuple of ti in D. Therefore, if using (6) then 
Distortion(D,D’) = 0, this is not right. The right formula is defined as: 
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Let g1 be a group containing |g1| identical tuples t1 and g2 be a group containing |g2| 
identical tuples t2. t1,2 is the closest common generalization of t1 and t2. The distance 
between two groups in KACA is defined as: 

Distortion(g1, g2)= |g1| × Distortion(t1, t1,2)+ |g2| × Distortion(t2, t1,2) (8) 

However, with the MM technique, (8) is no longer right because there is only some 
tuples in g1 or g2 modified with respect to given quasi-identifier attribute set. The 
right formula for the MM technique is defined as: 

Distortion(mgrt(g1→g2):T)= |T| × ( Distortion(t1, t1,2)+ Distortion(t2, t1,2) ) 
Distortion(mgrt(g1←g2):T’)= |T’| × ( Distortion(t1, t1,2)+ Distortion(t2, t1,2) ) 

(9)

Uncertainty Metric 

Let (A1,…, An) be quasi-identifier attributes, give a numerical attribute Ai. Suppose a 
tuple t=(…, xi, …) is generalized to tuple t’=(…, [yi, zi], …) such that yi ≤ xi ≤ zi (1≤ i 
≤ n). On attribute Ai, the normalized certainty penalty is defined as: 

}.{min}.{max iTtiTti
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Give a categorical attribute Ai. Let v1, …, vn be a set of leaf nodes in a hierarchy tree 
of Ai. Let u be the node in the hierarchy tree such that u is an ancestor of v1, …, vn and 
u does not have any descendant that is still an ancestor of v1, …, vn. u is called closest 
common ancestor of v1, …, vn, denoted by ancestor(v1, …, vn). The number of leaf 
nodes that are descendants of u is called the size of u, denoted by size(u). 

Suppose a tuple t has value v on a categorical attribute Ai. When it is generalized in 
anonymization, the value will be replaced by ancestor(v1, …, vn), where v1, …, vn are 
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the values of tuples on the attribute in the same generalized group. The normalized 
certainty penalty of t is defined as: 
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i
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AattributewrtvaluesdistinctofnumbertheisAwhere
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Let D be a table, D consists of both numerical and categorical attributes, D’ be a 
generalized table of D. The total weighted normalized certainty penalty of D’ is: 
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Depends on whether Ai is a numerical or categorical attribute, )'(tNCP
iA will be 

computed by (10) or (11); wi is weight of attribute Ai. (12) is suitable for 
generalization technique. But with the MM technique, (12) is no longer right because 
NCP(D’) will be zero. For proper with the MM technique, )'(tNCP

iA  in (12) is 

adapted as: 
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Let g1 be a group containing |g1| identical tuples t1 and g2 be a group containing |g2| 
identical tuples t2. The total normalized certainty penalty of a MM operation is 
defined as: 
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IL Metric 

Let D denote a set of records which is described by m numerical quasi-identifier 
attributes N1, …,Nm and q categorical quasi-identifier attributes Ci, …, Cq. Let P = 
{P1,…,Pk} be a partitioning of D, namely, [ ] ( )jiPPDP jiiki ≠Φ=∩=∈ ,...1∪ . Each 

categorical attribute Ci is associated with a taxonomy tree TCi that is used to 
generalize the values of this attribute. With a partition P ⊂  P, let 

)(),(),( PNPNPN iii

��
respectively denote the max, min, and average values of the 

tuples in P with respect to the numerical attribute Ni. Let )(PCi

�
be the set of values of 
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the records in P with respect to the categorical attribute Ci. Let )(PT iC  be the 

maximal subtree of TCi rooted at the lowest common ancestor of values of )(PCi

�
. 

Then the diversity of P, denoted by )(PD��� , is defined as: 
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Let r’, r* be two records, then the distance between r’ and r* is defined as the 

diversity of the set *},'{ rr , i.e., *}),'({ rrD��� . To anonymize the records in P means to 

generalize these records to the same values with respect to each quasi-identifier 
attribute. The amount of information loss occurred by such a process, denoted as 
L(P), is defined as: 

PinrecordsofnumbertheisPwherePDPPL )(.)( ���=  (16)

Therefore, the total information loss of D is defined as: 
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Let D’ be a k-anonymity version of D modified by the MM technique. Assume D’ has 
a set of groups G’={g’1, …, g’m}. If we apply (17) to D’, it means that we apply (16) 
for each g’ in G’, this is not right because there is only some tuples in g’ modified 
with respect to quasi-identifier attributes, and all remaining tuples in g’ do not have 
any modification. In order to satisfy the MM technique, L(D’) is adapted as: 
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Let g1 be a group containing |g1| identical tuples t1 and g2 be a group containing |g2| 
identical tuples t2. The total information loss of a MM operation is defined as: 
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The eM2 algorithm uses all the three metrics: Distortion, Uncertainty and IL. So, in 
order to be convenient, we use a common symbol DIF to denote all this three metrics. 
Give two groups gi, gj, the number of migrant tuples belonging to each migrant 
direction is determined by policy 3. From (9), (14), or (19), we can see that, the 
chosen migrant direction is a migrant direction with less number of migrant tuples 
than the others. 

CAVG Metric 

The metric is defined as the following: 

k
groupstotal

recordstotal
CAVG /)(=  (20)
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The quality of k-anonymity is measured by the average size of groups produced, an 
objective is to reduce the normalized average group size. It is mathematically sound 
and not intuitive to reflect changes being made to D. However, the metric reflects that 
the more its value approaches one the more approximation among sizes of groups is. 

4   The Proposed eM2 Algorithm 

The eM2 algorithm is divided into two processing stages. First is the Initialization 
stage: partition tuples of D into groups, classify those groups into k-safe and k-unsafe 
groups. Time complexity of this stage is O(|D|) as it linearly depends on the size of 
data D. Second is the Process stage: in each while loop, if SelG is null then randomly 
select a group in UG to assign to SelG and find a group g in the rest groups so that 
DIF(mgrt(SelG,g):T) is minimized. If a group g can not be found then the algorithm 
exits from the while loop. Otherwise, perform the MM operation between SelG and g. 
Note that there is at most one k-unsafe group in {SelG, g} after the MM operation (cf. 
Theorem 1), so if there exists the k-unsafe group, it will be assigned to reference SelG 
and processed in the next loop, otherwise SelG = null so that a new k-unsafe group in 
UG is selected randomly and processed in next loop. When the while loop ends, if 
SelG is not null, it will be dispersed by Disperse function. Time complexity of 
Process stage is mainly in while loop because processing time of Disperse function is 
so much fewer than that of while loop. Moreover, SelG is almost null after the loop. It 
is easy to conclude that the time complexity of this stage is O(|UG|*|G|) ≈ O(|G|2). So 
it is also the time complexity of the algorithm. 

eM2 Algorithm 

Input:  The original data D; parameter k; 
Output:  D’ achieved k-anonymity model; 
Variable: G=Ø, SG=Ø, UG=Ø are three sets of groups; SelG=null; 
Begin 

Initialization: 
1. G = set of groups obtained from D; 
2. Divide G into set of k-safe groups SG and 

 set of k-unsafe groups UG; 
Process: 

1. while(|UG|>0) or (SelG!=null){ 
2.   if(SelG==null){ 
3.    SelG=randomly select a group in UG; UG=(UG\SelG); 

} 
4.   Find in UG, SG a group g so that DIF(mgrt(SelG,g):T) is minimized; 
5.   If g is not found then the while loop is broken; 
6.   if(g∈UG){ 
7.    UG=UG\g; 
8.    if(mgrt(SelGÆg):T){ 
9.     Migrate t∈T to g; 
10.   if(|SelG|=0){ 
11.    if(|g|<k) SelG=g; 
12.    else{ SelG=null; SG=(SG ∪ g);} 
13.   }else SG=(SG ∪ g); 
14.  }else{ /* mgrt(SelGg):T */ 
15.   Migrate t∈T to SelG; 
16.   if(|g|=0){ 
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17.    if(|SelG|=k){ SG=(SG ∪ SelG); SelG=null;} 
18.   }else{ SG=(SG ∪ SelG); SelG=g;} 
   } 
19. }else{ /* g∈SG */ 
20.  if(mgrt(SelGÆg):T){ Migrate t∈T to g; SelG=null;} 
21.  else{ /* mgrt(SelGg):T */ 
22.   Migrate t∈T to SelG; 
23.   if(|SelG|=k){ SG=(SG ∪ SelG); SelG=null;} 
   } 
  } 
 }/*end while*/ 
24.if(SelG!=null) Disperse(SelG,SG); 
End 

Disperse(SelG,SG) 
Begin 
1. Return all t∈foreign(SelG) to its initial group. 

Then we have a set of groups G; G=G ∪ SelG. 
2. For each g in G { 
3. if(|g|<k){ 
4.    Find a group g’ in SG so that DIF(mgrt(gÆg’):g) is minimized; 
5.    Migrate t∈g into g’; 
6. } 
} 

End 

Observation 2. After the while loop in the eM2 algorithm finishes, if Disperse 
function is called then the k-unsafe group processed by this function is the final and 
only k-unsafe one. 

The reason for existing a k-unsafe group which can not perform a MM operation with 
any other groups is risen from case 2 in policy 3. 

Proof. Assume SelG is a k-unsafe group that is processed by Disperse function. It 
means that SelG can not perform a MM operation with any remaining groups. So we 
have three conditions as follows: 

1. SelG must have received some tuples from other groups. Because if SelG has 
never received tuple(s) from other group(s), it can give its tuple(s) to other 
groups. This means that SelG can always perform a MM operation with other 
groups. Now, SelG can only receive some tuples (policy 1). 

2. Every k-safe group g in set of k-safe groups (SG) must satisfy Min(|g|-k, 
|origin(g)|) = 0 so that SelG can not perform a MM operation mgrt(SelG←g):T 
with any k-safe group g in SG. 

3. There does not exist any k-unsafe group apart from SelG. Because if there exists 
a k-unsafe group g in set of k-unsafe groups (UG) then g can give some tuples 
to SelG. It means that, we still find a group g which can perform a MM 
operation mgrt(SelG←g):T with SelG. 

 
Only with condition 3, we can see that SelG is the final and only k-unsafe group. 

And line 5 in the eM2 algorithm says that if group g is not found then SelG is the final 
and only k-unsafe one. Therefore, the while loop will be exited and all tuples in SelG 
will be processed by the Disperser function. 
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5   Experiments 

This section presents some experiments using the real world database Adult [13] used 
popularly in experiments of k-anonymity model to verify the performance of our eM2 
algorithm in both execution time and data quality by comparing with three algorithms 
KACA, OKA and Bottom-UP. In their own papers, these three algorithms show that 
they have advantages of data quality and execution time. All algorithms are 
implemented using VB.Net and executed on a Core (MT) 2 Duo CPU 2.0 GHz with 1 
GB physical memory and Windows XP OS. The database Adult has 6 numerical 
attributes and 8 categorical attributes. It leaves 30162 records after removing the 
records with missing values. In our experiments, we retain only six-attribute set {age, 
gender, marital, country, race, edu} considered as quasi-identifier attribute set. With 
Distortion metric, all six attributes are treated as categorical attribute and WHD in (4) 
uses wi,i-1=1/(i-1), it means that β=1. With IL and Uncertainty metrics, age attribute is 
treated as a numerical attribute and five remaining attributes are treated as categorical 
attributes. Table 1 describes the features of these six attributes. 

Table 1. Features of Quasi-identifier Attributes 

Attribute Type # of Values Height
Age Numeric 74 4 
Gender Categorical 2 2 
Marital Categorical 7 3 
Country Categorical 41 3 
Race Categorical 5 2 
Edu Categorical 16 4 

In (12), (13) and (14) we set wi=1 for all attributes. The achieved result is the 
average of three times executing the algorithms with each k. 

Fig. 3 shows comparisons between eM2 and KACA on Distortion, CAVG metrics 
and execution time. With Distortion, eM2 gets approximately with KACA. But 
CAVG and execution time of eM2 is better than those of KACA. 

 

Fig. 3. Compare between eM2 and KACA 
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Fig. 4 shows comparisons between eM2 and Bottom-Up on Uncertainty, CAVG 
metrics and execution time. With Uncertainty and execution time, eM2 gets much 
better than OKA. And with CAVG, eM2 gets better than Bottom-Up but there are not 
much differences. 

 

Fig. 4. Compare between eM2 and Bottom-Up 

Fig. 5 shows comparisons between eM2 and OKA on IL, CAVG metrics and 
execution time. With IL, eM2 gets much better than OKA. Execution time of OKA is 
long (4010 seconds at k=5), but then it quickly reduces when k increases (482 seconds 
at k=30). With CAVG, OKA has a difference with three remaining algorithms; 
CAVG of eM2, KACA and Bottom-Up reduces when k increases, but that of OKA 
increases when k increases. 

 

Fig. 5. Compare between eM2 and OKA 

Execution time of eM2 when using Distortion is higher than that of eM2 when 
using Uncertainty and IL though with the same eM2 algorithm. It means that, 
computation complexity of Distortion metric is higher than that of Uncertainty and IL 
metrics. 

6   Conclusions 

In this paper, our main contribution includes twofold: (i) Introduce an adapted 
Member Migration (MM) technique, proposed recently by our previous research [4], 
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that includes the advantages of the Generalization techniques in the k-anonymity 
model and has its own unique characteristics for ensuring k-anonymity and mitigating 
information loss in general-purpose datasets; (ii) Propose the eM2 algorithm, based on 
the MM technique, that has advantages of data quality and execution time over 
existing state-of-the-art techniques while obtaining k-anonymity. By proposing 
adapted formulas of metrics (cf. subsection 3.2) and carrying out intensive 
experiments, we have shown that the MM technique and eM2 algorithm is completely 
suitable for traditional approach into privacy preservation. 

Besides the k-anonymity model, there is a variety of its variants proposed to 
preserve data out of individual re-identification such as: l-Diversity [15], t-Closeness 
[9], (α, k)-Anonymity [10]. Extending the eM2 algorithm to these models will be of 
our great interests in the future. Furthermore, developing or varying our algorithm to 
deal with other problems in the area of privacy preservation will be also among our 
future research activities. 
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Appendix A: Risk Function FR(m)=2k-m 

The reason for choosing FR(m) = C – m (C = 2k, 0 < m < k, C∈N) is for the 
satisfaction of theorem 1. In the proof of theorem 1, we can see that case 1 does not 
depend on C. So we only consider case 2 (gi is a k-unsafe group and gj is k-safe). We 
have Riskbefore = C-|gi|. Because we have two k-unsafe groups after the MM operation, 
it is obvious that the migrant direction is gi←gj with the number of tuples is l and 
satisfies two conditions: 2 ≤ |gi|+l ≤  k-1 and 1 ≤ |gj|-l ≤ k-1. So we have 3 ≤ |gi|+|gj|≤ 
2k - 2 (*). Besides Riskafter = 2C-|gi|-|gj| < Riskbefore = C-|gi|, that means |gj|>C ≡ 
|gj|≥C +1. So we have |gi|+|gj| ≥ C+2 (**). From (*) and (**) we have C+2 ≤ 2k – 2 
≡ C ≤ 2k – 4 (*’). If (*’) is true, it means that theorem 1 is false. Therefore, for 
theorem 1 to be true, (*’) must be false. In other words, C must satisfy C ≥ 2k – 3. 
Finally, we choose C=2k and FR(m) = 2k – m (0 < m < k). 
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Abstract. The use of production data which contains sensitive information in ap-
plication testing requires that the production data be anonymized first. The task
of anonymizing production data becomes difficult since it usually consists of con-
straints which must also be satisfied in the anonymized data. We propose a novel
approach to anonymize constrained production data based on the concept of con-
straint satisfaction problems. Due to the generality of the constraint satisfaction
framework, our approach can support a wide variety of mandatory integrity con-
straints as well as constraints which ensure the similarity of the anonymized data
to the production data. Our approach decomposes the constrained anonymization
problem into independent sub-problems which can be represented and solved as
constraint satisfaction problems (CSPs). Since production databases may contain
many records that are associated by vertical constraints, the resulting CSPs may be-
come very large. Such CSPs are further decomposed into dependant sub-problems
that are solved iteratively by applying local modifications to the production data.
Simulations on synthetic production databases demonstrate the feasibility of our
method.

1 Introduction

Testing is a cardinal stage in the life-cycle of every information system. It cannot be
performed without data which is usually stored in databases. Clearly, the simplest way
to provide this data to a test environment is to copy it from the production environment.
However, production data often contains sensitive information which should not be
exposed in a non-privileged test environment (such as an external, sometimes even for-
eign, testing group). Thus, the production data must be anonymized before it is copied
to the test environment so that sensitive information is masked from the end-user. How-
ever, the task of anonymizing production data is non-trivial since it must also preserve
certain characteristics (rules) of the original production data for the anonymized data to
be useful for testing. Failing to do so may compromise the testing process. We refer to
this problem as the Constrained Anonymization problem.

Available anonymization tools (e.g. [12,10,11,13]) provide a means of enforcing
common rules, usually a set of predefined integrity rules (such as identity and reference
rules)[6] or simple statistical aggregate rules (such as maintaining the average value of
some field). However, application-specific rules are enforced via anonymization rou-
tines that are developed ad hoc by the user. Although these tools offer powerful scripting
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capabilities which can be used with such routines, a framework that allows translating a
set of application-specific constraints into a set of anonymizing routines without user in-
tervention is clearly missing. Such a framework would drastically decrease the amount
of implementation effort required by the user.

In this paper we propose a novel approach for anonymizing constrained production
data based on the framework of constraint satisfaction problems (CSPs). Following the
formal definition in [14], a CSP is defined by a set of variables, {x1,x2, . . . ,xn} and
a set of constraints, {c1,c2, . . . ,cm}. Each variable xi has a nonempty domain Di of
possible values. Each constraint ci involves some subset of the variables and specifies
the allowable combinations of values for that subset. A solution to the CSP is an as-
signment {x1 = v1,x2 = v2, . . . ,xn = vn} of values to all variables that does not violate
any constraint (known as a complete and consistent assignment). Given the sensitive
information and rules in the production data, we represent and solve the anonymiza-
tion problem as a CSP. Harnessing the power of the well established CSP framework
allows our approach to cope with a wide variety of anonymization constraints that are
supported by this framework.

Two other well known methods for achieving privacy are data encryption and data
generalization (which is commonly used in Privacy Preserving Data Publishing[15]).
However these methods are inappropriate for solving the constrained annonymization
problem. Data encryption cannot be used because encrypted data will not necessarily
conform to the rules defined on the production data and once it is decrypted, the original
production data is exposed. Likewise, when data is generalized, it may violate even the
most basic rules such as value set or identity integrity rules[6].

The remainder of this paper is organized as follows. Section 2 gives a formal defi-
nition of the constrained anonymization problem. Section 3 presents the details of our
CSP-based approach, including a demonstration on a toy example. In Section 4, we
evaluate the performance of our method and demonstrate its feasibility. Section 5 re-
views the related work. Finally, we summarize our results in Section 6 and describe
future research directions.

2 Problem Statement

In this section we formally define the problem of Constrained Anonymization of pro-
duction data:

Definition 1. Sensitive Field (SF): a field in PD whose values must not be disclosed.

Definition 2. Rule (R): A relation/condition defined over a set of fields in PD, which
specifies the legal values that cells in these fields can have. In this paper we focus on
two types of rules: Integrity and Similarity. An integrity rule defines a condition which
must be met for the data to be unimpaired, complete, sound and compliant. An excel-
lent discussion on integrity rules can be found in [6]. For example, an identity rule
on field f that requires all values to be different. A similarity rule is aimed at making
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the anonymized data similar to the production data. For example, a rule that requires
the average of field f in the anonymized data to be the same as in the production data.

Definition 3. Constrained Anonymization: Given a production database PD, a set of
sensitive fields SFs and a set of rules Rs, the objective is to derive the test database,
denoted by T D, from PD so that all fields in SFs are anonymized (i.e., their original
values in the production database are unknown) and all rules in Rs are enforced.

We assume that the user provides SI and Rs. Extracting SI and Rs automatically from
the production data is not within the scope of this paper.

3 CSP Approach for Constrained Anonymization

We now propose a method for solving the constrained anonymization problem by re-
formulating it as a CSP. In our setting, the user provides the following three inputs: (1)
The production database PD, (2) The set of sensitive fields SFs and (3) a set of rules
Rs.

Our method first duplicates the test database, denoted by T D, from PD. Then our
method decomposes Rs into independent rule subsets RSs. Each rule subset RS that
contains at least one sensitive field corresponds to a CSP. First, the set of CSP variables
is defined and then RS is translated into CSP constraints defined over these variables.
This CSP, denoted by CSPRS, is then further decomposed into separate sub-CSPs, de-
noted by CSPSRS. Finally, CSPi ∈CSPSRS is solved and the solutions are stored in T D.
The union of these solutions is a solution to CSPRS and the union of the solutions to
all CSPRS is a solution to the whole anonymization problem. The complete method is
described in Algorithm 1 and its different stages are outlined in Fig. 1. In the follow-
ing subsections we describe the main stages of our method in detail. Subsection 3.5
illustrates the whole process by a toy example.

CSP 
Solving

Solver

5
Production 

DB

2

Duplicate Test 
DB from  

Production DB

1

Rule Set

Sensitive 
Fields

Define CSP 
variables and 
constraints.

3

Test DB

CSP 
Decomposition

4

Rule Set 
Decomposition

Fig. 1. The different stages of the proposed method
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Algorithm 1. constrainedAnonymizationOfProductionData(PD,SFs,Rs)
Input
PD: the production database PD.
SFs: the set of sensitive fields.
Rs: the set of rules.
Output
T D: the test database.

1: T D← PD;
2: RSs← decomposeRuleSet(Rs);
3: for all (RS ∈ RSs∧SF∩FRS �= /0)
4: XCSPRS ,CCSPRS ,CSPs← /0;
5: XCSPRS ← defineCSPvariables(RS,SF,TD);
6: for all (r ∈ RS)
7: Cr← defineCSPconstraints(r,XCSPRS);
8: CCSPRS ←CCSPRS ∪Cr;
9: end for

10: CSPRS←< XCSPRS ,CCSPRS >;
11: Cvertical ,CSPSRS← decomposeCSP(CSPRS);
12: if (Cvertical = /0)
13: for all (CSPi ∈CSPSRS)
14: solve(CSPi,TD);
15: end for
16: else
17: solveByLocalModification(CSPSRS,Cvertical ,T D);
18: endif
19: end for
20: return TD;

3.1 Decomposing the Rule Set

Rules are defined over the fields of PD and either represent relationships within a field
or between different fields. It is possible to decompose Rs into disjoint rule subsets
RSs such that fields of any two rules in the same subset have to be anonymized together
(because they transitively constrain each other through the rules of the subset) and fields
of rules in different subsets can be anonymized independently. This decomposition can
be efficiently done by finding the connectivity components of the rules set graph, GRs,
in which each rule is represented by a vertex and two vertices are connected if the
corresponding rules involve a common field. This rules set decomposition is carried
out in Algorithm 1 by the decomposeRuleSet procedure.

3.2 Defining the CSPs

Some, but not necessarily all of the rule subsets resulting from the previous stage are
translated into CSPs. Denoting FRS as the set of fields which are associated with rules
in RS, when SF ∩FRS �= /0, RS is translated into CSPRS. Otherwise, there is no need to
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translate RS into CSP and the TD values for fields in FRS are untouched. Moreover, for
any field f /∈ ⋃

RS∈RSs FRS, if f ∈ SF , TD values for field f are randomly drawn from
the appropriate domain, otherwise they are left untouched. In words: FRS which does
not contain any sensitive field is simply copied from PD; fields who do not have any
rule defined over them and are sensitive are simply generated; fields who do not have
any rule defined over them and are non-sensitive are simply copied from PD.

Defining the CSP Variables. A CSP variable is defined for each cell in FRS. We
denote xT

i j as the variable that corresponds to the cell in record i, field j and table T .
The domains of xT

i j automatically follow from the data type of the values in the j’th
field of T and, optionally, from other schema definitions (such as value bounds). The
above is conducted in Algorithm 1 by the defineCSPvariables procedure which returns
the set of these variables, denoted by XCSPRS = {xT

i j}.
Defining the CSP Constraints. Whereas rules are defined over fields, the CSP con-
straints are defined over variables that correspond to individual cells. Thus, after XCSPRS

is defined, each r ∈ RS is translated into the corresponding CSP constraints (conducted
in Algorithm 1 by the defineCSPconstraints procedure). For example, consider a rule
requiring that a field f j is unique. This rule will be translated into a single n-ary
allDi f f erent[2] constraint: allDi f f erent(xT

0 j,x
T
1 j...,x

T
(n−1) j), where n is the number

of records in table T . Another example can be a rule that requires the value of field f j

to be larger than the value of field fk. This rule will be translated into n binary gt [2]
constraints: {gt(xT

0 j,x
T
0k),gt(xT

1 j,x
T
1k), ...,gt(xT

(n−1) j,x
T
(n−1)k)}.

Due to the tabular structure of the production DB, the CSP constraints may be of
four possible types:

1. Horizontal: constraints which contain at least one subset of different variables {xT
i j}

that have the same i. Constraints for which all variables have the same i are called
strictly horizontal, e.g. the above gt constraint.

2. Vertical: constraints which contain at least one subset of different variables {xT
i j}

that have the same j. Constraints for which all variables have the same j are called
strictly vertical, e.g. the above allDi f f erent.

3. Mixed: constraints that are both vertical and horizontal.
4. Cross-table: constraints involving variables from different tables. These constraints

may also be any of the other three constraint types.

3.3 Decomposing CSPRS

Once the variables and constraints of CSPRS have been defined, we need to solve it
with a CSP solver1. In many cases, CSPRS will contain a large amount of variables.
As a very common example, consider a CSP resulting solely from the allDi f f erent
constraint previously mentioned and its n associated variables. Solving such a CSP is

1 There are many available CSP packages (both commercial and not) from which the solver can
be chosen. Deciding which package to use must be carefully considered because not all CSP
packages support the required variable domains and/or constraints. Thus, the choice of CSP
package can affect the extendability of the method.
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impractical in many cases due to the overwhelming amount of variables. In general,
it is reasonable to assume that for any solver s, there exists some manageable number
of variables ks (which may vary between different solvers) for which any CSP with
more than ks variables cannot be handled. Thus, our method further decomposes CSPRS

into a set of separate sub-CSPs, denoted by CSPSRS, where the number of variables
in each sub-CSP does not exceed ks (Algorithm 2). This decomposition is based on
the standard CSP decomposition into separate sub-problems according to its constraint
graph[14]. We begin by finding the connectivity components of the constraint graph
associated with CSPRS. Then, constraints from CCSPRS whose variables are part of a
connectivity component of size > ks are removed from CCSPRS . If we assume that the
total number of fields in PD is ≤ ks, only vertical constraints will be removed. The
removed constraints are stored in Cvertical and the standard decomposition is applied on
CSPRS (with the non-vertical set of constraints). This ensures that each CSPi ∈CSPSRS

will involve less than ks variables. We then iteratively merge any two sub-CSPs whose
combined number of variables does not exceed ks

2.

3.4 Solving CSPSRS

If Cvertical is empty, all CSPi ∈ CSPSRS can be solved independently, even simultane-
ously on different machines. That is, each CSPi is formulated in terms of the CSP
solver, solved and the results are stored in TD (this is done by the solve procedure
used in Algorithm 1). However, if Cvertical is not empty, the sub-CSPs in CSPSRS are
dependant and must be solved as one CSP. Fortunately, in the context of Constrained
Anonymization, we can modify the sub-CSPs so that the resulting sub-CSPs are still
dependant but can be solved separately in a sequential manner. A key aspect of our
scenario is the fact that there always exists at least one known solution to any sub-CSP
corresponding to the relevant values in PD. Our method takes advantage of this solu-
tion by repeatedly attempting to make local modifications to it. We refer to this as the
local modifications, or LM heuristic which is described in Algorithm 3. More specifi-
cally, for each CSPi ∈ CSPSRS, we derive and solve a new CSP, denoted by CSP∗i , for
which XCSP∗i = XCSPi and CCSP∗i = CCSPi ∪Cvertical , where any variable from Cvertical not
included in XCSP∗i is replaced by its corresponding value from T D. Since CSP∗i has no
more than ks variables and at least one solution, it is necessarily tractable. If CSP∗i has
exactly one solution, it will necessarily be the set of values currently in T D. Otherwise,
the solution will constitute a local modification that differs from T D to a varying extent
(by up to ks different values).

3.5 A Toy Example

We now demonstrate our method on a toy production database as illustrated in Fig. 2.
We denote the EMPLOYEE table by T E and the BUDGET table by T B. We assume
that all fields in the production DB except age and percent_ f ulltime are sensitive and
that Rs only consists of the following integrity rules:

2 It has been our experience that, when possible, solving fewer problems with a larger number
of variables outperforms solving more problems with a smaller number of variables.
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Algorithm 2. decomposeCSP(X ,C)
Input
X : variable set of the CSP being decomposed.
C: constraint set of the CSP being decomposed.
Output
CSPSRS = {CSPi|CSPi =< Xi,Ci >}: the set of sub-problems for which |XCSPi | ≤ ks,∀i.
Cvertical : the set of vertical constraints from C that link the sub-problems in CSPSRS.

1: Cvertical ,CSPSRS← /0;
2: for all (c ∈C)
3: if (c is vertical and Xc are part of a connectivity component of size > ks)
4: Cvertical ←Cvertical ∪{c};
5: end if
6: end for
7: while (C �= /0)
8: remove constraint c from C;
9: for all (x ∈ Xc)

10: if (∃CSPi ∈CSPs such that x ∈ Xi)
11: Ci←{c}∪Ci;
12: Xi← Xi∪{x j|x j ∈ Xc};
13: else
14: CSPi←< {x j|x j ∈ Xc},{c}>;
15: CSPSRS←CSPSRS∪{CSPi};
16: end if
17: end for
18: end while
19: while (∃CSPi,CSPj ∈CSPSRS : |XCSPi |+ |XCSPj | ≤ ks)
20: CSPi←< (XCSPi ∪XCSPj ),(CCSPi ∪CCSPj ) >;
21: end while
22: return CSPSRS,Cvertical ;

1. The id field of T B is a unique primary key.
2. The id field of T E is a unique primary key.
3. The id field of T E must be a valid cellular phone number that conforms to the

following regular expression pattern: “05[0247][0-9][0-9][0-9][0-9][0-9][0-9]”.
4. The hire_date must be a valid date between the 1/1/2007 and the 12/31/2010.
5. The end_date must be a valid date between the 1/1/2007 and the 12/31/2010.
6. The hire_date must precede the end_date.
7. The following equation must hold: f ulltime_salary·percent_ f ulltime

100 = monthly_pay.
8. The budget_id field is a foreign key which references the primary key in T B.
9. For any budget b, the sum of monthly_pay for all employees funded by b must be

at most the value of the value field corresponding to b.

Note that the resulting anonymized test data may greatly differ from the original produc-
tion data because no similarity rules are defined. Also note that since this toy example
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Algorithm 3. solveByLocalModification(CSPSRS,Cvertical ,T D)
Input
CSPSRS = {CSPi|CSPi =< Xi,Ci >}: a set of CSP sub-problems (generated by the decomposition
stage) for which |XCSPi | ≤ ks,∀i.
Cvertical : the set of vertical constraints that link the sub-problems in CSPSRS.
T D: the test database.

1: for all (CSPi ∈CSPSRS)
2: XCSP∗i ← XCSPi ;
3: CverticalTemp ←Cvertical ;
4: for all ({x|x ∈ Xc∧ c ∈CverticalTemp ∧ x /∈ XCSP∗i })
5: replace x with its corresponding cell value in T D;
6: end for
7: CCSP∗i ←CCSPi ∪CverticalTemp ;
8: CSP∗i ←< XCSP∗i ,CCSP∗i >;
9: solve(CSP∗i );

10: end for

valueid

1571700

1428711

10i j

(a) The BUD-
GET table.

budget_idmonthly_paypercent_fulltimefulltime_salaryend_datehire_dateageid

01062059180002010103120100130305464106160

11311586152502010091520100605225219726961

041047257002010102620101002255082074632

76543210i j

(b) The EMPLOYEE table.

Fig. 2. A production database containing two tables that store company records of employees and
budgets by which their salaries are funded. The record (denoted by i) and field (denoted by j)
indices of the table cells are also indicated.

is very small, we neither apply the rule set decomposition nor the LM approach. The
resulting CSP variables are:

1. {xB
i j|i = 0,1∧ j = 0,1}.

2. {xE
i j|i = 0,1,2∧ j = 0,2,3,4,5,6,7}.

and the CSP constraints are:

1. allDi f f erent(xB
00,x

B
10).

2. allDi f f erent(xE
00,x

E
10,x

E
20).

3. {regular(regexp1,xE
i0)|i = 0,1,2} where regexp1 = “05[0247][0-9][0-9][0-9][0-9]

[0-9][0-9]”.

4. {regular(regexp2,xE
i j)|i = 0,1,2∧ j = 2,3} where regexp2 = “20(0[7-9]|10)(0[1-

9]|1[0-2])(0[1-9]|1[0-9]|2[0-9]|30|31)”.
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5. {xE
i2 < xE

i3|i = 0,1,2}.
6. { xE

i4·xE
i5

100 = xE
i6|i = 0,1,2}.

7. {xE
i7 = xB

00|i = 0,2}and xE
17 = xB

10.

8. xE
06 + xE

26 ≤ xB
01 and xE

16 ≤ xB
11.

The CSP sub-problems after CSP decomposition are:

1. CSP1 =< {xB
00,x

B
10,x

E
07,x

E
17,x

E
27},{allDi f f erent(xB

00,x
B
10),x

E
07 = xB

00,x
E
17 = xB

10,x
E
27 =

xB
00}>.

2. CSP2 =< {xE
00,x

E
10,x

E
20},{allDi f f erent(xE

00,x
E
10,x

E
20),regular(regexp1,xE

00),

regular(regexp1,xE
10),regular(regexp1,xE

20)}>.

3. CSP3 =< {xE
02,x

E
03},{xE

02 < xE
03,regular(regexp2,xE

02),regular(regexp2,xE
03)}>.

4. CSP4 =< {xE
12,x

E
13},{xE

12 < xE
13,regular(regexp2,xE

12),regular(regexp2,xE
13)}>.

5. CSP5 =< {xE
22,x

E
23},{xE

22 < xE
23,regular(regexp2,xE

22),regular(regexp2,xE
23)}>.

6. CSP6 =< {xE
04,x

E
05,x

E
06,x

E
24,x

E
25,x

E
26,x

B
01},{ xE

04 ·xE
05

100 = xE
06,

xE
24·xE

25
100 = xE

26,x
E
06 +xE

26 ≤ xB
01}>.

7. CSP7 =< {xE
14,x

E
15,x

E
16,x

B
11},{

xE
14·xE

15
100 = xE

16,x
E
16 ≤ xB

11}>.

Using the CSP solver provided in the CHOCO package [1], each sub-problem is solved
and the results are inserted into the test DB as illustrated in Fig. 3. A close inspection
will show that all values of the test DB indeed satisfy all Rs.

valueid

19170140

14307131

10i j

(a) The
anonymized
BUDGET table.

budget_idmonthly_paypercent_fulltimefulltime_salaryend_datehire_dateageid

14625453118002010042920100318305766766530

131205484143502010083120100431225443243501

14737055134002010112820081021255701920182

76543210i j

(b) The anonymized EMPLOYEE table.

Fig. 3. The test DB resulting from anonymizing the production DB of Fig. 2

4 Experimental Results

To demonstrate the feasibility of our method, we simulated the anonymization of pro-
duction databases, based on the toy example of section 3.5. The production databases
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were generated by a variation of our anonymization method which relies on the IG
heuristic described in Appendix A. The production databases that were generated dif-
fer by the number of records they contain in the EMPLOY EE (n) tables (the number
of records in the BUDGET table was always n/10). Each production database, was
anonymized using the LM heuristic and without applying any heuristic (NH).

All experiments were conducted on an Intel Core 2 Duo CPU 2.4 GHz personal
computer with 3 GB of RAM, running Windows 7 Enterprise and MySQL 5.136 with
default settings. For the solving stage, we used the CHOCO CSP solver [1], version
2.1.1 with ks = 100 (which was determined in preliminary experiments).

Table 1 compares the time required for anonymization of each production database,
using LM and NH. Since Rs includes two allDifferent constraints, it led to large CSPRS.
Even for relatively small sized n (i.e., 5,000), NH was not able to complete its execution
(denoted by NA in the table). Thus, we could evaluate NH only for the experiments
involving relatively few records (less than 5,000). Regarding LM, even though our
example contained several rules of different types and despite the fact that CSP is NP-
hard in general, the solving process was completed in a reasonable time.

Table 1. Execution time (in seconds) required to anonymize the different production DBs in each
experiment

Heuristic \ n 100 1,000 5,000 10,000 100,000

NH 2 35 NA NA NA
LM 2 13 70 141 2179

5 Related Work

As opposed to encryption and generalization, which derive the test values by modifying
the corresponding production values, our CSP-based approach falls within the category
of data generation methods. Data generation methods derive the test value of each cell
in the database with complete disregard to the original production value of that cell. A
number of data generation methods have been published, each focusing on aspects such
as data dependencies or fast generation of a large amount of data.

In [9], the authors introduce the data dependency graph and describe a modified
topological sort used to determine the order in which data is generated. However, it
is unclear how this method can handle: (1) cycles in the graph; (2) rules that involve
several fields in which no field is explicitly represented as a formula of the others, for
example, X2 +Y 2 = 1. In [4], the authors present a C-like Data Generation Language
(DGL) which allows the generation of data using the definition of its data types, rows,
iterators and distributions. However, dependencies in data (such as foreign keys) must
be explicitly handled by the user. In [8] the authors suggest a parallel synthetic data
generator (PSDG) designed to generate “industrial sized” data sets quickly using clus-
ter computing. PSDG depends on an XML based synthetic data description language
(SDDL) which codifies the manner in which generated data can be described and con-
strained. However, PSDG suffers from the same limitations of [9]. In [3], the authors
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suggest a system to generate query aware data. The system is given a query and pro-
duces data that is tailored to the specific query. However it is not very useful for general
purpose generation of test data for ad hoc testing. In [7], a hardware based technique to
quickly generate large databases on multi-processor systems is described. The authors
focus on low-level implementation details (such as process spawning and table parti-
tioning strategies) to generate data using a dedicated hardware architecture. In [5], the
authors focus on generating data for performance tests. More specifically, they try to
generate data which preserves the query optimizer characteristics of the original data.
The generation process must preserve three data characteristics: consistence, monotony
and dependence between columns. To summarize, as dependencies and rules defined
over fields become more complicated, none of the existing methods is general enough
to handle them.

6 Summary and Future Work

We have presented a novel, CSP-based approach for anonymizing production data
which involves complex constraints. Due to the power of CSP, our method can support
a wide variety of general constraints that are frequently encountered in production data.
Such constraints include not only mandatory integrity constraints but also constraints
that can be defined in order to make the test data similar to the production data.

After formulating the Constrained Anonymization problem as a CSP, we decom-
pose it into separate and smaller sub-CSPs. Often, the resulting sub-CSPs are inde-
pendent and therefore simpler to solve. Nonetheless, sub-CSPs which contain vertical
constraints will remain dependent and intractable due to the overwhelming amount of
variables. In this case, our method modifies the sub-CSPs so that they are still depen-
dant but can be solved separately in a sequential manner. This is possible due to the fact
that there always exists at least one known solution to any sub-CSP which can be taken
from the production database.

We have demonstrated the feasibility of our method by simulating the anonymization
of synthetic production DBs (see Table 1). Our simulations emphasize the necessity of
the proposed heuristics when the production DB contains a typically large number of
records.

In future work we intend to: (1) Develop an automated method for identifying Rs
(both integrity rules and similarity rules), perhaps by analyzing the DB schema and/or
applying various data-mining solutions to the production data; (2) Formally define a
measure of production data anonymization which will allow us to evaluate the quality
of the anonymization algorithm; (3) Improve the performance of our method by solving
independent sub-CSPs in parallel on distributed machines; (4) Evaluate our method on
a real (or a benchmark) database.
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A The Incremental Generation (IG) Heuristic

Consider a setting in which we would like to utilize our CSP approach to generate a
constrained database. In this case the LM heuristic cannot be used since it relies on
modifying an existing solution. Thus, we need a different heuristic to handle CSPSRS

(resulting from the decomposition of CSPRS) when Cvertical �= /0. For some special cases
of Cvertical , we can apply an iterative process in which we solve CSPi ∈CSPSRS based
on previously solved CSPj,∀ j < i. More specifically, in the i’th iteration, we solve a
new CSP, denoted by CSP∗i , for which XCSP∗i = XCSPi and CCSP∗i = CCSPi ∪Cvertical . For
any variable belonging to a constraint c ∈ Cvertical not included in XCSP∗i , if x ∈ XCSP∗j
and j < i, it is replaced by its solution in CSP∗j , otherwise it is removed from Xc. This
Incremental Generation (IG) approach is described in Algorithm 4. Note that when
Cvertical contains only one allDi f f erent constraint (like in our evaluation setting), the
IG heuristic will find a solution to CSPSRS and Cvertical , if and only if, a solution exists
to CSPRS.

Algorithm 4. solveByIncrementalGeneration(CSPSRS,Cvertical ,TD)
Input
CSPSRS = {CSPi|CSPi =< Xi,Ci >}: a set of CSP sub-problems (generated by the decomposition
stage) for which |XCSPi | ≤ ks,∀i.
Cvertical : the set of vertical constraints that link the sub-problems in CSPSRS.
T D: the empty test database.

1: for all (CSPi ∈CSPSRS)
2: XCSP∗i ← XCSPi ;
3: CverticalTemp ←Cvertical ;
4: for all ({x|x ∈ Xc∧ c ∈CverticalTemp ∧ x /∈ XCSP∗i })
5: if (the cell corresponding to x in T D is not empty)
6: replace x with its corresponding cell value in T D;
7: else
8: Xc← Xc \ {x};
9: end if

10: end for
11: CCSP∗i ←CCSPi ∪CverticalTemp ;
12: CSP∗i ←< XCSP∗i ,CCSP∗i >;
13: solve(CSP∗i );
14: end for
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Abstract. Processes in healthcare and socio-assistive domains typically span
multiple institutions and require cooperation and information exchange among
multiple IT systems. In most cases this cooperation today is handled ”manually”
via document exchange (by email, post, or fax) and in a point-to-point fashion.
One of the reasons that makes it difficult to implement an integrated solution is
that of privacy, as health information is often sensitive and there needs to be a
tight control on which information is sent to who and on the purpose for which it
is requested and used. In this paper we report on how we approached this problem
and on the lessons learned from designing and deploying a solution for monitor-
ing multi-organization healthcare processes in Italy. The key idea lies in com-
bining a powerful monitoring and integration paradigm, that of event bus and
publish/subscribe systems on top of service-oriented architectures, with a sim-
ple but flexible privacy mechanism based on publication of event summaries and
then on explicit requests for details by all interested parties. This approach was
the first to overcome the privacy limitations defined by the laws while allowing
publish/subscribe event-based integration.

Keywords: interoperabilty, SOA, EDA, privacy enforcement.

1 Introduction

Recently we are assisting to a strong commitment of the public administrations to-
ward e-government projects focused mainly on the dematerialization of the adminis-
trative processes, to monitor, control and trace the clinical and assistive processes with
a fine-grained control on the access and dissemination of sensitive information. Such
processes involve both private and public organizations from the social and healthcare
domain providing a variety of services, from food delivery to house cleaning, telecare
and nursing outside the hospitals. Typically these processes span multiple institutions
and to support their integration or, as a minimum, to monitor their execution, some
degree of integration among the IT systems of these institutions is necessary.

Application Integration poses many well-known problems in terms of bridging the
different protocols and data models of the various systems involved. In this paper we
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study these problems from a privacy perspective. Specifically, our goal here is to report
on the problems, solutions, and lessons learned from the development and deployment
of a large integration project called CSS, aimed at monitoring healthcare and social
processes across the different government and healthcare institutions in the region of
Trentino, Italy. Trentino was used as a pilot region in Italy, and the results will next be
applied at the national level.

The project allows the cooperation of applications from different agencies (both
public and private) to provide high quality clinical and socio-assistive services to the
citizens. The institutions to be integrated range from small civic centers to the regional
government. As such, they are very high in number and very heterogeneous in na-
ture. Furthermore, institutions progressively join the integrated CSS process monitor-
ing ecosystem, so that an additional challenge lies in how to facilitate the addition of
new institutions. From a data privacy perspective, these kinds of scenarios present tough
challenges, such as:

– how to make it simple for all the various data sources to define the privacy con-
straints and enforce them. Simplicity here is the key as otherwise the complexity of
the information system and in some cases also of the law make the problem already
hard to tackle, and unless the privacy model remains really simple it is very hard to
understand which information is protected and to what extent.

– how to achieve patient/citizen empowerment by supporting consent collection at
data source level (opt-in, opt-out options to share the events and their content)

– how allow monitoring and tracing of the access request (who did the request and
why/for which purpose?)

– how to support the testability and auditability of privacy requirements: owners of
data sources often require that the privacy rules they are asked to define can be
tested and audited so that they can be relieved of the responsibility of privacy
breaches.

In the paper we show how we addressed these challenges, the lessons we learned, and
the extent to which they can be generalized. In a nutshell, the solution we adopted is
based on the following observations and decisions:

– First, we integrate systems based on events. Performing process analysis via a tradi-
tional data warehousing approach is not feasible as it would be too complex to dive
into each of the information sources because of their number and diversity. Instead,
we ask each source to model and distribute only the events which are relevant from
the perspective of the process to be monitored. In this way the sources can focus
only on getting the information needed for those events.

– Second, we realized that each data source owner wants to define their own privacy
rules (even if they have to obey the same law). Hence, there cannot be a single
institution acting as centralized data collector (e.g. the one that manages the CSS
platform) that can define the privacy rules. However, defining the privacy rules on
the source information system is complex and requires technical expertise that we
cannot assume the data source owner (e.g. administrative and medical staff) has. We
address this problem by defining privacy rules on events that, as we will see, not
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only makes specifications relatively simple, they also avoid the danger of having
over-constrained privacy specifications.

– Third, in many cases consumers do not need all the details that are generated by a
data producer. We want to be able to define and control in a fine-grained manner
which data is delivered to consumers. Privacy rules are dependent on which insti-
tutions is consuming the data. One of the problem in this case is who will decide
which data can be transferred from the data sources to third party entities. We ad-
dress this via a fine-grained, purpose-based, two-phase access control mechanism
where each source initially exposes (publishes to the consumer) events that are
only partially specified, just enough for the consumer to understand if they need
more detail. Then, each interested consumer must explicitly request the details to
the source (along with a purpose statement), via the CSS platform. This protocol al-
lows sources to specify different visibility rules based on explicitly stated purposes,
which makes the approach compliant with privacy regulations.

We have experienced that these ingredients taken together make the system easy to
use and also legal from a privacy perspective, as well as easy to audit and test. In the
following we describe the scenario in more detail and then present the solution that CSS
provides.

2 The Scenario

Figure 1 shows the main actors involved in the social-health scenario and the flows
of communication among them that today occurs mainly on paper. In this scenario,
a patient needs healthcare and socio-assistive assistance (socio-health care services).
The patient interacts with healthcare and social service providers (socio-health care

Fig. 1. Social and Health local scenario



Privacy Preserving Event Driven Integration 57

service providers) such as doctors, social workers, or third parties service providers.
The providers communicate mainly via documents or mail and, in some cases, by e-
mail. Most of the times the patients themselves should bring their documents from
office to office.

Typically each service provider has to provide data at different level of granularity
(detailed vs aggregated data) to the governing body (province or ministry of health and
finance) for accountability and reimbursement purposes. The governing body also uses
the data to assess the efficiency of the services being delivered.

In this scenario is easy to have unintentional privacy breaches, as the data owners
(doctors, social workers and third party assistance providers) that collect the data from
the patients do not have any fine-grained control on the data they exchange or send to the
governing body. Very often, either they make the data inaccessible (over-constraining
approach) or they release more data than required to the others to complete their job in
conflict with the principle of minimal usage [12].

Furthermore, as there is no central controller of the data access requests there is no
way to trace how data is used by whom and for what purpose and to be able to answer
to auditing inquiry by the privacy guarantor or the data subject herself.

3 State of the Art

In this section we will briefly analyze the state of the art related to business process
interoperability, data interoperability and privacy management. We focus on the health-
care field but the considerations we did are valid also in more general contexts. Service
Oriented Architecture (SOA) [1] through web services are emerging as the standard for
interoperability in intra-domain situations. One of the major problems of the SOA pat-
tern is the point-to-point synchronous interaction that is established between involved
actors. Event Driven Architectures (EDA) decouples service providers and consumers
through asynchronous messaging and solves the point-to-point communication prob-
lem of SOA. In our project is adopted an Event Driven SOA approach [15] in which
involved entities exchange the data through Web Service invocation and the Data Con-
troller implements a Publish/Subscribe [10] event-driven model that allows many enti-
ties to subscribe to the same type of event.

One of the peculiarity of the Health domain is that it is characterized by extremely
sensitive data and one of the main constrains in developing eHealth systems (EHR, PHR
etc) is that the data should remain under the responsibility of the owners (i.e. producers).
One possible solution, proposed by consortium like IHE - Integrating the Healthcare
Enterprise [11] and applied in various eHealth projects [4] [18] [17], proposes a central
registry with searching and data management functionalities over meta data that links
and describes the data generated by producers. Various implementations of registries
like UDDI, ebXML, XML/EDI [22] are available. The most appropriate in terms of
flexibility, interoperability and adoption for the Health domain [9], that is adopted in
our project is ebXML by OASIS [3].

The problem of privacy and security management in multi-domain environment
where multiple heterogeneous entities are involved like in our scenario has a growing
importance. The main problems are how to express and how to apply privacy constraint
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in a multi-domain environment. One possible approach of dealing with privacy is by
defining constraints on the data at the moment the data is released to a third party [5].
Current privacy policy languages like P3P [19] and access control languages like IBM’s
EPAL or OASIS’ XACML [2] allow to express privacy requirements in terms of the au-
thorized purposes for the use of the data. In the SOA context various XML standards [23]
that are more suitable in a distributed and inter-applications communication have been
defined. The eXtensible Access Control Markup Language (XACML) [16] is a standard-
ized security-policy language that allows an enterprise to manage the enforcement of all
the elements of its security policy in all the components of its information systems.

XACML is mainly used for document-level access control that is too limited to sup-
port a fine-grained security enforcement. In some extensions like [6], XACML is used
mainly to evaluate runtime requests on entire documents on an allow/deny model. In
[14] is proposed a slightly different approach in which a query rewriting technique is
used to provide to users with different access rights different views on data. In [8] is
proposed a fine-grained solution that allows the definition and enforcement of access
restrictions directly on the structure and content of the documents. For each request the
system provides a specific XML response with the associated Document Type Defini-
tion (DTD). We apply the same idea but using XML schema (XSD) [21] instead of DTD
because of more compliance with a Web Service based architecture. Furthermore our
approach does not imply modification of Web Services interfaces and messages schema
for each requests in order to provide a simpler solution for the involved entities that has
heterogeneous level of ICT expertise.

However, all languages summarized before are not intuitive enough to be used by
a privacy expert to express even simple constraints. They require a translation step to
make the privacy constraints enforceable on the data schema. To overcome this problem
we proposed a web application that provides an intuitive step-by-step policy configura-
tion process. The definition process considers single events and it does not require any
knowledge of underlying sources DB schema.

4 Event-Based Architecture

The CSS platform derives from a in-depth study of the healthcare and socio-assistive
domains conducted in synergy with the Social welfare Department, the Health Care
Agency, the two major municipalities and local companies providing telecare and
elderly services in the Trentino region. In particular, we analyzed, together with the
domain experts, the clinical and assistive processes to be monitored that involves all the
partners to: identify the organizational and technological constraints of the IT systems
in use, capture the business processes executed and the bits of data they produce and
exchange with each other. This process-oriented analysis approach relieves us from the
internal complexity of the single information sources as it focuses only on the ‘visible’
effects of the business processes captured by data events.

Events are the atomic pieces of information exchanged between data producers and
data consumers according to event-based architectural pattern [15]. The infrastructure
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driving events from the sources to destinations is SOA based implemented with web
services on top of an enterprise service bus that allows for event distribution across all
interested parties.

A data event signals a change of state in a source system that is of interest to the
other parties (e.g. the completion of a clinical exam by an hospital is of interest to the
family doctor of the patient) and should be traced and notified to them. The composition
of data events on the same person produced by different sources gives her social and
health profile the caregivers needs to take care of her.

An event is described by two types of messages: notification and detailed message
(in the rest of the paper we will use message and event interchangeably). Together
they fully characterize the occurrence of an event but at a different levels of detail and
sensitiveness:

– the notification message contains only the data necessary to identify a person (who),
a description of the event occurred (what), the date and time of occurrence (when)
and the source of the event (where). It contains the identifying information of a
person but not sensitive information.

– the detail message contains all the data associated to an event generated during the
assistance process (e.g. the result of a clinical trial or the report of a psychological
analysis) that may be particularly sensitive and for this reason is maintained at the
sources.

It is like if the profile of a person is represented by a sequence of “snapshots”
(the events) and each snapshot has a short description of meta-data that explains
where, when and by whom the “photo” was taken and what’s the picture about
(i.e., notification message); the picture is the detail (the detail message) and you can
see part of it only if the owner of the picture gives you the permission. A consumer
will ask for the detail only if necessary based on the short information in the notification.

As shown in Figure 2 the central rooting node of the CSS platform is represented
by the data controller that maintains an index of the events (events index, implemented
according to the ebXML [3] standard) as it stores all the notification messages pub-
lished by the producers and notifies them automatically to the interested parties that
has previously subscribed to the corresponding classes of event. The detail messages
are maintained only in the producer’s system as owner and responsible body for that
sensitive information.

This dichotomy is what makes the architecture compliant to the national privacy reg-
ulations [13], [12] which prohibits the duplication of sensitive information outside the
control of the data owner.

In the next section we will explain in more details how the data producer could define
the privacy policies that regulates the use of the events and in particular the distribution
of the notifications and the access to the details. Notifications are sent only to authorized
consumers that can ask more details for specific purposes. This allows a fine-grained
access control and allows the data source to hide part of the details to certain consumers
depending on their functional role in the organization (e.g. social welfare department
or radiology division) and purposes of use. The data controller is in charge of applying
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Fig. 2. General event-based architecture for the cooperation of healthcare and socio-assistive
systems

the privacy policies to retrieve only what the consumer is authorized to see from the
producer. It also offers the following services and functionalities:

– support both data producers and data consumers in joining the CSS platform and
in particular: the data producer declares the classes of events it will generate in the
event catalog and defines the privacy policies for their use by means of the visibility
rule manager; the data consumer subscribes to the classes of events it is interested
in;

– receive and store the notification messages and deliver them to the subscribers by
means of a service bus (in the current prototype we customized the open source
ESB ServiceMix [20]). The identifying information of the person specified in the
notification is stored in encrypted form to comply with the privacy regulations;

– resolve request for details from the data consumer by enforcing the privacy policies
and retrieving from the source the required and accessible information;

– resolve events index inquiry;
– maintains logs of the access request for auditing purposes;

The data controller acts as a mediator and broker between data sources and consumers
and is the guarantor for the correct application of the privacy policy for retrieving the
details and exploring the notifications. A data consumers can query the events index to
get the list of notifications it is authorized to see without necessarily subscribe to the
corresponding notification messages.

The decoupling between notification messages and detail messages is not only ‘struc-
tural’, as they are carried in different XML messages, but also temporal: typically a data

Fig. 3. Privacy Constraints elicitation and enforcement approach
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consumer gets from the events index (either by automatic notification or by querying
the index) an event and only at a later time it asks for the corresponding details. Re-
quests for details may arrive to the data controller even months after the publication
of the notification. This requires the data producer the capability to retrieve at any time
the details associated to a past notification. These functionalities are encapsulated in the
local cooperation gateway provided as part of the CSS platform to further facilitate the
connection with the existing source systems. This module persists each detail message
notified so that they can be retrieved even when the source systems are un-accessible.

5 Event-Based Privacy Constraints

The participation of an entity to the architecture (as data producer or data consumer) is
conditioned to the definition of precise contractual agreements with the data controller.
The contract between a data source and the data controller constraints how the data
could be accessed by a third party and in particular:

– which data consumers could receive notifications (routing rules)
– how many details the data consumer could obtain from a request for details (details

rules)

The data controller is not able to define such rules as it does not know which part of the
event detail is really sensitive and which instead are its safe usages. On the other hand
for the data source the definition of privacy rules that can be directly enforced in the
system (e.g. in XACML [23]) is a complex and tedious task as it has to do it for each
class of event details and requires technical expertise the typical privacy expert does not
have.

To facilitate the data sources in this task we support the whole lifecycle of an event
from the definition of the privacy policies (routing and detail rules) to their enforcement
to resolve details requests.

In particular, we provide a GUI for the intuitive definition of the privacy policies
on each class of events (Privacy Requirements Elicitation Tool) that produces policies
that are directly enforceable in the system, a module that matches a detail request with
the corresponding privacy policy (Policy Enforcer), and a module to be installed at the
sources for the enforcement of the detail rules of a privacy policy in case a request is
authorized (Local Cooperation Gateway).

The data producer declares the ability to generate a certain type of event (the Event
Details). The structure of the event is specified by an XSD that is ‘installed’ in an
event catalog module. The event catalog, as the structure of its events, is visible to any
candidate data consumer that has previously signed a contract with the data controller to
join to the cooperation architecture. In order to subscribe to a class of event (e.g. a blood
test) or to access to its data content, the data consumer (e.g. a family doctor) should have
the authorization by the data producer. If there is not already a privacy policy defined for
that particular data consumer the data producer (that in that case could be the hospital)
is notified of the pending access request and it is guided by the Privacy Requirements
Elicitation Tool to define a privacy policy. Such a privacy policy defines if the family
doctor has access to the event blood test and for which purpose (e.g. for healthcare
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treatment provisioning) and which part of the event he/she can access (e.g. the results
regarding an AIDS test should be obfuscated).

It is important to note that the whole privacy policy elicitation process for the def-
inition and storage of the privacy policies is centralized in the data controller but the
resolution of a detail request is in part delegated to the source. More specifically, it is
up to the data controller to find a privacy policy that matches a detail request (policy
matching phase) and to apply the policy but it is let to the data source to return to the
data controller a detailed event that contains only the data allowed by the policy (policy
enforcement).

This approach has the following advantages:

– once the data sources have defined the privacy policies they do not need to keep
track of the data consumers and data usage purposes as this is done by the data
controller in charge of them. The data controller acts as guarantor and as certificated
repository of the privacy policies

– it is never the case that data not accessible by a certain data consumer leaves the
data producer

– the architecture is robust and flexible to changes in the representation of the privacy
policies as the policy enforcement at the data controller is decoupled from the event
details retrieval at the data producer

– it does not require any expertise to the data producers to define the privacy policies.

We assume that the partners are trusted parties and so we do not deal in this work
with identity management. However, we plan to include as future extension of the in-
frastructure identity management mechanisms that are currently under development at
the national level [7] for the identification of the specific users accessing the informa-
tion, to validate their credentials and roles and to manage changes and revocation of
authorizations in a policy. The security management mechanisms is also defined at the
national level (e.g. PdD [7]) for message encryption and identity management and will
be adopted when our solution will pass from a testing phase to the final release.

In the next two sections we describe more in details how the privacy policy elicitation
and enforcement phases are performed.

5.1 Elicitation

As explain above the data consumer defines a privacy policy for each type of event (i.e.
Event Details). We are using XACML to model internally to the Policy Enforcer mod-
ule the privacy policies. According to the XACML notation [16], a policy is a set of
rules with obligations where a rule specifies which actions a certain subject can per-
form on a specific resource. The obligations specifies which operations of the triggered
policy should be executed at enforcing time (e.g. to obfuscate part of the resource). In
our architecture an action correspond to a purpose of use (e.g. healthcare treatment,
statistical analysis, administration).

A subject is an actor reflecting the particular hierarchical structure of the organiza-
tion. For example, an actor could be a top level organization (e.g. ‘Hospital S. Maria’)
or a specific department inside it (e.g. ‘Laboratory’, ‘Dermatology’).

We consider an event details as a list of fields e = {f1, . . . fk}.
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Definition 1. Let E(Di) = {Di.e1, . . . , Di.en} be the classes of event details gener-
ated by the data producer Di for i = 1, . . .N and let MN(Di.ej) and MD(Di.ej) be
respectively the notification and detailed messages that are instances of the event ej

generated by Di.

We define Events Catalog, E = ∪D1,...DN EDi . Basically, the event catalog contains all
the types of event details that the data producers could generate. Furthermore, we call
Events Index the set of all the notification messages generated by the data producers
D1, . . . , DN , that is I = ∪N

i=1MNDi.ej .
For each type of event details and type of usage the data producer D defines a privacy

policy.

Definition 2. Let E(D) = {D.e1, . . . , D.en} be the set of events a data source D
could produce. We define PD = {p1, . . . , pn} the set of privacy policies defined by D
where pi = {A, ej, S, F} such that:

– A is an actor that can ask for an event details
– ej ∈ E is a type of event details
– S is a set of purposes
– F is a set of fields where F ⊆ ej

Intuitively, a privacy policy indicates which fields F of an event details of type ej could
be accessed by actor A, for the purposes S. For example, the privacy policy p = { Na-
tional Governance, autonomy test, statistical analysis, 〈age, sex, autonomy score〉}
allows the statistical department of the National Governance to access to age, sex and
autonomy score for the event details of type autonomy test to perform statistical analy-
sis on the needs of elderly people.

We apply the deny-by default approach so that unless permitted by some privacy
policy an Event Details cannot be accessed by any subject. With this rule semantics the
obligations specify which part of the Event Details is accessible by a certain subject for
some purposes. Notice also that a subject can issue only read requests for an event type.

5.2 Enforcement

Definition 3. Given a privacy policy p = {A, ej , S, F} and an event request r =
{Ar, τe, Sr} we say that p is a matching policy for r if ej = τe ∧Ar = A ∧ Sr ∈ S.

Intuitively a policy matches a certain request if it refers to the same type of event details
and actor and if the requested purpose of usage is allowed by the policy.

Definition 4. Given the privacy policy p = {A, ej , S, F} and the event instance e of
type τe we say that e is privacy safe for p wrt to the request r = {Ar, τe, Sr}, i.e.
e |=r p, if p is a matching policy for r and �f ∈ τe such that (e[f ] is not empty
∧f /∈ F ) where e[f ] is the value of f in e.

Intuitively an event satisfies a privacy policy if it does not expose any field that is not
allowed by the policy.

If an event instance e is privacy safe wrt to a request r for all the policies in a set P
we write e |=r P meaning that e |=r pi, ∀pi ∈ P .
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Algorithm 1: GETEVENTDETAILS(R) 	→ e
Require: R = {a, τe, eID, s} �= ∅

P set of policies defined by the data consumers
Ensure: e |=r P
1: src eID ⇐ retrieveEventProducerId(eID)
2: 〈A, ej , S, F 〉 ⇐ matchingPolicy(R)
3: if evaluate(〈A,ej , S, F 〉, R) ≡ permit then
4: return getResponse(src eID,F )
5: end if
6: return deny

Algorithm 2:
GETRESPONSE(src eID, F ) 	→ e
Require: src eID �= NULL, F �= ∅
Ensure: e |=r P
1: d ⇐ getEventDetails(src eID)
2: return parse(d,F )

Privacy policies comes into play in two distinct moments of the events life-cycle and
in particular at subscription time and at access time (request for details and event index
inquiry).

In order to subscribe to a class of notification events the data consumer should be
authorized by the data producer that means there should be a privacy policy regulating
the access to the corresponding event details for that particular data consumer. If such
a privacy policy is not defined then, according with the deny by default semantics, the
subscription request is rejected. The inquiry of the event index is managed in the same
way as also in this case the data consumer is asking for notifications.

The request for details resolution is more articulated and we will describe it more in
depth with a focus on the specific architectural components involved.

A request for details requires to specify the type and identifier of the event to be
obtained from the source. This information is contained in the notification message that
is a pre-requisite to issue the request for details and grant that only the data consumer
notified by a data producer can access the details. The notification is obtained either
automatically by means of the pub/sub service offered by the infrastructure or by direct
inquiry of the event index.

Figure 4 shows the internal components of the Policy Enforcer module in the data
controller which are in charge of receive the request for details from the data consumer,
retrieve the matching privacy policy associated to the Event Type and Event ID specified
in the request, apply and evaluate the policy against the request and finally return a
response with the result of the authorization decision. The result is an event details with
values only for the fields authorized by the matching policy.

The components which constitute the Policy Enforcer are based on the XACML
Specification.

Algorithm 1 (getEventDetails(R)) shows the actions performed by the policy en-
forcer to resolve an authorization request R issued by a data consumer a to access to the
event with identifier eID and type τe for purpose s. The main steps are described below:

1. The authorization request is received by the Policy Enforcement Point (PEP).
Through the Policy Information Point (PIP) it retrieves the corresponding local
event ID (src eID) valid in the data producer of the event. This mapping step is
necessary as the event identifier distributed in the notification messages (eID) is
a global artificial identifier generated by the data controller to identify the events
independently from their data producers.
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Fig. 4. Detail request resolution and privacy policy
enforcement

Fig. 5. Mapping in XACML request
notation

2. The PEP sends the request to the Policy Development Point (PDP). The PDP re-
trieves the matching policy associated to the data producer, the data consumer and
the resource: 〈A, ej , S, F 〉.

3. The PDP evaluates the matching policy and sends the result to the PEP. If there is
no matching policy for the request or the evaluation fails the response will be deny
and an Access Denied message is sent to the data consumer.

4. If the matching policy successfully evaluates the request (permit decision), the PEP
asks the allowed part of the event details (F ) to the data producer (i.e. the owner of
the resource). Basically the producer applies the obligations in the policy.

Algorithm 2 shows the actions performed by the data producer in the
getResponse(src eID, F ) method and in particular:

1. retrieves the Event Details from the internal events repository at the Local Cooper-
ation Gateway;

2. parses the Event Details to filter out the values of the fields that are not allowed and
produces the Privacy-Aware Event to be sent to the data consumer.

Notice that only the data accessible to the data consumer leaves the data producer.
Fields that are not authorized are left empty. The data controller is a trusted entity
which performs the application of policies, can trace the request of access and does the
message routing between data producers and data consumers.

The architecture of the policy enforcer reflects XACML but the way we interact with
the data producer and data consumer is independent from the underlying notation and
enforcement strategy. As shown in Figure 5 the request for details of the data consumer
is mapped to an XACML request by the policy enforcer. Similarly, the getResponse
method does not depend on the policy but only on the fields to be included in the event
details.

6 Privacy Requirements Elicitation Tool

Figure 6 shows the Dashboard of the Privacy Rules Manager the data owner will use to
define the privacy policies. She can define one or more privacy policy rule for each type
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Fig. 6. Dashboard of the Privacy Rules Manager

Fig. 7. Privacy Policy definition tool
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Fig. 8. Example of Privacy Policy

of event. Figure 7 shows the UI for the definition of an instance of privacy policy. The
user can select (i) one or more items from the list of fields in the event details type, (ii)
whom (i.e. ore or more OUs as consumers) and (iii) the admissible purposes. Privacy
rules are saved with a name and a description. Optionally the user can specify a validity
date that limits the application of the rule for a certain time window. This option is
particularly useful when private companies are involved in the care process and should
access to the events of their customers only for the duration of their contract.
Some of the advantages of the UI are listed below:

– it is very intuitive to use as it does not require any knowledge of XACML but it
asks to the user to define a policy in terms of actor, type of event to protect and
admissible purposes of use;

– it automatically generates and store in a policy repository the privacy policy in
XACML format.

In Figure 8 we provide an example e of a privacy policy that allows a user with role family
doctor (lines 7-10) to access the event of type HomeCareServiceEvent (lines 13-16) for
HealthCareTreatment purpose (line 20). In particular, only the fields PatientId, Name and
Surname of the details are accessible (line 25-36).
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7 Conclusions and Future Work

In this paper we proposed and implemented a solution that respects national standards
both in application cooperation and in privacy. The approach allows us to couple the
benefits of a pub/sub event-based system (decoupling of publishers and subscribers)
with a privacy approach that is compliant with the privacy laws typically adopted in
managing healthcare information, as validated with privacy compliance experts. The
system provides services for policy definition and application but does not dig into
the data that travels from sources to destinations and improves the control on data ex-
changes and consumption by validating and logging all data requests and exchanges.
The informatization of data flows permits also to avoid privacy violations caused by
manual importing into systems (operators does not input anymore data into systems).
The privacy requirements elicitation tool is very intuitive and can be used by privacy
experts that does not have sufficient knowledge on underlying DB schema.

We already develop all the components of the infrastructure (routing, storage and
privacy aware details retrieval of the events) and tested it with sample data given by the
data providers. The Web Interfaces for the definition of the privacy rules are still under
development to take better into account the requirements of accessibility of the partners
as shown in the mockup implementation of the User Interface in Figure 6 and 7.

The system can be used also directly by the citizens to specify and control their
consent on data exchanges. This possibility will acquire more importance considering
that the CSS is the backbone for the implementation of a Personalized Health Records
(PHR) in Trentino.
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Abstract. In an outsourced database framework, clients place data man-
agement with specialized service providers. Of essential concern in such
frameworks is data privacy. Potential clients are reluctant to outsource
sensitive data to a foreign party without strong privacy assurances beyond
policy “fine–prints”. In this paper we introduce a mechanism for executing
general binary JOIN operations (for predicates that satisfy certain prop-
erties) in an outsourced relational database framework with full compu-
tational privacy and low overheads – a first, to the best of our knowledge.
We illustrate via a set of relevant instances of JOIN predicates, including:
range and equality (e.g., for geographical data), Hamming distance (e.g.,
for DNA matching) and semantics (i.e., in health-care scenarios – map-
ping antibiotics to bacteria). We experimentally evaluate the main over-
head components and show they are reasonable. For example, the initial
client computation overhead for 100000 data items is around 5 minutes.
Moreover, our privacy mechanisms can sustain theoretical throughputs of
over 30 million predicate evaluations per second, even for an un-optimized
OpenSSL based implementation.

1 Introduction

Outsourcing the “database as a service” [24] emerged as an affordable data
management model for parties (“data owners”) with limited abilities to host and
support large in-house data centers of potentially significant resource footprint.
In this model a client outsources its data management to a database service
provider which provides online access mechanisms for querying and managing
the hosted data sets.

Because most of the data management and query execution load is incurred
by the service provider and not by the client, this is intuitively advantageous
and significantly more affordable for parties with less experience, resources or
trained man-power. Compared with e.g., a small company, with likely a minimal
expertize in data management, such a database service provider intuitively has
the advantage of expertize consolidation. More-over it is likely to be able to
offer the service much cheaper, with increased service availability and uptime
guarantees.
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Significant security issues are associated with such “outsourced database”
frameworks, including communication-layer security and data confidentiality.
Confidentiality alone can be achieved by encrypting the outsourced content.
Once encrypted however, the data cannot be easily processed by the server.
This limits the applicability of outsourcing, as the type of processing primitives
available will be reduced dramatically.

Thus, it is important to provide mechanisms for server-side data processing
that allow both confidentiality and a sufficient level of query expressibility. This
is particularly relevant in relational settings. Recently, protocols for equijoin and
range queries have been proposed [34,35,33].

Here we go one step further and provide low overhead solutions for general
binary JOIN predicates that satisfy certain properties: for any value in the con-
sidered data domain, the number of corresponding “matching” pair values (for
which the predicate holds) is upper bound. We call these finite match predicates
(FMPs).

Such predicates are extremely common and useful, including any discrete
data scenarios, such as ranges, inventory and company asset data sets, forensics,
genome and DNA data (e.g., fuzzy and exact Hamming distances), and health-
care databases (e.g., bacteria to antibiotics matches). Moreover, at the expense
of additional client-side processing (pruning of false positives) other predicate
types (multi-argument, continuous data) can be accommodated.

While on somewhat orthogonal dimensions, it might be worth noting that
other important challenges are to be considered in the framework of database
outsourcing. Transport layer security is important as eavesdropping of data ac-
cess primitives is unacceptable. This can be achieved by deploying existing tra-
ditional network security protocols such as IPSec/SSL. Moreover, query correct-
ness issues such as authentication and completeness are important and have been
previously considered.

The main contributions of this paper include: (i) the proposal and definition
of the problem of private joins for generalized query predicates, (ii) a solution
for FMPs, (iii) its analysis, (iv) a proof-of-concept implementation and (v) the
experimental evaluation thereof.

The paper is structured as follows. Section 2 introduces the main system, data
and adversary models. Section 3 overviews, details and analyzes our solution.
Section 4 discusses predicate instance examples and the handling thereof. Section
5 introduces our proof-of-concept implementation and provides an experimental
analysis thereof. Section 6 surveys related work and Section 7 concludes.

2 Model

We choose to keep the data outsourcing model concise yet representative. Sensi-
tive data is placed by a client on a database server situated at the site and under
the control of a database service provider. Later, the client can access the out-
sourced data through an online query interface exposed by the server. Network
layer confidentiality is assured by mechanisms such as SSL/IPSec. This corre-
sponds to a unified client model [14,33]. Clients would like to allow the server
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to process data queries while maintaining data confidentiality. For this purpose,
they will encrypt data before outsourcing. As encrypted data is hard to process
without revealing it, to allow for more expressive server-side data processing,
clients will also pre-process data according to a set of supported (join) predi-
cates. They will then outsource additional associated metadata to aid the server
in processing tasks. This metadata, however, will still be “locked” until such
processing tasks are requested by the client.

Later, to allow server – side data processing, the client will provide certain
“unlocking” information for the metadata associated with the accessed items.
The server will perform exactly the considered query (and nothing more) without
finding out any additional information.

It is important for the outsourced metadata not to reveal any information
about the original data. Additionally, the computation, storage and network
transfer overheads should maintain the cost advantages of outsourcing, e.g., ex-
ecution times should not increase significantly. We consider a relational model,
where we consider the outsourced data as a set of t data columns (e.g., rela-
tional attributes), D stored on the server. Let n be the average number of values
stored in a column and b be the number of bits in the representation of a value.
Naturally, we allow relations to contain variable number of tuples. We use this
notation for analysis purposes only.

Finite Match Predicates (FMPs). In this paper we consider binary pred-
icates p : X × Y → B = {true, false} for which the “match sets” P (x) :=
{y|p(x, y) = true} can be computed efficiently and their size (taken over all
encountered values of x) upper bound. In other words, given a certain value x
in the considered data domain, its “matching” values are easily determined and
their number is upper bound. We call these predicates finite match predicates
(FMPs). We call the number of matching values maximum match size (MMS).
For instance, consider the following discrete time – range join query that joins
arrivals with departures within the same 30 mins interval (e.g., in a train sta-
tion):

SELECT * FROM arrivals,departures

WHERE ABS(arrivals.time - departures.time) > 30

In this example, the FMP has an MMS of 60.

Privacy Requirements. In the considered adversarial setting, the following
privacy requirements are of concern.
Initial Confidentiality. The server should not be able to evaluate inter-column
(join) predicates on the initially received data without (“un-lock”) permission
from the client.
Predicate Safety. The server should not be able to evaluate predicates on “un-
locked” data. This also implies that no additional information should be leaked
in the process of predicate evaluation. For instance, allowing the evaluation of
predicate p(x, y) := (|x− y| < 100), should not reveal |x− y|.

We stress that here we do not provide confidentiality of predicates, but rather
just of the underlying target data. We also note that we do not consider here



Joining Privately on Outsourced Data 73

the ability of the server to use out of band information and general knowledge
about the data sets to infer what the underlying data and the query results look
like. In fact we envision a more formal definition in which privacy guarantees do
not allow any leaks to the server beyond exactly such inferences that the curious
server may do on its own based on outside information.

Performance Constraints. The main performance constraint we are inter-
ested in is maintaining the applicability of outsourcing. In particular, if a con-
sidered query load is more efficient (than client processing) in the unsecured
data outsourcing model – then it should still be more efficient in the secured
version. We believe this constraint is essential, as it is important to identify so-
lutions that validate in real life. There exist a large number of apparently more
elegant cryptographic primitives that could be deployed that would fail this con-
straint. In particular, experimental results indicate that predicate evaluations on
the server should not involve any expensive (large modulus) modular arithmetic
such as exponentiation or multiplication. We resisted the (largely impractical)
trend (found in existing research) to use homomorphisms in server side oper-
ations, which would have simplified the mechanisms in theory but would have
failed in practice due to extremely poor performance, beyond usability.

supported by recent findings that show the total cost of storage management
is orders of magnitude higher than the initial storage equipment acquisition costs
[17].

Adversary. We consider an honest but curious server: given the possibility to
get away undetected, it will attempt to compromise data confidentiality (e.g.,
in the process of query execution). The protocols in this paper are protecting
mainly data confidentiality. The server can certainly choose to deny service by
explicitly not cooperating with its clients, e.g., by not returning results or simply
closing connections.

2.1 Tools

Encryption, Hashing and Random numbers. We consider ideal, collision-
free hashes and strongly un-forgeable signatures. While, for reference purposes
we benchmark RC4 and AES in section 5, we will not be more specific with
respect to its nature and strength as it is out of scope here. We note that our
solution does not depend on any specific encryption mechanism. We will denote
by EK(v) the encryption of value v with key secret key K. If not specified, the
key K will be implicitly secret and known only to the client. In the following,
we use the notation x ↪→R S to denote x’s uniformly random choice from S.

Bloom Filters. Bloom filters [8] offer a compact representation of a set of data
items, allowing for fast set inclusion tests. Bloom filters are one-way, in that,
the “contained” set items cannot be enumerated easily (unless they are drawn
from a finite, small space). Succinctly, a Bloom filter can be viewed as a string
of l bits, initially all set to 0. To insert a certain element x, the filter sets to 1
the bit values at index positions H1(x), H2(x), . . . , Hh(x), where H1, H2, . . . , Hh
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are a set of h crypto-hashes. Testing set inclusion for a value x is done by
checking that the bits for all bit positions H1(x), H2(x), . . . , Hh(x) are set. By
construction, Bloom filters feature a controllable rate of false positives (pfp) for
set inclusion tests. For a certain number N of inserted elements, there exists a
relationship that determines the optimal number of hash functions ho minimizing
pfp: ho = l

N ln 2 ≈ 0.7 l
N which yields a false positive probability of pfp =

(
1
2

)ho =
(

1
2

) l
N ln 2 ≈ 0.62l/N For a Bloom filter BF , we denote BF.insert(v) the

insertion operation and BF.contains(v) the set inclusion test (returning true if
it contains value v, false otherwise).

For an excellent survey on applications on Bloom filters and their applications
in a variety of network problems please see [10].

Computational Intractability Assumptions. Let G be a finite field of size
p prime and order q and let g be a generator for G. The Computational Diffie-
Hellman assumption (CDH) [21]:

Definition 1. (CDH Assumption) given g, ga mod p and gb mod p, for a, b ∈
Zq, it is computationally intractable to compute the value gab mod p.

In the same cyclic group G, the Discrete Logarithm assumption (DL):

Definition 2. (DL Assumption) given g, v ∈ G, it is intractable to find r ∈ Zq

such that v = gr mod p.

3 Outsourced JOINs with Privacy

We define the arbitrary (non hard-coded to a specific application) predicate join
solution to be a quadruple (predFM , G, E, J), where predFM is the FMP, G
is a parameter generation function, E is a data pre-processing function and J
denotes a joining function according to predicate predFM . G and E are executed
by the client and the output of E is outsourced to the server. J is executed by the
server on two attributes of the client’s data. In this section we provide a general
description of the G, E and J functions and in Section 4 we study two predicate
and corresponding G, E and J function instances. In Figure 1 we summarize the
symbols used in our solution.

p prime number
N bit size of p
G subgroup of Zp

q order of G

g generator of G

xA, yA secret values for column A

Fig. 1. Symbol Table

G is a parameter generation opera-
tion executed initially by the client.
Its input is N , a security parame-
ter and t, the number of columns
in the client database D. Let p =
2p′ + 1 be a N bit long prime,
such that p′ is also prime. The rea-
son for this choice is to make the
CDH assumption harder. Let G =
Zp be a group of order q, with
a generator g.
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G(N, t). Generates an encryption key K ↪→R {0, 1}∗. For each column A ∈ D,
generate two values xA, yA ↪→R Zq, xA �= yA. Publish p and g and keep secret
the key K and the values xA and yA, for all columns A ∈ D.

E is executed by the client, after running G. It takes as input a column A ∈ D,
the key K and the secret values xA and yA corresponding to column A.

E(A, K, xA, yA). Associate with each element ai ∈ A, i = 1..n a Bloom filter de-
noted BF (ai), with all the bits initially set to 0. Let P (ai) = {v|predFM (ai, v) =
true} be the set of values that satisfy the predicate predFM for element ai. For
each ai ∈ A, encrypt ai with the key K, producing EK(ai) and compute an “ob-
fuscation” of ai, O(ai) = H(ai)xA mod q. Then, ∀v ∈ P (ai), compute eA(v) =
gH(v)yA mod p and insert them into ai’s Bloom filter (BF (ai).insert(eA(v))).
Finally, output the values EK(ai), O(ai) and BF (ai). Let DT denote the output
of E for all the columns in D. The client stores DT on the server. Hence, element
ai ∈ A is stored on the server as DT (A, i) = [EK(ai), O(ai), BF (ai)].

We now describe the join operation, J , executed by the server. J takes as
input two column names A, B, a desired predicate predFM and a trapdoor value
(computed and sent by the client) rAB = gyA/xB mod p and outputs the result
of the join of the two columns on the predicate.

J(A, B, predFM , rAB). For each element bj ∈ B, compute eA(bj) = r
O(bj)
AB mod p.

For each element ai ∈ A, iff. BF (ai).contains(eA(bj)) return the tuple
〈EK(ai), EK(bj)〉.

In real life, J will output also any additional attributes specified in the SE-
LECT clause, but for simplicity we explicit here and in the following only the
join attributes.

Properties. We now list the security properties of this solution, whose proofs
will be included in an extended version of the paper.

Theorem 1. (Correctness) The join algorithm J returns all matching tuples.

Theorem 2. The (predFM , G, E, J) solution satisfies the initial confidentiality
requirement outlined in Section 2.

Theorem 3. (predFM , G, E, J) is predicate safe.

Notes on Transitivity. Under certain circumstances the server may use our
solution to perform transitive joins. That is, provided with information to join
A with B and later to join B with C, it can join A and C. We make the
observation that on certain FMPs any solution will allow the server to perform
partial transitive joins, using the outcome of previous joins. That is, when an
element b ∈ B has matched an element a ∈ A and an element c ∈ C, the server
can infer that with a certain probability a also matches c. In conclusion, we
believe the transitive join problem to be less stringent than reducing server-side
storage and computation overheads.
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Same-column Duplicate Leaks. In the case of duplicate values occurring in
the same data column, a data distribution leak can be identified. The determin-
istic nature of the obfuscation step in the definition of E associates the same
obfuscated values to duplicates of a value. Upon encountering two entries with
the same obfuscated value, the server indeed can infer that the two entries are
identical. We first note that if joins are performed on primary keys this leak
does not occur. Additionally, it is likely that in many applications this is not
of concern. Nevertheless, a solution can be provided, particularly suited for the
case when the number of expected duplicates can be upper bound by a small
value (e.g., m). The deterministic nature of O(ai) is required to enable future
Bloom filter lookups in the process of predicate evaluation. However, as long as
the predicate evaluation is designed with awareness of this, each duplicate can
be replaced by a unique value. This can be achieved by (i) populating Bloom
filters with multiple different “variants” for each value expected to occur multi-
ple times, and (ii) replacing each duplicate instance with one of these variants
instead of the actual value. These variants can be constructed for example by
padding each value with different log2(m) bits.

Bloom Filter Sizes. In the case of a join, the false positive rate of Bloom filters
implies that a small percentage of the resulting joined tuples do not match the
predicate the join has been executed for. These tuples will then be pruned by
the client. Thus, a trade-off between storage overhead and rate of false positives
(and associated additional network traffic) emerges. For example, for a predicate
MMS = N = 60 (e.g., in the simple query in Section 2), a desired false positive
rate of no more than pfp = 0.8%, the equations from Section 2.1 can be used to
determine one optimal setup l = 600 and h = 7.

Data Updates and Multiple Clients. In data outsourcing scenarios, it is
important to handle data updates incrementally, with minimal overheads. In
particular, any update should not require the client to re-parse the outsourced
data sets in their entirety. The solution handles data updates naturally. For any
new incoming data item, the client’s pre-processing function E can be executed
per-item and its results simply forwarded to the server. Additionally, in the case
of a multi-threaded server, multiple clients (sharing secrets and keys) can access
the same data store simultaneously.

Complex, Multi-predicate Queries. Multiple predicate evaluations can be
accommodated naturally. Confidentiality can be provided for the attributes in-
volved in binary FMPs. For example, in the following database schema, the
association between patients and diseases is confidential but any other informa-
tion is public and can be used in joins. To return a list of Manhattan-located
patient names and their antibiotics (but not their disease) the server will access
both confidential (disease) and non-confidential (name,zip-code) values.

SELECT patients.name,antibiotics.name

FROM patients,antibiotics

WHERE md(patients.disease,antibiotics.name)

AND patients.zipcode = 10128
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Only the predicate md() will utilize the private evaluation support. This will
be achieved as discussed above, by encrypting the patients.disease attribute
and generating metadata for the antibiotics relation (which contains a list of
diseases that each antibiotic is recommended for).

4 Predicate Instances

To illustrate, we choose to detail two predicate instances: a simple, range join and
a Hamming distance predicate requiring custom predicate-specific extensions.

4.1 Range JOIN

Consider the binary FMP p(x, y) := (v1 ≤ (x − y) ≤ v2) where x, y ∈ Z. An
instance of this predicate is the following travel agency query, allocating buses
to trips, ensuring 5 (but no more than 10) last-minute empty slots per trip:

SELECT buses.name,trips.name

FROM buses,trips

WHERE (buses.capacity-trips.participants) >= 5

AND (buses.capacity-trips.participants) <= 10

Executing such a query remotely with privacy can be achieved efficiently by
deploying the solution presented in Section 3. The parameter generation algo-
rithm, G and the join algorithm J will be the same. As above, the data encoding
algorithm encodes in the Bloom filter BF (ai) of element ai all integer values in
P (ai) := {y|p(ai, y) = true} namely with values ∈ [x − v2, x − v1]. Note that
given the size of the range, n and a fixed probability of false positives, pfp, we
have that the optimum Bloom filter size is l = −n ln pfp

(ln 2)2 .

4.2 Hamming JOIN

It is often important to be able to evaluate Hamming distance on remote data
with privacy in un-trusted environments. This has applications in forensics, crim-
inal investigation (e.g. fingerprints), biological DNA sequence matching, etc.

Let x and y be b bit long strings and let 0 < d < b be an integer value.
We use dH(x, y) to denote the Hamming distance of x and y. We consider the
join predicate predFM (x, y) := (dH(x, y) ≤ d). An example is the following
fingerprint matching query that retrieves the names and last dates of entry for
all individuals with physical fingerprints (in some binary representation) close
enough to the ones of suspects on the current FBI watch list:

SELECT watchlist.name,
immigration.name,
immigration.date

FROM watchlist,immigration
WHERE Hamming(watchlist.fingerprint,

immigration.fingerprint)<5
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A private execution of this join operation can be deployed using the solution
introduced in Section 3. The implementation of the Hamming part of the pred-
icate requires specific adjustments. In particular, in pre-processing, the client
pseudo-randomly bit-wise permutes all the data elements consistently. It then
splits each data element into β equal sized blocks, where β is an input parame-
ter discussed later. Then, for each such block, it generates three data items: one
item will allow later private comparisons with other blocks for equality (Ham-
ming distance 0). The other two (a Bloom filter and a “locked” obfuscated value)
will be used by the server to identify (with privacy) blocks at Hamming distance
1. In the following we describe the (dH , GH , EH , JH) solution, as an extension
of the solution presented in Section 3.

The parameter generator, GH , takes two additional parameters, β and b. b
is the bit length of elements from D and β is the number of blocks into which
each data element is split. We assume β > d is constant, much smaller than
the number of elements stored in a database column. Possible values for β are
investigated later in this section.

GH(N,t,β,b). Choose a value s ↪→R {0, 1}∗ and generate a secret pseudo-
random permutation π : {0, 1}b→ {0, 1}b. For each data column A ∈ D 1, com-
pute sA = H(s, A). Use sA to seed a pseudo-random number generator PRG. Use
PRG to generate 3β secret, duplicate-free pseudo-random values xA(1), .., xA(β),
yA(1), .., yA(β), zA(1), .., zA(β) ↪→R Zq.

EH(A, K, xA(k), yA(k), zA(k)), k = 1..β, A ∈ D. For each element ai, i = 1..n
of A, compute ai’s bit-wise permutation π(ai), then split π(ai) into β blocks
of equal bit length, ai1, .., aiβ . For each block aik, k = 1..β, generate an ob-
fuscated value O(aik) = H(aik)xA(k) mod q. Then, create aik’s Bloom fil-
ter by generating all values v for which dH(aik, v) = 1. That is, generate
all values with Hamming distance 1 from block aik. For each value v, let
ek

A(v) = gH(v)yA(k) mod p. Encode ek
A(v) into aik’s Bloom filter, using oper-

ation BF (aik).insert(eA)k(v)). Compute an additional structure allowing the
server to assess (with privacy) equality of the kth block of ai with the kth blocks
of other values, Z(aik) = H(aik)zA(k) mod q. Finally, output [EK(ai), O(aik),
Z(aik), BF (aik)], for all k = 1..β. Hence element ai is stored on the server as
a tuple DT (A, i) = [EK(ai), O(aik), Z(aik), BF (aik)], similar to the solution in
Section 3.

To join two columns A and B on predicate predFM , JH receives the following
3β trapdoor values from the client (3 for each block) (i) rA(k) = gRk/zA(k) mod p,
(ii) rB(k) = gRk/zB(k) mod p and (iii) rk = gyA(k)/xB(k) mod p, for k = 1..β,
where Rk ↪→R {0, 1}∗ (generated at the client side).

JH(A, B, rA(k), rB(k), rk), k = 1..β. For each element ai from A and for each
k = 1..β, compute v(aik) = rA(k)Z(aik) mod p. For each element bj from B
and for each k = 1..β, compute v(bjk) = rB(k)Z(bjk) mod p. For each element

1 A here is the column’s unique server-side name.



Joining Privately on Outsourced Data 79

bj ∈ B and each element ai ∈ A, set counter c to 0. For each k = 1..β, if
BF (aik).contains(rO(bjk)

k ) then do c = c + 1 and k = k + 1. Else, if v(aik) =
v(bjk), do k = k + 1. Otherwise, move to the next element, ai+1, from A. If at
the end of the k loop, c < d, return 〈EK(ai), EK(bj)〉. Else, move to the next
element from A, ai+1.

Note that for future query purposes the client does not need to remember the
values (xA(k), yA(k), zA(k)) for each column A. Instead, it generates them by
seeding its PRG with sA. For this, the client only needs to store one value, s.

Theorem 4. Any given pair of elements from A and B at Hamming distance
less than or equal to d is found with probability at least e−d/β(1 + d

β ).

Arbitrary Alphabets. The above solution can also be deployed for an arbi-
trary alphabet, that is, when the elements stored in the database D are composed
of symbols from multi-bit alphabets (e.g., DNA sequences). This can be done
by deploying a custom binary coding step. Let A = {α0, .., αu−1} be an alpha-
bet of u symbols. In the pre-processing phase, the client represents each symbol
over u bits (u/ logu-fold blowup in storage), such that symbol αu = 2i. That is,
dH(αi, αj) is 1 if i �= j and 0 otherwise. If each data item has b symbols, each of
the item’s blocks will have bu/β bits, and, due to the coding, pairs of elements
of symbol-wise distance d will have a 2d bit-wise Hamming distance. Thus, after
the coding phase, the above algorithm can be deployed without change. As an
example, for an alphabet of 4 symbols {A,C,G,T}, the following encoding will
be used {A=0001,C=0010,G=0100,T=1000}. To compare the strings ACG and
ACT (alphabet distance 2), the following two binary strings will be compared
instead: 000100100100 and 000100101000 (binary Hamming distance 2).

5 Experimental Results

Implementation Details. We conducted our experiments using a C/C++ im-
plementation of the private predicate join algorithms, on 3.2GHz Intel Pentium 4
processors with 1GB of RAM running Linux. We implemented the cryptographic
primitives using OpenSSL 0.9.7a. Our goal was to investigate the feasibility of
the algorithms in terms of computation, communication and storage overheads,
both on the client and the server side.

To understand the costs of encryption and hashing, we have evaluated several
symmetric encryption and crypto-hashing algorithms. In our setup we bench-
marked RC4 at just bellow 80MB/sec, and MD5 to of up to 150MB/sec, shown
in Figure 2(a). We also benchmarked integer hashing throughput at more than
1.1 million MD5 hashes per second, showing the “startup” cost of hashing.

As recommended by the Wassenaar Arrangement [31], we set N , the size of
the prime p to be 512 bits and the size of the prime q to be 160 bits. From
our benchmarks, shown in Figure 2(b), we have concluded that 512-bit modular
exponentiations (with 160 bit exponents) take 274usec while 512-bit modular
multiplications take only 687nsec.
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Fig. 2. Overheads of cryptographic operations

We have considered three types of applications for the private join algorithms.
In a first application we used SNPs ( single nucleotide polymorphisms ) from
a human DNA database [2]. An SNP is a variation of a DNA sequence that
differs from the original sequence in a single position. The goal of a join is to
identify all pairs of sequences from two columns, that differ in a single position.
To achieve this, the Bloom filter of a DNA sequence contains all the sequence’s
SNPs. Since SNPs from [2] have 25 nucleotides, each from the set A, T, C, or
G, a Bloom filter stores 75 values (MMS=75). Our second application performs
fingerprint matching, that is, identifying similar pairs of fingerprints. We have
used fingerprint data from [1] where each fingerprint consists of 100 features.
For this application we considered only fingerprints that differ in at most one
feature to be a match, thus, Bloom filters store 100 values (MMS=100). The
last application identifies picture similarities, using digital images from the La-
belMe [42] and Caltech 101 [16] databases. A set of images are annotated with
scores for lightness, hue or colors of interest [15,19]. The Bloom filter associated
with an image contains score ranges of interest, which for this application was
set to 100 values around the image’s score (MMS=100). To compare two images
for similarity, the score of one image is searched in the Bloom filter associated
with the other image.

Client Computation Overheads. We now describe our investigation of the
initial client pre-processing step. Of interest were first the computation overheads
involved in generating the encryption, obfuscation and Bloom filter components
associated with a database of 100000 elements of 16 bytes each. We experi-
mented with four combinations of encryption algorithms (RC4 and AES) and
hashing algorithms (MD5 and SHA1), in a scenario where Bloom filters store
75 items each. Figure 3(a) depicts our results (log scale time axis). For each
encryption/hash algorithm combination shown on the x axis, the left hand bar
is the encryption cost, the middle bar is the Bloom filter generation cost and
the right hand bar is the obfuscation cost. Our experiments show the dominance
of the Bloom filter generation, a factor of 30 over the combined encryption and
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Fig. 3. Client computation overheads

obfuscation costs. The total computation cost of each implementation is roughly
320 seconds with the minimum being achieved by RC4/MD5. We further in-
vestigated the RC4/MD5 combination by increasing the MMS value from 10 to
100. Figure 3(b) shows that the pre-processing overhead increase is linear in the
MMS value. The total costs range between 40 seconds (MMS=10) and 7 minutes
(MMS=100). We stress that this cost is incurred by the client only once, when
computing the initial data structures.

Server Computation Costs. In order to evaluate the performance of the
private join algorithm we used columns of 10000 images each, collected from the
LabelMe [42] and Caltech 101 [16] databases. For each image we deployed 1024-
bit Bloom filters (h = 12 hashes) with MMS=75. The join operation returns
all pairs of images that have scores within a given range of each other. In our
implementation, for each element from one column we perform a 512-bit modular
exponentiation with a 160 bit modulus, followed by a crypto-hash, fragment the
result into 12 parts and use each part as a bit position into each of the Bloom
filters associated with the elements of the other column.

As, to the best of our knowledge no other solutions exist for arbitrary private
joins on encrypted data, we chose to compare our solution against a hypotheti-
cal scenario which would use the homomorphic properties of certain encryption
schemes such as Paillier [38]. This comparison is motivated by recent related
work (e.g., [18]) that deploy this approach to answer SUM and AVG aggrega-
tion queries on encrypted data. Moreover, we also considered the cost of solutions
that would use RSA encryptions or decryptions to perform private joins.

Figure 4(a) compares our solution against (i) CP , that performs one modular
multiplication within the Paillier cryptosystem with a 1024-bit modulus, for
every two elements that need to be compared, (ii) Cenc, that uses one 1024-
bit RSA encryption for each comparison and (iii) Cdec, that uses one 1024-
bit RSA decryption operation. The y axis represents the time in logarithmic
scale. The first bar shows the performance of our FMP join algorithm. The cost
is dominated by 108 × 12 verifications of Bloom filter bit values (the cost of
computing 104 hashes and exponentiations (modulo a 512-bit prime) is under
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Fig. 4. (a) Join costs for columns of 10000 elements. Our solution is 2-4 orders of
magnitude faster than other solutions that use 1024-bit modular operations (b) Bloom
filter storage overhead as percentage of the size of the cleartext data. The overhead is
42% for SNP databases, but under 3% for fingerprint or image databases.

3.5s). With a 21.3s computation overhead, the FMP join solution performs two
orders of magnitude faster than CP (second bar) taking 1525s, three orders
of magnitude faster than Cenc (third bar), taking 19168s and four orders of
magnitude faster than Cdec (fourth bar), taking 408163s. One reason for the
large overhead of the modular multiplications in the Paillier system (used also
in [18]) is the fact that while the modulus n has 1024 bits, the multiplications
are actually performed in the space Z

∗
n2 . That is, the active modulus has 2048

bits. Using less than 1024 bits for n is not recommended [3,31].

Storage Overhead. Since we use symmetric encryption algorithms, the size
of the E values stored on the server is roughly the same as the original size
of the elements – thus no significant overhead over stioring the cleartext data.
The size of the O value for each element is N = 512 bits, which is small and
data-independent. Finally, Figure 4(b) shows the overhead of the 1024 bit Bloom
filters as a percentage of the size of the original data. The largest overhead is
42%, for the SNP database, due to the smaller size of SNPs. However, for image
databases, the overhead is under 3% and for fingerprints is under 1%.

Transfer Overhead. We have measured the communication overhead of the
initial database transfer between sites located in Chicago and New York, more
than a thousand miles apart. With the bottleneck being the uplink capacity
of the client, of around 3 Mbps, the overhead of transferring the Bloom filters
associated with 100000 items was roughly 32 seconds.

6 Related Work

Extensive research has focused on various aspects of DBMS security and
privacy, including access control and general information security issues
[5,4,6,7,12,13,25,26,28,29,32,36,37,39,40]. Statistical and Hippocratic databases
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aim to address the problem of allowing aggregate queries on confidential data
(stored on trusted servers) without leaks [4,5,12,13,30]. Hacigumus et al.[23] in-
troduced a method for executing SQL queries over partly obfuscated outsourced
data. The data is divided into secret partitions and queries over the original data
can be rewritten in terms of the resulting partition identifiers; the server can then
partly perform queries directly. The information leaked to the server is 1-out-of-s
where s is the partition size. This balances a trade-off between client and server-
side processing, as a function of the data segment size. At one extreme, privacy is
completely compromised (small segment sizes) but client processing is minimal.
At the other extreme, a high level of privacy can be attained at the expense
of the client processing the queries in their entirety. Similarly, Hore et al. [27]
deployed data partitioning to build “almost”-private indexes on attributes con-
sidered sensitive. An untrusted server is then able to execute “obfuscated range
queries with minimal information leakage”. An associated privacy-utility trade-
off for the index is discussed.

Ge and Zdonik [18] have proposed the use of a secure modern homomor-
phic encryption scheme, to perform private SUM and AVG aggregate queries
on encrypted data. Since a simple solution of encrypting only one value in an
encryption block is highly inefficient, the authors propose a solution for ma-
nipulating multiple data values in large encryption blocks. Such manipulation
handles complex and realistic scenarios such as predicates in queries, compres-
sion of data, overflows, and more complex numeric data types (float), etc. In
Section 5 we show that the overhead of the operations used in [18] is very large,
exceeding the overhead of FMP joins by three orders of magnitude.

The problem of searching on encrypted data has also been studied extensively.
Song et al. [41] introduced an elegant solution that uses only simple crypto-
graphic primitives. Chang and Mitzenmacher [11] proposed a solution where the
server stores an obfuscated keyword index which is then used by the client to per-
form the actual searches. Golle et al. [22] provide a solution with the additional
feature of allowing conjunctive keyword searches. In a similar context Boneh et
al. [9] proposed the notion of “public key encryption with keyword search”. They
devised two solutions, one using bilinear maps and one using trapdoor permuta-
tions. While ensuring keyword secrecy, these techniques do not prevent servers
from building searched keyword statistics and inferring sensitive information.

Goh [20] proposed the notion of “secure index” – a data structure associated
with a file. The secure index is stored on a remote server and allows clients to
privately query an item into the file. The operation can be performed only if
the clients have knowledge of a particular trapdoor value. The construction of
a secure index uses pseudo-random functions and Bloom filters. This solution
requires knowledge of the trapdoor associated with the searched item. Thus,
secure indexes are insufficient to provide private joins on outsourced data.

7 Conclusions

In this paper we introduced mechanisms for executing JOIN operations on out-
sourced relational data with full computational privacy and low overheads. The
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solution is not hard-coded for specific JOIN predicates (e.g., equijoin) but rather
works for a large set of predicates satisfying certain properties. We evaluated its
main overhead components experimentally and showed that we can perform
more over 5 million private FMPs per second, which is between two and four or-
ders of magnitude faster than alternatives that would use asymmetric encryption
algorithms with homomorphic properties to achieve privacy.
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Abstract. Searchable encryption is a technique that allows a client to
store documents on a server in encrypted form. Stored documents can be
retrieved selectively while revealing as little information as possible to the
server. In the symmetric searchable encryption domain, the storage and
the retrieval are performed by the same client. Most conventional search-
able encryption schemes suffer from two disadvantages. First, searching
the stored documents takes time linear in the size of the database, and/or
uses heavy arithmetic operations. Secondly, the existing schemes do not
consider adaptive attackers; a search-query will reveal information even
about documents stored in the future. If they do consider this, it is at a
significant cost to the performance of updates. In this paper we propose
a novel symmetric searchable encryption scheme that offers searching at
constant time in the number of unique keywords stored on the server.
We present two variants of the basic scheme which differ in the efficiency
of search and storage. We show how each scheme could be used in a
personal health record system.

1 Introduction

Searchable encryption is a technique that provides functionalities to retrieve en-
crypted documents from a (honest but curious) server selectively while revealing
as little information as possible to the server. In case the retrieving and storing
encrypted documents is performed by the same client, the searchable encryption
is in the symmetric setting. Searchable encryption has many applications, par-
ticularly where client privacy is a main concern such as in E-mail servers [4]
(public setting), keeping medical information of a client [18] (public and sym-
metric setting), storing private videos and photos, and backup applications [17]
(symmetric setting).

Our work is motivated by the development of personal health care systems.
Nowadays, keeping medical records is shifting from paper-based systems to dig-
ital record systems. Personal health record (PHR) systems which are initiated
and maintained by an individual, are examples of digital record systems. An ex-
ample of a PHR system is Google Health which offers a client the ability to store
her medical records on Googles servers, and allows a general practitioner (GP)
to get access to the medical records of her patients. Unlike paper-based systems,
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where the privacy is mainly protected by chaos (since it is almost impossible
to locate an individuals record from a multitude of providers) the PHR server
might get information about the medical record of the individual after storing
or retrieving the record. One way to protect the privacy of the clients is to use
a searchable encryption scheme such that i) the medical records are stored in
encrypted form, ii) the key used to encrypt the record is kept secret from the
server, and iii) the record can be retrieved efficiently and securely.

We call this privacy enhanced PHR, which uses searchable encryption, PHR+.
Typical usage scenarios are i) a GP who uses it to retrieve the record of each
patient before a visit and who updates the record afterwards, ii) a traveler who
uses PHR+ to get access to her medical record anywhere she prefers. In these
examples, the reason that PHR+ is used instead of PHR is that using PHR+

the client can store the medical to any honest but curious server (e.g. Google
server). Hence, trusting the server is not needed and the client can store the
medical records more freely.

We will focus on a setting where a single symmetric key is used for encryption
and searching. In more complicated usage scenarios this key can be distributed
by means of existing key distribution or access control schemes.

Problem.Existing searchable encryption schemes offer a search algorithm which
takes time linear in the number of the documents stored. There are some schemes
which allow for a more efficient search, but updating the database is inefficient.
Therefore, the problem is to have a searchable encryption scheme that allow
efficient search and update.

Contribution. In this paper we propose a novel searchable symmetric encryp-
tion scheme that offers efficient searching of the documents stored on the server.
Our scheme supports searching time logarithmic in the number of the unique
keywords stored on the server, and the client can alter the content of the doc-
uments stored while the server learns as little as possible about the alteration.
We propose two variants of the scheme proposed which differ in the efficiency of
the search and the update operation.

In comparison to [10,6], our scheme deals with adaptive security while having
a much lower computational complexity. In comparison with [9], our scheme
achieve approximately the same. However, where that scheme the update very
impractical it is possible in our scheme; we do not give a security proof however.

The rest of the paper is organized as follows: Section 2 describes the related
work in this field. In section 3 we describe the problem with the conventional
searchable encryption schemes. In section 4 we describe the background and
the security definitions. Our approach and the two variants of the approach are
presented in section 5. The appropriate applications of the schemes is described
in section 6 and the conclusion is followed in section 7.

2 Related Work

In theory, the classical work of Goldreich and Ostrovsky [12] on oblivious RAMs
can resolve the problem of doing private searches on remote encrypted data.
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Their scheme is asymptotically efficient and nearly optimal, but does not appear
to be efficient in practice as very large constants are hidden in a big-O notation.

Of related interest are private queries on remote public data, or Private Infor-
mation Retrieval (PIR). This can be achieved efficiently and with perfect security
[8] or with computational security [7] when two or more non-colluding servers
are used. A computationally secure solution for only a single server is proposed
by [14], though it is heavy in both communication and computation.

In [17], Song et al. the question for efficient keyword searches was raised.
In that paper they propose a scheme that separately encrypts every word of a
document independently. This approach has a number of disadvantages. First,
it is incompatible with existing file encryption methods. Second, it cannot deal
with compressed or binary data. Finally, as the authors themselves acknowledge,
their scheme is not secure against statistical analysis across encrypted data. It
also lacks a theoretically sound proof.

Goh [10] introduced the formal IND-CKA (Indistinguishability against chosen
keyword attacks) and IND2-CKA adversary models. He gives a new approach
based on Bloom filters, which hides the amount of keywords used. Chang and
Mitzenmacher [6] introduce a simulation-based security definition that is in-
tended to be stronger than IND2-CKA

The first result for an asymmetric setting (multi-user) is Public-key Encryp-
tion with keyword Search (PEKS) based on identity-based encryption [4]. It uses
a adversary model similar to Goh’s, but require the use of computationally in-
tensive pairings. This work was extended by [2] to use multiple keywords and
to remove the need for secure channels. They also raised the issue of so-called
adaptive adversaries, where storage occurs after search queries, without giving
a solution. Abdalla et. al. [1] perform a more formal analysis of the relation be-
tween anonymous IBE and PEKS and discuss the consistency of such schemes.

Curtmola et. al. [9] use a tree-based approach of searchable encryption that
takes care of adaptive adversaries. Their scheme is efficient, applicable in both
symmetric and asymmetric settings. To prove the scheme secure against a stronger
security definition Adaptive indistinguishability security for SSE. Unfortunately
this tree-based approach also makes updating the index very expensive, making
it only suitable for one-time construction of the database.

Of independent interest is work by Bellare et al. [3] and some related pa-
pers, which uses deterministic symmetric encryption to achieve a very efficient
scheme, with a very weak security model. Finally, [5] give a symmetric scheme
using Bloom filters and PIR, that provably leaks no information. However, huge
communication and computational costs, makes it only of theoretical interest.

In this paper we propose a novel scheme which supports keyword-based search-
able encryption. In contrast with the Curtmola et al. scheme, our scheme enables
the client to update the storage efficiently each time required. We give a secu-
rity proof for the case that the database is built once and searches are made
afterwards. While the scheme also covers the case of adaptive updating of the
database, this gives rise to very complicated security models. There are a lot of
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attacks (mostly statistical) that are following not so much from our scheme, but
from the scenario and this also applies to other existing schemes.

3 Description of the Problem

Assume that a client wishes to store n documents on a server where each docu-
ment Di = (Mi, Wi), i = 1, ..., n is a tuple consisting of a data item Mi and an
associated metadata item Wi. The metadata item Wi = {w1, w2...} is actually
a set of keywords appended to Mi. The objectives of the client for searchable
encrypted storage on the server are as follows:

1. The documents are stored on the server in such a way that the confiden-
tiality of the data items (Mi), i = 1, .., n and the associated metadata items
(Wi), i = 1, .., n is preserved.

2. The client queries for a keyword w in order to retrieve all data items Mi

where w ∈ Wi in a secure and efficient way. Here, the security means that
the server learns no information about the content of the metadata items
when a search is performed except the metadata items retrieved with the
query.

According to the client objectives, conventional searchable symmetric encryption
schemes for each document D = (M, W ) proceed in four phases:

Keygen(s): Given a security parameter s, output a private key K = (kM , kW )
where kM ∈ {0, 1}s and kW ∈ {0, 1}s.

Document-Storage(D): Given the private key K, the document D = (M, W ) is
transformed to a suitable format for storage on the server using the following
sub-algorithms:
– Data-Storage(M, kM): Given as input the data item M and the private

key kM , output encrypted data EkM (M).
– Metadata-Storage(W, kW): Given as input the set of associated key-

words W and the private key kW , transform W to a searchable repre-
sentation SW .

Trapdoor(w, kW): Given a keyword w and the private key kW , output a trap-
door Tw.

Search(Tw, SW ): Given the searchable representation SW and the trapdoor Tw,
output 1 if w ∈ W .

Having described the construction of conventional searchable encryption schemes,
it is evident that the search algorithm requires O(n) time, where n is the total
number of the documents stored on the database. The reason is that, given a trap-
door Tw, the server has to invoke the search function for all the searchable rep-
resentations stored on the server to check the output of the search function.

Although the SWP scheme [17] informally, and the SSE scheme [9] formally
addresses the problem by transforming each unique keyword to a searchable
representation rather than each metadata item, updating the database is totally
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inefficient in these schemes since the client needs to alter the whole database for
each update. In the rest of the paper we address this problem by proposing an
approach which provides functionalities for an efficient search, while efficiently
updating the database is still possible for the client.

4 Background and Definitions

Notation Throughout the paper we use the following notation. We use x←R S
to denote that x is uniformly drawn from the set S. For a randomized algorithm
A, we use x← A(.) to denote the random variable x representing the output of
the algorithm. We use ‖ to denote string concatenation.

Pseudo-random function. A pseudo-random function f(.) which is by definition
computationally indistinguishable from a truly random function, transforms each
element x of the set X to an output y ∈ Y with a secret key kf ∈ K such that the
output is not predictable. We say that a pseudo-random function f : X ×K −→
Y, is a (t, q, εf ) secure pseudo-random function if for every oracle algorithm A
making at most q oracle queries and with running time at most t:

|Pr[Af(.,kf ) = 1|kf ← K]− Pr[Ag = 1|g ← {F : X → Y}]| < εf

Pseudo-random generator. A pseudo-random generator G(.) outputs strings that
are computationally indistinguishable from random strings. A pseudo-random
generator G : X → Y is (t, εG) secure if for every algorithm A with running time
at most t:

|Pr[A(G(x)) = 1|x← X ]− Pr[A(y) = 0|y ← Y]| < εG

Pseudo random permutation, (block cipher). We say that E : X × K → X is
a pseudo-random permutation if every oracle algorithm A making at most q
queries and win running time at most t has advantage:

|Pr[AEkE ,E−1
kE = 1]− Pr[Aπ,π−1

= 1]| < εE

where π is a random permutation selected uniformly from the set of all bijections
on X , and where the probabilities are taken over the choice of K and π.

4.1 Security Definitions

In this paper we use the security definitions introduced in [9]. Security for search-
able encryption is intuitively characterized as the requirement that no informa-
tion beyond the outcome of a search is leaked. However, aside from [11] and the
theoretical result of [5], there are no practical schemes that satisfy this character-
ization; all current practical schemes leak the user’s search pattern in addition.
We take leakage of the access pattern into account by following the simulation-
based security definition from [9]. For this definition we need three auxiliary
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notions: the history, which defines the user’s input to the scheme; the server’s
view, or everything he sees during the protocols; and the trace, which defines the
information we allow to leak.

Note that this definition from [9] only considers adaptive search queries, but
not adaptive storage or update queries. This means that it only covers the sce-
nario where an initial database is made and searched, but not the scenario with
adaptive additions and updates. This would really complicate the security-model,
mostly because the choice that the server has to directly return matching doc-
uments. From this fact the server learns a lot of information, which would have
to be included in the security model.

An interaction between the client and the server will be determined by a
document collection and a set of words that the client wishes to search for (and
that we wish to hide from the adversary); an instantiation of such an interaction
is called a history.

Definition 1 (History). A history hq,is an interaction between a client and a
server over q queries, consisting of a collection of documents D and the keywords
wi used for q consecutive search queries. The partial history ht

q of a given history
hq =

(D, w1, . . . , wq

)
, is the sequence ht

q =
(D, w1, . . . , wt

)
, where t ≤ q.

The server’s view consists of all the information it can gather during a protocol
run. This includes the encrypted documents, their associated document identi-
fiers (ID), the set of searchable representations S which are stored on the server,
and all the trapdoors Twi used for the search queries.

Definition 2 (View). Let D be a collection of n documents and let hq =(D, w1, . . . , wq

)
be a history over q queries. An adversaries view of hq under

secret key k is defined as

Vk(hq) =
(
ID(M1), . . . , ID(Mn), EkM (M1), . . . , EkM (Mn), S, Tw1 , . . . , Twq

)
.

The partial view V t
k (hq) of a history hq under secret key k is the sequence

V t
k (hq) =

(
ID(M1), . . . , ID(Mn), EkM (M1), . . . , EkM (Mn), S, Tw1 , . . . , Twt

)
.

The trace can be considered as all the information that the server is allowed
to learn, i.e. information that we allow to leak. This information includes the
IDs and length of the encrypted documents (The number of keyword appear
in each metadata item), the documents were returned on each search query
and the user’s search pattern. A user’s search pattern Πq can be thought of as
a symmetric binary matrix where (Πq)i,j = 1 iff. wi = wj . Additionally, we
include |WD|, the total amount of keywords used in all documents together. See
Section 5.5 on how to hide the amount of keywords.

Definition 3 (Trace). Let D be a collection of n documents and let hq =(D, w1, . . . , wq

)
be a history over q queries. The trace of hq is the sequence

Tr(hq) =
(

ID(M1), . . . , ID(Mn), |M1| , . . . , |Mn| , |WD| ,D(w1), . . . ,D(wn), Π
q

)

.
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Now we are ready for the security definition for semantic security, where we use
a simulation-based approach, like [9,13]. In this definition we assume that the
client initially stores an amount of documents and afterwards does an arbitrary
amount of search queries. Intuitively, it says that given all the information the
server is allowed to learn (Trace), he learns nothing from the information he
receives (View) about the user’s input (History) that he could not have generated
on his own. Note that this security definition does not take updates into account.

Definition 4 (Adaptive Semantic Security for SSE). A SSE scheme is
adaptively semantically secure if for all q ∈ N and for all (non-uniform) proba-
bilistic polynomial-time adversaries A, then there exists a (non-uniform) proba-
bilistic polynomial-time algorithm (the simulator) S such that for all traces Trq of
length q, and for all polynomially sampleable distributions〈q= {hq : Tr(hq)=Trq}
(i.e. the set of histories with trace Trq), all functions f : {0, 1}m → {0, 1}l(m)

(where m = |hq| and l(m) = poly(m), all 0 ≤ t ≤ q and all polynomials p and
sufficiently large κ:

∣
∣
∣
∣Pr

[
A(

V t
k (hq)

)
= f(ht

q)
]
− Pr

[
S(

Tr(ht
q)

)
= f(ht

q)
]∣∣
∣
∣ <

1
p(s)

where hq
R←〈q, k← keygen(s), and the probabilities are taken over 〈q and the

internal coins of keygen, A, S and the underlying Storage algorithm.

5 Efficiently Searchable Encryption Schemes

Consider a set of documents D = {D1, ..., Dn}, a set of metadata items W =
{W1, ..., Wn}, and a set of data itemsM = {M1, ..., Mn}, where each document
Di = (Mi, Wi) consists of a data item Mi and a metadata item (a set of as-
sociated keywords) Wi. Let IDi be the document identifier (ID) associated to
document Di (and Wi and Mi as well). Let Iw = {IDi|w ∈ Wi} be a collection
of IDs showing in which metadata items a keyword w occurs.

In this section, we first present our approach which supports computationally
efficient searching on symmetrically encrypted documents. The main idea of our
approach is transforming each unique keyword w to a searchable representation
SW , in a way that the client can keep track of the metadata items in which
w occurs {Wi|w ∈ Wi} via a trapdoor Tw. Our approach also allows the client
to update the searchable representation of w efficiently each time needed. The
construction of the searchable representation for each unique keyword w is:

SW = (fkf
(w), m(Iw), R(w)).

Here fkf
is a pseudo-random function that identifies the searchable representa-

tion of w, kf is the private key kW or part of kW , m(.) is a masking function and
R(w) is a function that keeps some information for unmasking Iw. Each time the
client wants to retrieve the encrypted data items whose metadata items contain
a keyword w, a trapdoor Tw = (fkf

(w), R′(w)) is sent to the server. Given the
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trapdoor Tw, the server first searches the searchable representations for fkf
(w).

In case fkf
(w) occurs, the associated masked m(Iw) is unmasked using R(w)

and R′(w). The server then sends the encrypted data items whose IDs occur in
Iw to the client. This idea allows faster search compared to many other search-
able encryption schemes since the time taken for the search is logarithmic in the
number of unique keywords stored on the server. Note that since our scheme
reveals the search pattern, the document identifiers that occur in the set Iw are
hidden until a search occurs.

Depending on how masking is performed we present two schemes which are the
two variants of our approach. The first scheme is more efficient than the second
one in terms of computation for the search, but the search and the storage should
be performed interactively between the client and the server. The second scheme
performs searching and storing the database non-interactively.

5.1 Scheme 1: Interactive Search and Storage

Let Iw be the set of IDs showing in which metadata items keyword w occurs
and Sw be the searchable representation of keyword w, which have been already
stored on the server. In this scheme Iw is represented as an array of bits where
each bit is zero unless its position equals to at least one of the keywords that
occur in the metadata items. In this scheme the construction of the searchable
representation is:

Sw = (fkf
(w), Iw ⊕G(r), EkE (r))

Our basic scheme comprises of the following algorithms:

Keygen(s) : Given a security parameter s, outputs a master key K = (kW , kM ).
Document-Storage(D, K) : Given a set of documents D, and the private key

K, transform D to an appropriate format for storage on the server using the
following sub algorithms:
– Data-Storage(M, kM): Given the data items M and the private

key kM , transform each data item Mi ∈ M to encrypted form <
EkM (Mi), IDi >i=1,..,n.

– Metadata-Storage(W , kW): Let kW = (kf , kE), where kf ∈ {0, 1}s, kE ∈
{0, 1}s. Given a set of metadata items W = {W1, ..., Wm}, and the key
for each unique keyword w ∈ W , this algorithm has to updates the list
of the indexes of searchable representation Sw (in case Sw is not stored
on the server, we assume that Iw = 0 such that the updated searchable
representation S′

w contain indexes of the metadata items in which w
occur. This algorithm is performed interactively between the client and
the server.
1. Client: Build Uw = {IDi|w ∈ Wi, Wi ∈ W} which is the indexes of

the metadata items in which w occurs. Send fkf
(w) to the server.

2. Server: Search the first components of the searchable representations
for fkf

(w). Send the EkE (r) associated with fkf
(w) to the client.

3. Client: Given EkE (r), decrypt r = E−1
kE (EkE (r)). Pick a new random

value r′, and send the server C = (fkf
(w), Uw⊕G(r)⊕G(r′), EkE (r′)).
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4. Server: Let C = (C1, C2, C3). Let Sw = (S1, S2, S3). The updated
searchable representation is S′

w = (fkf
(w), Uw⊕ Iw⊕G(r′), EkE (r′)).

Here the updated list of index for w, I ′w = Iw⊕Uw, contains the IDs
showing where w occurs after the storage is performed.

Trapdoor(w, kW): Given a keyword w and the private key kW = (kf , kE), out-
put a trapdoor Tw = fkf

(w).
Search(Tw, S): This algorithm is performed interactively between the server

and the client.
1. Server: Given a trapdoor Tw, search the first component of the searchable

representations for Tw. Let Sw = (S1, S2, S3). Send S3 to the client.
2. Client: Send back E−1

kE (S3) to the server, c) compute S2⊕G(E−1
kE (S3)) to

obtain Iw, d) send the encrypted data items whose IDs occur in Iw to
the client.

5.2 Security for Scheme 1

Theorem 1. The scheme described in Section 5.1 is secure in the sense of Adap-
tive Semantic Security for SSE in definition 4.

Proof. Let q ∈ N, and letA be a probabilistic polynomial-time adversary. We will
show the existence of a probabilistic polynomial-time algorithm S (Simulator)
as in definition 4. Let

Trq =
(

id(M1), . . . , id(Mn), |M1| , . . . , |Mn| , |WD| ,D(w1), . . . ,D(wq), Π
q

)

(1)

be the trace of an execution after q search queries and let Hq be a history
consisting of q search queries such that Tr(Hq) = Trq. Algorithm S works as
follows:
S chooses n random values R1, . . . , Rn such that |Ri| = |Mi| for all i =

1, . . . , n. He constructs a simulated index S̄ by making a table consisting of
entries (Ai, Bi, Ci) with random Ai, Bi and Ci, for i = 1, . . . , |WD|. Next, S
simulates the trapdoor for query t, (1 ≤ t ≤ q) in sequence. If (Πq)jt = 1 for
some j < t set Tt = Tj. Otherwise choose a j in 1 ≤ j ≤ |WD| such that for all
i, 1 ≤ i < t, Aj 	= Ti set Tj = Aj . S then constructs for all t a simulated view

V̄ t
K(hq) =

(
id(D1), . . . , id(Dn), R1, . . . , Rn, S̄, T1, . . . , Tt

)
, (2)

and eventually outputs A(V̄ t
k ).

We now claim that V̄ t
k is indistinguishable from V t

k (hq) and thus that the
output of A on V t

k (hq) is indistinguishable from the output of S on input Tr(hq).
Therefore we first state that: the id(Mi) in V t

k (hq) and V̄ t
k (hq) are identical,

thus indistinguishable; Ek is a pseudorandom permutation, thus Ek(Mi) and Ri

are distinguishable with negligible probability; fkf
is a pseudorandom function,

thus ti = fkf
(wi) and Ti are distinguishable with negligible probability. Also the

relations between the elements are correct by construction.
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What is left is to show that S̄ is indistinguishable from S, i.e. that the tuples
(Ai, Bi, Ci) are indistinguishable from tuples (fkf

(wi), Iwi⊕G(ri), EkE (ri)). First
note again that fkf

(wi) is indistinguishable from the random Ai since fkf
is

a pseudorandom function. Given Iwi and the fact that G is a pseudorandom
generator there exists an si such that Iwi ⊕ G(si) = Bi. Given that E is an
IND-CPA permutation Ci is indistinguishable from E(si).

Since V̄ t
k is indistinguishable from V t

k (hq), the output of A will also be indis-
tinguishable. This completes the proof.

5.3 Scheme 2: Non-interactive Search and Storage

Although scheme 1 is efficient in terms of computation for searching searchable
representations, there are two disadvantages with the scheme: i) the Metadata-
Storage and the search algorithms are performed interactively with the server,
ii) the Metadata-Storage algorithm requires a large bandwidth since the size of
Uw should be equal to the size of Iw (which is large for the large scale databases).

Here we present scheme 2 which efficiently addresses the disadvantages de-
scribed above with the cost of more computation for the search. The key idea to
perform the storage and the search non-interactively is to deploy a hash chain.
A hash chain of length N ,

HN (a) = H(H(...H(a)...))
︸ ︷︷ ︸

N

is constructed by applying repeatedly a hash function H(.) to an initial seed
value a [15]. Since only the client knows the seed, she is able to traverse the
chain forward and backward, while the server is able to traverse the chain forward
only.

In contrast with scheme 1, where the IDs showing in which metadata items a
keyword w occurs are stored in one array of bits Iw, in scheme 2 the list of the IDs
are stored in the masked form individually each time the metadata-storage al-
gorithm is invoked. This approach diminishes the bandwidth required for storing
the metadata items.

In this scheme the masking function m(.) is actually the pseudorandom per-
mutation function function E . Let Ii(w) be the set of IDs showing in which
metadata item w occurs, which have been added to SW in the ith updating SW

occurs. The searchable representation of w after updating i times is:

Sold(w) = (fkf
(w), Ek1(w)(I1(w)), H ′(k1(w)), ..., Eki(w)(Ii(w)), H ′(ki(w))),

where kj(w) = HN−ctr(w||k). Here ctr is a counter which is incremented each
time the Metadata-Storage function is invoked (for any keyword). The counter
ctr is stored ion the client side. This construction encrypts each list Ij(w) with
a unique secret key kj(w) such that the server is able to compute the encryption
key of the previously added lists kj−1(w), ..., k1(w) given the encryption key of
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the latest storage kj(w), by traversing the hash chain forward. Since the server
cannot traverse the chain backward, it is not possible for the server to compute
kj+1(w) given kj(w).

Scheme 2 comprises of the following algorithms:

Keygen(s): Given a security parameter s, output a master key K = (kW , kM ).
Document-Storage(D, K) : Given a set of documents D, and the private key

K, transform D to an appropriate format for storage on the server using the
following sub algorithms:
– Data-Storage(M, kM): Given the data items M and the private

key kM , transform each data item Mi ∈ M to encrypted form <
EkM (Mi), IDi >i=1,..,n.

– Metadata-Storage(W , kW, ctr): Let kW = (kf , k), where kf , k ∈ {0, 1}s.
Let N be the length of the hash-chain. Assume that Sold(w) has been
already i times updated. For each unique keyword w ∈ W construct
Ii+1(w) = {IDj|w ∈ Wj , Wj ∈ W} and then perform the following; i)
increment the counter ctr = ctr+1, ii) compute the secret key ki+1(k) =
HN−ctr(w||k), iii) encrypt Eki+1(w)(Ii+1(w)), iv) sends the tuple

(fkf
(w), Eki+1(w)(Ii+1(w)), H ′(ki+1(w)))

to the server, who adds the received tuple to Sold(w). Figure illustrates
the metadata-storage algorithm in scheme 2.

Trapdoor(w, kW , ctr): Given a keyword w and the private key kW , output a
trapdoor Tw = (fkf

(w), HN−ctr(w||k)).
Search(S, Tw): Let Tw = (T1, T2). Assume that SW has been updated for i

times. Given the trapdoor Tw and the searchable representations S, search S
for T1. If T1 occurs, compute H ′(T2), if H ′(T2) = H ′(ki(w)), decrypt Ii using
T2, otherwise keep computing T2 = H(T2) until H ′(T2) = H ′(ki(w)). After
ki(w) is computed, repeats the same procedure to compute the previously
added list of document identifiers. Having decrypted Ii(w), ..., I1(w) send the
documents whose IDs occur in the lists.

Optimization. 1. Each time the server decrypts each list Ij(w) after a search,
the list is kept in plaintext, such that for later searches, the server has to decrypt
only the list of the document identifiers that have been added to SW since the last
search. This modification will decrease the computation for the Search algorithm.

Optimization. 2. Schemes 2 suffers from a limitation that the maximum num-
ber of times the storage can be updated is limited. The limitation comes from
the finite length of the pseudo-random chain used in the scheme. In other words,
after the counter ctr reaches the value of N , where N is the length of the chain,
the chain cannot be used. At this point the pseudo-random chain is said to be
exhausted and the whole process should be repeated again with a different seed
to re-initialize the chain. One way to decrease the exhaustion rate is that the
counter ctr is only incremented in case a search has occurred since the latest
update. The reason is that without performing the search, the server does not
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know anything about the key ki(w) used in the last update. Hence, the exact
ki(w) used for the last time that update occurred can be used for the current
update.

5.4 Security for Scheme 1

Theorem 2. The scheme described in Section 5.3 is one way secure for SSE in
definition 4.

In scheme 2, the trace and the simulation view will be the same as Eq.1 and Eq.2
respectively. Without loss of generality letSW=(fkf

(w), Ek1(w)(I1(w)), H ′(k1(w))).
Then, fkf

(w) is indistinguishable from random. However, since the key k1 is con-
structed by the one way hash function H(.), the key is one way secure. Therefore
Ek1(w)(I1(w)) will be one way secure.

5.5 Security of Updates

In the security proof in Section 5.4 we did not consider the security of updates. In
fact there is information leakage in this case, specifically the amount of keywords
in each update and information on which keyword are in common over several
updates. For our extended scheme in Section 5.3 we did not discuss security at
all. There the security is similar to that of 5.1, but the improvements does not
make sense when updates are not considered. However, there are several tricks
to minimize this information leakage:

Batched updates. Updating a single document reveals the amount of key-
words used for that document. However, our scheme allows us to update
many documents at once. In that case the update only reveals information
about the aggregated keywords over all updated documents. In this way the
information leakage goes asymptotically towards zero bits if the amount of
simultaneously updated documents increases.

Fake updates. The Metadata-Storage algorithm allows us to update the
searchable representation of a keywords without actually changing the in-
dexed documents, similar in idea to the technique in [2] to hide the amount
of keywords. This allows the client to always do an update with an identical
amount of keywords, or even to update all keywords at once.

6 Application

Having described the schemes we proposed, we revisit the two scenarios from
the introduction to show how each exploits the advantages of the schemes. The
first scheme is appropriate for the traveller who uses PHR+ to store his medical
record such that the record can be retrieved selectively anywhere. As an example,
a journalist using PHR+ to check the validation of a vaccination. In this case,
since the client (journalist) uses a broadband internet connection, the time delay
due to the second round of communication for the search is not a problem. The
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second scheme is appropriate for instance for a GP who uses PHR+ to store the
record of a patient, and who retrieves the record of each patient before or during
a visit. The GP also updates the record of the patient afterwards.

7 Conclusion

We propose a novel searchable symmetric encryption scheme which supports
the searching time logarithmic in the number of the unique keywords stored
on the server while it is updatable. We propose two variants of the approach
which differ in the efficiency of the search and the update. We now present
a general assessment of the two schemes proposed. The first scheme is after
each update more efficient in terms of computation, but requires two rounds of
communication between the server and the client for each search. The second
scheme enables the client to update the stored documents with a minimum
bandwidth and high efficiency. This scheme also makes possible to undo update
for the client. However, the update and the search should be interleaved and
the maximum number of times the documents stored can be updated is limited.
Table 1 summarizes the features of the schemes proposed.

Table 1. Summary of the features of the schemes proposed. In this table u is the
number of unique keywords, N is the length of the hash chain, and l is the average
number of encrypted document identifiers added to SW since the last search.

Variants of the Basic Scheme

Features Scheme 1 Scheme 2
Communication Two One

overhead rounds round
Searching log(u) log(u) + N

2
l

Computation
Condition Occurs Interleaved
on Update rarely with search
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Abstract. Information Security is a crucial aspect for organizations, and must 
be considered during the development of Information Systems. The data in 
Data Warehouses (DWs) are highly sensitive since they manage historical in-
formation which is used to make strategic decisions, and security constraints 
should therefore be included in DW modelling within its structural aspects. 
However, another dynamic security component is also related to the sequences 
of OLAP (On-Line Analytical Processing) operations, and could be used to  
access (or infer) unauthorized information. This paper complements the model-
ling of DWs with state models, which permit the modelling of these dynamic 
situations in which sensitive information could be inferred. That is, it models 
queries that include security issues, and controls that their evolution through the 
application of OLAP operations always leads to authorized states. Finally, our 
proposal has been applied to a healthcare case study in which a DW manages 
admissions information with various security constraints. 

Keywords: Data Warehouses, OLAP, Users Behaviour, Query Evolution, State 
Models, Security, Inference, Healthcare. 

1   Introduction 

DWs organize enterprises’ historical information, which originates in heterogeneous 
data sources, for the decision-making process. It is widely accepted that the informa-
tion in DWs is organized on the basis of multidimensional modelling in which facts 
represent the interesting measures of a business process to be analyzed (e.g. “sales”, 
“deliveries”, etc.) and related dimensions classify this information by the subjects that 
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represent the context in which a fact is analysed (e.g. “product”, “customer”, “time”, 
etc.) [1, 2]. 

Information security is a critical aspect which must be considered during the entire 
Information Systems development process [3-8]. Security requirements can therefore 
be identified from the early stages of the development process and taken into consid-
eration in design decisions, thus ensuring their perfect fit in a better quality solution.  

Since DWs manage highly sensitive information which supports the decision mak-
ing process and which also usually includes personal data protected by legal regula-
tions, security and privacy are absolutely vital and should be considered in all layers 
and operations of the DW from the beginning, as strong requirements to their final 
implementation in DBMS (Data Bases Management Systems) or OLAP (On-Line 
Analytical Processing) tools [9]. 

Several proposals for DW modelling through a consideration of their specific 
structural characteristics (facts, dimensions, bases, hierarchies, etc.) exist, but only 
some of them include security aspects in their modelling [10-12]. However, these 
contributions deal with the security problem in a static manner in which a set of secu-
rity constraints basically establish what information will be shown to or hidden from 
the user, depending on his/her security profile.  

Our previous work has been focused on the static modelling of DWs by defining 
several models that have been improved with security capabilities. This has been 
aligned with a model driven architecture, thus permitting modelling at the business 
(CIM), conceptual (PIM) and logical (PSM) levels, and the automatic generation of 
final implementation into DBMS or OLAP tools by applying transformation rules. 
Our complete proposal was applied in a healthcare case study in which the “admis-
sions” to a hospital were analyzed by studying patients and diagnosis, and considering 
several security constraints defined over sensitive information [11, 13-17]. 

Nevertheless, DW confidentiality could also be compromised by sequences of 
OLAP operations (such us drill-down or roll-up) which could be carried out by a ma-
licious user in order to access or to infer unauthorized information, and these security 
constraints cannot be defined in a static model because they depend on the evolution 
of the queries.  

Since the modelling of all possible queries is not financially viable, our proposal is 
focused on sensitive queries (sensitive joints of information) and their evolution. In a 
first stage, sensitive queries are detected and included in the static model by using a 
new kind of security rule called a “Joint Rule” which specifies the security privileges 
needed to combine this information. 

In a second stage, the sensitive queries are then modelled by using state models. 
Possible evolutions of the query are represented as states which are reached by apply-
ing certain OLAP operations. The designer establishes security constraints to decide 
which states can be reached and what information should be shown or hidden depend-
ing on the user’s security privileges and the previously visited states, thus avoiding 
the discovery of unauthorized information. 

This paper is organized as follows: Section 2 presents our proposal for the model-
ling of secure OLAP systems by focusing on the secure modelling of OLAP users’ 
behaviour through the use of state diagrams; Section 3 provides a case study; and fi-
nally, Section 4 shows our conclusions and future work. 
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2   Secure Modelling of OLAP Systems 

Figure 1 shows an overview of our proposal to model secure OLAP systems. In a first 
stage, DW static aspects are modelled by using a UML profile [18]. Sensitive queries 
and their evolution through the application of OLAP operations are then modelled by 
using state models which fulfil the static model. And finally, the user’s session is also 
controlled in order to avoid inferences between different queries. 

 

Fig. 1. Security Modelling Proposal for OLAP Systems 

2.1   Static Modelling 

A UML profile which is specifically created for DWs [18] allows the DW to be  
modelled at a conceptual abstraction level. On the one hand, structural aspects can be 
defined (such as fact, dimension and base classes, measures, attributes, hierarchies, 
etc.) and on the other hand, it is complemented with security constraints by using an 
Access Control and Audit (ACA) model [15]. This ACA model uses a classification 
consisting of three points of view: security levels (the users’ clearance level), com-
partments (horizontal classification) and roles (hierarchical structure). It also permits 
security information (security levels, compartments and roles) to be associated for 
each element in the model (fact, dimension, etc.), and provides a set of security rules 
with which to define sensitive information, authorizations and auditing information. 

Sensitive information assignment rules (SIAR) and authorization rules (AUR) are 
responsible for hiding certain information depending on the security profile (security 
level, compartment and role) of the user who attempts to access it.  

 These rules are solved in design time, that is, the elements (facts, dimensions, 
bases, attributes, etc.) that have to be hidden in each user profile are already 
known. For instance, the “Diagnosis” dimension will be hidden from users 
with a security level that is lower than “Secret” (see Figure 3).  

 In other situations, these rules are more complex and include conditions which 
have to be evaluated in execution time in order to hide the instances which do 
not satisfy them. For example, instances of “Diagnosis” with a health area at-
tribute that is equal to “oncology” will require a security level of “Top Secret” 
(Figure 3). 
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Nevertheless, although the security privileges needed to access each element sepa-
rately (e.g. each dimension) have been defined in the static model, the combination of 
several information elements is usually more sensitive than when they are accessed sepa-
rately and an additional specification is required for these more restrictive security privi-
leges (for example, in order to access “Patients” in relation to their “Diagnosis”). 

This paper includes a new kind of security rules, denominated as Joint Rules, to es-
tablish the security privileges needed to access certain combinations of information. 
Joint Rules (JR) are associated with a fact class in the model, and must be defined 
according to the grammar shown in Table 1. This kind of rules is composed of several 
fields: a set of involved dimensions, which are represented by the keyword 
“DIMENSIONS”, followed by a list of dimension class names and the specification 
of the security privileges needed to access different combinations of multidimensional 
objects. This is defined by using the keyword “IF” followed by a list of multidimen-
sional objects (the dimension or base classes which represent different aggregation 
levels), the keyword “THEN” and the security information required, which is com-
posed of security levels, roles and compartments. An example of a joint rule called 
“JR_DiagnosisPatient” is shown in the following section (Figure 3). 

Table 1. JR Syntax 

JR := INVDIMENSIONS DEFLEVEL+ 
INVDIMENSIONS := “DIMENSIONS“ SDimensionClassName+ 
DEFLEVEL := “IF (” OBJECT+ “) THEN” SECINF 
OBJECT := SDimensionClassName | SBaseClassName 
SECINF := SLEVEL? SROLES? SCOMPARTMENTS? 
SLEVEL := “SL=” securityLevel 
SROLES := “SR=” userRole+ 
SCOMPARTMENTS := “SC=” userCompartment+ 

2.2   Dynamic Modelling 

In this section, dynamic models (state models) are proposed in order to enrich the 
aforementioned static models by including security aspects which are related to que-
ries and their evolution through the application of OLAP operations and cannot, 
therefore, be modelled in a static manner. 

Queries involve the combination of several dimensions at certain granularity lev-
els, and this combination tends to be more sensitive than the separate accessing of 
data. These sensitive combinations are detected and modelled in the static model by 
using the new kind of security rules - joint rules - proposed in this paper, but their 
evolution through the application of OLAP operations should also be considered in 
order to ensure that confidentiality is not compromised. Thus, once sensitive queries 
have been specified by using joint rules, there is a dynamic modelling stage in which 
each sensitive query is modelled by using an extension of state models for secure 
OLAP systems. 

Figure 2 shows an overview of our modelling proposal. States represent evolutions 
of a query obtained after applying certain OLAP operations that change the aggrega-
tion level (drill down and roll up).  
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Each state defines which pieces of information will be provided to the user. Firstly, 
when a state is reached, an entry action executes a slice operation with a set of restric-
tions which hide the unauthorized information. A dice operation then selects the mul-
tidimensional elements (measures, dimensions, bases, etc.) and members which 
should be shown according to the user’s privileges.  

The actions which can be achieved by users to allow them to navigate towards the 
hierarchies involved (drill down and roll up operations) establish connections between 
states and define the security guard conditions (security privileges) needed to reach 
them. For instance, the example shown in Figure 2 considers a hierarchy “A-B”. If a 
user in “State 1” wants to show “B”, that a user’s security privileges will be checked 
(“securityGuard”), and if they are satisfied, a drill down operation will be achieved. 
“State 2” is then reached and the specified slice and dice operations are carried out. 

 

Fig. 2. Secure state model overview 

The starting point of the diagram leads to the less sensitive state that defines a 
query involving the dimensions specified in the joint rule grouped by the less restric-
tive aggregation level. Since the user can finish his/her session in any time, a specific 
end point has not been established. 

In this approach, the combination of several multidimensional elements in a certain 
aggregation level signifies that it is necessary to create several states with different 
visibility privileges. These states are created by considering: (1) the security rules 
defined in the static model, including the new kind of security rules (joint rules); and 
(2) the designer’s decisions which, according to the previously visited states, establish 
what information should be shown to guarantee confidentiality. 

The designer defines the slices and dices for each state by using multidimensional 
expressions (MDX). For instance, a condition with which to hide oncology diagnosis 
included in a SIAR can be expressed in a slice operation as “diagno-
sis.healthArea<>”oncology””. There are some interesting expressions for the security 
point of view which allow certain dimension members to be shown: all members,  
 

Table 2. MDX security expressions defined 

Expression Description 
x.AllMembers shows all the instances of a dimension or base “x” 
x.VisibleMembers after applying the specified visibility restrictions (slices), 

only shows the visible instances of a dimension or base “x”  
x.NonEmptyMembers after applying the specified visibility restrictions (slices), 

only shows the instances of a dimension or base “x” which 
contain data since, in some situations, showing empty 
members could be used to infer information 

Null hides all the instances 
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visible members, non-empty members or none of them. Some of them can be easily 
expressed in MDX, such as all members (“.allMembers”), but others, such as non-
empty members, require more complex expressions. Since the use of these expres-
sions will be very usual in the secure dynamic modelling, we have defined a set of 
them (see Table 2). 

2.3   Session Control 

In the previous stages, the security rules solved in design time and in execution time 
(evaluating conditions) have been defined in the static models, and sensitive combina-
tions of information have also been detected (by using joint rules) and modelled (by 
using state models) in order to control the evolution of queries by applying OLAP 
operations.  

Since users could achieve a sequence of different queries, users’ sessions should 
also be controlled in order to detect the possibility of an information inference. For 
example, although the combination of “Patients” and “Diagnosis” was established as 
being sensitive, an attacker could query “Patients” with “Time” and then “Diagnosis” 
with “Time”, and thus infer unauthorized information by crossing data. This problem 
could be modelled by using this proposal, i.e., by using additional joint rules and 
static models, but we believe that it is of greater interest to control inferences by ana-
lyzing users’ sessions. 

Each session is composed of several events which are different queries:  
 

Sessionn = <e1, e2,… en> 
 
This session control stage checks each event and uses a stack to store the multidi-

mensional elements which have been shown. It then uses the joint rules defined in the 
static model to discover what the sensitive combinations (sensitive joints) are, and 
analyses the stack to find the possibility of an inference. 

The administrator is informed if the possibility of an inference has been detected 
and he/she decides what is the best action to take: to introduce noise in the data; to 
deny certain queries; to reduce the privileges of certain users; etc.    

3   Case Study 

In previous works, our secure data warehouses modelling proposal was applied in a 
healthcare case study by using static models in which both the structural and security 
aspects of data warehouses could be defined [11, 13-17]. The secure state models 
presented in this paper complement our proposal by dealing with the dynamic security 
problems that could not be modelled with a static approach. This case study shows  
how our dynamic proposal is applied to a healthcare system for a DW that analyzes 
hospital admissions, and manages information concerning diagnosis, patients  
and time. 

Firstly, Figure 3 shows the conceptual model for our case study, defined by using 
the UML profile presented in [18]. This example includes a secure fact class “Admis-
sion” with two measures: “type” and “cost”. Admissions are classified by using three 
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dimension classes: “Diagnosis”, “Patient” and “Time”, which are related to several 
base classes, thus creating three classification hierarchies with different aggregation 
levels (“Diagnosis-DiagnosisGroup”, “Patient-City” and “Time-Month-Year”).   

The security configuration used is a sequence of security levels (Top Secret “TS”, 
Secret “S”, Confidential “C” and Undefined “U”) and a hierarchy of security roles (a 
root role Employee “E” which has two sub-roles: Health “H” and Admin “A”). 

 

Fig. 3. Conceptual model 

Various sensitive information assignment rules (SIAR) have also been defined. 
Some of these are directly represented by using stereotypes, such as the “Diagnosis” 
dimension, which uses the stereotype “SL=C” to establish the security level necessary 
to access the information.  

On the other hand, a more complex SIAR called “SIAR_DiagOncology” assigns a 
higher security level (“Secret”) to “Diagnosis” if the health area is oncology. This has 
been defined by using an OCL expression in a note associated with the “Diagnosis” 
dimension class. 

An example of the new kind of security rule proposed in this paper, Joint  
Rule (JR), has been also defined. The rule “JR_DiagnosisPatient” indicates that the 
querying of the “Diagnosis” and “Patient” dimensions together is more sensitive and 
requires more restrictive security privileges. Since there are different aggregation  
levels in the hierarchies involved, the security privileges needed for each sensitive 
combination are specified separately in the rule. In this example, the combination of 
“Diagnosis” and “Patient” levels requires a “Top Secret” security level, whereas the 
combination of “DiagnosisGroup” and “Patient” levels requires “Secret”. 
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Although security constraints have been considered in the design of the static 
model, if this model is not complemented with dynamic models, confidentiality could 
be compromised when users launch a query and apply a sequence of OLAP opera-
tions. For instance, a user could query “cost” information relating cities (“City” base 
class) with diagnosis groups (“DiagGroup” base class) and obtain a sum of costs. 
He/she could then apply a drill down operation over the diagnosis groups and obtain a 
different sum of costs because his/her security privileges do not allow all the data to 
be shown. In this example this user could infer inference by subtracting data. 

The secure state diagrams proposed model a specific sensitive query (a sensitive 
joint of information) and control its evolution by establishing what information will 
be provided depending on the user’s privileges and his/her previous history of actions. 
In this example, a joint rule called “JR_DiagPatient” indicates that the combinations 
of “Diagnosis” and “Patient” dimensions are more sensitive and should be modelled 
with an additional state diagram in order to avoid further information inferences. 

Figure 4 shows a state model proposed to control the evolution of queries that 
combine “Patient” and “Diagnosis” dimensions (or their base classes). Users who 
wish to query these two dimensions together will always begin by observing the less 
restrictive state that combines the lower levels of both hierarchies (“DiagGroup” and 
“City”). They can then query more specific information by applying drill down  
operations, and they will be able to move to different states depending on the security 
constraints defined in the static model, the states previously visited and the security 
decisions made by the designer. In order to decrease the complexity of the model for a 
better understanding, roll up operations relating states from the most restrictive state 
(“DiagnosisPatient-FullAccess”) towards the less restrictive state (“DiagGroupCity”) 
have not been included. 

For example, users who are shown the starting state “DiagGroupCity” might wish 
to view information concerning diagnosis by achieving a drill down operation over 
“DiagGroup”. In this case, three different states have been defined in order to lead 
each kind of user towards a secure state in which confidentiality is not compromised: 

 Users with a security level of “Top Secret” go to the “DiagnosisCity-
FullAccess” state which provides them full access to the queried information.  

 Users with a “Secret” security level go to “DiagnosisCity-HidingValues” which 
applies a slice restricting values from the “oncology” diagnosis (this constraint 
was defined in the static model as an SIAR) and then execute a dice operation 
showing all diagnosis members and only the non empty city members. 

 Finally, users with a lower security level (“Confidential” or “Undefined”) go 
to a “DiagnosisCity-ShowingCities” state in which the same slice is applied 
but in this case, the designer has decided to hide the diagnosis and only show 
visible city members. Although these users can access city information (a se-
curity level of “You” is required), if the designer decides to show all the city 
members, users could infer information from empty cities which might appear 
because all their patients have an “oncology” diagnosis. 

The users are then split according to their security privileges and they are now shown 
diagnosis related to cities through the application of different restrictions depending 
on their privileges and the designer’s decisions. 
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Fig. 4. Secure state model for Diagnosis/Patient 
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The users might then wish to carry out another drill down operation over cities in 
order to see “Diagnosis” and “Patients” combined. The same procedure will be used to 
move them to different states with different constraints. For example, users in the  
“DiagnosisCity-ShowingCities” state will be split into two groups: users with “Unde-
fined” and “Confidential” security levels. This is a designer’s decision in which he/she 
considers that users with an “Undefined” security level should not be able to access 
information about patients (in the static model “Patient” requires a security level of 
“C”) in the same state. However, users with a “Confidential” security level should be 
able to see this information and can access the “DiagnosisPatient-ShowingPatients” 
state. As the model shows, a designer has established some visibility constraints in this 
state in order to avoid inferences. The designer has hidden information about diagnosis 
and only shows the members of “Patient” which are not empty. 

At the beginning of a query evolution, the majority of the generated states corre-
spond with a division of the security privileges according to the security rules defined 
in the static model, and the designer only makes certain visibility decisions. However, 
once users have visited several states and thus have more information, the designer’s 
role takes on more importance. The designer knows each possibility of query evolu-
tion and can define different security constraints depending on the states visited. 

This example shows how a user with a security level of “Secret” who wishes to 
query a diagnosis related to patients could reach two different states depending on the 
states previously visited: “DiagnosisPatient-HiddingValues” and “DiagnosisPatient-
ShowingPatients” (these states have been coloured on orange in the diagram). Both 
states apply a slice that hides the “oncology” diagnosis and only show non-empty 
“Patients” members, but the designer has decided that the state first mentioned should 
also show the members of visible diagnosis and the second mentioned state hides this 
information. 

 Finally, this state model shows how the joint rule defined in the static model has 
been specified by creating the “DiagnosisPatient-FullAccess” state, which is the most 
restrictive and can only be accessed by users with a “TS” security level, and several 
states which restrict certain information according to user privileges and their history 
of actions. The other constraint which is present in the joint rule that defines a secu-
rity level of “S” to combine diagnosis groups and patients has also been considered in 
the state model. In this case, “TS” users go to a full information access state and “S” 
users go to the “DiagGroupPatient-HiddingValues” state, which shows this combina-
tion by applying certain restrictions (slides). On the other hand, the designer has de-
cided that “C” and “U” users should be have access to different information for this 
combination, and two different states have therefore been created which only show 
patients to “C” users and only show diagnosis groups to “U” users.   

4   Conclusions 

Information security is a crucial requirement which must be taken into account in the 
development of DWs. Some proposals model DWs at different abstraction levels by 
including security issues but they use only static models and do not consider query 
evolution modelling. Although static security measures have been defined, an attacker 
could achieve a sequence of OLAP operations which would provide him/her with 
unauthorized information. 
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In this paper, a new kind of security rules (joint rules) has been added to our static 
modelling proposal in order to define sensitive combinations of information and the 
security privileges needed to query this information. 

This approach also fulfils static models with a secure dynamic modelling. State 
models have been proposed in which the use of several states defines what informa-
tion has to be provided in each case, by considering aspects that it is impossible to 
model in a static manner, such as the information that has been shown by the user 
(previously visited states).  

Our future work is focused on the improvement of the session control to include  
an automatic detection of possible inferences and to recommend actions to the  
administrator. 
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Abstract. As online services are moving from the single service to the
composite service paradigm, privacy is becoming an important issue due
to the amount of user data being collected and stored. The Platform
for Privacy Preferences (P3P) was defined to provide privacy protection
by enabling services to express their privacy practices, which in turn
helps users decide whether to use the services or not. However, P3P was
designed for the single service model, bringing some challenges when
employing it with composite services. Moreover the P3P language may
lead to misinterpretation by P3P user agents due to its flexibility and may
have internal semantic inconsistencies due to a lack of clear semantics.
Therefore, we enhance P3P to be able to support composite services,
propose a formal semantic for P3P to preserve semantic consistency, and
also define combining methods to obtain the privacy policies of composite
services.

Keywords: formal semantics, P3P, privacy policy, composite service.

1 Introduction

In the beginning of the online services era, most services were single and indepen-
dent, employing and developing proprietary technology to serve their customers.
Nowadays, there is strong competition in the online market to expand the num-
ber of customers. This is an incentive for developing new and better services to
better serve user demands. It is then a promising approach to build new services
by combining existing services which can reduce development cost and time com-
pared to implementing a new service from scratch. Thus, one can say that the
online service world now has changed from single to composite services [12].

In online services, privacy is an important issue due to the large amount of
user data collected and stored. Users need some mechanism to secure their data.
To protect privacy, users ought first to be aware of what the services will do with
their data so that they can decide whether to use the services or not. This facility
is provided by the Platform for Privacy Preferences (P3P) [1], a policy language
for describing data practices of websites. Comparing these practices with the
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users’ preferences, expressed, e.g., in the P3P Preference Exchange Language
(APPEL) [5], thus helps users to protect their privacy to a certain degree.

When applying P3P policy for composite services, some challenges are raised.
For example, P3P was originally designed for the single service model, how can
we obtain the P3P policy of a composite service consisting of several services is
one challenge. Besides, P3P policy from some service members may be conflict
with each other. How can these discrepancies be detected is another challenge.
From these challenges, we enhance P3P so that it can handle composite service
scenario and we also define constraints to analyse conflicts between the privacy
policies of service members. This analysis also helps avoiding a combination of
services with incompatible privacy policies, which will fail at run-time. Moreover,
a combining scheme is also proposed to obtain privacy practices of the composite
service.

The semantics of the P3P language is ambiguous so that the same P3P pol-
icy can be interpreted differently by different user agents [2,10]. This potential
semantic inconsistencies of a P3P policy elaborated in [2,3,4,9,11] will be in-
herited to the composite service consisting of services the ambiguous statement
belongs to. We, therefore, consider formal semantics for P3P so that semantic
consistency can be preserved. Our formal semantics for P3P is based on work
from T. Yu et al.[2] which proposed a data centric formal semantics for P3P by
employing relational tables. They claim that in some cases it does not depend
on purpose whether or not the collected data is used. We, however, argue that
purpose is important to notify the reason for data collection. Thus, data-purpose
centric is used in our formal semantics P3P.

The organization of this paper is as follows. Section 2 describes the P3P syn-
tax, its possible semantic inconsistencies and P3P in composite service. The
enhancement of P3P is proposed in Section 3. A formal semantics of P3P and
constraints for inconsistency verification are shown in Section 4. Section 5 indi-
cates a combining algorithm for composite services. An example of this algorithm
is presented in Section 6. Related work is discussed in Section 7 and we conclude
our paper in Section 8.

2 The Platform for Privacy Preferences

The Platform for Privacy Preferences (P3P) [1] is an XML-based policy lan-
guage specified by W3C to enable websites to describe their privacy practices in
a standard format. Users can compare P3P policy of a website with their prefer-
ences before making a decision whether to use the website. This comparison can
be done automatically by a P3P user agent installed at the users’ side, e.g. by
a web browser. The P3P specification defines syntax and semantics of the P3P
policies, mechanisms for associating policies with web resources, e.g. by HTTP,
and a standard set of data elements in a hierarchy which all P3P user agents
should understand.
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2.1 P3P Syntax

The main elements of P3P policy are ENTITY, ACCESS, DISPUTES-GROUP
and STATEMENT. In a policy, there are an ENTITY element identifying a legal
entity, i.e. a service or website issuing this policy, an ACCESS element indicating
the ability of individuals to access their data, a DISPUTES-GROUP describing
the resolution procedure when disputes about this privacy practices occur, and
one or more STATEMENT elements illustrating possible usage of the website
regarding data elements. P3P also defines categories for its defined standard set
of data elements such as physical (e.g. name)and online (e.g. email address).
These base data are structured in hierarchy. An example of P3P statements
of Superpages [13] website that is a service providing search function for e.g.
restaurants in desired location is illustrated in Fig. 1.

Statement1 { purpose: admin, current, develop

recipient: ours

retention: indefinitely

data: #dynamic.clickstream, #dynamic.http,

#dynamic.searchtext}
Statement2 { purpose: develop, tailoring

recipient: ours

retention: business-practices

data: #dynamic.cookies [optional] (category: uniqueid)}

Fig. 1. P3P Statements of Superpages Website

In a STATEMENT, the major elements are data, purpose, recipient and re-
tention. The data element expresses data and possibly its category the services
may collect. For which purpose and for how long the data is collected can
be described by the purpose and retention elements respectively. P3P defines
five retention values, no-retention, stated-purpose, legal-requirement,
business-practice and indefinitely. Brief descriptions as defined in P3P
1.1 are given in Table 1. In some cases services distribute data collected to third
parties. This can be specified in the recipient element. P3P defines six values for
this element, ours, same, delivery, other-recipient, unrelated and public.
Their short descriptions as defined in P3P 1.1 are given in Table 2.

For data, purpose and recipient elements, there is an attribute describing
whether they are required for the website or optional. P3P 1.1 defines an ex-
tension element called STATEMENT-GROUP-DEF helping in indicating which
statement belongs to the same group of user interactions with the services. Ser-
vices can also define usages of the same statement group to opt-in or opt-out via
the consent attribute of this element.

P3P allows multiple data elements, multiple purpose values, multiple recipi-
ent values and a retention value in one statement. This means the stated data
elements can be employed for all stated purposes, can be distributed to all listed
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Table 1. Descriptions of P3P Retention Values

Retention Values Descriptions
no-retention Information is not retained for more than a brief period

of time necessary to make use of it during the course of
a single online interaction.

stated-purpose Information is retained to meet the stated purpose. Sites
MUST have a retention policy that establishes a destruc-
tion time table. The retention policy MUST be included
in or linked from the site’s human-readable privacy pol-
icy.

legal-requirement Information is retained to meet the stated purpose but
the retention period is longer because of a legal require-
ment or liability. Sites MUST have a retention policy that
establishes a destruction time table. The retention policy
MUST be included in or linked from the site’s human-
readable privacy policy.

business-practices Information is retained under a service provider’s stated
business practices. Sites MUST have a retention policy
that establishes a destruction time table. The retention
policy MUST be included in or linked from the site’s
human-readable privacy policy.

indefinitely Information is retained for an indeterminate period of
time.

Table 2. Descriptions of P3P Recipient Values

Recipient Values Descriptions
ours Ourselves and/or entities acting as our agents or entities

for whom we are acting as an agent
same Legal entities following our practices
delivery Delivery services possibly following different practices

(may use data other than stated purpose including deliv-
ery services with unknown data practices)

other-recipient Legal entities following different practices
unrelated Unrelated third parties (data usage practices are un-

known)
public Public fora

third party recipients, and are stored as long as defined in the retention policy.
Besides, P3P allows specifying the same data elements in more than one state-
ment. This flexibility on one hand brings expressiveness to the policy. However,
on the other hand it may also cause semantic inconsistency problems.
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2.2 Potential Semantic P3P Inconsistencies

There exist possible semantic inconsistencies due to non-corresponding between
values of some elements of P3P policy, which were elaborated in [2,3,4,9,11]. We
briefly describe them in the following.

Conflict between purpose and data category: For example, a statement contains
purpose value individual-analysis but does not contain any data element
from one of physical, online, financial, purchase and government data
categories. This does not make sense since the purpose individual-analysis
requires identified data. Similar conflicts are listed in [3] and in the P3P 1.1
specification (User Agent Guidelines).

Conflict between purpose and retention: For instance, a statement contains pur-
pose value develop and retention value no-retention. This introduces a conflict
since no-retention allows data to be stored only for a brief period of time which
is less than develop requires.

Conflict between purpose and recipient: For example, when a statement contains
purpose values admin, develop and/or tailoring with recipient values only
delivery, same or public. This does not make sense since according to the
specified purposes, the recipient value ours must be present.

Conflict between recipient and retention: in a statement, some defined recip-
ient values do not correspond to some retention values. When, for instance,
a statement contains recipient value public and a retention value other than
indefinitely.

Optional attributes: With attributes expressing whether data, purpose and re-
cipient elements are required or optional, ambiguities may exist, for example
when data is required while purpose and recipient are optional. It is unclear
whether the data is collected or not at first. In cases when the STATEMENT-
GROUP-DEF element is employed, the value of these attributes in the statement
belonging to the group must correspond to the value of the consent attribute.

With these possible conflicts, it is not trivial to write P3P policies without
considerably caution to be able to protect semantic consistency. Thus, there is
a need for formal semantics for P3P to mitigate this problem. For each type of
conflict above, there could be more cases introducing semantic inconsistencies
in P3P policies. However, our work is focusing on formal semantic for P3P for
composite service. Finding out all cases of these conflicts is out of scope for
our work. We neither consider discrepancies between P3P policy and its natural
language.

2.3 P3P Policy in Composite Services Analysis

Composite services come from Service Oriented Architecture (SOA) approach. A
composite service consists of multiple services, being single or composite. Each
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service is seen as a component that is loosely coupled and make use of data from
other services in the combination to provide a new service. The service composi-
tion is supported by technologies e.g. BPEL [6], WSDL, etc. Recently, a method
to combine also web-based services called “mashup” was proposed in [12].

P3P defined recipient value to describe which type of third party the collected
data may be distributed to. In a composite service, some data are transferred
between service members. Thus the services receiving data become third party
services of the data sender service. However, noticing from descriptions of re-
cipient values, it could be implied that the recipient values can be determined
when the recipient services (third party services) are known by the data sender
service. In a service composition process, which services are selected as mem-
bers depends on targets and goals of the desired composite service. Thus, we
will never know which services will be combined together beforehand. With this
dynamic characteristics, there might be unknown services in the combination.
Thus, none of the existing recipient values can be used to capture these services.

Basically, each of service members has its own P3P policy. With the single
service approach, comparing a user’s preferences with P3P policies from all single
services is done one by one. However, in a combination this is not sufficient
since there might be conflicts between the privacy policies of services. The P3P
framework does not provide any mechanism regarding this issue. For example,
when privacy policy of Service A does not allow sending data needed by Service
B in providing a composite service, thus, this composite service cannot function.

The comparison between users’ preferences and privacy practices of the web-
sites are normally done at the user agent, i.e. at the user side. Obtaining the
privacy policy of the composite service allows this analysis to occur only once
resulting in less resource consumption at the end-users than with the former
approach. In addition, this privacy policy of the composite service can be used
for further service compositions in the future.

3 P3P Enhancements

In order for P3P to support the composite service paradigm, we enhance P3P in
three points. We define a new recipient value, require a third party service list
for recipient values, and define a destruction time table for retention policies.
The last two extensions facilitate in deriving privacy policy of composite service.

3.1 Recipient Value

Since the existing P3P recipient values are not sufficient for composite service,we
propose a new recipient value, “prospective-composite-service”, to fill this
gap. Similar to all recipient values besides ours, this value can have a required
attribute. The new recipient value serves as a placeholder for future services in
a composite service, implying that the data may be distributed to legal enti-
ties that are members of the prospective composite service but with the users’
consent. With this value service providers can express their recipient value for
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prospective services that are not known before enabling service composition.
Hence, the new composite service can be successfully created but the data of
the users who are using a service in the composite service are not distributed to
other service members without the users’ consent.

3.2 Third Party Service List

Existing single service defines recipient values of data based on privacy practices
of the data’s recipients whether they are the same, different, unknown, etc. to
the original service itself. Therefore, each single service has its own scope to
determine the recipient value which is different from the others. In order to
specify the recipient value of a composite service, it is necessary to find out
the scope of recipient values of the composite service in which the scope of
all service members must be taken into account. However, since each member
has different scope, some recipients of a recipient value of a particular data of
a service may overlap which makes it extremely hard to resolve the recipient
values of the composite service instead of just combining all recipient values of
the data in case of non-overlapping. For example, let a composite service consists
of service A and service B. For a particular data, service A has a recipient value
other-recipient. The recipients of other-recipient of service A may include
service B or some recipients that have the same privacy practices as service B
or some recipients that have different privacy practices as service B, resulting in
various possible or insolvable recipient values for the composite service depending
on the recipient value of service B.

This problem can be solved if we know exactly the recipients in which we
call “third party services” belonging to the recipient values of each service
member. Therefore besides prospective-composite-service and public, we
require that there must be a list of third party services attached to each re-
cipient value of a particular data. We expect that this will not be a difficult
task for service providers since it is necessary to know the third party ser-
vices such that they could specify their recipient values. The defined lists for
ours, same, delivery, other-recipient and unrelated values are called “ours-
list”, “same-list”, “delivery-list”, “other-recipient-list” and “unrelated-list” re-
spectively. The ours-list from single service contains its own service. We also
define another list called “service-member-list” containing all member services
of the composite service. In addition, in case of services with known privacy
practices their P3P policies must be available.

Since the recipient values of existing P3P policies, i.e. without the third party
service list, are defined coarse-grained and with single service environments, the
P3P policies of a service provider will not change often. On the other hand,
P3P policies with a third party service list which could be altered dynamically
may have to be updated more frequently. This might be inconvenient especially
for the users who normally have to approve the new list every time it changes.
However, knowing the list helps the users to protect their data disclosure to
unwanted third party services both when they first check whether to use this
service or not and later when the list changes. In addition, if the service provider
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allows the users to specify a third party service black list e.g. at subscription
time, when the list changes the service providers can obtain the users’ decision
automatically whether they agree with the new list or not without contacting
the users again.

3.3 Destruction Time Table

It is also not trivial to determine the retention value for a composite service. For
example, though two services specify their retention value as stated-purpose,
it does not mean they store the data for the same period of time. It is even harder
to combine retention values between stated-purpose, legal-requirement and
business-practices since they are incomparable. A possible way to solve this
problem is to know the exact length of the retention time. P3P policy is spec-
ified that for retention values; stated-purpose, legal-requirement and
business-practices, there must be a retention policy establishing a destruction
time table included in or linked from the site’s human-readable privacy policy
but it does not further define what the retention policy looks like. To us, it is
foreseeable that this destruction time table can be employed to resolve the reten-
tion value for composite service. We thus propose that the P3P policy from each
service must have a destruction time table as shown in Table 3 for the retention
values stated-purpose, legal-requirement and business-practices.

The destruction time table expresses how long a service stores a particular
data using the dayTimeDuration type. As stated in the P3P specification for
stated-purpose and legal-requirement, the determination of the duration
time depends on the purpose element. For business-practices, P3P states
that the retention policy can be “determined by service provider’s business prac-
tices” [1]. We suggest to base the retention duration of business-practices also

Table 3. Destruction Time Table

Retention Value Purpose Retention Duration (dayTimeDuration)

stated-purpose

current PT10M
admin P3M
develop P3M
tailoring P3M

legal-requirement

current P6M
admin P6M
contact P2Y
historical P2Y
telemarketing P2Y

business-practices

current P3M
admin P5M
tailoring P3M
develop P6M
pseudo-decision P1Y
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on purpose. Thus, for each retention value in the table, the retention duration
is determined for each applied purpose value. Not all purpose values may be
present since the service may not use the data for that purpose.

4 Formal Semantics for P3P in Composite Services

In our formal semantics for P3P in composite service environments, we assume
that the conflicts illustrated in Section 2.2 have already been analysed. Thus,
the P3P policies obtained from each service have no conflicts on those issues. In
this section, we show how to provide formal semantics of P3P and describe some
constraints to further verify inconsistencies of privacy policies in each service
and also between services.

4.1 Data-Purpose Centric Semantics for P3P

To provide formal semantics for P3P, we use the same technique as in [2] i.e.
employing a relation database. However, instead of following a data-centric ap-
proach, we will use data-purpose (dp) as the key for our relation table. The
reason is that purpose is an important criterion for data usage. For example,
to determine whether a data element is required depends pretty much on the
purpose the data is being employed for.

For each data element, P3P defines an attribute “optional” to specify whether
the data is required by the services. The value of this attribute can be either yes
(optional) or no (required). The default value is no. For this relation we define a
relation table data-purpose-optional (DPO). In addition, each data element can
belong to several categories. We define another relation table for this relation as
data-purpose-category (DPC).

Similar to the optional attribute of data element, for each purpose value except
current P3P defines an attribute “required” describing whether it is required.
There are three values of this attribute, i.e. always (required), opt-out (users
must request to not use the data for this purpose) and opt-in (data may only
be used for this purpose if the users have agreed). The default value when no
required attribute is present is always. We define a relation table for this relation
as data-purpose-required (DPR).

How long a particular data element should be stored as expressed by the re-
tention element depends on the purpose the data is being utilized for. According
to our P3P enhancement in Section 3.3, each retention value for a purpose value
has a duration time. We define a relation table of this relation as data-purpose-
retention-duration (DPRD). The duration represents the retention duration time
derived from the destruction time table as defined in Section 3.3.

To whom a particular data may be distributed depends also on the purpose
of usage. As same as purpose element, each recipient value except ours can
have a required attribute, i.e. always, opt-out or opt-in. The default value
when no required attribute is present is always. Extending with the third party
service lists, we define a relation table for this relation as data-purpose-recipient-
third party service-required (DPRTR).
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Table 4. Details of Relation Tables

Relation Tables Fields Key of the relation

DPO
data (data,purpose)
purpose
optional

DPR
data (data,purpose)
purpose
required

DPC
data (data,purpose,category)
purpose
category

DPRD

data (data,purpose)
purpose
retention
duration

DPRTR

data (data,purpose,recipient,
purpose third party service)
recipient
third party service
required

service-entity

ENTITY (#business.name) (ENTITY)
ACCESS
DISPUTES (resolution-type)
DISPUTES (REMEDIES)

We also rewrite the ENTITY, ACCESS and DISPUTES-GROUPS elements
in a table called service-entity. The key element of this table is ENTITY,
#business.name of the service. The details of these tables are shown in Table 4.

4.2 Constraints for Integrity Verification

We use similar constraints as shown in [2] and an additional constraint according
to the data-purpose centric approach to ensure the integrity of P3P policies for
each service as follows:

Multiple statements for a data element: P3P allows specifying more than one
statement for the same data-purpose. Thus, multiple retention values can be
assigned to the same data-purpose. For two tuples having the same data-purpose
values, it does not make sense to have several retention values. If this is the case,
the policy is considered invalid. This can be applied also for the DPO, DPR and
DPRTR relations.

∀p, q ∈ DPRD, p.(data, purpose) = q.(data, purpose)
→ p.retention = q.retention

Data hierarchy: in P3P, data is structured in a hierarchy. It does not make
sense if the upper level (e.g. #user.bdate) has more restrictions than its lower
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level (e.g. #user.bdate.ymd.year). For instance, if the data optional attribute
of #user.bdate is optional, the data optional attribute of #user.bdate.ymd.year
can be optional or required. But if the data optional attribute of #user.bdate is
required, the data optional attribute of #user.bdate.ymd.year must be required.
This concept can be applied to DPR and DPRTR relations.

∀p, q ∈ DPO, p.data is the upper level of q.data, p.optional = no
→ q.optional = no

Purpose and data optional constraints: if the purpose value of a data is current,
the optional value of that data must be no since it is necessary that the data
must be collected. Otherwise the service cannot be provided.

∀p ∈ DPO, p.purpose = current→ p.optional = no

4.3 Constraints for Integrity Verification between Services

In the composite service environment, several single services and/or composite
services cooperate with each other to perform a service. Hence, input data of
one service can be output of other services. This may introduce conflicts when
a service supposed to send data as an input to another service does not do it
due to its privacy policies. Thus, we first have to find out which personal data
is transferred between services. Then we further analyse its privacy policies for
both sender and recipient services.

The personal data transferred can be derived e.g. from a WS-BPEL [6] de-
scription of a service. How the personal data are derived is out of scope of our
work. In the following, the data structure shared with components shared.data
and shared.provider will hold the personal data shared between services and their
providers. For personal data items with more than one provider there would be
several entries. We define constraints to check the conflicts for each service mem-
ber of a composite service as follows:

Data collection: the data used between services are obviously needed to fulfill
the service provisioning, thus their collection must be required. Otherwise, this
composite service cannot function.

∀p ∈ DPO, p.data ∈ shared.data → p.optional = no

Purpose: for the same reason as for data collection, the purpose values of these
data must contain at least current value with required value as always.

∀p ∈ DPR, p.data ∈ shared.data→ p.purpose = current ∧ p.required = always

Recipient: if the recipient value of the transferred data of the sender service
contains at least prospective-composite-service, the combination is feasible.
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Let DPRTRi be the DPRTR table for provider (i). We check the following
constraints on that data:

∀p ∈ DPRTRi, (p.data, i) ∈ shared
→ p.recipient = prospective-composite-service

If the recipient value of the transferred data contains only ours, this means that
the service does not send that data to other parties. Thus, the composite service
cannot function. In other cases, the third party service list must be checked.
If the recipient service is not in the list as specified, this service combination
cannot function.

∀p ∈ DPRTRi, (p.data, i) ∈ shared→ p.recipient �= ours

5 Combining Mechanism

We determine relation tables for the composite service (CS) by combining the
same table type of each member service. For each type of table we add all
tuples from all services that have different data-purpose values into a new table
i.e. belonging to the composite service. Let dp be (data, purpose) attributes
in relations. For tuples having the same dp values, the following combination
schemes are applied before adding them into the new table:

a) data-purpose-optional (DPO)
It does not make sense for a service to specify several values for the data
optional attribute of a data-purpose value. As we assume that the P3P policy
from each service is validated beforehand, the optional value for a dp from
each service must be only one value, either yes (optional) or no (required).
For the same reason, the optional value of a dp for a composite service must
be only one value.

With n tuples from DPO (dp1,optional1), (dp2,optional2),. . . , (dpn,option-
aln) having the same data-purpose (dp1 = dp2 = · · · = dpn), we define that
the optional value of the composite service is the most restrictive one (no
>yes). This means if at least one of the optional values is no then the
optional value of the composite service is no, otherwise yes.

From the same reason shown in Section 4.2, data hierarchy is also con-
sidered. With two data elements, if optional value of the upper level data
has higher restriction than the lower one, the optional value of the lower one
must be changed to be the same as the upper level data.

b) data-purpose-required (DPR)
This required value represents the requirement of the purpose element. Sim-
ilarly to data optional, the required value of a dp from each service must be
only one value i.e. always, opt-out or opt-in. With n tuples from DPR
(dp1,required1), (dp2,required2),. . ., (dpn,requiredn) having the same data-
purpose (dp1 = dp2 = · · · = dpn), the required value of the composite service
is the most restrictive one (always >opt-out >opt-in).
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c) data-purpose-category (DPC)
A data-purpose relation can have several category values. Since we assume
that possible inconsistencies between purpose and data category are vali-
dated beforehand, this conflict will not occur when combining P3P policies
from different services. With n tuples from DPC (dp1,category1), (dp2,cate-
gory2),. . ., (dpn,categoryn) having the same data-purpose (dp1 = dp2 = · · ·
= dpn), the category value of the composite service (categoryCS) can be
obtained as the union of the category values from all of them (categoryCS =
category1∪ category2 ∪ · · · ∪ categoryn).

d) data-purpose-retention-duration (DPRD)
As previously described in Section 3.3, it is not trivial to combine retention
values for a composite service. The duration value derived from destruction
time table can help in determining the retention value as below.

Similar to the optional and required attributes for a data-purpose relation
from a service, the retention value must be only one value. With n tu-
ples from DPRD (dp1,retention1,duration1), (dp2,retention2,duration2),. . .,
(dpn,retentionn,durationn) having the same data-purpose (dp1 = dp2 =
· · · = dpn), the retention value of the composite service is the most re-
strictive one (indefinitely > business-practices, legal-requirement,
stated- purpose > no-retention). Due to the fact that business-prac-
tices, legal-requirement and stated-purpose are incomparable, there
can be cases where the retention value cannot be resolved by using only this
constraint. Thus the duration time comes into play.

Since the retention value describes how long the service keeps the data,
we consider the longest storing period and its retention value to become the
retention duration and retention value of the composite service respectively.
For example, let the purpose for collecting a particular data be admin and the
retention value of the first service be stated-purposewith a retention dura-
tion of three months, while the second service collects the same data for the
same purpose for six months with the retention value business-practices.
The retention value and its duration of the composite service for this data-
purpose relation is business-practiceswith six months duration due to the
longer time duration. In case when the retention duration from both is equal,
we consider the one with the most restrictive meaning (business-practices
>legal-requirement >stated-purpose).

e) data-purpose-recipient-third party service-required (DPRTR)
The recipient is quite a complicated element when considered in a composite
service. Though it is possible for a data-purpose relation to have several
recipient values, determining the recipient value for the composite service
is not possible by just simply taking the union of the recipient values from
all services having the same data-purpose relation as previously described in
Section 3.2. Therefore, we use the third party service list in determining the
recipient value of the composite service.

Besides the recipient value of the composite service and the required value
of each recipient value, we also have to find out the member services of
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each list. Unlike the first four relations that the tuples having different data-
purpose values are added in the new table belonging to composite service
without further processing. Due to the different scope of single service and
composite service, all tuples of DPRTR relation after being added in the
new table are analysed. The recipient value, its required value and member
services of each third party service list of the composite service can be derived
in the following steps:

1. For each recipient value (except prospective-composite-service and
public), there is a list of third party services attached as well as a
required value. We attach this required value to every third party ser-
vice in the list (tps-required). For the tuples of DPRTR table from all
services having different data-purpose (dp) values, first they are added
into the new table waiting for further processing as shown in the follow-
ing steps. With n tuples from DPRTR (dp1,recipient1,tps1,required1),
(dp2,recipient2,tps2,required2), . . . , (dpn,recipientn,tpsn,requiredn) hav-
ing the same data-purpose (dp1 = dp2 = · · · = dpn), we combine their
recipient value by using union before adding them in the new table.
For each recipient value, we also take the union to combine the third
party services associated with. Each third party service can have only
one required value. With n tuples from tps-required (tps1,required1),
(tps2,required2),. . ., (tpsn,requiredn) having the same service (tps1 =
tps2 = · · · = tpsn), the required value is the most restrictive one (always
>opt-out >opt-in). In this step, if the recipient values contain public,
then public is one of the recipient values for the composite service re-
spectively. The required value of recipient value public is the most re-
strictive one (always >opt-out >opt-in).

2. Since the scope of recipient values from each member service of the com-
posite service may be different, there might be some third party services
in same-list, delivery-list, other-recipient-list and unrelated-list belonging
to the member of the composite service. This overlapping must be elim-
inated. We thus check services in each list with the service-member-list
whether they are redundant. If there are, those services must be removed
from their current lists. This also implies that the recipient value ours
is one of the recipient value for the composite service.

3. In addition, there might be some third party services in delivery-list,
other-recipient-list and unrelated-list that have the same privacy prac-
tices as the composite service. We thus check this case in two steps. First
we check if there are any services in delivery-list, other-recipient-list and
unrelated-list that are the same as the services in the same-list. If there
are, those services must be removed from their current lists. Secondly we
also have to check whether the remaining services in those lists have the
same data practices as the composite service or not by verifying their pri-
vacy policies against the privacy policies of the composite service which
will be explained later. If any of these services conform to the compos-
ite service’s privacy policies, they are moved to the same-list. In case
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there are no privacy policies available (i.e. all services in unrelated-list
and some services in delivery-list) or the services do not conform to the
composite service’s privacy practices, they are left in their current lists.
We do not have to check redundancy of services between delivery-list,
other-recipient-list and unrelated-list since from the definitions they do
not overlap with each other.

4. For the ours-list, same-list, delivery-list, other-recipient-list andunrelated-
list, if they are not empty, then their corresponding recipient values, i.e.
ours, same, delivery, other-recipientand unrelated respectively are
one of the recipient values for the composite service and they become also
the third party service lists of the composite service. Here there could be
several required values attached to services in each list coming from differ-
ent member services, the new required value of the recipient values for the
composite service is themost restrictive one (always>opt-out>opt-in).

5. For the recipient value prospective-composite-service, since now the
scope is different than from the single service, we remove this recipient
value associated with data that are not the output of the composite
service. These data can be derived from e.g. WS-BPEL.

Regarding the checking of the same privacy practices in step 3, by now we
already obtained the first four relation tables of the composite service i.e.
DPO, DPR, DPC and DPRD. The verification between the privacy policies
of the remaining services in delivery-list, other-recipient-list and unrelated-
list and the privacy practices of the composite service is done by checking
with these four relation tables and with restricted recipient values. For a
data-purpose relation if the optional value, required value, category value
and retention value of the remaining services in those lists are equal or less
restrictive than the optional, required, category and retention values of the
composite service respectively and if the recipient values of the services in
those lists contain only ours or same or both, this implies that their privacy
policies conform to the composite service. We do not take the required value
of the recipient value same into consideration, since even if it is required, the
recipient services in the same-list still have the same privacy practices as the
composite service.

For the service-entity table, we can obtain the table of the composite service
by just concatenating every row from each service into one table.

6 Example

In this section, we present a scenario to obtain privacy policy of a potential compos-
ite service, Restaurantlocator. The Restaurantlocator service may consist of Su-
perpages and GPS-data-stream [14] services. Given a city name in United States, a
list of restaurants can be obtained from the Superpages. After choosing the restau-
rant users want to visit, the GPS-data-stream provides a point of interest file con-
taining exact location of the restaurant which can be directly loaded to users’ GPS
device. P3P statement of GPS-data-stream is shown in Fig.2.
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Statement { purpose: admin, current, develop

recipient: ours

retention: indefinitely

data: #dynamic.clickstream, #dynamic.http,

#dynamic.cookies (category: navigation, online)}

Fig. 2. P3P Statement of GPS-data-team

Due to the limitation of space, we give example in P3P statement instead of
whole policy and with only one data, #dynamic.clickstream. In order to obtain
privacy policy of the Restaurantlocator, existing P3P policies of both Superpages
and GPS-data-stream must be extended beforehand. The privacy practices of Su-
perpages and GPS-data-stream services for data, #dynamic.clickstream, are
mapped to relation tables DPO, DPR, DPC, DPRD and DPRTR with their com-
bining result belonging to composite service, Restaurantlocator, as illustrated in
Table 5,6,7,8,9 respectively.

From all relation tables, an overlapping of data and purpose values between
Superpages and GPS-data-stream services is data #dynamic.cookies with pur-
pose value develop. For the DPO relation in Table 5 and DPR relation in Table 6,
the optional and required values for the Restaurantlocator of the data are no and
always correspondingly according to the rules that the most restrictive value is
chosen as proposed in Section 5. For the DPC relation in Table 7, the category val-
ues for Restaurantlocator of the overlappingdata can be derived by applying union
function. Deploying the retention duration values from the Destruction time table
in Table 3 for Superpages service, the duration of purpose values, develop and
tailoring, are six months and three months. Since the retention value of GPS-
data-stream for the purpose value, develop, is indefinitely, the retention value
of composite service shown in Table 8 for that data becomes indefinitely. In the
Table 9 expressingDPRTR relation, since all the recipient values from both service
members are ours, further checking on whether the third party services have the
same or different privacy practices is not needed and the required values of all data
are always. For the #dynamic.clickstream data with purpose value , develop,
of Restaurantlocator, both service members are in its ours-list.

Table 5. Data-Purpose-Optional (DPO) Relation

Data Purpose Optional

Superpages
#dynamic.cookies develop yes

#dynamic.cookies tailoring yes

GPS-data-stream
#dynamic.cookies admin no

#dynamic.cookies current no

#dynamic.cookies develop no

Restaurantlocator

#dynamic.cookies admin no

#dynamic.cookies current no

#dynamic.cookies develop no

#dynamic.cookies tailoring yes
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Table 6. Data-Purpose-Required (DPR) Relation

Data Purpose Required

Superpages
#dynamic.cookies develop always

#dynamic.cookies tailoring always

GPS-data-stream
#dynamic.cookies admin always

#dynamic.cookies current always

#dynamic.cookies develop always

Restaurantlocator

#dynamic.cookies admin always

#dynamic.cookies current always

#dynamic.cookies develop always

#dynamic.cookies tailoring always

Table 7. Data-Purpose-Category (DPC) Relation

Data Purpose Category

Superpages #dynamic.cookies develop uniqueid

#dynamic.cookies tailoring uniqueid

GPS-data-stream

#dynamic.cookies admin navigation

#dynamic.cookies admin online

#dynamic.cookies current navigation

#dynamic.cookies current online

#dynamic.cookies develop navigation

#dynamic.cookies develop online

Restaurantlocator

#dynamic.cookies admin navigation

#dynamic.cookies admin online

#dynamic.cookies current navigation

#dynamic.cookies current online

#dynamic.cookies develop navigation

#dynamic.cookies develop online

#dynamic.cookies develop uniqueid

#dynamic.cookies tailoring uniqueid

Table 8. Data-Purpose-Retention-Duration (DPRD) Relation

Data Purpose Retention Duration

Superpages
#dynamic.cookies develop business-practices P6M
#dynamic.cookies tailoring business-practices P3M

GPS-data-stream
#dynamic.cookies admin indefinitely

#dynamic.cookies current indefinitely

#dynamic.cookies develop indefinitely

Restaurantlocator

#dynamic.cookies admin indefinitely

#dynamic.cookies current indefinitely

#dynamic.cookies develop indefinitely

#dynamic.cookies tailoring business-practices P3M
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Table 9. Data-Purpose-Recipient-Third party service-Required (DPRTR) Relation

Data Purpose Recipient Third party service Required

Superpages
#dynamic.cookies develop ours Superpages always

#dynamic.cookies tailoring ours Superpages always

GPS- #dynamic.cookies admin ours GPS-data-stream always

data- #dynamic.cookies current ours GPS-data-stream always

stream #dynamic.cookies develop ours GPS-data-stream always

#dynamic.cookies admin ours GPS-data-stream always

Restaurant- #dynamic.cookies current ours GPS-data-stream always

locator #dynamic.cookies develop ours GPS-data-stream always

#dynamic.cookies develop ours Superpages always

#dynamic.cookies tailoring ours Superpages always

7 Related Work

T. Yu et al. proposed a data centric relational semantics database for P3P
in [2]. They discussed potential semantic inconsistencies of P3P policies and also
defined some integrity constraints to validate the policy, i.e. data-centric con-
straints, data hierarchy constraints and semantic vocabulary constraints. Our
work was inspired by them. However, we use a data-purpose centric approach
since it is more appropriate and can better reflect the P3P policies.

M. Schunter et al. suggested augmenting P3P elements, i.e. retention by a
concrete time-span and recipient by a contact address [4,9]. Our work also en-
hances P3P similarly for retention but for recipient we extend by introducing a
new recipient value and in addition require a third party service list. Our exten-
sion comes from the composite service paradigm while their idea still refers to
the single service model.

F. Satoh and T. Tokuda proposed in [7] a security policy composition mech-
anism for composite services from existing policies of service members (called
external services in their work). The three types of security policies they fo-
cus on are Data Protection Policies (DPP), Access Control Policies (ACP) and
Composite Process Policies (CPP). These policies which are derived from BPEL,
WSDL and natural language are translated to predicate logic (Prolog) helping
in validating policy consistency.

Y. H. Li el al. proposed a graph transformation based approach for verifying
consistency between internal business processes using BPEL and an organiza-
tion’s privacy policy using P3P [8]. However, they did not consider the composite
service environment.

8 Conclusions

Privacy has become an important issue especially in online services. An existing
technology employed to protect privacy is P3P, which enables services to express
their privacy practices so that users can decide whether to use these services.
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The change of the service architecture from single to composite service paradigm
effects P3P policy which was designed for the single service. To mitigate these
problems, we enhance P3P policy with a new recipient value, a third party
service list and a destruction time table; propose a formal semantics for P3P
based on data-purpose; define constraints for conflicts verification; and introduce
a combining mechanism for the composite service.
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Abstract. In DRM systems contents are distributed from the owner to
consumers, often through multiple middle level distributors. The owner
issues redistribution licenses to its distributors. The distributors using
their received redistribution licenses can generate and issue new redistri-
bution licenses to their sub-distributors and new usage licenses to con-
sumers. For the rights violation detection, all the newly generated li-
censes must be validated. The validation process becomes complex when
there exist multiple redistribution licenses for a content with the dis-
tributors. In such cases, it requires the validation using an exponential
number of validation equations, which makes the validation process much
computation-intensive. Thus to do the validation efficiently, in this pa-
per we propose a method to geometrically derive the relationship be-
tween different validation equations to identify the redundant validation
equations. These redundant validation equations are then removed using
graph theory concepts. Experimental results show that the validation
time can be significantly reduced using our proposed approach.

1 Introduction

Prolific growth of the Internet technology over the last decade has made the
Internet a convenient mode of digital contents distribution. However, it has also
increased the fear of illegal contents redistribution and usage. Digital Rights
Management(DRM)systems[5][9][6][1][2] emerge as one of the possible solutions
to prevent illegal redistribution and usage. DRM systems often involve multiple
parties such as owner, multiple distributors and consumers[5][9]. The owner gives
the rights for redistribution of contents to distributors by issuing redistribution
licenses. The distributors in turn can use their received redistribution license
to generate and issue new different types of redistribution licenses to their sub-
distributors and new usage licenses to the consumers. A redistribution license
allows a distributor to redistribute the content to its sub-distributors and con-
sumers as per the permissions and constraints [11] specified in the redistribution
license that it has received. Thus, as part of the rights violation detection, it is
necessary to validate these newly generated licenses against the redistribution
licenses with the distributors.

The format of both redistribution(LD) and usage licenses (LU ) for a content
K is defined as: (K; P ; I1, I2, ..., IM ; A), where P represents a permission(e.g.

W. Jonker and M. Petković (Eds.): SDM 2010, LNCS 6358, pp. 132–149, 2010.
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play, copy, rip, etc.[4][9]), Ii represents the ith (1≤i≤M) instance based con-
straint and A represents aggregate constraint. Instance based constraints in the
redistribution licenses are in the form of range of allowed values for distribu-
tion, such as region allowed for distribution, period of distribution, etc. Instance
based constraints in usage licenses, such as expiry date of license, region allowed
for play etc. may be in the form of a single value or range. The range/value of
an instance based constraint in further generated licenses using a redistribution
license must be within the respective instance based constraint range in it[9].
The aggregate constraint decides the number of permission P counts that can
be distributed or consumed using a redistribution license or usage license re-
spectively. For aggregate constraints, the sum of the aggregate constraint counts
in all the licenses generated using a redistribution license must not exceed the
aggregate constraint’s value in it. For an issued license to be valid, it must sat-
isfy both instance based and aggregate constraints in the redistribution license
which is used to generate it. A validation authority does the validation of newly
generated licenses based on instance based and aggregate constraints.

For business flexibility reasons, distributors may need to acquire multiple
redistribution licenses for the same content. In case of multiple redistribution
licenses, the validation becomes complex[10]. This is because a newly generated
license can satisfy all the instance based constraints in more than one redis-
tribution license(say a set of redistribution licenses S). So, for the aggregate
constraints validation, the validation authority needs to select a redistribution
license from set S. However, selecting a redistribution license randomly for the
validation from S may cause potential loss to distributors as we discuss in sec-
tion 2. To avoid a random selection, a better aggregate validation approach
using validation equations is proposed in [10](equations are described in section
2). Validation equations use the whole set of redistribution license S instead of
randomly selecting a redistribution license from it.

Doing the validation using the validation equations, the loss to distributors
can be reduced but the approach requires the validation using an exponential
number (to the number of redistribution licenses present for media)of validation
equations. Also each equation may contain up to an exponential number of sum-
mation terms. This makes the validation process computationally intensive and
necessitates to do the validation efficiently. In [10] an efficient offline aggregate
validation method using the validation tree was proposed. The validation tree
uses a prefix tree[7][8] based structure to calculate summation terms in each val-
idation equation efficiently. But, still it requires the validation using exponential
number of validation equations. Thus, in this paper we propose a method to
geometrically derive the relationship between different validation equations to
identify the redundant validation equations. These redundant validation equa-
tions are then removed by modification in original validation tree using graph
theory concepts. Both theoretical analysis and experimental results show that
our proposed method can reduce the validation time significantly.

Rest of this paper is organized as follows. In section 2, we discuss preliminaries
required for this work. In section 3, a geometric approach for efficient validation is
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discussed. In section 4, we modify the original validation tree to use the algorithm
proposed in section 3. The performance of our proposed method is analyzed in
section 5. Finally, the paper is concluded in section 6.

2 Preliminaries

In this section we first discuss the problem of validation in case of multiple
redistribution licenses. Then we give an overview of the validation tree[10].

2.1 Validation in Case of Multiple Licenses

In case of multiple received redistribution licenses at the distributors, a newly
generated license can satisfy all the instance based constraints in more than one
redistribution license(say a set of redistribution licenses S). For the validation pur-
pose, the validation authority needs to select a redistribution license from S. Se-
lecting one redistribution license randomly out of multiple redistribution licenses
may cause potential loss to the distributors as illustrated using example 1.

Example 1. Consider five redistribution licenses acquired by a distributor to dis-
tribute the play permissions according to two instance based constraints(validity
period T , and region allowed R) and aggregate constraint A.

L1
D = (K; Play; I1

D : T = [10/03/09, 20/03/09], R = [Asia, Europe]; A1
D =

2000)
L2

D = (K; Play; I2
D : T = [15/03/09, 25/03/09], R = [Asia]; A2

D = 1000)
L3

D = (K; Play; I3
D : T = [15/03/09, 30/03/09], R = [America]; A3

D = 3000)
L4

D = (K; Play; I4
D : T = [15/03/09, 15/04/09], R = [Europe]; A4

D = 4000)
L5

D = (K; Play; I5
D : T = [25/03/09, 10/04/09], R = [America]; A5

D = 2000)

Now, the distributor generates a usage license L1
U = (K; Play; I1

U : T =
[15/03/09, 19/03/09], R = [India]; A1

U = 800). L1
U satisfies all instance based

constraints for L1
D and L2

D. Let the validation authority randomly picks L2
D

for validation then remaining counts in L2
D will be 200(i.e. 1000-800). Next, let

the distributor generates L2
U = (K; Play; I2

U : T = [21/03/09, 24/03/09], R =
[Japan]; A2

U = 400). L2
U satisfies all the instance based constraints only for L2

D.
The validation authority will now consider L2

U as invalid as L2
D now cannot be

used to generate more than remaining 200 counts. In this case, a better solution
would be to validate L1

U using L1
D, and L2

U using L2
D. This will result in both

L1
U and L2

U as valid licenses. Thus, the challenge is to do the validation such
that the distributors can use their redistribution licenses in an intelligent way.

A Method for Validation: In this section, we present the symbols(see ta-
ble 1) used and validation equations. Details about the derivation of validation
equations can be found in [10].

An issued license is said to belong to a set S of redistribution licenses if it
satisfies all the instance based constraints in all redistribution licenses in set S.
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Table 1. List of Symbols

Symbol Explanation
SN The set of all N redistribution licenses for a content i.e. SN = [L1

D, L2
D, ..., LN

D ].
SBr[S] The rth subset of set S of redistribution licenses. If the set S contains k

redistribution licenses then r ≤ 2k − 1, and k ≤ N .
C[S] Aggregate of the permission counts in all previously issued licenses which

belong to the set S of redistribution licenses.
A[S] Sum of aggregate permission counts in all redistribution licenses in the set S.
C〈S〉 LHS of the validation equation for the set S.

For example, L1
U in example 1 belongs to the set {L1

D, L2
D}. C[S] denotes the

sum of permission counts in all previously issued licenses that belongs to the set
S of redistribution licenses. Let the table 2 represents the licenses issued using
redistribution licenses L1

D, L2
D,..., L5

D in example 1. After L6
U being issued, the

value of C[{L1
D, L2

D}], C[{L2
D}], C[{L1

D, L2
D, L4

D}], C[{L3
D, L5

D}] and C[{L5
D}]

will be 840, 400, 30, 800 and 20 respectively. A[S] denotes the sum of aggregate
permission counts in all the redistribution licenses in the set S. For example,
A[{L1

D, L2
D, L3

D}] for the redistribution licenses in example 1 will be sum of
aggregate permission count in L1

D, L2
D and L3

D i.e. 2000+ 1000+ 3000= 6000.

Table 2. Table of log records

Issued Licenses Set(S) Set Counts(C)
L1

U {L1
D, L2

D} 800
L2

U {L2
D} 400

L3
U {L1

D, L2
D} 40

L4
U {L1

D, L2
D, L4

D} 30
L5

U {L3
D, L5

D} 800
L6

U {L5
D} 20

If there exists N received redistribution licenses for a content then we need
to do the validation using 2N − 1 validation equations [10], one for each subset
of SN (see table 1 for explanation). The validation equation for the rth subset of
SN , SBr[SN ], is of the form:

2m−1∑

l=1

C[SBl[SBr[SN]]] ≤ A[SBr[SN]].

where, m = |SBr[SN]|, and 1 ≤ m ≤ N (1)

The LHS of the equation 1 does the summation of counts for the sets that are
subset of the set SBr[SN ]. Since there can be 2m − 1 subsets excluding the null
set of a set containing m redistribution licenses therefore the summation has a
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limit from 1 to 2m−1. The RHS is the summation of aggregate constraint counts
in all redistribution licenses in the set SBr[SN ].

Example 2. consider five redistribution licenses in example 1. Since there
are five redistribution licenses therefore N=5 in this case and total 25 − 1=31
validation equations are required. The validation equation for an example set
{L2

D, L3
D, L4

D} will be C[{L2
D}]+C[{L3

D}]+C[{L4
D}]+C[{L2

D, L3
D}]+ C[{L2

D,
L4

D}]+C[{L3
D, L4

D}]+C[{L2
D, L3

D, L4
D}]≤ A[{L2

D, L3
D, L4

D}].

From table 1, LHS of equation 1 can also be referred as C〈SBr[SN ]〉. Therefore,
further in this paper, in short, we will refer validation equation for a set S(by
replacing SBr[SN ] with S in equation 1) as: C〈S〉 ≤ A[S].

Complexity of Validation: If N number of redistribution licenses are present
with a distributor then 2N−1 validation equations are possible. Let a newly gen-
erated license satisfies all instance based constraints in k redistribution licenses
out of the total N redistribution licenses. The set formed by these k redistri-
bution licenses will be a subset of 2(N−k) sets thus it will be present in 2(N−k)

validation equations. So, we need to do the validation using 2(N−k) validation
equations. Validation using such a large number of validation equations every
time a new license is issued is computationally intensive. Also, the violation of ag-
gregate constraints is not a frequent event as the received redistribution licenses
generally have sufficient permission counts to generate thousands of licenses. So,
instead of doing validation every time a new license is issued, the aggregate vali-
dation is done offline by collecting the logs of the sets of redistribution licenses(to
which the issued licenses satisfies all instance based constraints) and permission
counts in issued licenses. The format of the log is as shown in table 2.

2.2 Overview of Validation Tree

In this section, we briefly discuss about construction of validation tree using the
log records and validation using validation tree[10].

Validation Tree Construction: As shown in figure 1, each node in the val-
idation tree stores the following fields: name of a redistribution license(L), a
count(C) and links to its child nodes. The count value C determines the count
associated with the set formed by the redistribution license in the node and all
its prefix nodes(nodes in the path from root node to the current node) in the
same branch. For example, count=840 for the node root→L1

D→L2
D implies that

the set count associated with the set {L1
D, L2

D} is 840. In the validation tree
child nodes of a node are ordered in increasing order of their indexes. To gen-
erate the validation tree initially a root node is created. Validation tree is then
expanded by inserting the log records using the insertion algorithm( algorithm
1). The insertion algorithm one by one reads the records in the log and then one
by one reads the indexes of redistribution licenses in each record. In algorithm 1,
let the record to be inserted currently be given by R=[r, R′], where r is the first
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Fig. 1. The validation tree

redistribution license and R′ is the set of remaining redistribution licenses and
let count denotes the set count associated with record R. Algorithm 1 inserts the
record R in the validation tree with the root node initially denoted by T . The
algorithm traverses the validation tree according to the redistribution licenses
in the log record and inserts/adds the count in the last node traversed for the
record. Figure 1 shows the validation tree generated for the records in table 2.

Algorithm 1. Insert(T , R, count)
1. Sequentially traverse the child nodes of T until all child nodes are traversed or we
find a child T ′ such that T.L≥r.
2. If T ′.L=r then go to step 4.
3. Else add a node T ′ such that T ′.L=r and T ′.C=0 as the child node of T (in the
order).
4. If R′=null set then T ′.C= T ′.C+count. Else, call Insert(T ′, R′, count).

Validation Using Validation Tree: Algorithm 2 is used to do the validation
for all possible validation equations. The parameter i takes care that validation
is done for all possible sets. If N redistribution licenses are present, it takes
value from i=1 to i=2N − 1. Each value of i corresponds to a particular set of
redistribution licenses(and hence validation equation), which is determined by
bits=1 in binary format of i, e.g. i=7 has first, second and third bits from LSB
as 1 and rest as 0. So, it represents validation equation for set {L1

D, L2
D, L3

D}.
The algorithm calculates and compares LHS(CV ) and RHS(AV ) of each

validation equation(see equation 1) to determine whether an equation is valid or
not. The RHS of each validation equation is calculated using an array A of size N
containing aggregate constraint values in all N received redistribution licenses.
The jth element, A(j), of A contains the aggregate constraint value in the jth

received redistribution license. Since the set of redistribution license is decided
by the position of bits=1 in i in algorithm 2 so we only need to add the aggregate
constraint values for the redistribution licenses that correspond to bits=1. It is
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taken care by left shift and AND operation in algorithm 2. Parameter licNumber
in algorithm 2 is calculated to facilitate the traversal of validation tree. It is equal
to the number of redistribution licenses corresponding to the current validation
equation(or number of bits=1 in i). The LHS for the validation equation for a set
S does the summation of set counts for set S and all its subsets. It is calculated
by traversing the validation tree. Detailed about tree traversal algorithm are out
of scope of this paper and can be found in [10].

Algorithm 2. Validation(root, A, N)
Temporary Variables:AV =0, CV =0
for i=1 to 2N − 1 do

licNumber=0.
for j=1 to N do

if (1<< (j − 1) AND i) �= 0 then
/* <<: left shift operator */

AV =AV + A(j).
licNumber=licNumber+1;

Call CV =VaLHS(root, i, licNumber).

if CV ≤ AV then
Declare(Valid Equation).

else
Declare(Invalid Equation)

3 Proposed Efficient Validation Approach

In this section, we present a geometric approach to identify the redundant vali-
dation equations and a method to remove the redundant validation equations.

3.1 Geometric Representation of Licenses

If there are M number of instance based constraints in the licenses then each
redistribution /usage license can be represented as an M dimensional hyper-
rectangle e.g. figure 2 shows five redistribution licenses and two usage licenses
represented in a 2-dimensional space. The set of redistribution licenses to which
an issued license can be instance validated is given by the set of redistribution
licenses whose hyper-rectangles completely contain the hyper-rectangle formed
by the issued license. For example, in figure 2, hyper-rectangle formed by L1

U is
completely within L4

D only. Thus, the set of redistribution licenses to which L1
U

can be instance based validated is given by {L4
D}. However, L2

U is not completely
within any of the 5 redistribution licenses so it cannot be instance based validated
using any of the 5 redistribution licenses and it is treated as invalid.
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Fig. 2. Representation of 5 received redistribution licenses with two constraints

3.2 Redundant Validation Equations

In this section we first define overlapping redistribution licenses and non-
overlapping sets of redistribution licenses. Then with the help of theorems 1
and 2, we present a method to identify the redundant validation equations.

Overlapping Redistribution Licenses. Two redistribution licenses, Lj
D and

Lk
D, with instance based constraints {Ij

1 , Ij
2 ,..., Ij

M} and {Ik
1 , Ik

2 ,..., Ik
M}, are

overlapping if Ij
m ∩ Ik

m �= ∅, ∀ m≤M , where M is the number of total instance
based constraints. Geometrically, two redistribution licenses Lj

D and Lk
D are

overlapping if all their constraint dimensions have an overlap. Thus, in figure 2,
licenses L1

D and L2
D are overlapping but L1

D and L4
D are non-overlapping.

Non Overlapping Sets. Two sets S1 and S2 of received redistribution licenses
are said to be non overlapping if S1 and S2 contain different licenses(i.e. S1

∩ S2=∅) and any of the constraint ranges in the license in the set S1 does
not overlap with any license in the set S2. For example, the sets S1={L1

D, L2
D}

and S2={L5
D} are non overlapping in figure 2 as neither L1

D nor L2
D(in set S1)

overlaps with L5
D(in set S2).

Theorem 1. If all the redistribution licenses in a set S do not have a common
overlapping region then count(C[S]) associated with that set will always be 0.

Proof. If all the redistribution licenses in a set S do not have a common re-
gion then any valid issued license cannot be simultaneously within the hyper-
rectangles formed by all redistribution licenses in the set. Thus, the count value
for the set will always be 0. For example, redistribution licenses L1

D, L2
D, and L3

D

in figure 2 do not form a common region and hence the hyper-rectangle formed
by any issued license cannot be inside the hyper-rectangles of L1

D, L2
D, and L3

D

simultaneously. So, C[{L1
D, L2

D, L3
D}] will always be 0.

Corollary 1.1. Set S of received redistribution licenses formed by taking at
least one redistribution license from two or more non overlapping sets of received
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redistribution licenses will always have set count equal to 0. This is because if we
take at least 1 received redistribution licenses from two different non overlapping
sets of received redistribution licenses then a common region cannot be formed
by all the received redistribution licenses in S.

Theorem 2. If a set S containing n received redistribution licenses can be rep-
resented with m number of non overlapping sets(Si∩Sj = ∅, 1 ≤ i < j ≤ m ≤ n)
of received redistribution licenses such that S1∪S2∪ ...∪Sm = S then the valida-
tion equation for the set S can be expressed as the sum of validation equations for
the sets S1, S2, ... and Sm. Validation equation for a set Si is: C〈Si〉 ≤ A[Si].

C〈S〉 = C〈S1〉+ C〈S2〉+ C〈S3〉+ ... + C〈Sm〉 ≤
A[S] = A[S1] + A[S2] + A[S3] + ... + A[Sm] (2)

Thus, if the validation equations for the sets S1, S2, ... and Sm are already
validated then we do not need to validate the equation for the set S.

Proof. m number of non overlapping sets of received redistribution licenses are
represented by S1, S2, ...Sm, where 2 ≤ m ≤ N . Now consider a set formed by at
least one received redistribution license each from m

′
(2 ≤ m

′ ≤ m)sets out of
total m sets. As Si∩Sj = ∅ therefore using corollary 1.1, any such set formed will
always have the set count value equal to 0. Thus, all the sets which are created
using taking at least one received redistribution license each from any m

′
sets out

of m sets will always have count value equal to 0. So, C〈S〉 will be only due to the
sets formed due to redistribution licenses within each of the m sets individually.
Thus, C〈S〉 can be written as: C〈S〉 = C〈S1〉 + C〈S2〉 + C〈S3〉 + ... + C〈Sm〉.
Also, the sets S1, S2, ... and Sm are non overlapping and S1 ∪S2 ∪ ...∪Sm = S.
Therefore, A[S] can be written as: A[S] = A[S1] + A[S2] + A[S3] + ... + A[Sm].

Thus, equation 2 is correct and it can be obtained by summation of the valida-
tion equations for the individual sets S1, S2, ... and Sm. Hence if the validation
equations for the sets S1, S2, ... and Sm are evaluated then the validation equa-
tion for the set S can be removed.

For example, the redistribution licenses in figure 2 can be divided in two groups,
with group 1 and group 2 containing the redistribution licenses (L1

D, L2
D, L4

D)
and (L3

D, L5
D) respectively. According to theorem 2, if validation equations for

all subsets of the sets {L1
D, L2

D, L4
D} and {L3

D, L5
D} are evaluated independently

then we need not evaluate the validation equations for any set generated by
taking at least one redistribution license from each group. So, equations for the
sets {L1

D, L3
D}, {L1

D, L2
D, L3

D}, etc. need not be evaluated.

3.3 Identification of Disconnected Groups

To use the basis discussed in the previous sub-section, we need to identify the
disconnected groups of redistribution licenses. In this section, we present an
algorithm to find the disconnected groups of redistribution licenses.
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We use a graph[12][3] G=(V , E) to identify the disconnected groups of redis-
tribution licenses, where V is the set of vertices and E is the set of edges in G.
As shown in figure 3, each redistribution license is represented using a vertex
in G. There is an edge between the vertices corresponding to the ith and jth

redistribution licenses if they are overlapping. We represent the graph using an
adjacency matrix Adj of size N X N . The entry in the ith row and jth column,
Adji,j , is 1 if the ith and jth redistribution licenses are overlapping else it is 0.
Figure 3 shows the graph and matrix Adj for redistribution licenses in figure 2.
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Fig. 3. Graph and adjacency matrix for redistribution licenses in figure 2

We perform depth first search(DFS)[12] in algorithm 3 on G to identify the
number of groups of redistribution licenses and redistribution licenses in each
group. The DFS starts from the node corresponding to the first redistribution
license. It finds all the nodes that are directly or indirectly(through other nodes)
connected to the node corresponding to the first redistribution license. All such
nodes form one group of redistribution licenses. Next, the algorithm sequentially
searches for a redistribution license, which is not present in any previously formed
groups. Then, finds all the nodes that are directly or indirectly connected to the
node corresponding to the searched redistribution license. The process continues
until a group is allocated to every redistribution license. To perform DFS, two
arrays viz. Visited and Group of size N and N X N , respectively, are initialized
with each element equal to 0 in algorithm 3. Array Visited keeps information
about all the nodes traversed in the graph during the DFS. Array Group is modi-
fied by the algorithm and after completion of algorithm it stores the information
about the redistribution licenses in different groups of redistribution licenses.
Each row in Group corresponds to a group of redistribution licenses and stores
the information about the redistribution licenses present in that group. If jth

redistribution license is in the ith group then Groupi,j=1 else it is 0. Please note
that the number of rows in Group are N as maximum number of groups formed
can be N(assuming no connected licenses). If there are g number of groups then
only first g rows give information about groups and redistribution licenses in
each group. For example, the first two rows in array Group for the graph in fig-
ure 3 are given by (1, 1, 0, 1, 0) and (0, 0, 1, 0, 1) as the redistribution licenses in
the first and second group are (L1

D, L2
D, L4

D) and (L3
D, L5

D) respectively. Rest of
the rows have all entries 0. Algorithm 3 also calculates array GroupSize, which
determines the number of redistribution licenses in each group.
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Algorithm 3. Group Formation
int g=0.
array V isited: Size N . All elements are initialized to 0.
array Group: Size NXN . All elements are initialized to 0.
array GroupSize: Size N . All elements are initialized to 0.
Adj: Adjacency matrix of the graph.
for i=1 to i ≤ N do

if V isited[i]=0 then
g=g+1.
Call Depth first(i, g).

Print(Number of groups=g).
Subroutine:Depth first(i, k)
{
Group[k][i]=1, V isited[i]=1
GroupSize[k]=GroupSize[k]+1.
for j=i+1 to i ≤ N do

if Adj[i][j]=1 and V isited[j]=0 then
Call Depth first(j, k).

}

4 Validation Algorithm

In this section, we modify the validation tree [10] to enable it to use the ap-
proach in section 3 for efficient validation. We do this by dividing the original
validation tree in g parts and modifying the index of the nodes in each newly gen-
erated validation tree, where g is the number of groups of redistribution licenses
determined by algorithm 3.

4.1 Division of Validation Tree

Using corollary 1.1, a set formed by taking at least one redistribution license from
two or more groups out of the total g groups will have set count equal to 0. So,
in the log records any such set cannot exist. This implies that in validation tree
any branch will not contain the redistribution licenses from two or more groups
out of the total g groups. For example, in figure 2, any issued license cannot
belong to the sets {L1

D, L3
D} or {L1

D, L3
D, L5

D}. So these will not be present in
the logs and there cannot be branches root→L1

D→L3
D or root→L1

D→L3
D→L5

D.
Thus, the validation tree can be divided into g independent parts; each part
contains the nodes corresponding to the redistribution licenses in a particular
group. Algorithm 4 (by calling Separation(root, g)) is used to divide the original
validation tree into g new validation trees. The algorithm checks for the group
to which a child node of the root node belongs. If a child node belongs to the jth

group then link the child nodes to the jth newly generated validation tree with
root node as rootj . Figure 4 shows two validation trees obtained after division
of the validation tree in figure 1.
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Algorithm 4. Separation(T , g)
Initialize m number of root nodes.
Let the root of the ith validation tree be defined as rooti.
foreach Child of T do

Let current child be T ′

if T ′.index ∈ Group[j] then
Link T ′ as child node of rootj .

0:1
DL

830:2
DL

0:3
DL

800:5
DL

400:2
DL

30:4
DL

20:5
DL

1root
2root

Fig. 4. Division of Validation tree

4.2 Modification of Indexes

In this step, the indexes of the nodes in each new validation tree are modified.
This is to ensure that if Nk(=GroupSize[k], calculated in algorithm 3) redistri-
bution licenses are in the kth group then the indexes of nodes in the kth validation
tree vary from 1 to Nk, which is required for the validation algorithm (algorithm
2). Algorithm 5 is used to modify the indexes for each validation tree. To mod-
ify the indexes of the nodes in the kth validation tree (with root node rootk),
algorithm Modification( rootk, Ak) is called. The algorithm calculates and uses
an array named positionk to modify the indexes. If a redistribution license(say
jth) is in the kth group then the value stored at positionk[j] determines the new
index of the jth redistribution license. The original index is replaced by the new
index in the last step in algorithm 5. For instance, consider array position2 for
the second validation tree in figure 4. According to algorithm 5, it will be (0, 0,
1, 0, 2). So, the indexes 3 and 5 in the nodes of the second validation tree in
figure 4 are replaced by 1 and 2 respectively in figure 5. The validation trees in
figure 4 after modification of indexes are shown in figure 5.

For each group, we also need to calculate the array containing the aggregate
constraint values in the redistribution licenses in the group. Let it be Ak for
the kth group (corresponding to kth validation tree). The size of array Ak is
given by Nk, where Nk is the number of redistribution licenses in the kth group.
Ak is derived using the initial array A(see section 2.2) containing aggregate
constraint counts for all redistribution licenses. The procedure for derivation
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Algorithm 5. Modification( rootk, Ak)
array Group: Same as calculated in algorithm 3.
array positionk: size N . All elements are initialized to 0.
p=1.
for j=1 to N do

if Group[k][j]=1 then
positionk[j]=p.
Ak[p]=A[j]
p=p+1.

Traverse the kth validation tree.
for Each node traversed(except rootk) do

Let the index of the node be given by index.
Replace index by positionk[index].

of Ak using A is mentioned in algorithm 5. After the modification of indexes
and calculation of aggregate constraint array, we can directly use the valida-
tion algorithm(algorithm 2) in section 2.2 for each validation tree. So, we call
Validation(rootk, Ak, Nk) for each value of k≤ g, where g is the total number
of groups of redistribution licenses.

The validation time performance gain of our proposed approach depends on
the number of groups formed and number of redistribution licenses in each group.
If Nk number of redistribution licenses are present in the kth group then 2Nk −1
validation equations are needed for the kth group. Therefore, the total number
of validation equations required to validate will be

∑g
k=1(2

Nk − 1). Whereas,
without using our approach the total number of validation are 2N −1. Thus, the
approximate performance gain(G) can be given as:

G ≈ 2N − 1
∑g

k=1(2Nk − 1)
(3)

The value of G varies from 1 to (2N − 1)/N for m=1 to m=N . Thus, the
performance gain always remains greater than or equal to 1.
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Fig. 5. Modification of Indexes
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As an illustration, consider the five redistribution licenses in example 1. These
redistribution licenses can be divided in two groups (group1:(L1

D, L2
D, L4

D) and
group2:(L3

D, L5
D)). So, the approximate gain in this case would be (25−1)/((23−

1)+(22 − 1))=3.1 times.

5 Performance Analysis

In this section, we analyze the theoretical and experimental performance of our
proposed algorithm in terms of validation time complexity, storage space require-
ments, and validation tree division and modification time. All the experiments
were performed on Intel(R) core(2) 2.40 GHZ CPU with 2 GB RAM. All the
programs are written in Java. To perform the experiments, first we created a
number of redistribution licenses and issued licenses. The set of redistribution
licenses for which an issued license satisfies all instance based constraints along
with the aggregate constraint counts is saved in the log records. For the ex-
periments, each redistribution license is assumed to contain 4 instance based
constraints and aggregate constraint count in between 5000 and 20000. Each
issued license is assumed to contain permission counts in between 10 and 30.
The number of log records in our experiments varies from about 600 for n=1
redistribution license to 22000 for n=35 redistribution licenses.

A. Validation Time Complexity: First, we show the variation of number of
groups of redistribution licenses with the number of redistribution licenses(N)
in figure 6. The number of groups in our experiments varies from 1 to 5 for
different values of N . As in figure 6, the number of groups may remain same
increase or decrease after addition of a new redistribution license. For example,
let in figure 2 a new redistribution license L6

D is added. The number of groups
will remain same if L6

D is connected to redistribution licenses in only one group
out of two existing groups. The number of groups will increase(increased to 3)
if L6

D is not connected to redistribution licenses in any group. The number of

0 10 20 30 40
1

2

3

4

5

6

Number of redistribution licenses (N)

N
um

be
r o

f d
iff

er
en

t g
ro

up
s
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groups will decrease(decreased to 1) if L6
D is connected to redistribution licenses

in both groups.
Figure 7 shows a comparative analysis of validation time(VT ) required using

our proposed method with the approach in [10]. To show that the time required
for division(DT ) of the original validation tree is small as compared to VT , we
also plot the curve for VT +DT . From the experiments, it can be observed that
using our proposed method the validation time is significantly reduced. Also, the
effect of DT becomes very small as compared to VT for N>2.

To show whether the result is in accordance with equation 3, we also compare
the theoretical(using equation 3) and experimental gain in figure 8. We observe
that the experimental gain is always greater or equal to the theoretical gain. This
is because when we divide the validation tree in g parts, we only traverse one
validation tree out of g validation trees. Due to this some redundant traversals
required in the original validation tree are not required.
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B. Construction Time of Data Structure: The construction time of the
data structure is the sum of validation tree construction time(CT ) and time
required for division(DT ) of the original validation tree. In comparison to [10],
the additional time required is DT . The time required to divide the validation
tree includes the time required to identify the groups of redistribution licenses
using graph and traverse the child nodes of the root node. Figure 9 shows the
comparison between the time required to insert 1 log record and time required
for division of validation tree. The time required for the division of validation tree
is only 3-4 times as compared to time required for insertion of a single record.
But, the insertion process generally requires thousands of log records insertion
whereas division of validation tree is performed only once. So, the overhead due
to the validation tree division is very small.
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C. Storage Space Requirement: Storage Space requirement is equal to the
space required to store the validation tree(s). Figure 10 compares the storage
space required for storing new validation trees after the division of original val-
idation tree with the original validation tree. As no new nodes(except the root
nodes) for the validation trees generated after the division of validation tree so
the storage space requirement will also be almost same for both original valida-
tion tree and validation trees formed after division.

6 Conclusion

In this paper, we presented an efficient method of doing license validation
in DRM systems by removing the redundant validation equations. For this
purpose, first we proposed a geometry based approach to identify the redundant
validation equations. Then we removed the redundant validation equations
by grouping of redistribution licenses and division of the validation tree. The
theoretical analysis and experimental results show that the proposed method
can do the validation much efficiently as compared to doing using the original
validation tree. The experiments show that the time required for identification
of redundant validation equations and division of the validation tree is very
small. Also, the storage and insertion time complexities are almost same as that
required for original validation tree based validation method.
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Abstract. Differential privacy is a strong notion for protecting indi-
vidual privacy in privacy preserving data analysis or publishing. In this
paper, we study the problem of differentially private histogram release
based on an interactive differential privacy interface. We propose two
multidimensional partitioning strategies including a baseline cell-based
partitioning and an innovative kd-tree based partitioning. In addition to
providing formal proofs for differential privacy and usefulness guaran-
tees for linear distributive queries , we also present a set of experimental
results and demonstrate the feasibility and performance of our method.

1 Introduction

As information technology enables the collection, storage, and usage of massive
amounts and types of information about individuals and organizations, privacy
becomes an increasingly important issue. Governments and organizations recog-
nize the critical value in sharing such information while preserving the privacy
of individuals. Privacy preserving data analysis and data publishing [5,10,3] has
received considerable attention in recent years as a promising approach for shar-
ing information while preserving data privacy. There are two models for privacy
protection [5]: the interactive model and the non-interactive model. In the inter-
active model, a trusted curator (e.g. hospital) collects data from record owners
(e.g. patients) and provides an access mechanism for data users (e.g. public
health researchers) for querying or analysis purposes. The result returned from
the access mechanism is perturbed by the mechanism to protect privacy. In the
non-interactive model, the curator publishes a “sanitized” version of the data,
simultaneously providing utility for data users and privacy protection for the
individuals represented in the data.

Differential privacy [6,4,5,3] is widely accepted as one of the strongest known
unconditional privacy guarantees with the advantage that it makes no assump-
tion on the attacker’s background knowledge. It requires the outcome of compu-
tations to be formally indistinguishable when run with and without any partic-
ular record in the dataset, as if it makes little difference whether an individual
is being opted in or out of the database. Many meaningful results have been ob-
tained for the interactive model with differential privacy [6,4,5,3]. Non-interactive
data release with differential privacy has been recently studied with hardness
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results obtained and it remains an open problem to find efficient algorithms for
many domains [7].

In this paper, we study the problem of differentially private histogram release
based on an interactive differential privacy interface, as shown in Figure 1. A
histogram is a disjoint partitioning of the database points with the number of
points which fall into each partition. An interactive differential privacy inter-
face, such as the Privacy INtegrated Queries platform (PINQ) [19], provides a
differentially private access to the raw database. An algorithm implementing the
partitioning strategy submits a sequence of queries to the interface and gener-
ates a differentially private histogram of the raw database. The histogram can
then serve as a sanitized synopsis of the raw database and, together with an
optional synthesized dataset based on the histogram, can be used to support
count queries and other types of OLAP queries and learning tasks.

An immediate question one might wonder is what is the advantage of the non-
interactive release compared to using the interactive mechanism to answer the
queries directly. A common mechanism providing differential private answers is
to add carefully calibrated noise to each query determined by the privacy param-
eter and the sensitivity of the query. The composability of differential privacy
[19] ensures privacy guarantees for a sequence of differentially-private computa-
tions with additive privacy depletions in the worst case. Given an overall privacy
requirement or budget, expressed as a privacy parameter, it can be allocated to
subroutines or each query in the query sequence to ensure the overall privacy.
When the number of queries grow, each query gets a lower privacy budget which
requires a larger noise to be added. When there are multiple users, they have
to share a common privacy budget which degrades the utility rapidly. The non-
interactive approach essentially exploits the data distribution and the query
workload and uses a carefully designed algorithm or query strategy such that
the overall noise is minimized for a particular class of queries. As a result, the
partitioning strategy and the algorithm implementing the strategy for generat-
ing the query sequence to the interface are crucial to the utility of the resulting
histogram or synthetic dataset.

Contributions. We study two partitioning strategies for the differentially pri-
vate histogram release for random query workload and evaluate their utility. We
summarize our contributions below.
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– We study two partitioning strategies for the differentially private histogram
release problem: 1) a baseline strategy using the most fine-grained cell par-
titioning, and 2) a kd-tree based partitioning strategy. There are several
innovative features in our kd-tree based strategy. First, we incorporate a uni-
formity measure in the partitioning process which seeks to produce partitions
that are close to uniform so that approximation errors within partitions are
minimized. Second, we implement the strategy using a two-step algorithm
that generates the kd-tree partitions based on the histogram generated from
a cell partitioning so that the access to the differentially private interface is
minimized.

– We present formal results and discuss the applications of the histogram for
general online analytical processing (OLAP) and learning, and present a set
of experimental evaluations and show the actual performance of our algo-
rithm. We show that the cell partitioning strategy, while simple, provides
formal bounded utility for linear distributive queries including count and
sum. The kd-tree based partitioning, on the other hand, achieves better re-
sults empirically.

2 Related Works

Privacy preserving data analysis and publishing has received considerable atten-
tion in recent years. We refer readers to [5,10,3] for several up-to-date surveys.
We briefly review here the most relevant work to our paper and discuss how our
work differs from existing work.

There has been a series of studies on interactive privacy preserving data anal-
ysis based on the notion of differential privacy [6,4,5,3]. A primary approach
proposed for achieving differential privacy is to add Laplace noise [6,5,4] to the
original results. McSherry and Talwar[21] give an alternative method to imple-
ment differential privacy based on the probability of a returned result, called the
exponential mechanism. Roth and Roughgarden [23] proposes a median mecha-
nism which improves upon the Laplace mechanism. McSherry implemented the
interactive data access mechanism into PINQ[19], a platform providing a pro-
gramming interface through a SQL-like language.

There are recently a few works that studied general non-interactive data re-
lease with differential privacy [6,2,8,24]. Blum et al. [2] proved the possibility of
non-interactive data release satisfying differential privacy for queries with poly-
nomial VC-dimension, such as predicate queries. It also proposed an inefficient
algorithm based on the exponential mechanism. The result largely remains the-
oretical and the general algorithm is inefficient for the complexity and required
data size. Feldman et al. [8] proposed the notion “private coreset” to release
data for certain queries: k-median, k-mean, k-center. X. Xiao et al. [24] devel-
oped a differentially private data release algorithm for predicate queries using
wavelet transforms. In addition, several recent work studied differentially pri-
vate mechanisms for particular kinds of data such as search logs [16,11] or for
specific applications such as recommender systems [20] or record linkage [14].
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It is important to note that [14] uses several tree strategies including k-d tree
in its partitioning step and our results show that our our uniformity-driven k-d
tree strategy achieves better utility for random count queries. Another closely
related work is [13] which generates differentially private histograms for single
dimensional range queries through a consistency check technique. Several works
[12,17] studies mechanisms for a given query workload. [12] proposes an en-
hanced Laplace mechanism by examining the geometry shape of a given set of
linear queries. [17] proposes a query matrix mechanism that generates an opti-
mal query strategy based on the query workload of linear count queries. It is
worth noting that the cell-based partitioning in our approach is essentially the
identity query matrix referred in [17]. On the other hand, our kd-tree based
partitioning will generate a query matrix that is dependent on the approximate
data distribution.

In summary, our work complements and advances the above works in that we
focus on differentially private histogram release for random query workload us-
ing a multidimensional partitioning approach that is “data-aware”. The method
provides a formal utility guarantee for a set of queries and also supports appli-
cations for general OLAP and learning.

3 Preliminaries and Definitions

Given an original database D, we use A(D) to denote an interactive mechanism
to access the database D. For a query Q(D) the interactive query mechanism
returns a perturbed result of AQ(D). In the non-interactive mechanism, our
goal is to release a database D̂ to answer user queries, which satisfies differential
privacy. For simplicity, we assume the output range of queries is arbitrary. In
this section, we formally introduce the definitions of differential privacy, (ε, δ)-
usefulness, and the notion of a data cube to facilitate our discussions.

3.1 Differential Privacy

Definition 1 (α-Differential privacy[4]). In the interactive model, an access
mechanism A satisfies α-differential privacy if for any neighboring databases1

D1 and D2, for any query function Q, r ⊆ Range(Q), AQ(D) is the mechanism
to return an answer to query Q(D),

Pr[AQ(D1) = r] ≤ eαPr[AQ(D2) = r]

In the non-interactive model, a data release mechanism A satisfies α-differential
privacy if for all neighboring database D1 and D2, and released output D̂,

Pr[A(D1) = D̂] ≤ eαPr[A(D2) = D̂]

1 We use the definition of neighboring databases consistent with [19] which treats the
databases as multisets of records and requires their symmetric difference to be 1.
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To achieve differential privacy, we use the Laplace mechanism [6] that adds
random noise of Laplace distribution to the true answer of a query Q, A(x) =
Q(x)+Y , where Y is the Laplace noise. The magnitude of the noise depends on
the privacy level and the query’s sensitivity.

Definition 2 (Sensitivity). For arbitrary neighboring databases D1 and D2,
the sensitivity of a query Q is the maximum difference between the query results
of D1 and D2,

GSQ = max|Q(D1)−Q(D2)|
To achieve α-differential privacy for a given query Q on dataset D, it is sufficient
to return Q(D) + Y in place of the original result Q(D) where we draw Y from
Lap(GSQ/α) [6].

3.2 Composition

The composability of differential privacy [19] ensures privacy guarantees for a
sequence of differentially-private computations. For a general series of analysis,
the privacy parameter values add up, i.e. the privacy guarantees degrade as we
expose more information. In a special case that the analyses operate on disjoint
subsets of the data, the ultimate privacy guarantee depends only on the worst
of the guarantees of each analysis, not the sum.

Theorem 31 (Sequential Composition [19]). Let Mi each provide αi-
differential privacy. The sequence of Mi provides (

∑
i αi)-differential privacy.

Theorem 32 (Parallel Composition [19]). If Di are disjoint subsets of the
original database and Mi provides α-differential privacy for each Di, then the
sequence of Mi provides α-differential privacy.

3.3 Sufficient Bound of α

The level of differential privacy is determined by the parameter α. However,
there is no specific guidelines on how to choose a proper α value. We attempt
to analyze the risk of large α, and give a sufficient condition of α to guarantee
privacy through the analysis of the prior and posterior probability of a value
disclosure.

Theorem 33. Assume an attacker has a priori belief for a target victim’s value
being d as P0. After l queries that include the target victim using the Laplace
noise based differential privacy mechanism, we have (lα)-differentially privacy
[19]. The posteriori belief after l queries, Pl, satisfies Pl ≤ P0 ∗ exp(lα). (Proof
in Appendix A)

Corollary 31 (Sufficient bound of α). α < ln(x)/l is a sufficient bound for
guaranteeing Pl/P0 < x. α < −ln(P0)/l is a sufficient bound for guaranteeing
Pl < 1.
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3.4 Data Cube

We use a “data cube” to represent the data space Dn. For example, if the
database has N dimensions, it is an N -dimensional cube. We denote the data
cube by Ω, a query Q : Ω → R maps the data in Ω to output range R. All the
records in the database are points in the data cube. We use the term “partition”
to refer to any sub-cube in the data cube. We denote any sub-cube that that
is not divided by any more dimensions by “cell”, meaning it’s the “smallest”
sub-cube. We denote the number of cells by β.

3.5 (ε, δ)-usefulness

We represent the utility of the released data, by considering whether it is (ε, δ)-
useful.

Definition 31 ((ε, δ)-usefulness[2]). A database mechanism A is (ε, δ)-useful
for queries in class C if with probability 1 − δ, for every Q ∈ C, and every
database D, A(D) = D̂, |Q(D̂)−Q(D)| ≤ ε.

3.6 Categorization of Aggregate Queries

Definition 32 (Distributive query [18]). A distributive aggregate query is
a function that can be computed for a given data set by partitioning the data
into small subsets, computing the function of each subset, and then merging the
results in order to arrive at the function’s value for the original (entire) data set.

Definition 33 (Linear distributive query). A linear distributive query is a
function with result that can be computed as a linear function of the result from
each subset.

For example, sum() can be computed by first partitioning the data, then sum-
ming up the sums of each partition. avg() can not be distributively computed
but it can be computed by a function of sum() and count().

In this paper, we mainly focus on linear count queries which will be used to
generate the histogram and to form a query workload to evaluate the released
histogram. We will discuss later how the released histogram can be used to
support other types of OLAP queries such as sum and average.

Definition 34 (count query). Absolute count query AC and relative count
RC on a multi-dimensional database D is defined to be:

ACP (x)(D) =
∑

x∈D

P (x) RCP (x)(D) =
∑

x∈D P (x)
n

where P (x) returns 1 or 0 depending on the predicate.

Note that GSAC = 1, GSRC = 1
n

2.

2 n should be the upper bound of data size, so it’s constant.
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3.7 PINQ

PINQ [19] is a programming interface that provides a differentially private in-
terface to a database. It provides operators for database aggregate queries such
as count (NoisyCount) and sum (NoisySum) which uses Laplace noise and
the exponential mechanism to enforce differential privacy. It also provides a
Partition operator that can partition the dataset based on the provided set of
candidate keys. The Partition operator takes advantage of parallel composition
and thus the privacy costs do not add up.

4 Multidimensional Partitioning Approach

4.1 Overview

For differentially private histogram release, a multi-dimensional histogram on
a set of attributes is constructed by partitioning the data points into mutually
disjoint subsets called buckets or partitions. The counts or frequencies in each
bucket is then released. Any access to the original database is conducted through
the differential privacy interface to guarantee differential privacy. The histogram
can be then used to answer random count queries and other types of queries.

The partitioning strategy will largely determine the utility of the released his-
togram to arbitrary count queries. Each partition introduces a bounded Laplace
noise or perturbation error by the differential privacy interface. If a query pred-
icate covers multiple partitions, the perturbation error is aggregated. If a query
predicate falls within a partition, the result has to be estimated assuming cer-
tain distribution of the data points in the partition. The dominant approach in
histogram literature is making the uniform distribution assumption, where the
frequencies of records in the bucket are assumed to be the same and equal to the
average of the actual frequencies[15]. This introduces an approximation error.

We illustrate the errors and the impact of different partitioning strategies
through an example shown in Figure 2. Consider an original database that has
4 cells, each of which has 100 data points. In the first partitioning, the 4 cells
are grouped into one partition and we release a noisy count for the partition.
Alternatively, the 4 cells are separated into 4 partitions, each of which contain
one cell, and we release a noisy count for each of the partitions or cells. Note that
the noise are independently generated for each partition. Because the sensitivity
of the count query is 1 and the partitioning only requires parallel composition
of differential privacy, the magnitude of the noise in the two approaches are
the same. Then if we have a query, count(A), to ask how many data points are
in the region A, the best estimate for the first strategy based on the uniform
distribution assumption will be an approximate answer, which is 100 + Y/4.
So the query error is Y/4. In this case, the approximation error is 0 because
the cells in the partition are indeed uniform. If not, approximation error will
be introduced. In addition, the perturbation error is also amortized among the
cells. For the cell-based partitioning, the query error is Y which only consists of
the perturbation error.
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Fig. 2. Data-aware query strategy and simple query strategy

In general, a finer-grained partitioning will introduce smaller approximation
errors but larger aggregated perturbation errors. Finding the right balance in
this tradeoff to optimize the overall approximation of the data distribution and
minimize the overall error for a random query workload is a key question. Not
surprisingly, finding the optimal multi-dimensional histogram even without the
privacy constraints is a challenging problem and optimal partitioning even in
two dimensions is NP-hard[22]. Motivated by the above example and guided
by the composition theorems, we summarize our two design goals: 1) generate
uniform or close to uniform partitions so that the approximation error with the
partitions is minimized, and 2) carefully and efficiently use the privacy budget to
minimize the perturbation error. In this paper, we study two heuristic strategies:
1) the most fine-grained cell-based partitioning as a baseline strategy, which does
not introduce approximation error but only perturbation error, and 2) a kd-tree
based partitioning strategy that seeks to produce close to uniform partitions and
an efficient implementation that seeks to minimize the perturbation error.

4.2 Cell-Based Algorithm

A simple strategy is to partition the data based on the domain and then release
the count for each cell. The implementation is quite simple, taking advantage
the Partition operator followed by NoisyCount on each partition.

Algorithm 1. Cell-based algorithm
Require: α: differential privacy budget

1. Partition the data based on all domains.
2. release NoisyCount of each partition using privacy parameter α
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Theorem 41. Algorithm 1 achieves α-differential privacy.

Proof. Because every cell is a disjoint subset of the original database, according
to theorem 32, it’s α-differentially private.

Utility. We present a general theorem following a lemma that states a formal
utility guarantee with cell-based partitioning for linear distributive queries.

Lemma 41. If Yi is the random variables i.i.d from Lap(b) with mean 0, then

Pr[
β∑

i=1

|Yi| ≤ ε] ≥ 1− β · exp(− ε

βb
)

Theorem 42. The released D̂ of algorithm 1 maintain (ε, δ)-useful for linear
distributive query Q(D) =

∑x
i=1 Q(Di), if GS ≤ αε

βln(β/δ) , where x is the number
of cells contained in the predicate, x ≤ β, β is the number of partitioned cells of
the data cube.

Proof. By interactive mechanism of differential privacy, the returned answer
AQ(D) = Q(D) + Y , where Q(D) is the true answer of the query and Y is
the Laplace noise Lap(b) where b=GS/α. we use Di to present the data in the
cells, then the returned answer of D̂ is

Q(D̂) =
x∑

i=1

(Q(Di) + Yi) =
x∑

i=1

Q(Di) +
x∑

i=1

Yi = Q(D) +
x∑

i=1

Yi

With Lemma 41(proved in Appendix B), we have

Pr[|Q(x, D) −Q(x, D̂)| ≤ ε] ≥ 1− β · exp(− ε

βb
)

If β · exp(− ε
βb ) ≤ δ, then we can get

Pr[|Q(x, D) −Q(x, D̂)| ≤ ε] ≥ 1− δ

So, β · exp(− ε
βb ) ≤ δ, b=GS/α, we have

GS ≤ αε

βln(β/δ)

Corollary 41. Algorithm 1 is (ε, δ)-useful for absolute count queries if ε ≥
βln(β/δ)/α, for relative count queries if n ≥ βln(β/δ)

αε .

4.3 K-d Tree Based Algorithm

We now present our kd-tree based partitioning strategy. A kd-tree (k-dimensional
tree) is a space-partitioning data structure for organizing dat points in a k-
dimensional space. A typical kd-tree construction starts from the root node which
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covers the entire space. At each step, a splitting dimension and a split value,
typically median, from the range of the current partition on that dimension are
chosen heuristically to divide the space into subspaces. The algorithm repeats
until a pre-defined requirement (such as tree height or number of data points in
each partition) are met. This method leads to a balanced kd-tree, in which each
leaf node is about the same distance from the root, which is desired in indexing.
In our setting, our main design goal is to generate uniform or close to uniform
partitions so that the approximation error within the partitions is minimized.
Thus we propose a uniformity based heuristic to make the decision whether to
split the current partition. Concretely, we do not split a partition if it is close
to uniform and split it otherwise. There are several metrics that can be used to
measure the uniformity of a partition such as information entropy and variance.
In our current implementation, we use a variance-like metric H defined below.
If H > ξ1 where ξ1 is a threshold, then we don’t split.

Definition 41. Assuming we have an sub-cube D0 with β cells, the average
count would be
a0 =

∑
ci∈D0

count(ci)/β where ci is each cell in D0. The heuristic metric is
defined as:

H(D0) =
∑

ci∈D0

|count(ci)− a0|

A straightforward implementation of the above kd-tree strategy is similar to that
used in [14]. At each step, a NoisyCount is requested for each value of the split-
ting attribute in order to determine the split value median. The process repeats
until the stop criteria is reached. As each step queries the original database, the
composition theorem applies which results in cumulated privacy cost. Hence the
privacy budget needs to be divided among all the steps and the final step to ob-
tain the NoisyCount of each partition which is an inefficient use of the privacy
budget. To this end, we propose a two-step algorithm that generates the kd-tree
partitions based on the histogram generated from the cell partitioning. First, we
generate a synthetic database Dc based on the cell-based algorithm. Then we
perform kd-tree partitioning on Dc and use the resulting partitioning keys to
Partition the original database. We finally release NoisyCount for each of the
partitions. Essentially, the kd-tree is based on an approximate distribution of the
original data. The original database is not queried during the kd-tree construc-
tion which saves the privacy budget. Our experiments verify that the benefit
of having smaller perturbation error outweighs the aggregated approximation
error. Algorithm 2 is the framework; Algorithm 3 is the step 2 of Algorithm 2.

Theorem 43. Algorithm 2 is α-differentially private.

Proof. Step 2 and Step 5 are α/2-differentially private. So the sequence is α-
differentially private because of theorem 31.

3 In this paper, we take the dimension which has the largest range in the current
partition.
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Algorithm 2. K-d tree based algorithm
Require: β: number of cells; α: the overall privacy budget

1. Partition the original database based on all domains.
2. get NoisyCount of each partition using privacy parameter α/2 and generate a
synthetic dataset Dc.
3. Partition Dc by algorithm 3.
4. Partition the original database based on the partition keys returned from step
3. 5. release NoisyCount of each partition using privacy parameter α/2

Algorithm 3. K-d tree partitioning
Require: Dt: input database; ξ0: threshold of generating k-d tree; ξ1: threshold for

function H ;
1. Find a dimension of Dt

3;
2. Find the median m of the dimension;
3.
if H(Dt) < ξ1 or Count(Dt) > ξ0 then

Divide Dt into Dt1 and Dt2 by m.
partition Dt1 and Dt2 by algorithm 3.

end if
return partitions

Utility. The utility of the algorithm is directly decided by the parameter ξ1 and
xi0 as well as the data distribution. We resort to experiments to evaluate the
utility of the algorithm.

4.4 Applications

Having presented the multidimensional partitioning approach for differentially
private histogram release, we now briefly discuss the applications that the re-
leased histogram can support.
OLAP. On-line analytical processing (OLAP) is a key technology for business-
intelligence applications. The computation of multidimensional aggregates, such
as count(), sum(), max(), avg(), is the essence of on-line analytical processing. We
discuss the applications of the above released data to common OLAP aggregate
functions. We assume all queries have a predicate ϕ. An example form of the
predicate can be ϕ1 and ϕ2 . . . and ϕm where ϕj can be a range predicate of the
form al ≤ Aj ≤ ah. The predicate determines a set of cells Sϕ that satisfies the
predicate. We denote the value of attribute A for cell i as ai, and the perturbed
count for cell i as ci.

– Count queries are supported directly by the released data. The cell-based
partitioning provides a guaranteed utility bound.

– Sum queries sum(A) for an attribute or dimension A can be computed as∑
i∈Sϕ

(ai ∗ ci). Based on Theorem 42, the cell-based partitioning also pro-
vides a formal guarantee for sum query which is a linear distributive query.
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– Average queries avg(A) for an attribute or dimension A can be computed

as
∑

i∈Sϕ
(Ai∗ci)

∑
i∈Sϕ

(ci)
. The algorithm, however, does not provide a formal utility

guarantee for the average queries. We experimentally evaluate the utility for
average queries in Section 5.

Learning. The released data can be also used for learning tasks such as con-
struction of decision tree. Below we use a simple learning task of learning parity
function to illustrate the idea. Given a non-zero vector v ∈ {0, 1}d−1, a data set
D ∈ {0, 1}d, let k be the kth row of the data set and x

(j)
k is the jth attribute of

xk. Without loss of generality, we define parity function as the inner product of
v and the first d− 1 attributes of xi modulo 2 and the result is saved to the dth
attribute of xi, that is

g(k, v) = ⊕j≤d−1x
(j)
k v(j) = x

(d)
k ,

Without loss of generality, we assume the parity query has the form:

PQv = Pr[g(v) = 1] =
|{i ∈ [n] : g(k, v) = 1}|

|D|
So if without noise, the more Pr[g(v)] is near 1, the more likely hypothesis v is
correct.

Our problem is to learn the parity function based on the perturbed counts
with noise. [1,9] proposed a learning algorithm for parity function in the presence
of random classification noise and adversarial noise. We introduce the algorithm
in Appendix C.

5 Experiment

We use the CENSUS data(http://www.ipums.org) for our experiments. It has 1
million tuples and 4 attributes: Age, Education, Occupation and Income, whose
domain sizes are 79, 14, 23 and 100 respectively. All experiments were run on a
computer with Intel P8600(2 ∗ 2.4 GHz) CPU and 2GB memory.

5.1 Cell-Based Algorithm

Absolute count queries. We use the Income attribute to simulate 1D count
queries. The following parameters are used for the desired level of differential
privacy and utility guarantee: β = 100; α = 0.05; δ = 0.05. The run time for this
experiment is 0.155 seconds.

Figure 3, 4 show the original and released distribution. The x-axis is the
Income, the y-axis is the corresponding count of each income value over the
complete domain. Figure 5 is the difference(Laplace noise) between the original
and released distribution. We performed 100 independent releases and tested
1000 randomly generated queries for each data release and averaged the results.
The average error is 62.2. We counted the times each error happens in Figure
6. The x-axis is the query error ε, and y-axis is the probability of each error.
Figure 7 shows the actual error that is far less than the theoretical error.
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5.2 Average Query

We use average query to demonstrate our method could be used for other queries
which are not distributive queries. We extend the 1D count to 2D count using Age
and Income as dimensions. Then we compare the difference of average(age) be-
tween original data and released data by each Income. Figure 8 shows the compar-
ison. The blue line is the result of original data, red line is the result of perturbed
data. We can see that the difference of the two sets of value differs lightly.

5.3 K-d Tree Based Algorithm

We use the Age and Income attribute to simulate 2D rectangle queries with data
generated by algorithm 2. We also implemented an alternative kd-tree strategy
similar to that used in [14], referred to as hierarchical kd-tree, for comparison.

Hierarchical kd-tree. The height of hierarchical kd-tree is the key for the
query error of random workload. Figure 9 and 12 show the query error of absolute
count and relative count. We can see that the least noise appears when the height
is around 13.

Query error vs different thresholds. We analyze the different thresholds of
ξ0 and ξ1 in our kd-tree algorithm. Figure 11 and 11 show the results. We can
see that the threshold ξ0 significantly affects the query error.
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Query error vs alpha. We fix the height in hierarchical kd-tree algorithm and
the threshold in our kd-tree algorithm to compare the query error. Figure 13 and
14 show the results. We can see that our kd tree algorithm provides best utility for
random workload. Note that for relative count query, the utility outperforms other
algorithmmuch more because for sparse data, the error of relative count query vary
very much. Therefore, our kd-tree algorithm provides better results for sparse data.
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Query error vs Number of queries in interactive model. When number
of queries is small, the interactive model provides better result than our non-
interactive approach. However, when the number of queries increases, the query
error of random workload in interactive model may becomes larger. We can see
form Figure 15 and 16 that when the number of queries are around 3 and 7, our
kd-tree algorithm outperforms interactive model for absolute query and relative
query.

6 Conclusions and Future Works

We have described our preliminary studies on two multidimensional partitioning
algorithms for differentially private histogram release based on an interactive
differential privacy mechanism. By carefully designing the partitioning strategy
and allocating the usage of the privacy budget, we show that our kd-tree based
algorithm outperforms the baseline cell-based algorithm and an alternative kd-
tree based algorithm for a random workload of counting queries. We also show
that the result is significantly better than answering the queries directly through
the interactive mechanism which is oblivious of the correlations of the queries and
the data. We are interested in mapping the algorithms to the matrix mechanism
framework [17] and conduct a formal error analysis. In addition, we are interested
in exploring other spatial indexing techniques and integrating them with the
consistency check techniques [13]. Finally, we plan to investigate in algorithms
that are both data- and workload-aware to boost the accuracy for a specific
workload.
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A Proof of Theorem 33

Proof.

Pr[D|A1, A2] =
Pr[A1, A2|D]
Pr[A1, A2]

=
Pr[A2|D] · Pr[A1|D] · Pr[D]

Pr[A1, A2]

=
Pr[A2|D] · Pr[D|A1] · Pr[A1]

Pr[A2] · Pr[A1]
=

Pr[A2|D] · Pr[D|A1]
Pr[A2]

Let’s recap the model of differential privacy. Assume the attacker knows all
the record except the ith record di. Let ql be the lth query, Q(ql) be the true
answer of ql, al be the perturbed answer of ql. Let x be the range of d, D be
the event that di = x1, Pl be the posterior probability of Pr[D|a1, a2, · · ·al]. Let
A1 = {a1, a2, · · · , al−1}, A2 = {al}, then

Pl = Pr[D|A1, A2] = Pl−1 · Pr[A2|D]
Pr[A2]

= Pl−1 · Pr[al|di = x1]∑
xj∈x Pr[al|di = xj ] · Pr[di = xj ]

If we adopt Laplace noise to achieve differential privacy, then

pl

pl−1
=

1
2bexp(−|al −Q(ql, x1)|/b)

∑
xj∈x

1
2bexp(−|al −Q(ql, xj)|/b) · Pr[di = xj ]

≤ 1
∑

xj∈x exp(−|Q(ql, xj)−Q(ql, x1)|/b) · Pr[di = xj ]

Recall the definition of GS, then

|Q(ql, xj)−Q(ql, x1)| ≤ GS
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Pl

Pl−1
≤ 1

∑
xj∈x exp(−GS/b) · Pr[di = xj ]

Because b = GS/α, then Pl/Pl−1 ≤ eα. So, Pr[V = d] ≤ P0 ∗ exp(lα).

B Proof of Lemma 41

Lemma B1. If Yi is the random variables i.i.d from Lap(b) with mean 0, then

Pr[
β∑

i=1

|Yi| ≤ ε] ≥ 1− β · exp(− ε

βb
)

Proof (of Lemma 41). We assume each |Yi| ≤ ε1 where ε1 = ε/β. Otherwise we
call |Yi| > ε1 a FAILURE. If no FAILURE happens,we have

β∑

i=1

|Yi| ≤ β · ε1 = ε

If a FAILURE happens, then we have |Lap(b)| > ε1, which means

Pr[a FAILURE]=2
∫ ∞
ε1

1
2bexp(−x

b )=e−ε1/b

For each Yi, Pr[no FAILURE happens]=1-Pr[FAILURE happens] and each Yi is
i.i.d distributed, we have

Pr[
β∑

i=1

|Yi| ≤ ε] ≥ (1 − e−ε1/b)β

Let F (x) = (1−x)β +βx−1, then F (0) = 0. F ′(x) = −β(1−x)β−1 +β = β(1−
(1 − x)β−1) > 0 when 0 < x < 1. Note that 0 < e−ε1/b < 1, so F (e−ε1/b) > 0.
We get (1− e−ε1/b)β > 1− β · e−ε1/b. Because ε1 = ε/β,

Pr[
β∑

i=1

|Yi| ≤ ε] ≥ 1− β · exp(− ε

βb
)

C Learning Algorithm of Parity

We assume the data is uniformly distributed and the noise added is classification
noise. For the cell that satisfies the parity vector r, even if we add Laplace noise
to the cell by the mechanism of differential privacy, it is not noise for the parity
query. We use η1 to present the original noise rate. Our algorithm add η2 noise
rate to the data. The total noise rate η in the released data is η1 +η2. Therefore,
η2 ≤ ε, η ≤ η1 + ε.
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Theorem C1 ([1]). the length-d parity problem, for noise rate η equal to
any constant less than 1/2, can be solved with number of samples and total
computation-time 2O(d/logd).

Therefore, if η < 1/2, the D̂ is learnable. η ≤ η1 + ε and n ≥ ln β
δ

αε β, so if

n ≥ ln β
δ

α(1/2−η1)β, the D̂ is learnable.

Lemma C1 ([1]). Take s samples from a database with parity vector v and
noise rate η, then

Pr[⊕s
i=1x

(d)
i = ⊕s

i=1g(i, v)] =
1
2

+
1
2
(1 − 2η)s.

note that each x
(d)
i may not be the correct answer of g(i,v) because of noise.

We give the algorithm as follows:
Learning steps for parity vector:
For every target bit j of vector v, j = 1 : d− 1
1. Draw s samples from the released data where s > d− 1 to avoid linear
dependence.
2. for k = 1 : d− 1,

choose a record xi where x
(k)
i = 1, remove xi from the samples and

XOR the rest samples with xi, x = x⊕ xi.

3. if in left samples doesn’t exists x(j) = 1, then goto 1; else after the
elimination of step 2, we discard those samples which become 0, then
randomly draw a sample t from the left samples.

Pr[v(j) = 1] = Pr[t(j) = 1] =
1
2

+
1
2
(1− 2η)d−2

with the lemma described above, we know that every x(j) has probability
1
2 + 1

2 (1− 2η)d−2 to be correct. Therefore, with probability 1
2 + 1

2 (1− 2η)d−2, we
output the correct bit of vector v.

D Expected Error of Laplace Noise

Theorem D1 (Expected error of laplace noise). The expected error of
laplace noise with parameter α is GS/α.

Proof.

err = |Q(D̂)−Q(D)| = |Lap(GS/α)| (1)
b = GS/α (2)

E(err) =
∫ +∞

−∞
err ∗ (

1
2b

exp(−|x|
b

)) (3)

solve the equations, we get E(err) = GS/α.
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