Mechanical Engineers’ Handbook
Third Edition

|nstrumentation, Systems,
Controls, and MEM S

Edited by
Myer Kutz

WILEY
JOHN WILEY & SONS, INC.



This book is printed on acid-free paper.
Copyright © 2006 by John Wiley & Sons, Inc. All rights reserved.

Published by John Wiley & Sons, Inc., Hoboken, New Jersey.
Published simultaneously in Canada.

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form
or by any means, electronic, mechanical, photocopying, recording, scanning, or otherwise, except as
permitted under Section 107 or 108 of the 1976 United States Copyright Act, without either the prior
written permission of the Publisher, or authorization through payment of the appropriate per-copy fee
to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400,
fax (978) 750-4470, or on the web at www.copyright.com. Requests to the Publisher for permission
should be addressed to the Permissions Department, John Wiley & Sons, Inc., 111 River Street,
Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008, or online at http://www.wiley.com/go/
permission.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best efforts
in preparing this book, they make no representations or warranties with respect to the accuracy or
completeness of the contents of this book and specifically disclaim any implied warranties of
merchantability or fitness for a particular purpose. No warranty may be created or extended by sales
representatives or written sales materials. The advice and strategies contained herein may not be
suitable for your situation. The publisher is not engaged in rendering professional services, and you
should consult a professional where appropriate. Neither the publisher nor author shall be liable for
any loss of profit or any other commercial damages, including but not limited to special, incidental,
consequential, or other damages.

For general information on our other products and services, please contact our Customer Care
Department within the United States at (800) 762-2974, outside the United States at (317) 572-3993
or fax (317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print
may not be available in electronic books. For more information about Wiley products, visit our web
site at www.wiley.com.

Library of Congress Cataloging-in-Publication Data:
Mechanical engineers’ handbook/edited by Myer Kutz.—3rd ed.
p. cm.

Includes bibliographical references and index.

ISBN-13 978-0-471-44990-4

ISBN-10 0-471-44990-3 (cloth)

1. Mechanical engineering—Handbooks, manuals, etc. 1. Kutz, Myer.
TJ151.M395 2005
621—dc22
2005008603

Printed in the United States of America.

10 9 8 7 6 5 4 3 21



To Bill and Judy, always there



Contents

Preface ix

Vision Statement X1

Contributors Xiii

PART 1 INSTRUMENTATION 1
1. Instrument Statics 3

Jerry Lee Hall, Sriram Sundararajan, and Mahmood Naim

2. Input and Output Characteristics 32
Adam C. Bell
3. Bridge Transducers 69
Patrick L. Walter
4. Measurements 116
E. L. Hixson and E. A. Ripperger
5. Temperature and Flow Transducers 131
Robert J. Moffat
6. Signal Processing 189
John Turnbull
7. Data Acquisition and Display Systems 209
Philip C. Milliman
8. Digital Integrated Circuits: A Practical Application 239
Todd Rhoad and Keith Folken
PART 2 SYSTEMS, CONTROLS, AND MEMS 255
9. Systems Engineering: Analysis, Design, and Information Processing for
Analysis and Design 257
Andrew P. Sage
10. Mathematical Models of Dynamic Physical Systems 300
K. Preston White, Jr.
11. Basic Control Systems Design 383
William J. Palm 111
12.  Closed-Loop Control System Analysis 443
Suhada Jayasuriya
13.  Control System Performance Modification 503
Suhada Jayasuriya
14.  Servoactuators for Closed-Loop Control 542

Karl N. Reid and Syed Hamid

Vii



viii

Contents

15.

16.

17.

18.

19.

20.

21.

Controller Design 620

Thomas Peter Neal

General-Purpose Control Devices 678

James H. Christensen, Robert J. Kretschmann, Sujeet Chand,
and Kazuhiko Yokoyama

State-Space Methods for Dynamic Systems Analysis 717
Krishnaswamy Srinivasan

Control System Design Using State-Space Methods 757
Krishnaswamy Srinivasan

Neural Networks in Feedback Control Systems 791

F. L. Lewis and Shuzhi Sam Ge

Mechatronics 826

Shane Farritor

Introduction to Microelectromechanical Systems (MEMS):

Design and Application 863
M. E. Zaghloul

Index 877



Preface

The second volume of the third edition of the Mechanical Engineers’ Handbook (“ME3”")
is comprised of two major parts: Part 1, Instrumentation, with eight chapters, and Part 2,
Systems, Controls, and MEMS, with 13 chapters. The two parts are linked in the sense that
most feedback control systems require measurement transducers. Most of the chapters in this
volume originated not only in earlier editions of the Mechanical Engineers Handbook but
also in a book called Instrumentation and Control, which was edited by Chester L. Nachtigal
and published by Wiley in 1990. Some of these chapters have been either updated or exten-
sively revised. Some have been replaced. Others, which present timeless, fundamental con-
cepts, have been included without change.! In addition, there are chapters that are entirely
new, including Digital Integrated Circuits: A Practical Application (Chapter 8), Neural Net-
works in Control Systems (Chapter 19), Mechatronics (Chapter 20), and Introduction to
Microelectromechanical Systems (MEMS): Design and Application (Chapter 21).

The instrumentation chapters basically are arranged, as they were in the Nachtigal vol-
ume, in the order of the flow of information in real measurement systems. These chapters
start with fundamentals of transducer design, present transducers used by mechanical engi-
neers, including strain gages, temperature transducers such as thermocouples and thermistors,
and flowmeters, and then discuss issues involved in processing signals from transducers and
in acquiring and displaying data. A general chapter on measurement fundamentals, updated
from the second edition of Mechanical Engineers Handbook (“ME2”"), as well as the chapter
on digital integrated circuits have been added to the half-dozen Instrumentation and Control
chapters in this first part.

The systems and control chapters in the second part of this volume start with three
chapters from ME2, two of which have been updated, and move on to seven chapters from
Nachtigal, only two of which required updating. These ten chapters present a general dis-
cussion of systems engineering; fundamentals of control system design, analysis, and per-
formance modification; and detailed information about the design of servoactuators,
controllers, and general-purpose control devices. This second part of Vol. II concludes with
the chapters, all of them new to the handbook, on what are termed ‘“‘new departures”—
neural networks, mechatronics, and MEMS. These topics have become increasingly impor-
tant to mechanical engineers in recent years.

' A new edition of Instrumentation and Control has been sought after but has never appeared. Because
several chapters had numerous contributors, it proved impossible to update or revise them or even to
find anyone to write new chapters on the same topics on the schedule that other contributors could meet.
Because the material in these chapters was outdated, they have been dropped from this edition, but may
be revised for future editions.



Vision for the Third Edition

Basic engineering disciplines are not static, no matter how old and well established they are.
The field of mechanical engineering is no exception. Movement within this broadly based
discipline is multidimensional. Even the classic subjects on which the discipline was founded,
such as mechanics of materials and heat transfer, continue to evolve. Mechanical engineers
continue to be heavily involved with disciplines allied to mechanical engineering, such as
industrial and manufacturing engineering, which are also constantly evolving. Advances in
other major disciplines, such as electrical and electronics engineering, have significant impact
on the work of mechanical engineers. New subject areas, such as neural networks, suddenly
become all the rage.

In response to this exciting, dynamic atmosphere, the Mechanical Engineers Handbook
is expanding dramatically, from one volume to four volumes. The third edition not only is
incorporating updates and revisions to chapters in the second edition, which was published
in 1998, but also is adding 24 chapters on entirely new subjects as well, incorporating updates
and revisions to chapters in the Handbook of Materials Selection, which was published in
2002, as well as to chapters in Instrumentation and Control, edited by Chester Nachtigal
and published in 1990.

The four volumes of the third edition are arranged as follows:

Volume I: Materials and Mechanical Design—36 chapters
Part 1. Materials—14 chapters
Part 2. Mechanical Design—22 chapters

Volume II: Instrumentation, Systems, Controls, and MEMS—21 chapters
Part 1. Instrumentation—8 chapters
Part 2. Systems, Controls, and MEMS—13 chapters

Volume III: Manufacturing and Management—24 chapters
Part 1. Manufacturing—12 chapters
Part 2. Management, Finance, Quality, Law, and Research—12 chapters

Volume IV: Energy and Power—31 chapters
Part 1: Energy—15 chapters
Part 2: Power—16 chapters

The mechanical engineering literature is extensive and has been so for a considerable
period of time. Many textbooks, reference works, and manuals as well as a substantial
number of journals exist. Numerous commercial publishers and professional societies, par-
ticularly in the United States and Europe, distribute these materials. The literature grows
continuously, as applied mechanical engineering research finds new ways of designing, con-
trolling, measuring, making and maintaining things, and monitoring and evaluating technol-
ogies, infrastructures, and systems.

Most professional-level mechanical engineering publications tend to be specialized, di-
rected to the specific needs of particular groups of practitioners. Overall, however, the me-
chanical engineering audience is broad and multidisciplinary. Practitioners work in a variety
of organizations, including institutions of higher learning, design, manufacturing, and con-

Xi



Xii

Vision for the Third Edition

sulting firms as well as federal, state, and local government agencies. A rationale for an
expanded general mechanical engineering handbook is that every practitioner, researcher,
and bureaucrat cannot be an expert on every topic, especially in so broad and multidiscipli-
nary a field, and may need an authoritative professional summary of a subject with which
he or she is not intimately familiar.

Starting with the first edition, which was published in 1986, our intention has always
been that the Mechanical Engineers Handbook stand at the intersection of textbooks, re-
search papers, and design manuals. For example, we want the handbook to help young
engineers move from the college classroom to the professional office and laboratory where
they may have to deal with issues and problems in areas they have not studied extensively
in school.

With this expanded third edition, we have produced a practical reference for the me-
chanical engineer who is seeking to answer a question, solve a problem, reduce a cost, or
improve a system or facility. The handbook is not a research monograph. The chapters offer
design techniques, illustrate successful applications, or provide guidelines to improving the
performance, the life expectancy, the effectiveness, or the usefulness of parts, assemblies,
and systems. The purpose is to show readers what options are available in a particular
situation and which option they might choose to solve problems at hand.

The aim of this expanded handbook is to serve as a source of practical advice to readers.
We hope that the handbook will be the first information resource a practicing engineer
consults when faced with a new problem or opportunity—even before turning to other print
sources, even officially sanctioned ones, or to sites on the Internet. (The second edition has
been available online on knovel.com.) In each chapter, the reader should feel that he or she
is in the hands of an experienced consultant who is providing sensible advice that can lead
to beneficial action and results.

Can a single handbook, even spread out over four volumes, cover this broad, interdis-
ciplinary field? We have designed the third edition of the Mechanical Engineers Handbook
as if it were serving as a core for an Internet-based information source. Many chapters in
the handbook point readers to information sources on the Web dealing with the subjects
addressed. Furthermore, where appropriate, enough analytical techniques and data are pro-
vided to allow the reader to employ a preliminary approach to solving problems.

The contributors have written, to the extent their backgrounds and capabilities make
possible, in a style that reflects practical discussion informed by real-world experience. We
would like readers to feel that they are in the presence of experienced teachers and con-
sultants who know about the multiplicity of technical issues that impinge on any topic within
mechanical engineering. At the same time, the level is such that students and recent graduates
can find the handbook as accessible as experienced engineers.
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1 TERMINOLOGY
1.1 Transducer Characteristics

A measurement system extracts information about a measurable quantity from some medium
of interest and communicates this measured data to the observer. The measurement of any
variable is accomplished by an instrumentation system composed of transducers. Each trans-
ducer is an energy conversion device and requires energy transfer into the device before the
variable of interest can be detected.

The Instrument Society of America (ISA) defines transducer as ““a device that provides
usable output in response to a specified measurand.” The measurand is “‘a physical quantity,
property or condition which is measured.” The output is ‘“‘the electrical quantity, produced
by a transducer, which is a function of the applied measurand.”!

It should be made very clear that the act of measurement involves transfer of energy
between the measured medium and the measuring system and hence the measured quantity

3
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1.2

Instrument Statics

is disturbed to some extent, making a perfect measurement unrealistic. Therefore, pressure
cannot be measured without an accompanying change in volume, force cannot be measured
without an accompanying change in length, and voltage cannot be measured without an
accompanying flow of charge. Instead measures must be taken to minimize the energy trans-
fer from the source to be measured if the measurement is to be accurate.

There are several categorical characteristics for a transducer (or measurement system).
When the measurand maintains a steady value or varies very slowly with time, transducer
performance can be described in terms of static characteristics. Instruments associated with
rapidly varying measurands require additional qualifications termed dynamic characteristics.
Other performance descriptors include environmental characteristics (for situations involving
varying environmental operating conditions), reliability characteristics (related to the life
expectancy of the instrument under various operating conditions), theoretical characteristics
(describing the ideal behavior of the instrument in terms of mathematical or graphical rela-
tionships), and noise characteristics (external factors that can contribute to the measurement
process such as electromagnetic surroundings, humidity, acoustic and thermal vibrations,
etc.). In this chapter, we will describe the considerations associated with evaluating numerical
values for the static characteristics of an instrument.

Definitions

The description of a transducer and its role in a measuring system is based on most of the
definitions that follow. Further details of these definitions can be found in other works.>™*

Static calibration is the process of measuring the static characteristics of an instrument.
This involves applying a range of known values of static input to the instrument and
recording the corresponding outputs. The data obtained are presented in a tabular or
graphical form.

Range is defined by the upper and lower limits of the measured values that an instrument
can measure. Instruments are designed to provide predictable performance and, often,
enhanced linearity over the range specified.

Sensitivity is defined as the change in the output signal relative to the change in the
input signal at an operating point. Sensitivity may be constant over the range of the
input signal to a transducer or it can vary. Instruments that have a constant sensitivity
are called “linear.”

Resolution is defined as the smallest change in the input signal that will yield a readable
change in the output of the measuring system at its operating point.

Threshold of an instrument is the minimum input for which there will be an output.
Below this minimum input the instrument will read zero.

Zero of an instrument refers to a selected datum. The output of an instrument is adjusted
to read zero at a predefined point in the measured range. For example, the output of
a Celsius thermometer is zero at the freezing point of water; the output of a pressure
gage may be zero at atmospheric pressure.

Zero drift is the change in output from its set zero value over a specified period of time.
Zero drift occurs due to changes in ambient conditions, changes in electrical condi-
tions, aging of components, or mechanical damage. The error introduced may be
significant when a transducer is used for long-term measurement.

Creep is a change in output occurring over a specific time period while the measurand
is held constant at a value other than zero and all environmental conditions are held
constant.
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Accuracy is the maximum amount of difference between a measured variable and its
true value. It is usually expressed as a percentage of full-scale output. In the strictest
sense, accuracy is never known because the true value is never really known.

Precision is the difference between a measured variable and the best estimate (as ob-
tained from the measured variable) of the true value of the measured variable. It is a
measure of repeatability. Precise measurements have small dispersion but may have
poor accuracy if they are not close to the true value. Figure 1a shows the differences

between accuracy and precision.

Linearity describes the maximum deviation of the output of an instrument from a best-
fitting straight line through the calibration data. Most instruments are designed so that
the output is a linear function of the input. Linearity is based on the type of straight
line fitted to the calibration data. For example, least-squares linearity is referenced to
that straight line for which the sum of the squares of the residuals is minimized. The

©
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Figure 1 Schematics illustrating concepts of (a) accuracy and precision, (b) hysteresis, (C) a static error
band, and (d) fitting a curve to the calibration data.



6 Instrument Statics

term ‘“‘residual” refers to the deviations of output readings from their corresponding
values on the straight line fitted through the data.

Hysteresis is the maximum difference in output, at any measured value within the spec-
ified range, when the value is approached first with increasing and then with decreas-
ing measurand. Hysteresis is typically caused by a lag in the action of the sensing
element of the transducer. Loading the instrument through a cycle of first increasing
values, then decreasing values, of the measurand provides a hysteresis loop, as shown
in Fig. 1b. Hysteresis is usually expressed in percent of full-scale output.

Error band is the band of maximum deviation of output values from a specified refer-
ence line or curve. A static error band (see Fig. 1C) is obtained by static calibration.
It is determined on the basis of maximum deviations observed over at least two
consecutive calibration cycles so as to include repeatability. Error band accounts for
deviations that may be due to nonlinearity, nonrepeatability, hysteresis, zero shift,
sensitivity shift, and so forth. It is a convenient way to specify transducer behavior
when individual types of deviations need not be specified nor determined.’

2 STATIC CALIBRATION
2.1 Calibration Process

Calibration is the process of comparison of the output of a measuring system to the values
of a range of known inputs. For example, a pressure gage is calibrated by a device called a
“dead-weight” tester, where known pressures are applied to the gage and the output of the
gage is recorded over its complete range of operation.

The calibration signal should, as closely as possible, be the same as the type of input
signal to be measured. Most calibrations are performed by means of static or level calibration
signals since they are usually easy to produce and maintain accurately. However, a measuring
system calibrated with static signals may not read correctly when subjected to the dynamic
input signals since the natural dynamic characteristics and the response characteristics of the
measurement system to the input forcing function would not be accounted for with a static
calibration. A measurement system used for dynamic signals should be calibrated using
known dynamic inputs.

A static calibration should include both increasing and decreasing values of the known
input signal and a repetition of the input signal.® This allows one to determine hysteresis as
well as the repeatability of the measuring system, as shown in Fig. 1c. The sensitivity of
the measuring system is obtained from the slope of a suitable line or curve plotted through
the calibration points at any level of the input signal.

2.2 Fitting Equations to Calibration Data

Though linear in most cases, the calibration plot of a specific measurement system may
require a choice of a nonlinear functional form for the relationship that best describes the
calibration data, as shown in Fig. 1d. This functional form (or curve fit) may be a standard
polynomial type or may be one of a transcendental function type. Statistics are used to fit a
desired function to the calibration data. A detailed description of the mathematical basis of
the selection process used to determine the appropriate function to fit the data can be found
elsewhere.” Most of today’s graphing software allow the user to select the type of fit required.
A very common method used to describe the quality of “fit”” of a chosen functional form is



2 Static Calibration 7

the ““least-squares fit.”” The principle used in making this type of curve fit is to minimize
the sum of the squares of the deviations of the data from the assumed curve. These deviations
from the assumed curve may be due to errors in one or more variables. If the error is in one
variable, the technique is called linear regression and is the common case encountered in
engineering measurements. If several variables are involved, it is called multiple regression.
Two assumptions are often used with the least-squares method: (i) the X variable (usually
the input to the calibration process) has relatively little error as compared to the y (measured)
variable and (ii) the magnitude of the uncertainty in Y is not dependent on the magnitude of
the X variable. The methodology for evaluating calibration curves in systems where the
magnitude of the uncertainty in the measured value varies with the value of the input variable
can be found elsewhere.?

Although almost all graphing software packages include the least-squares fit analysis,
thus enabling the user to identify the best-fit curve with minimum effort, a brief description
of the mathematical process is given here. To illustrate the least-squares technique, assume
that an equation of the following polynomial form will fit a given set of data:

y=a+ bx! +cx? + - + mx* e))

If the data points are denoted by (X, Y;), where i ranges from 1 to n, then the expression for
summation of the residuals is

20 -y =R 2
=
The least-squares method requires that R be minimized. The parameters used for the

minimization are the unknown coefficients a, b, ¢, . . . , m in the assumed equation. The
following differentiation yields k + 1 equations called “normal equations’ to determine the
k + 1 coefficients in the assumed relation. The coefficients a, b, ¢, . . ., m are found by
solving the normal equations simultaneously:

R oR IR R

_:_:_:...:_:O (3)

ga ob ac am

For example, if kK = 1, then the polynomial is of first degree (a straight line) and the normal
equations become

2y, = a(n) + b2x 2xy = axx + b2 @)
and the coefficients a and b are

g 2X2Y - XXy N2y - 2y

n2x2 — (2xX)? Cn2x® - (OSx? )

The resulting curve (y = a + bx) is called the regression curve of y on X. It can be shown
that a regression curve fit by the least-squares method passes through the centroid (X, y) of
the data.® If two new variables X and Y are defined as

X=x-X and Y=y—-Yy (6)
then
2X=0=2Y @)

Substitution of these new variables in the normal equations for a straight line yields the
following result for a and b:



8

Instrument Statics

_2XY
S 2xe

®)

The regression line becomes
Y = bX ®

The technique described above will yield a curve based on an assumed form that will fit a
set of data. This curve may not be the best one that could be found, but it will be the best
based on the assumed form. Therefore, the “goodness of fit” must be determined to check
that the fitted curve follows the physical data as closely as possible.

Example 1 Choice of Functional Form. Find a suitable equation to represent the follow-
ing calibration data:

x=103,4,517,9, 12, 13, 14, 17, 20, 23, 25, 34, 38, 42, 45]
y = [5.5, 7.75, 10.6, 13.4, 18.5, 23.6, 26.2, 27.8, 30.5, 33.5, 35, 35.4, 41, 42.1, 44.6, 46.2]

Solution: A computer program can be written or graphing software (e.g., Microsoft Excel)
used to fit the data to several assumed forms, as given in Table 1. The data can be plotted
and the best-fitting curve selected on the basis of minimum residual error, maximum cor-
relation coefficient, or smallest maximum absolute deviation, as shown in Table 1.

The analysis shows that the assumed equation y = a + (b) log(X) represents the best fit
through the data as it has the smallest maximum deviation and the highest correlation co-
efficient. Also note that the equation y = 1/a + bx is not appropriate for these data because
it has a negative correlation coefficient.

Example 2 Nonlinear Regression. Find the regression coefficients a, b, and c if the as-
sumed behavior of the (X, y) data is y = a + bx + cx*:

x=12,3,4,56,7,8,09, 10, 11, 12, 13, 14, 15]

y = [0.26, 0.38, 0.55, 0.70, 1.05, 1.36, 1.75, 2.20, 2.70, 3.20, 3.75, 4.40, 5.00, 6.00]

Table 1 Statistical Analysis for Example 1

Regression
Coefficient . . .
Residual Maximum Correlation

Assumed Equation a b Error, R Deviation Coefficient®
y = bx — 1.254 56.767 10.245 0.700
y = a + bx 9.956 0.907 20.249 7.178 0.893
y = ae™ 10.863 0.040 70.274 18.612 0.581
y=1/(a+ bx) 0.098 —0.002 14257.327 341.451 —74.302
y=a+ b/x 40.615 —133.324 32.275 9.326 0.830
y=a+ blogx —14.188 15.612 1.542 2.791 0.992
y = ax 3.143 0.752 20.524 8.767 0.892
y = x/(a + bx) 0.496 0.005 48.553 14.600 0.744

2Defined in Section 4.3.7.



3 Statistics in the Measurement Process 9
From Egs. (1)-(3)
y =a+ bx + cx?
Xy = ax + bx? + ¢x? 10)
X%y = ax> + bx* + ox*
A simultaneous solution of the above equations provides the desired regression coefficients:

a = 0.1959 b = -0.0205 ¢ = 0.0266 11

As was mentioned previously, a measurement process can only give you the best estimate
of the measurand. In addition, engineering measurements taken repeatedly under seemingly
identical conditions normally show variations in measured values. A statistical treatment of
measurement data is therefore a necessity.

3 STATISTICS IN THE MEASUREMENT PROCESS
3.1 Unbiased Estimates

Data sets typically have two very important characteristics: central tendency (or most rep-
resentative value) and dispersion (or scatter). Other characteristics such as skewness and
kurtosis (or peakedness) may also be of importance but will not be considered here.'®

A basic problem in every quantitative experiment is that of obtaining an unbiased es-
timate of the true value of a quantity as well as an unbiased measure of the dispersion or
uncertainty in the measured variable. Philosophically, in any measurement process a deter-
ministic event is observed through a “foggy” window. If so, ultimate refinement of the
measuring system would result in all values of measurements to be the true value w. Because
errors occur in all measurements, one can never exactly measure the true value of any
quantity. Continued refinement of the methods used in any measurement will yield closer
and closer approximations, but there is always a limit beyond which refinements cannot be
made. To determine the relation that a measured value has with the true value, we must
specify the unbiased estimate X of the true value w of a measurement and its uncertainty (or
precision) interval W, based on a desired confidence level (or probability of occurrence).

An unbiased estimator® exists if the mean of its distribution is the same as the quantity
being estimated. Thus, for sample mean X to be an unbiased estimator of population mean
u, the mean of the distribution of sample means, X, must be equal to the population mean.

3.2 Sampling

Unbiased estimates for determining population mean, population variance, and variance of
the sample mean depend on the type of sampling procedure used.

Sampling with Replacement (Random Sampling)
Q=X (12)

where X is the sample mean and g is the unbiased estimate of the population mean,
M
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where S? is the sample variance

(13)
and

14

where &2 is the variance of the mean.
Sampling without Replacement (Usual Case)

=X 15)

r o N N-1
5o

where N is the population size and n the sample size, and

6> (N—n
Ay _ 07
52 n<N_1> (17)

Note that sampling without replacement from an extremely large population is equivalent to
random sampling.

3.3 Types of Errors

There are at least three types of errors that one must consider in making measurements.
They are systematic (or fixed) errors, illegitimate errors (or mistakes), and random errors:

Systematic errors are of consistent form. They result from conditions or procedures that
are correctable. This type of error may generally be eliminated by calibration.

Illegitimate errors are mistakes and should not exist. They may be eliminated by using
care in the experiment, proper measurement procedures, and repetition of the mea-
surement.

Random errors are accidental errors that occur in all measurements. They are charac-
terized by their inconsistent nature, and their origin cannot be determined in the
measurement process. These errors are estimated by statistical analysis.

If the illegitimate errors can be eliminated by care and proper measurement procedures and
the systematic errors can be eliminated by calibrating the measurement system, then the
random errors remain to be determined by statistical analysis to yield the precision of the
measurement.

3.4 Propagation of Error or Uncertainty

In many cases the desired quantity cannot be measured directly but must be calculated from
the most representative value (e.g., the mean) of two or more measured quantities. It is
desirable to know the uncertainty or precision of such calculated quantities.

Precision is specified by quantities called precision indexes (denoted by W,) that are
calculated from the random errors of a set of measurements. A =W, should be specified for
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every measured variable. The confidence limits or probability for obtaining the range +W,
is generally specified directly or is implied by the particular type of precision index being
used.

The precision index of a calculated quantity depends on the precision indexes of the
measured quantities required for the calculations.’ If the measured quantities are determined
independently and if their distribution about a measure of central tendency is approximately
symmetrical, the following ‘‘propagation-of-error” equation is valid!!:

IR\
W3 = E<&> w2 (18)
In this equation, R represents the calculated quantity and X, X,, . . . , X, represent the
measured independent variables so that mathematically we have R = f(X;, X, . . ., X,). The

precision index is a measure of dispersion about the central tendency and is denoted by W
in Eq. (18). The standard deviation is often used for W; however, any precision index will
do as long as the same type of precision index is used in each term of the equation.

A simplified form of this propagation-of-error equation results if the function R has the
form

R = kx@ X5 X§ «++ xm (19)
where the exponents @, b, . . . , m may be positive or negative, integer or noninteger. The
simplified result for the precision Wy in R is

W 2 W 2 W,, 2 W 2
(—R> = a2<—*‘> + b2<—x'> + o+ | 2 (20)
R XI X2 Xn

The propagation-of-error equation is also used in planning experiments. If a certain precision
is desired on the calculated result R, the precision of the measured variables can be deter-
mined from this equation. Then, the cost of a proposed measurement system can be deter-
mined as it is directly related to precision.

Example 3 Propagation of Uncertainty. Determine the resistivity and its uncertainty for
a conducting wire of circular cross section from the measurements of resistance, length, and
diameter. Given

2
L o ,_m™R o

REPA™ P oD i

R = 0.0959 = 0.0001 © L =250 + 25 cm D = 0.100 = 0.001 cm

where R = wire resistance, ()
L = wire length, cm
A = cross-sectional area, = wD?/4, cm?
p = wire resistivity, )-cm

Solution: Thus the resistivity is

_ (m)(0.100°(0.0959) _

.01 X 107 Q-
2(250) 3.01 107° Q-cm

The propagation of variance (or precision index) equation for p reduces to the simplified
form, that is,
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Wo\® (Wo) | (We) (WL
() (%) + (%) « (1
0.001\>  /0.0001\° 25\
=4 + + (=
0.10 0.0959 250
=400 %X 107*+ 1.09 x 107° + 1.00 X 10~*
=501 x 107

The resulting resistivity p and its precision W, are

W, = pV(5.01)10™* = £6.74 X 107®
p=3.01 = 0.07) X 10°° Q-cm

3.5 Uncertainty Interval

When several measurements of a variable have been obtained to form a data set (multisample
data), the best estimates of the most representative value (mean) and dispersion (standard
deviation) are obtained from the formulas in Section 3.2. When a single measurement exists
(or when the data are taken so that they are equivalent to a single measurement), the standard
deviation cannot be determined and the data are said to be ‘‘single-sample” data. Under
these conditions the only estimate of the true value is the single measurement, and the
uncertainty interval must be estimated by the observer.'? It is recommended that the precision
index be estimated as the maximum reasonable error. This corresponds approximately to the
99% confidence level associated with multisample data.

Uncertainty Interval Considering Random Error
Once the unbiased estimates of mean and variance are determined from the data sample, the
uncertainty interval for u is

p=pxW=4a =k o (22)

where [ represents the most representative value of w from the measured data and W is the
uncertainty interval or precision index associated with the estimate of w. The magnitude of
the precision index or uncertainty interval depends on the confidence level vy (or probability
chosen), the amount of data n, and the type of probability distribution governing the distri-
bution of measured items. A

The uncertainty interval W can be replaced by k&, where & is the standard deviation
(measure of dispersion) of the population as estimated from the sample and K is a constant
that depends on the probability distribution function, the confidence level vy, and the amount
of data n. For example, with a Gaussian distribution the 95% confidence limits are W =
1.960, where kK = 1.96 and is independent of n. For a t-distribution, k = 2.78, 2.06, and
1.96 with a sample size of 5, 25, and o, respectively, at the 95% level of confidence prob-
ability. Note that v = n — 1 for the t-distribution. The t-distribution is the same as the
Gaussian distribution as N — o,

Uncertainty Interval Considering Random Error with Resolution, Truncation, and
Significant Digits R

The uncertainty interval W in Eq. (22) assumes a set of measured values with only random
error present. Furthermore, the set of measured values is assumed to have unbounded sig-
nificant digits and to have been obtained with a measuring system having infinite resolution.
When finite resolution exists and truncation of digits occurs, the uncertainty interval may be
larger than that predicted by consideration of the random error only. The uncertainty interval
can never be less than the resolution limits or truncation limits of the measured values.
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Resolution and Truncation

Let {s,} be the theoretically possible set of measurements of unbound significant digits from
a measuring system of infinite resolution and let {X,} be the actual set of measurements
expressed to m significant digits from a measuring system of finite resolution. Then the
quantity § — X, = *& is the resolution or truncation deficiency caused by the measurement
process. The unbiased estimates of mean and variance are

— =5 and 6 = 72(5 i

n n-1 (23)

Noting that the set {X,} is available rather than {S,}, the required mean and variance are
2x 26 _ 2(% — X)?
ﬂ:—x'i—e':Xi and &Z:M

B ry n-1 24

The truncation or resolution has no effect on the estimate of variance but does affect the
estimate of the mean. The truncation error € is not necessarily distributed randomly and may
all be of the same sign. Thus X can be biased as much as >e/n = € high or low from the
unbiased estimate of the value of w so that it = X = €.

If e is a random variable observed through a “cloudy window” with a measuring system
of finite resolution, the value of € may be plus or minus but its upper bound is R (the
resolution of the measurement). Thus the resolution error is no larger than Rand jo = X +
Ri/n=X = R

If the truncation is never more than that dictated by the resolution limits (R) of the
measurement system, the uncertainty in X as a measure of the most representative value of
_is never larger than R plus the uncertainty due to the random error. Thus & = X *
(W + R). It should be emphasized that the uncertainty interval can never be less than the
resolution bounds of the measurement. The resolution bounds cannot be reduced without
changing the measurement system.

Significant Digits
When X is observed to m significant digits, the uncertainty (except for random error) is never
more than =5/10™ and the bounds on § are equal to X + 5/10™ so that

5 5

The relation for & for m significant digits is then from Eq. 24.
2e 2(5/10™) 5
n

A

o=Xzx =X =

n 10m

=X =* (26)
The estimated value of variance is not affected by the constant magnitude of 5/10™ When
the uncertainty due to significant digits is combined with the resolution limits and random
error, the uncertainty interval on & becomes

,1=>‘<i<\7v+R+i) (27
10m

This illustrates that the number of significant digits of a measurement should be carefully
chosen in relation to the resolution limits of the measuring system so that 5/10™ has about
the same magnitude as R. Additional significant digits would imply more accuracy to the
measurement than would actually exist based on the resolving ability of the measuring sys-
tem.
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3.6 Amount of Data to Take

Exactly what data to take and how much data to take are two important questions to be
answered in any experiment. Assuming that the correct variables have been measured, the
amount of data to be obtained can be determined by using the relation

- ~ 5
pw=X=*(W+R+— (28)
o™
where it is presumed that several sample sets may exist for estimation of u and that the
mean of means of the sample sets is denoted by X. This equation can be rewritten using Egs.
(13) and (14) (assuming random sampling):

I

n=X=* <|((V,'y)6'>< + R+ i)

1om

+ <k(1/,'y) % + R+ %m> (29)

The value of n to achieve the difference in u — X within a stated percent of u can be
determined from

Il
Il

n= K, 9)& ’ (30)
= | (%/100)a — R — (5/10™)

This equation can only yield valid values of n once valid estimates of fi, &, k, R, and m are
available. This means that the most correct values of n can only be obtained once the
measurement system and data-taking procedure have been specified so that R and m are
known. Furthermore, either a preliminary experiment or a portion of the actual experiment
should be performed to obtain good estimates of i and &. Because k depends not only on
the type of distribution the data follows but also on the sample size N, the solution is iterative.
Thus, the most valid estimates of the amount of data to take can only be obtained after the
experiment has begun. However, the equation can be quite useful for prediction purposes if
one wishes to estimate values of fi, &, k, R, and m. This is especially important in experi-
ments for which the cost of a single run may be relatively high.

Example 4 Amount of Data to Take. The life for a certain type of automotive tire is to
be established. The mean and standard deviation of the life estimated for these tires are
84,000 and +7,230 km, respectively, from a sample of nine tires. On the basis of the sample,
how much data are required to establish the life of this type of tire to within =10% with
90% confidence and a resolution of 5 km?

Solution: Confidence limits are as follows:

5
=p+ (tog + R+ =
7 p,+<t0'X R 10"‘)

_ 5 0, 5
- p=010x=toy + R+ —=t—F=+R+—
w— = (0.10)x = toy Tom t\/ﬁ Tom

o (0.10)x — R — (5/10™) _ (0.10)(84000) — 5 _

1.6
Vvn o, 7230
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n v t(v,0.10)2 t/Vn
2 1 6.31 3.65
3 2 2.92 1.46
5 4 2.13 0.87

aFrom a t-statistic table.’

Thus a sample of three tires is sufficient to establish the tire life within =10% at a 90%
level of confidence.

of Fit

Statistical methods can be used to fit a curve to a given data set. In general, the least-squares
principle is used to minimize the sum of the squares of deviations away from the curve to
be fitted. The deviations from an assumed curve Y = f(X) are due to errors in Y, in X, or in
both y and X. In most cases the errors in the independent variable X are much smaller than
the dependent variable y. Therefore, only the errors in y are considered for the least-squares
curve. The goodness of fit of an assumed curve is defined by the correlation coefficient r,
where

r= + M:_,_ I_E(yi_y)2
V2w -y Sy, - y°
=2 1o 31)
g

where E(yi — y)? = total variation (variation about mean)
E(yi — y)? = unexplained variation (variation about regression)
(y — ¥)? = explained variation (variation based on assumed regression equation)
0, = estimated population standard deviation of y variable

0, = standard error of estimate of ¥ on X

When the correlation coefficient r is zero, the data cannot be explained by the assumed
curve. However, when r is close to * 1, the variation of y with respect to X can be explained
by the assumed curve and a good correlation is indicated between the variables X and Y.

The probabilistic statement for the goodness-of-fit test is given by

Pr>r=a=1-y (32)

calc

where I, is calculated from Eq. (31) and the null and alternate hypotheses are as follows:

calc

H,: No correlation of assumed regression equation with data.
H,: Correlation of regression equation with data.

The goodness-of-fit for a straight line is determined by comparing r_,. with the value of r
obtained at N — 2 degrees of freedom at a selected confidence level y from tables. If r_,. >
r, the null hypothesis is rejected and a significant fit of the data within the confidence level
specified is inferred. However, if r.,. < r, the null hypothesis cannot be rejected and no
correlation of the curve fit with the data is inferred at the chosen confidence level.

Example 5 Goodness-of-Fit Test. The given x—y data were fitted to a curve y = a + bx
by the method of least-squares linear regression. Determine the goodness of fit at a 5%
significance level (95% confidence level):
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X = [56, 58, 60, 70, 72, 75, 77, 77, 82, 87, 92, 104, 125]
y = [51, 60, 60, 52, 70, 65, 49, 60, 63, 61, 64, 84, 75]

At a = 0.05, the value of r is 0.55. Thus P[r_,. > 0.55] = 0.05. The least-squares regression
equation is calculated to be y = 39.32 + 0.30x, and the correlation coefficient is calculated
as r_. = 0.61. Therefore, a satisfactory fit of the regression line to that data is inferred at
the 5% significance level (95% confidence level).

3.8 Probability Density Functions

Consider the measurement of a quantity X. Let

X = | measurement of quantity
X = most representative value of measured quantity
d. = deviation of ith measurement from X, =X, — X
n = total number of measurements
AX = smallest measurable change of X, also known as “least count”

m = number of measurements in X, size group

A histogram and the corresponding frequency polygon obtained from the data are shown in
Fig. 2, where the X size group is taken to be inclusive at the lower limit and exclusive at
the upper limit. Thus, each X; size group corresponds to the following range of values:

1 1
xj—<5ij>sx<xj+<§ij> (33)
F(x) -
/ \
/ \
\
/ \
\ Frequency
// polygon
/ \
/ \
// \
m;j \
— / \
n // \
\
// \
/ N
/' N
/ B
// T T T T =

‘ X, X, X5 X, X Xg X
| ax, | ax,

Figure 2 Histogram of a data set and the corresponding frequency polygon.
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The height of any rectangle of the histogram shown is denoted as the relative number m/n
and is equal to the statistical probability F;(X) that a measured value will have the size X +
(AXx;/2). The area of each rectangle can be made equal to the relative number by transforming
the ordinate of the histogram in the following way: Area = relative number = F;(X) = m/n
= p(X) AX. Thus

P00 =~ (34)

The shape of the histogram is preserved in this transformation since the ordinate is merely
changed by a constant scale factor (1/Ax). The resulting diagram is called the probability
density diagram. The sum of the areas underneath all rectangles is then equal to 1 [i.e.,
Epj(x) Ax = 1]. In the limit, as the number of data approaches infinity and the least count
becomes very small, a smooth curve called the probability density function is obtained. For
this smooth curve we note that

fm p(x) dx = 1 (35)

and that the probability of any measurement, X, having values between X, and X, is found
from

PO = x = %) = | poo dx (36)

To integrate this expression, the exact probability density function p(X) is required. Based
on the assumptions made, several forms of frequency distribution laws have been obtained.
The distribution of a proposed set of measurements is usually unknown in advance. However,
the Gaussian (or normal) distribution fits observed data distributions in a large number of
cases. The Gaussian probability density function is given by the expression

pXx) = (I/Um)e*(xfi)z/zoz a7

where o is the standard deviation. The standard deviation is a measure of dispersion and is

defined by the relation
+e 2 _ >
oo Laxpdx 206~ ) )
™ P dx n

3.9 Determination of Confidence Limits on p

If a set of measurements is given by a random variable X, then the central limit theorem'?
states that the distribution of means, X, of the samples of size n is Gaussian (normal) with
mean p and variance o2 = o?/n, that is, X ~ G(u, >/n). [Also, the random variable z =
(X — w)/(a/V/'n) is Gaussian with a mean of zero and a variance of unity, that is, z~ G(0,1).]
The random variable z is used to determine the confidence limits on w due to random error
of the measurements when o is known.

The confidence limit is determined from the following probabilistic statement and the
Gaussian distribution for a desired confidence level y:
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X— p
Pl-z< <z|= 39

|: a/Vn } Y (39)
It shows a y probability or “confidence level” that the experimental value of z will be
between =*Zz obtained from the Gaussian distribution table. For a 95% confidence level,
Z = *1.96 from the Gaussian table’ and P[— 1.96 < z < 1.96] = v, where z =
X - w/(o/ %). Therefore, the expression for the 95% confidence limits on w is

w=x=+ 196 (40)

Sk

In general

w=X=* 41)

ag
“n
where k is found from the Gaussian table for the specified value of confidence, .
If the population variance is not known and must be estimated from a sample, the
statistic (X — u)/(a/ W) is not distributed normally but follows the t-distribution. When n
is very large, the t-distribution is the same as the Gaussian distribution. When n is finite, the
value of Kk is the “t”” value obtained from the t-distribution table.” The probabilistic statement
then becomes

P[t<g/\/ﬁ<+t] y (42)

and the inequality yields the expression for the confidence limits on pu:

n =X 43)

i-Z

Vn
If the effects of resolution and significant digits are included, the expression becomes as
previously indicated in Eq. (29):

}L—;(i(tW-FR-F%n) (44)

3.10 Confidence Limits on Regression Lines

The least-squares method is used to fit a straight line to data that are either linear or trans-
formed to a linear relation.”!* The following method assumes that the uncertainty in the
variable X is negligible compared to the uncertainty in the variable y and that the uncertainty
in the variable Vy is independent of the magnitude of the variable X. Figure 3 and the defi-
nitions that follow are used to obtain confidence levels relative to regression lines fitted to
experimental data:

a = intercept of regression line

b = slope of regression line, =2XY/2X?

y, = value of y from data at X = X

¥, = value of y from regression line at X = X;; note that §, = a + bX; for a straight
line
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Centroid

1 Theoretical
. distribution
! ofy at
I X =X
1 1
1 1
1 1
A | 1
Y1 —= . '
1 1
O—r1 |
! : ! _
X1 X2 Xi Xn X

Figure 3 Schematic of a regression line.

y: = mean estimated value of y; at X = X;; mean of distribution of y values at X
= X;; if there is only one measurement of y at X = X;, then that value of y
(i.e., y;) is best estimate of y;

v = degrees of freedom in fitting regression line to data (v = n — 2 for straight

line)
20y, — 9)* v = o5, = unexplained variance (for regression line) where &,, is standard
deviation of estimate
tx = 03,/n from central limit theorem

02,/ 2X? = estimate of variance on slope

g
o
I

Slope-Centroid Approximation

This method assumes that the placement uncertainty of the regression line is due to uncer-
tainties in the centroid (X, y) of the data and the slope b of the regression line passing through
this centroid. These uncertainties are determined from the following relations and are shown
in Fig. 4:

Centroid:  pug = fig = Wwydy, = ¥ + t‘\f/y% 45)
. by,
Slope: W =b £ t(rv,y)6,=b = IW (46)

Point-by-Point Approximation
This is a better approximation than the slope-centroid technique. It gives confidence limits
of the points y;, where
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Centroid
(x.y)

X
Figure 4 Schematic illustrating confidence limits on a regression line.
i = % = W,)6y 47
and
1 X2
A2 _ A2 - i
Oy = Oyx (n + 2X,2> (48)

At the centroid where X; = 0, Eq. (47) reduces to the result for uy given in Eq. (45).

Line as a Whole

More uncertainty is involved when all points for the line are taken collectively. The “price”
paid for the additional uncertainty is given by replacing t(v,y) in the confidence interval
relation by V2F, where F = F (2, v, ) obtained from an “F” table statistical distribution.
Thus the uncertainty interval for placement of the “line as a whole” confidence limit at X
= ¥, is found by the formula

L X
ﬁ+2x2

I‘LLine = gli =D 2Fa’y,)(

(49)

Future Estimate of a Single Point at x = x;
This gives the expected confidence limits on a future estimate value of y at X = X, in a
relation to a prior regression estimate. This confidence limit can be found from the relation

uy = 9+ )5, (50)

where ¥, is the best estimate of y from the regression line and

no  an 1 X?
oy =0, |1 + n + Sx (51)

If one uses y = 0.99, nearly all (99%) of the observed data points should be within the
uncertainty limits calculated by Eq. (51).
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Example 6 Confidence Limits on a Regression Line. Calibration data for a copper—
constantan thermocouple are given:

Temperature: X = [0, 10, 20, 30, 40 50, 60, 70, 80, 90, 100] °C
Voltage: y = [-0.89, —0.53, —9.15, —0.20, 0.61, 1.03, 1.45, 1.88, 2.31,

278, 3.22] mV

If the variation of y is expected to be linear over the range of X and the uncertainty in
temperature is much less than the uncertainty in voltage, then:

1.
2.
3.

Determine the linear relation between y and X.
Test the goodness of fit at the 95% confidence level.

Determine the 90% confidence limits of points on the line by the slope-centroid
technique.

. Determine the 90% confidence limits on the intercept of the regression line.

. Determine the 90% confidence limits on a future estimated point of temperature at

120°C.

. Determine the 90% confidence limits on the whole line.
. How much data would be required to determine the centroid of the voltage values

within 1% at the 90% confidence level?

The calculations are as follows:

1.

X=500 y=10827 y=a-+bx
2x =550 2y, =1191  2xy, = 1049.21
2(%)? = 38,500.0  2(y,)> = 31.6433
2% — X = 2X2=11,000.00 2(y, — y? = 2Y2 = 18.7420
2% = X — Y) = ZXY, = 453.70
2y, — $)* = 0.0299
b = 2XY/2X? = 453.7/11,000 = 0.0412

a=Yy— bx=1.0827 — (0.0412)(50.00) = 1.0827 — 2.0600
= —0.9773

fop = VEG = 92720y, - 97 = V1 = 2y, - 9072y, - 97
= SXY/VEXZY = 0.998

Iaie = M@, v) = 1(0.05,9) = 0.602

PIr e, > lae] = @ with Hy of no correlation; therefore reject H, and infer

exp

significant correlation

.t = t(y, v) = 10.90,9) = 1.833 (see Ref. 6)

52 = 2 — 92/ v = 0.0299/9 = 0.00333
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&yy = +0.05777, &y, = £0.0173
&, = b,/ V 2X* = £0.000550
/.Ly = /.1;, + t(AT;,’X = y + t(AT}—,’X
= 1.0827 + (1.833)(0.01737) = 1.0827 + 0.0318
w, = b = t&, = 0.0412 = (1.833)(0.00055)
= 0.0412 + 0.00101
4. pi = fy * oy =y = 16,V 1/n + X2/ ZX?

= —0.9773 + (1.833)(0.0325)
= —0.9773 = 0.0596

5.y = fuy oy = 9+ 6, V1 + 10+ X2/EX
= (=0.9773 + 4.9500) = (1.833)(0.0715)
= 3.9727 = 0.1310
6. e = i * \/m[ry;; for any given point compare with 4 above
9 £ V(2)(3.01)6y;
¥ + (2.46)0y;
= —0.9773 * 0.0799; for point of 4 above

A~

7. w5 =y, £ toy, =y =t

SE

Oyx = Oyx = Oyl Vn

o, = £0.0577

by =Y = (1%) () = (1%)(y) = 0.010827

t/Vn = (1%)y/ &, = 0.010827/0.05770 = 0.188

From the t table® at t/Vn = 0.188 with v = n — 2 for a straight line (two constraints).

v (0.10,v) t/Vn
60 1.671 0213
90 1.663 0.174
75 1.674 0.188

Therefore n = v + 2 = 77 is the amount of data to obtain to assure the precision and
confidence level desired.

3.11 Inference and Comparison

Events are not only deterministic but probabilistic. Under certain specified conditions some
events will always happen. Some other events, however, may or may not happen. Under the
same specified conditions, the latter ones depend on chance and, therefore, the probability
of occurrence of such events is of concern. For example, it is quite certain that a tossed
unbiased die will fall down. However, it is not at all certain which face will appear on top
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when the die comes to rest. The probabilistic nature of some events is apparent when ques-
tions of the following type are asked. Does medicine A cure a disease better than medicine
B? What is the ultimate strength of 1020 steel? What total mileage will brand X tire yield?
Which heat treatment process is better for a given part?

Answering such questions involves designing experiments, performing measurements,
analyzing the data, and interpreting the results. In this endeavor two common phenomena
are observed: (1) repeated measurements of the same attribute differ due to measurement
error and resolving capability of the measurement system and (2) corresponding attributes
of identical entities differ due to material differences, manufacturing tolerances, tool wear,
and so on.

Conclusions based on experiments are statistical inferences and can only be made with
some element of doubt. Experiments are performed to make statistical inferences with min-
imum doubt. Therefore, experiments are designed specifying the data required, amount of
data needed, and the confidence limits desired in drawing conclusions. In this process an
instrumentation system is specified, a data-taking procedure is outlined, and a statistical
method is used to make conclusions at preselected confidence levels.

In statistical analysis of experimental data, the descriptive and inference tasks are con-
sidered. The descriptive task is to present a comprehensible set of observations. The inference
task determines the truth of the whole by examination of a sample. The inference task
requires sampling, comparison, and a variety of statistical tests to obtain unbiased estimates
and confidence limits to make decisions.

Statistical Testing

A statistical hypothesis is an assertion relative to the distribution of a random variable. The
test of a statistical hypothesis is a procedure to accept or reject the hypothesis. A hypothesis
is stated such that the experiment attempts to nullify the hypothesis. Therefore, the hypothesis
under test is called the null hypothesis and symbolized by H,. All alternatives to the null
hypothesis are termed the alternate hypothesis and are symbolized by H,."

If the results of the experiment cannot reject H,, the experiment cannot detect the dif-
ferences in measurements at the chosen probability level.

Statistical testing determines if a process or item is better than another with some stated
degree of confidence. The concept can be used with a certain statistical distribution to de-
termine the confidence limits.

The following procedure is used in statistical testing:

. Define H, and H,.

. Choose the confidence level y of the test.

. Form an appropriate probabilistic statement.

. Using the appropriate statistical distribution, perform the indicated calculation.

N oA W N -

. Make a decision concerning the hypothesis and/or determine confidence limits.

Two types of error are possible in statistical testing. A Type I error is that of rejecting
a true null hypothesis (rejecting truth). A Type II error is that of accepting a false null
hypothesis (embracing fiction). The confidence levels and sample size are chosen to minimize
the probability of making a Type I or Type II error. Figure 5 illustrates the Type I («) and
Type 1I (B) errors, where

H, = sample with n = 1 comes from N(10,16)
H, = sample with n = 1 comes from N(17,16)
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Accept H, Reject H,
~ (Type Il (Type |
error) error)
N(10,16) N(17,16)
o
) uo =10 Xc=1329  p, =17 -

Figure 5 Probability of Type I and Type II errors.

a = probability of Type I error [concluding data came from N(17,16) when data actually
came from N(10,16)]

B = probability of a Type II error [accepting that data come from N(10,16) when data
actually come from N(17,16)]

When a = 0.05 and n = 1, the critical value of X is 16.58 and B = 0.458. If the value
of X obtained from the measurement is less than 16.58, accept H,. If X is larger than 16.58,
reject Hyand infer H,. For B8 = 0.458 there is a large chance for a Type II error. To minimize
this error, increase a or the sample size. For example, when a = 0.05 and n = 4, the critical
value of x is 13.29 and B = 0.032 as shown in Fig. 5. Thus, the chance of a Type II error
is significantly decreased by increasing the sample size. Various statistical tests are sum-
marized in the flow chart shown in Fig. 6.

Comparison of Variability
To test whether two samples are from the same population, their variability or dispersion
characteristics are first compared using F-statistics.”!

If x and y are random variables from two different samples, the parameters U = (X,
- X)?/oZzand V = 2(y, — y)*/ o; are also random variables and have chi-square distributions
(see Fig. 7a) with v, = n, — 1 and v, = n, — 1 degrees of freedom, respectively. The
random variable W formed by the ratio (U/v,)/(V/v,) has an F-distribution with v, and v,
degrees of freedom [i.e., W ~ F (v, v,, »,)]. The quotient W is symmetric; therefore, 1/W
also has an F-distribution with », and », degrees of freedom [i.e., 1/W ~ F (a, v,, »))].
Figure 7b shows the F-distribution and its probabilistic statement:

PIFL. <W<Fg =y (52)
where W = (U/v))/(V/v,) = &3/63 with
H, as o2 = o3 and H, as 0% # o3 (53)
Here, W is calculated from values of &7 and &3 obtained from the samples.
Example 7 Testing for Homogeneous Variances. Test the hypothesis at the 90% level of

confidence that 0} = o3 when the samples of n, = 16 and n, = 12 yielded 6% = 5.0 and
02 =25 Here Hyis 0, = 0, and H, is o, # 0,
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f(F)

(b)

Figure 7 (a) Chi-square distribution and (b) F-distribution. Also shown are probabilistic statements of
the distributions such as that shown in Eq. (52).

A

2
PIF.(vy.) < (%) < Fem)l = v
2

meng1)<(§Qz<:am05Jn]:090
0>

1 1 o\
= =——=(. . <|=] <2 = 0.
Foos(15,11) F.o(1L 15 251 0.398 P[0.398 <&2> 2.72] = 0.90

Since there was a probability of 90% of &3/63 ranging between 0.398 and 2.72 and with
the actual value of 63/63 = 2.0, H, cannot be rejected at the 90% confidence level.

Comparison of Means

Industrial experimentation often compares two treatments of a set of parts to determine if a
part characteristic such as strength, hardness, or lifetime has been improved. If it is assumed
that the treatment does not change the variability of items tested (H,), then the t-distribution
determines if the treatment had a significant effect on the part characteristics (H,). The t-
statistic is

t = u (54)

04

where d = X, — X, and py = u, — w,. From the propagation of variance, o3 becomes

2 2
.5 (55)

2 2 2
U'd_0'>‘<1+0'>‘<z_n n
1 2



28 Instrument Statics

where o7 and o3 are each estimates of the population variance o A better estimate of o>
is the combined variance o2, and it replaces both ¢ and o3 in Eq. (55). The combined
variance is determined by weighting the individual estimates of variance based on their
degrees of freedom according to the relation

D A2
o, + o3,

2= 122 56
Te v, + v, (56)
Then
) ) 1 1
05=ﬁ+ﬁ=03<—+—> (57)
nl n2 n] n2

Under the hypothesis H, that w, = u, (no effect due to treatment), the resulting probabilistic

statement is
1 1 _ _ 1 1
Pl —to, |[—+ = <X — % <to, | —+—| = 58
[ O¢ n, n, X X O¢ n, n2:| Y (58)

If the variances of the items being compared are not equal (homogeneous), a modified t- (or
d-) statistic is used,”'> where d depends on confidence level v, degrees of freedom v, and a
parameter 6 that depends on the ratio of standard deviations according to

tan 0 = 59)
The procedure for using the d-statistic is the same as described for the t-statistic.

Example 8 Testing for Homogeneous Means. A part manufacturer has the following

data:
Sample Number of Mean Lifetime Variance
Number Parts (h) (h)
1 15 2530 490
2 11 2850 360

Determine if the lifetime of the parts is due to chance at a 10% significance level (90%
confidence level).

Check variance first (H,—homogeneous variances and H,—nonhomogeneous vari-
ances):

R 15
52 = 490<ﬁ> = 525

i~y 11y
62 = 360(1()) = 396
_ (14)(525) + (10)(396) _

471
24
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2525
239

A
-
o
|

= F =

exp

Sahe
|
|
Il
2

Fr = Foos(v1, 1) = F5(14,10) = 2.8
1

FL=Foos(vy, 1) = —————< =

1
=——=10.385
Foos(10,14)  2.60
Therefore, accept H, (variances are homogeneous).
Check means next (Hyis u, = u, and H, is u, # u,):

P-t<t,<tl=v

calc

t=t(r, + v, y) = 1(24,0.90) = 1.711

Therefore, P[—-1.71 <t < 1.71] = 0.90:
t = |;(1 — ;(2| _ |;(1 — y2|
P Nain + o2/n, Vol (l/n, + 1/n)
2530 — 2850
V(471)(0.1576)
_ =320 _ 320
V73.6  8.58
=323

Therefore, reject H, and accept H, of u, # w, and infer differences in samples are due not
to chance alone but to some real cause.

Comparing Distributions
A chi-square distribution is also used for testing whether or not an observed phenomenon
fits an expected or theoretical behavior.'> The chi-square statistic is defined as

2 [(Oi _ Ei)z}
Ei
where O; is the observed frequency of occurrence in the jth class interval and E is the
expected frequency of occurrence in the jth class interval. The expected class frequency is
based on an assumed distribution or a hypothesis H,. This statistical test is used to compare
the performance of machines or other items. For example, lifetimes of certain manufactured
parts, locations of hole center lines on rectangular plates, and locations of misses from targets
in artillery and bombing missions follow chi-square distributions.
The probabilistic statements depend on whether a one-sided test or a two-sided test is
being performed.'® The typical probabilistic statements are

PlxZ, > x(a, V)] = « (60)
for the one-sided test and
PIxt < X < Xx&l = v (61)

for the two-sided test, where
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. _20O-Ep
Xexp Ej

(62)

When using Eq. (62) at least five items per class interval are normally used, and a continuity
correction must be made if less than three class intervals are used.

Example 9 Use of the Chi-Square Distribution. In a test laboratory the following record
shows the number of failures of a certain type of manufactured part.

Number of Parts

Number of Failures Observed Expected?®
0 364 325
1 376 396
2 218 243
3 89 97
4 33 30
5 13 7
6 4 1
7 3 0
8 2 0
9 1 0

> = 1103

2From an assumed statistical model that the failures are random.

At a 95% confidence level, determine whether the failures are attributable to chance
alone or to some real cause. For H,, assume failures are random and not related to a cause
so that the expected distribution of failures follows the Poisson distribution. For H,, assume
failures are not random and are cause related. The Poisson probability is P, = e *u'/rl,
where u = 2xP;:

364 376 218 89 33 13
- ofiis) - ofii) - @) < o) - oli) - ol
24 21 16 9

1103 T 1103 T 1103 T 1103

1346
1103

=122

Then P, = 0.295 and E, = P,n = 325. Similarly P, = 0.360, P, = 0.220, P, = 0.088, . . .
and, correspondingly, E; = 396, E, = 243, E; = 97, . . . are tabulated above for the expected
number of parts to have the number of failures listed.

Goodness-of-fit test—H,, represents random failures and H, represents real cause:

P[ngp > X"zruble] =a = 0.05
Xeue = X2(v, @) = x*%(5,0.05) = 11.070

, 20 -FEy
chp - T
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o) E O-E (O - Ep (O - Ep/E
364 325 39 1520 4.6800
376 396 -20 400 1.0100
218 243 -25 625 2.5700

89 97 -8 64 0.6598

33 30 3 9 0.3000

23 8 15 225 28.1000

X2, = 37.320

Since there is only a 5% chance of obtaining a calculated chi-square statistic as large as
11.07 under the hypothesis chosen, the null hypothesis is rejected and it is inferred that some
real (rather than random) cause exists for the failures with a 95% probability or confidence
level.
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Everyone is familiar with the interaction of devices connected to form a system, although
they may not think of their observations in those terms. Familiar examples include the
following:

Reprinted from Instrumentation and Control, Wiley, New York, 1990, by permission of the publisher.
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. Dimming of the headlights while starting a car
. Slowdown of an electric mixer lowered into heavy batter

. Freezing a showerer by starting the dishwasher

1
2
3
4. Speedup of a vacuum cleaner when the hose plugs
5. Two-minute wait for a fever thermometer to rise

6

. Special connectors required for TV antennas
7. Speedup of a fan in the window with the wind against it
8. Shifting of an automatic transmission on a hill

These effects happen because one part of a system loads another. Most mechanical
engineers would guess that weighing an automobile by placing a bathroom-type scale under
its wheels one at a time and summing the four measurements will yield a higher result than
would be obtained if the scale was flush with the floor. Most electrical engineers understand
that loading a potentiometer’s wiper with too low a resistance makes its dial nonlinear for
voltage division. Instrumentation engineers know that a heavy accelerometer mounted on a
thin panel will not measure the true natural frequencies of the panel. Audiophiles are aware
that loudspeaker impedances must be matched to amplifier impedance. We have all seen the
75- and 300-Q markings under the antenna connections on TV sets, and most cable sub-
scribers have seen balun transformers for connecting a coaxial cable to the flat-lead terminals
of an older TV.

Every one of these examples involves a desired or undesirable interaction between a
source and a receiver of energy. In every case, there are properties of the source part and
the load part of the system that determine the efficiency of the interaction. This chapter deals
exclusively with interactions between static and dynamic subsystems intended to function
together in a task and with how best to configure and characterize those subsystems.

Consider the analysis of dynamic systems. To create mathematical models of these
systems requires that we idealize our view of the physical world. First, the system must be
identified and separated from its environment. The environment of a system is the universe
outside the free body, control volume, or isolated circuit. The combination of these, which
is the system under study and the external sources, provides or removes energy from the
system in a known way. Next, in the system itself, we must arrange a restricted set of ideal
elements connected in a way that will correctly represent the energy storages and dissipations
of the physical system while, at the same time, we need the mathematical handles that
explore the system’s behavior in its environment. The external environment of the system
being modeled must then itself be modeled and connected and is usually represented by
special ideal elements called sources.

We expect, as a result of these sources, that the system under study will not alter the
important variables in its environment. The water rushing from a kitchen faucet will not
normally alter the atmospheric pressure; our electric circuit will not measurably slow the
turbines in the local power plant; the penstock will not draw down the level of the reservoir
(in a time frame consistent with a study of penstock dynamics, anyway); the cantilever beam
will not distort the wall it is built into; and so on. In this last instance, for example, the wall
is a special source of zero displacement and zero rotation no matter what forces and moments
are applied.

In this chapter, we consider, instead of the behavior of a single system in a known
environment, the interaction between pairs of connected dynamic systems at their interface,
often called the driving point. The fundamental currency is, as always, the energy or power
exchanged through the interface. In an instrumentation or control system, the objective of
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the energy exchange might be information transmission, but this is not considered here (we
would like information exchanges to take place at the lowest possible energy costs, but the
second law of thermodynamics rules out a free transmission).

As always, energy factors into two variables, such as voltage and current in electrical
systems, and we are concerned with the behavior of these in the energetic interaction. The
major difference in this perspective is that the system supplying energy cannot do so at a
fixed value. Neither the source nor the system receiving energy can fix its values for a
changing demand without a change in the value of a supply variable. The two subsystems
are in an equilibrium with each other and are forced by their connection to have the same
value of both of the appropriate energy variables. We concern ourselves with determining
and controlling the value of these energy variables at the interface where, obviously, only
one is determined by each of the interacting systems.

2 FAMILIAR EXAMPLES* OF INPUT-OUTPUT INTERACTIONS
2.1 Power Exchange

In the real world, pure sources and sinks are difficult to find. They are idealized, convenient
constructs or approximations that give our system analyses independent forcing functions.
We commonly think of an automobile storage battery as a source of 12.6 V independent of
the needed current, and yet we have all observed dimming headlights while starting an
engine. Clearly, the voltage of this battery is a function of the current demanded by its load.
Similarly, we cannot charge the battery unless our alternator provides more than 12.6 V, and
the charging rate depends on the overvoltage supplied. Thus, when the current demanded or
supplied to a battery approaches its limits, we must consider that the battery really looks
like an ideal 12.6-V source in series with a small resistance. The voltage at the battery
terminals is a function of the current demanded and is not independent of the system loading
or charging it in the interaction. This small internal resistance is termed the output impedance
(or input impedance or driving-point impedance) of the battery.

If we measure the voltage on this battery with a voltmeter, we should draw so little
current that the voltage we see is truly the source voltage without any loss in the internal
resistance. The power delivered from the battery to the voltmeter is negligible (but not zero)
because the current is so small. Alternatively, if we do a short-circuit test of the battery, its
terminal voltage should fall to zero while we measure the very large current that results.
Again, the power delivered to the ammeter is negligible because, although the current is very
large, the voltage is vanishingly small.

At these two extremes the power delivered is essentially zero, so clearly at some inter-
mediate load the power delivered will be a maximum. We will show later that this occurs
when the load resistance is equal to the internal resistance of the battery (a point at which
batteries are usually not designed to operate). The discussion above illustrates a simple
concept: Impedances should be matched to maximize power or energy transfer but should
be maximally mismatched for making a measurement without loading the system in which
the measurement is to be made. We will return to the details of this statement later.

*Many of the examples in this chapter are drawn from Chapter 6 of a manuscript of unpublished notes,
“Dynamic Systems and Measurements,” by C. L. Nachtigal, used in the School of Mechanical Engi-
neering, Purdue University, 1978.
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2.2 Energy Exchange

Interactions between systems are not restricted to resistive behavior, nor is the concept of
impedance matching restricted to real, as opposed to reactive, impedances. Consider a pair
of billiard balls on a frictionless table (to avoid the complexities of spin), and consider that
their impact is governed by a coefficient of restitution, e. Before impact, only one ball is
moving, but afterward both may be. The initial and final energies are as follows:

Initial energy = tM,v3,
Final energy = M v}, + sM,v3, 1))

where the subscript 1 refers to the striker and 2 to the struck ball, M is mass, v is velocity,
and the subscripts i and f refer to initial and final conditions, respectively.

Since no external forces act on this system of two balls during their interaction, the
total momentum of the system is conserved:

My, + My, = MIUIf + szzf
or
vy Moy = v+ Moy, 2)

where m = M,/M,. The second equation, required to solve for the final velocities, derives
from impulse and momentum considerations for the balls considered one at a time. Since
no external forces act on either ball during their interaction except those exerted by the other
ball, the impulses,* or integrals of the force acting over the time of interaction on the two,
are equal. (See impact in virtually any dynamics text.) From this it can be shown that the
initial and final velocities must be related:

€, — vy) = (Uiy — Uyp) 3

where v,; = 0 in this case and the coefficient of restitution e is a number between 0 and 1.
A 0 corresponds to a plastic impact while a 1 corresponds to a perfectly elastic impact.
Equations (2) and (3) can be solved for the final velocities of the two balls:

1 —me 1+ €

v, = vy, and Uy, = vy, 4
1f l+m " 2f I +m Y “4)

Now assume that one ball strikes the other squarelyf and that the coefficient of resti-
tution e is unity (perfectly elastic impact). Consider three cases:

1. The two balls have equal mass, so m = 1, and € = 1. Then the striking ball, M,,
will stop, and the struck ball, M,, will move away from the impact with exactly the
initial velocity of the striking ball. All the initial energy is transferred.

2. The struck ball is more massive than the striking ball, m > 1, e = 1. Then the striker
will rebound along its initial path, and the struck ball will move away with less than
the initial velocity of the striker. The initial energy is shared between the balls.

*Impulse = [!_, Force dt, where Force is the vector sum of all the forces acting over the period of
interaction, t.
1 Referred to in dynamics as direct central impact.
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3. The striker is the more massive of the two, m < 1, e = 1. Then the striker, M, will
follow at reduced velocity behind the struck ball after their impact, and the struck
ball will move away faster than the initial velocity of the striker (because it has less
mass). Again, the initial energy is shared between the balls.

Thus, the initial energy is conserved in all of these transactions. But the energy can be
transferred completely from one ball to the other if and only if the two balls have the same
mass.

If these balls were made of clay so that the impact was perfectly plastic (no rebound
whatsoever), then € = 0, so the striker and struck balls would move off together at the same
velocity after impact no matter what the masses of the two balls. They would be effectively
stuck together. The final momentum of the pair would equal the initial momentum of the
striker because, on a frictionless surface, there are no external forces acting, but energy could
not be conserved because of the losses in plastic deformation during the impact. The final
velocities for the same three cases are

_ 1
" T+m”

&)

Uy

Since the task at hand, however, is to transfer kinetic (KE) from the first ball to the
second, we are interested in maximizing the energy in the second ball after impact with
respect to the energy in the first ball before impact:

KEipanen _ 2Mo02p)*  My(1/(1 + m)P@,)* ~ m
KE(M|,before) %Ml(vli)z Ml(vli)2 (1 + m)?

(©)

This takes on a maximum value of + when m = 1 and falls off rapidly as m departs
from 1.

Thus, after the impact of two clay balls of equal mass, one-fourth of the initial energy
remains in the striker, one-fourth is transferred to the struck ball, and one-half of the initial
energy of the striker is lost in the impact. If the struck ball is either larger or smaller than
the striker, however, then a greater fraction of the initial energy is dissipated in the impact
and a smaller fraction is transferred to the second ball. The reader should reflect on how
this influences the severity of automobile accidents between vehicles of different sizes.

2.3 A Human Example

Those in good health can try the following experiment. Run up a long flight of stairs one at
a time and record the elapsed time. After a rest, try again, but run the stairs two at a time.
Still later, try a third time, but run three steps at a time. Most runners will find that their
best time is recorded for two steps at a time.

In the first test, the runner’s legs are velocity limited: Too much work is expended
simply moving legs and feet, and the forces required are too low to use the full power of
the legs effectively. In the third test, although the runner’s legs do not have to move very
quickly, they are on the upper edge of their force capabilities for continued three-step jumps;
the forces required are too high and the runner could, at lower forces, move his or her legs
much faster. In the intermediate case there is a match between the task and the force—velocity
characteristics of the runner’s legs.

Bicycle riders assure this match with a variable-speed transmission that they adjust so
they can crank the pedals at approximately 60 RPM. We will later look at other means of
ensuring the match between source capabilities and load requirements when neither of them
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is changeable, but the answer is always a transformer or gyrator of some type (a gear ratio
in this case).

3 ENERGY, POWER, IMPEDANCE
3.1 Definitions and Analogies

Energy is the fundamental currency in the interactions between elements of a physical system
no matter how the elements are defined. In engineering systems, it is convenient to describe
these transactions in terms of a complementary pair of variables whose product is the power
or flow rate of the energy in the transaction. These product pairs are familiar to all engineers:
voltage X current = power, force X displacement = energy, torque X angular velocity =
power, pressure X flow = power, and pressure X time rate of change of volume exchanged
= power. Some are less familiar: flux linkage X current = energy, charge X voltage =
energy, and absolute temperature X entropy flux = thermal power. Henry M. Paynter’s'
tetrahedron of state shows how these are related (Fig. 1). Typically, one of these factors is
extensive, a flux or flow, such as current, velocity, volume flow rate, or angular velocity. The
other is intensive, a potential or effort,* such as voltage, force, pressure, or torque. Thus ¢
= extensive X intensive for any of these domains of physical activity.

This factoring is quite independent of the analogies between the factors of power in
different domains, for which any arbitrary selection is acceptable. In essence, velocity is not
like voltage or force like current, just as velocity is not like current or force like voltage. It
is convenient, however, before defining impedance and working with it to choose an analogy
so that generalizations can be made across the domains of engineering activity. There are
two standard ways to do this: the Firestone analogy? and the mobility analogy. Electrical
engineers are most familiar with the Firestone analogy, while mechanical engineers are prob-
ably more comfortable with the mobility analogy. The results derived in this chapter are
independent of the analogy chosen. To avoid confusion, both will be introduced, but only
the mobility analogy will be used in this chapter.

The Firestone analogy gives circuitlike properties to mechanical systems: All systems
consist of nodes like a circuit and only of lumped elements considered to be two-terminal
or four-terminal devices. For masses and tanks of liquid, one of the terminals must be
understood to be ground, the inertial reference frame, or atmosphere. Then one of the energy

Effort

Integral or

derivative Capacitance

Dissipation
j Flow

| Etfort

Integral or
derivative

Inductance
or inertance

Flow Figure 1 H. M. Paynter’s tetrahedron of state.

*This is Paynter’s terminology, used with reference to his ‘“Bond Graphs.”
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variables is measured across the terminals of the element and the other passes through the
element. In a circuit, voltage is across and current passes through. For a spring, however,
velocity difference is across and the force passes through. Thus this analogy linked voltage
to velocity, angular velocity, and pressure as across variables and linked current to force,
torque, and flow rate as through variables. Clearly, across X through = power.

The mobility analogy, in contrast, considers the complementary power variables to con-
sist of a potential and a flux, an intrinsic and extrinsic variable. The potentials, or efforts,
are voltage, force, torque, and pressure, while the fluxes, or flows, are current, velocity,
angular velocity, and fluid flow rate.

3.2 Impedance and Admittance

Impedance, in the most general sense, is the relationship between the factors of power.
Because only the constitutive relationships for the dissipative elements are expressed directly
in terms of the power variables, AV, = R-i, for example, while the equations for the energy
storage elements are expressed in terms of the derivative of one of the power variables* with
respect to the other, i. = C(dV/df) for example, these are most conveniently expressed in
Laplace transform terms. Impedances are really self-transfer functions at a point in a system.
Since the concept was probably defined first for electrical systems, that definition is most
standardized: Electrical impedance Z ... 1S defined as the rate of change of voltage with
current:

_d(voltage) _ d(effort)

chcctrical - d(CU.ITent) d(ﬂOW) (7)

By analogy, impedance can be similarly defined for the other engineering domains:

d(force)

Ztrzmslulion = d(Vel—OClty) (8)
d(torque)
2, oation =
rotation d(angular velocity) )]
d(pressure
Zywia = e "

d(flow rate)

Table 1 is an impedance table using these definitions of the fundamental lumped linear
elements. Note that these are derived from the Laplace transforms of the constitutive equa-

Table 1 Impedances of Lumped Linear Elements

Domain Kinetic Storage Dissipation Potential Storage
Translational Mass: Ms Damping: b Spring: k/s
Rotational Inertia: Js Damping: B Torsion spring: k;/s
Electrical Inductance: Ls Resistance: R Capacitance: 1/Cs
Fluid Inertance: Is Fluid resistance: R Fluid capacitance: 1/Cs

*See Fig. 1 again. Capacitance is a relationship between the integral of the flow and the effort, which
is the same as saying that capacitance relates the flow to the derivative of the effort.
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tions for these elements; they are the transfer functions of the elements and are expressed
in terms of the Laplace operator s. The familiar F' = M-a, for example, becomes, in power-
variable terms, F' = M(dv/dt); it transforms as F(s) = Msuv(s), so

¥4 = s _ (11)

translalion)mass dU
mass

Because these involve the Laplace operator s, they can be manipulated algebraically to
derive combined impedances. The reciprocal of the impedance, the admittance, is also useful.
Formally, admittance is defined as
d(flow)

= 12)

1
Admittance: Y = =
fttance: 1= 7 = d(effort)

3.3 Combining Impedances and/or Admittances

Elements in series are those for which the flow variable is common to both elements and
the efforts sum. Elements in parallel are those for which the effort variable is common to
both elements and the flows sum. By analogy to electrical resistors, we can deduce that the
impedance sum for series elements and the admittance sum for parallel elements form the
combined impedance or admittance of the elements:

Impedances in series:

Z, + Z, = Zyy (common flow) (13)
1 1 1

— 4+ — =

Y 1 Y 2 Y total

Impedances in parallel:

Y, +Y,=Y,a (common effort) (14)
1 1 1

— 4 — =

Zl ZZ Ztotal

When applying these relationships to electrical or fluid elements, there is rarely any
confusion about what constitutes series and parallel. In the mobility analogy, however, a pair
of springs connected end to end are in parallel because they experience a common force,
regardless of the topological appearance, whereas springs connected side by side are in series
because they experience a common velocity difference.* For a pair of springs end to end,
the total admittance is

s 5.8
klotal kl k2
so the impedance is
ko _ __kiky
s stk, + k)

For the same springs side by side, the total impedance is

*For many, the appeal of the Firestone analogy is that springs are equivalent to inductors, and there can
be no ambiguity about series and parallel connections. End to end is series.
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total __

kow _ ki T &,
s s

3.4 Computing Impedance or Admittance at an Input or Output

There are basically two ways in which an input or output admittance can be computed. The
first, and most direct, is to compute the transfer function between the effort and the flow at
the driving point and take the derivative with respect to the flow. For a mechanical rotational
system, for example, torque as a function of angular velocity is expressed and differentiated
with respect to angular velocity. This method must be used if the system being considered
is nonlinear because the derivative must be taken at an operating point. If the system is
linear, then the ratio of flow or effort will suffice; in the rotational system, the impedance is
simply the ratio 7/ w (torque/speed).

The second method takes the impedances of the elements one at a time and combines
them. This approach is particularly useful for linear (or linearized) systems. The question
then arises of determining the impedance of any sources in the subsystem being considered.
Flow sources, such as current sources, velocity sources, angular velocity sources, and fluid
flow sources, all have the relationship flow = constant. Their impedance is therefore infinite
(Zgow souce = ©) because any change in effort results in zero change in flow. Effort sources,
such as voltage sources, force sources, torque sources, and pressure sources, will provide
any flow to maintain the effort required; the change in effort for a change in flow remains
zero, so their impedance iS Z gy souce = 0. An effort source therefore represents a short
circuit from an impedance point of view; it connects together two nodes that were separate.
A flow source represents a null element; since its impedance is infinite, it represents an open
circuit. Flow sources are simply removed in impedance calculations.

An example will distinguish between these two approaches. Figure 2 shows, on the left,
a simple circuit disconnected at a driving point from its load. The load is of no consequence
in this calculation; we simply require the driving-point impedance of the circuit. In the first
approach, we derive the voltage at the driving point as a function of the current leaving
those terminals and the source, V, and I, to obtain the relationship

R, R\R, + R,R; + R\R, .
vV = + = (I, — 15
TR R < R+ K, @, =) (15)
Effort source
(battery)
av _o
i di
—>[0° J l o
I Ry I R, l
v %» Flow source Ay Z,
° | (current)
> av
Vs —T Ry i Rs l
° -0 - —0
Current

The complete circuit Source characteristics  Circuit with sources removed

Figure 2 A simple circuit as a source.
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Clearly, the negative derivative of the voltage (V,) with respect to the current (i,) is given
by

dV, _ _ RR,+RR;+ RR,
di, R, + R,

(16)

In the second method, the voltage source (V) can be set to zero, a short circuit, without
affecting the impedances, and the current source (/,) can be removed to yield the circuit on
the right in Fig. 2. Then the impedances need only be combined as R, in series with the
parallel pair R, and R;. Thus,

RR;,  RR, + RR; + RR,
R, + R, R, + R,

Z,=R, + as before (17)

3.5 Transforming or Gyrating Impedances

Ideal transformers, transducers, and gyrators play an important part in dynamic systems and
an equally important part in obtaining optimal performance from source—load combinations.
They share several vital features: All are two-port (or four-terminal) devices, all are ener-
getically conservative, and all are considered lumped elements. Each of the many types
requires two equations for its description, always of the same form. Table 2 lists many of
the more common linear two-ports, and Fig. 3 illustrates them.

All of these transducing devices alter the effort—flow relationships of elements connected
at their far end. Consider Fig. 4, which shows a simple model of a front wheel of an
automobile suspension. Because the spring and damper are mounted inboard of the wheel,
their effectiveness is reduced by the mechanical disadvantage of the suspension arm. What
is the impedance of the spring and shock absorber at (+), as viewed from the wheel at (-),?

Since the spring and shock absorber share a common velocity (both ends share nodes
or points of common velocity), their impedances add to give the impedance of the pair at
their point of attachment, (-),, to the lever:

k  bs+k

(Zl)total = Zspring +Z =b + ;

‘damper

(18)

N

At the (+), end of the lever, the force, from Table 2, is F, = (L,/L,)F,, but from the definition
of Z for linear elements, F|, = (Z,),,V;- S0 we get the following:

L, (bs + k
F2 = L_; (T)Ul (19)

The second equation for the lever is v, = (L,/L,)v,, and substituting this into Eq. (19) yields

L, (bs + k\(L, L\’ (bs + k
R ()= () (55 <
L\
(ZZ)lotal = <L_) (Zl)total (21)
2

Thus, the impedance of the suspension, observed from the wheel end of the lever arm, is
multiplied by the square of the lever ratio. This general result applies to all transduction
elements.
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Table 2 Ideal Linear Lumped Two-Ports

Domain to Domain

Name

Figure Number

Governing Equations
(Left to Right in Figures)

Translation—translation

Rotation—rotation

Rotation—translation

Electrical—electrical

Electrical-rotation

Electrical—-translation

Fluid—translation

Rotation—fluid

Lever,
L = distance
to function

Gears,
N = number of teeth

Crank (0 < 1)
or
rack and pinion
Screw
(p = length/radius)

Transformer

Permanent magnet dc
motor

Voice coil

Piston
area = A

Fixed-displacement
pump-motor,
displacement/radius = D

3a

3b

3¢

3e

3f

3g

3h

3j

3k

LZ
F1:L_Fz
1

L,
Ul:L—v2
2

Nl
Tl=ﬁ1'2
2

N,
wl=ﬁw2
1

7= RF
1
w—kv
7= pF
1
w=-v
p

N
Vl=ﬁ‘V2
2

_M
ll—N i,
1

Ve =Ko
. 1
la=K—T
V,=Kuv
1
i“ZEF

1
P*ZF
0= Av
7= DP

1
©=70
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Fi,vq Fa,va , ,
— I2

L

Ol-ji' ' r- @
g & V,
T1,Wq 0l 3 a 7
a4 ——
(9) Motor
0 L |
R F.v T ]] F,v
v |
-]
1,0
(c) Crank arm (h) Voice coil
<—R
P.Q F,v
17,0 —
\ Area =A
F,v
(d) Rack and pinion (j) Piston
Fyv P.Q
. T,0
Screw pitch = p Fixed pump

displacement = D

17,0

Guide for nut

(e) Screw and nut (k) Pump motor

Figure 3 The ideal linear lumped two-ports: transformers and gyrators.

! | Figure 4 An abstraction of an automobile suspension link-

L | age.
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3.6 Source Equivalents: Thévenin and Norton

Thévenin’s and Norton’s theorems were both originally developed for electric circuits. They
are duals; that is, while Thévenin uses a series voltage source, Norton uses a parallel current
source to construct an equivalent to a real subsystem being considered as a source. Both of
these theorems are completely generalizable to any system, provided that the appropriate
sources are used. In this chapter, the mobility analogy has been adapted so that Thévenin
equivalents are constructed using sources of voltage, force, pressure, or torque, and Norton
equivalents are constructed using sources of current, velocity, flow, or angular velocity. In
the development below, these two classes of sources will be referred to as effort and flow
sources.

Thévenin Equivalent

Assume that a subsystem being considered as a source contains within its structure one or
more ideal sources. Insofar as can be measured externally at the driving point (the point of
connection between any two systems considered to be source and load), any active subsys-
tem, no matter what its load, can be replaced by a new effort source added in series with
the original subsystem; all the original internal sources are set to zero. The value of the new
source effort variable is the output that would appear at the driving point if the load were
disconnected from the original subsystem. Setting an effort source to zero is equivalent to
connecting its nodes together; setting a flow source to zero is equivalent to removing it from
the system.

The output impedance of this Thévenin equivalent is clearly the impedance looking in
at the driving point; it is the derivative of the driving-point effort variable with respect to
the driving-point flow variable with the load disconnected. Thévenin’s theorem simplifies
this calculation because it tells us that the internal sources can be set to zero before the
calculation is made, and the system topology is often substantially simplified by this move.
We have already seen an example of this [see Eqgs. (15)—(17)]. The Thévenin equivalent of
this circuit is simply a new source determined with the current i, = O (see Fig. 2):

R RR, + R,R; + RR
Vineenin = 5——= V, + | ———"—"—2)1, 22
Thévenin Rl + R3 K ( R] + Rg K ( )
in series with a resistance determined with sources V. and I, zeroed:
R\R, + R,R; + RR
R ) = 172 273 1713 23
Thévenin R] + R3 ( )

Norton Equivalent
Assume the same subsystem considered above. Insofar as can be measured externally at the
driving point, any active subsystem, no matter what its load, can be replaced by a new flow
source added in parallel with the original subsystem, all the original sources set to zero. The
value of the new source flow variable is the flow that would pass through a short circuit
substituted at the driving point for the original load.

Referring again to Eq. (15), with V, set to zero, we obtain the following:

R, RR, + R,R, + RR, ,
= + I - 24
AL ( R U 24)

we see that i, for a short circuit would be

0
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R
i =1 + 2 V. 25
T (R.Rz T RR, T R1R3> : )

and, as for the Thévenin equivalent, the circuit impedance is

_RR, + R.R; + RR,
Norton Rl + R3

(26)

Note that R = Ryorons @lways.

Thévenin

4 OPERATING POINT OF STATIC SYSTEMS

4.1 Exchange

A static system is a system without energy storage, a system in which there are only sources,
transducers, and dissipation elements. Such systems have no transient response: They respond
instantly to their inputs algebraically. The relationships among any of their variables are
proportionalities—simple static gains. If the inputs to a stable dynamic system are held
constant for long enough, it will become stationary; its variables will not change with time
provided only that there is sufficient dissipation in the system to damp out any oscillations.
Such a system is not static; it is at steady state. There is no exchange of energy among its
energy storage elements, and the dissipative elements completely determine the state of the
system.

of Real Power

If one system is supplying real power to another system in steady-state operation, then for
the purposes of a static analysis, energy storage elements can be ignored. Both the source
and the load can be considered to be purely resistive. If the source is separated from the
load at the point of interest (at least conceptually), then the characteristics of source and
load can be measured or computed. The load will be a power absorber—an electrical fluid
resistance or a mechanical damper—and its characteristics can be represented as a line in a
power plane coordinate system: voltage versus current, force versus velocity, torque versus
angular velocity, or pressure versus flow. There is no requirement that this line be straight,
and except that the measurement might be more difficult, there is no necessity that this line
be single valued or that it start at the origin. Figure 5 shows a selection of common dissipative
load characteristics.

Similarly, when the source portion of the system is loaded with a variable dissipation,
the line representing its output characteristics can be plotted on the same coordinates as the
load. Such characteristics are often given for pumps, servomotors, transistors, hydraulic
valves, electrical supplies, and fans. Again, there is no requirement that this line be straight
or that it be single valued, but it is very unusual for it to pass through the origin. If the
source or the load is not constant in time or can be controlled, then a family of these
characteristics will be required for variations in the parameters of the source or load. Figure
6 shows a selection of these sources. With very few exceptions, real sources cannot operate
at the maximum values of their power variables simultaneously: A battery cannot deliver its
maximum voltage and current at the same time. In more general terms, this means that in
spite of local variations, real source characteristics tend to droop from left to right in the
power plane; their average slope is negative.
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Figure S Common dissipative load characteristics.

4.2 Operating Points in an Exchange of Power or Energy

When resistive source and load characteristics are plotted on the same coordinates, they
intersect at least once. The coordinate values at that point, or at those points if there are
several, are the values of the power variables at which that combination of source and load
must operate if they are connected. This is called an operating point. From a computational
point of view, the source causes one of the power variables given the other and the load
causes the other given the source. They must operate at the same point in the power plane
to satisfy continuity (common flows) and compatibility (common efforts) conditions.

When there are multiple intersections, all are possible operating points, but not all will
be stable operating points; for example, any disturbance from equilibrium might result in a
transition to another operating point. The condition for a stable intersection is best seen
graphically in Fig. 7. For a stable intersection, as shown on the left, it is required that a
small perturbation of the load, which increases its demand for power, be countered by a
shortage of power from the supply side of the system and a small perturbation of the load,
which decreases its demand for power, be met with an excess from the source. In either
case, the load will be driven back to the intersection by the excess or deficit in the source
capability. A reversal of these conditions is an unstable operating point because disturbances
will be driven further in the direction of their initial departure.

At the unstable intersection in Fig. 7 (2, on the right-hand side), a slight increase in the
flow demand of the load will result in an overwhelming increase in the supply flow available
to drive the load, which will then cause a traversal to point 1 in the figure. Similarly, if the
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effort decreases slightly from operating point 2, then the source will be starved compared to
the demand of the load at that effort level, so the effort will fall until point 3 is reached.

4.3 Input and Output Impedance at the Operating Point

Lines of constant power are hyperbolas in the power plane, with increasing values of the
power at increasing distance from the origin. The usual sign conventions imply that sources
deliver power in the first and third quadrants while loads absorb power in those quadrants.
Conversely, sources absorb power in the second and fourth quadrants and loads return it.
The output impedance of a source is defined as minus the slope of the output characteristic.
For nonlinear characteristics, the output impedance at any point is defined as minus the slope
at that point. For loads, the input impedance is defined as the slope of the load line, but for
nonlinear characteristics there are two possibilities of importance: the slope of the line at a
point (the incremental or local input impedance) and the slope of the chord to the point from
the origin (the chordal impedance). Figure 8 summarizes these features of the power plane.

4.4 Operating Point and Load for Maximum Transfer of Power

Consider a battery with the voltage—current characteristic shown in Fig. 9. The maximum
unloaded terminal voltage (open circuit) of the battery is V. volts and the short-circuit current
is i, amperes. The equation of the line shown is

V,=V..— R,

oc

or

Effort

Tangent
at flow
axis

/ \ Flow

Chordal Tangent
slope slope

Tangent at
point of max
power

Line of constant
power, (hyperbola)

Figure 8 Definitions in the power plane.
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i
b
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= . §RL O °
1
iSC
Battery with load Current, i,

Figure 9 A battery with load.

jy = e — = 27
i, = iy R, (27)
where V, is the terminal voltage and i, is the battery current.
The output impedance Z, = —dV,/di, = R, = V,./i,. (a pure resistance in this case). If

oc’ "sc

the battery is loaded by a resistor across its terminals (R,), the terminal voltage must be
V, = R,i, (28)

Solving Egs. (27) and (28) simultaneously for V, and i, yields the following operating
point coordinates:
V. V.

V — oc . — ocC 29
*“1+RJ/R, " R +R, (29

The output power at the operating point is [from (29)]

( Voc)zRL

¢ =Vi, = R+ R,

(30)

Clearly, the output power depends on the load resistance. If R, is zero or infinite, no
power is drawn from the battery. To measure V., we would want a voltmeter with an infinite
input impedance, and to measure i, we would want an ammeter with zero resistance. In
practice, we would use a voltmeter with an input resistance very large compared to R, and
an ammeter with a resistance very small compared to R,,.

If our objective is to deliver power, then a best value of R, is that for which the derivative
d9/dR, = 0. This value is the point at which R, = R,. Alternatively, the maximum power
output of the battery for any load occurs at the current (i,) that maximizes V,i,. Equation
(27) can be restated as

V, =

V.

( - ’—) 31)
lSC

§= Vi = V0C<l - l,l—b)i,, (32)

sc

so that

which is maximized at ¢ = V_i /4 when i, = i /2.

For the battery characteristic, the operating point i, = i /2 yields V, = V_./2 [substi-
tution in Eq. (29)]. A loading resistor characteristic must pass through this point to draw
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maximum power from the battery, so that the load resistance must be R, = V,_ /i, = R,. At
this operating point, the equivalent resistor within the battery (representing the internal losses
in the battery) is dissipating exactly as much power as is being delivered to the load.

If we want maximum power delivery, impedance should match the load to the source,
but if we want to minimize power delivery from a source, then impedance mismatching is
the key. Impedance matching assures that the source and load will divide the power equally;
all other impedances will result in less power transfer.

4.5 An Unstable Energy Exchange: Tension-Testing Machine

Although tensile studies of material properties require only a simple test apparatus, it is not
simple to interpret the data from such tests. The problem is that the tensile test machine and
the specimen can interact® in an unstable way. Almost any desired stress—strain curve can
be obtained in a given material by a suitable choice of the test machine’s elastic compliance
compared to the specimen.

A tensile test involves the interaction between two springs, one that represents the spec-
imen and the other combined with a velocity source that represents the testing machine.
Figure 10 shows this simple model. While the testing machine is linearly elastic and does
not yield, the test specimen is not elastic. It undergoes a large plastic deformation in a typical
load—elongation test. Normally in such a test, the specimen is to be elongated at a constant
cross-head velocity (v). The test machine, however, is not a velocity source as is commonly
supposed; that source is really in series with a spring (K) representing the elastic deforma-
tions of the testing machine structure between the source of the motion and the jaws of the
machine.

In the course of a test, the specimen undergoes an elongation (8) comprised of both
elastic and plastic displacements. The test machine undergoes only an elastic displacement
(&) given by F/K, where F is the load applied to the specimen by the machine at a given
cross-head displacement (y), which is really the sum of both the specimen (8) and the
machine (§) displacements. Figure 11 shows the components of this force—displacement
situation.

The cross-head velocity of the test machine is made up of two components as well:

Specimen

Machine
stiffness
K

Velocity
source

Figure 10 Simple model of a tensile-testing machine.
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. Figure 11 Components of the force—displacement
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curve.

dy _do  d

USa T a T dr (33)

The machine displacement (£), however, is a function of the force being applied, so it is
therefore a function of the elongation of the specimen (8). Equation (33) must be rewritten:

dé dédés  db dé
= — —_—— = — + —_
T T dsdr dr (1 d8> (34
Since ¢ = F/K, presuming linearity for the machine, we get the following derivative:
dé 1dF
ds K ds 33

where the term dF/dé is the slope of the force—elongation curve of the specimen. The slope,
in other words, is the driving-point stiffness at any point along the test curve. If these last
two equations are combined, the specimen’s elongation rate is found in terms of the cross-
head velocity (v), which is normally constant, the machine stiffness (K), and the driving-
point stiffness of the machine (dF/dé):

dd v
@ oo
K dé

As a test proceeds, however, the specimen starts to neck down, its stiffness begins to
decrease, and then it becomes negative. When the driving-point stiffness (dF/dé) passes
through zero, the specimen has reached the maximum force. The stiffness thereafter decreases
until it equals —K and at that point the specimen elongation rate (d8/dt) becomes infinite
for any cross-head rate (v), and the system is mechanically unstable. This instability point
in a tensile test is the point at which the machine load line is tangential to the load—elongation
curve of the material being tested. At that point, the specimen breaks and the energy stored
in the machine structure dumps into the specimen at this unstable intersection.

Clearly, percent elongation at failure specifications is not very meaningful because it
depends on the test machine stiffness. Figure 12 shows that for accurate measurements the
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Figure 12 The point of instability in a tensile test.

stiffness of the test machine must be many times as large as the stiffness of the specimen
near failure or the machine will dump its energy into the specimen and force a premature
failure.

4.6 Fatigue in Bolted Assemblies

The mechanical engineering reader will perhaps recall that preloading a bolt stretches the
bolt and compresses the part being bolted, but it is the relative stiffness of the bolt and part
that determines what fraction of external loads applied to separate the part from the bolt will
be felt by the bolt.* If the objective is to relieve the bolt of these loads, as it is in the head
bolts of an automobile engine, then the designer tries to make the part much stiffer than the
bolt; he or she mismatches the stiffness of the bolt and the part by specifying a hard head
gasket. If the stiffnesses of the bolt and the part were the same, then they would share the
external load equally: The bolt tension would increase by half the applied load while the
part compression would decrease by half the applied load. If the gasket were very soft
compared to the bolts, then the bolts would see virtually all of the applied load.

4.7 Operating Point for Nonlinear Characteristics

Let us continue to use the battery as an example of a linear source. It should be obvious
that the maximum power point for the battery is independent of the load it must drive, but
the load characteristic, however nonlinear, must pass through this point for maximum power
transfer. Figure 13 illustrates this. It is not the slope of the load impedance that must match
the source impedance, it is the chordal slope, the slope of a line from the origin of the power
plane to the maximum power point of the source.

An orifice supplied from a constant upstream pressure and loaded at its output is a good
example of a nonlinear source. For a short, sharp-edged orifice, the orifice equationf applies:

*Refer to any text on machine design under the indexed heading ‘“‘fatigue in bolts.”

1 This is derived from Bernoulli’s equation. The discharge coefficient (C,) corrects for viscous effects
not considered and for the existence of a vena contracta or convergence in the flow through the orifice,
which makes the area of the jet smaller than the orifice itself. For most oils C, = 0.62.
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Figure 13 Chordal impedance matching.

2 2
Qa = CdAo ; AP = CdAn ; (Pup - Pdown) (37)

where Q, is the orifice flow, C, is the discharge coefficient of the orifice, A, is the orifice
area, p is the density of the fluid, and AP = P,, — P,,,, is the pressure drop across the
orifice. If the upstream pressure is kept constant, then P, ,, may be considered the output
pressure and Q, may be considered the output flow from this orifice, a characteristic typical
of many hydraulic valves. Where is the maximum power point on this characteristic?
Hydraulic power ¢ is the product Q-P. It is a maximum when it is stationary with
respect to either Q or P. If we nondimensionalize Eq. (37) with respect to the maximum

flow through the orifice when P, = 0, then the orifice equation becomes the following:*

P

Q*:QQ—“: 1—%:V1—P* (38)
max up

gt = —— = PrQ¥ = PV - PF (39)
dg* P+

dP*:W_ziWZO (40)

for which P* = Z, and by substitution into (38), the flow at that point is Q* = 1/ V3, and
the maximum power delivered is (V2/3)P,,.0,.... The output admittance of the orifice is
the slope of the curve at any operating point:

, _dQ* _ 1 V3
‘ dP* 2Vv1 - P* 2 P*=2/3

The load for which maximum power will be delivered, whether it has a linear or nonlinear
characteristic, must pass through the maximum power point. Its chordal admittance must be

(41)

*Where bold letters will be used to indicate the nondimensional forms.



54

Input and Output Characteristics

7Q5;71/\/§7£

Zchordal - P:fp 2/3 - 2 (4’2)

which is exactly the slope in Eq. (41). Figure 14 shows this graphically.

Note that for this power plane, the ordinate is flow and abscissa is pressure so that the
slopes shown are admittances rather than impedances. While in other figures the abscissa
has always been effort and the ordinate flow, it is conventional in hydraulic systems to show
these figures the other way probably because pressure is usually the independent variable in
hydraulic system characteristics: Pressure is controlled and flow is measured.

4.8 Graphical Determination of Output Impedance for Nonlinear Systems

A three-way hydraulic valve supplies or drains its load through a pair of variable orifices,
one connecting the supply to the load and the other connecting the drain or tank to the load.
These orifices are operated (typically on a single moving part of the valve) in a push—pull
fashion; that is, as one opens, the other closes. If both orifices are partially open together
when the valve is centered, the three-way valve is open centered. If one is wide open just
as the other closes, the valve has no overlap.

Suppose it is required to find the P-Q characteristics of the load port for flows both
into and out of the valve. The system is shown in Fig. 15. Thus for the upstream and
downstream orifices respectively, Eq. (37) becomes

2 2
o, = C(IAM,/; (Ps—P) and  Q,= CA, - (P, = Py) (43)

The load flow (Q,) is the difference between Q,, and Q,. Also, the tank pressure (P;)
can be taken as zero. These equations combined become

2 2
0, = CA, ;(PS - P) - CA, ;PL (44)

It is much more convenient to work with Eq. (44) in dimensionless form. If we assume
that the maximum upstream and downstream areas are the same and that they are truly push—

Orifice

2 | characteristic
]
i
Chordal load
ittance
admitta Tangent at
operating
point

P*= 2/3 Supply pressure
Pressure

Figure 14 Nonlinear impedance matching.
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Figure 15 A three-way valve geometry and output.

pull, then we can nondimensionalize the area using A,,,.. The discharge coefficient (C,) is a
constant for conventional valve geometries. The supply pressure (Pg) is a convenient term
for the pressure nondimensionalization. Flows can be nondimensionalized with respect to a
maximum flow that would pass through either orifice at full area A,,, with P acting across
it:

max

2
Qmax = CdAmax ;Pb (45)

If we set P,/Py = P and Q,/Q,; = Q and express the upstream and downstream orifice
sizes as push—pull fractions of A, ,,, 0.5(1 + x)A,,,, upstream and 0.5(1 — x)A,,,, downstream,
where —1 = x = 1 and the valve is centered for x = 0, then Eq. (44) combined with (45)
yields

Q=0Q,-Q,=051+xVI—P - 051 — VP (46)

which is one of those unfortunate equations in which the radical cannot be eliminated by
squaring both sides. While Eq. (46) can be readily plotted, Q versus P with x (the valve
stroke) as a parameter, it is instructive to construct it instead from its parts.

The term 0.5(1 + x) V1 — P is the characteristic family for the upstream orifice, and
the term 0.5(1 — x) VP is the characteristic family for the downstream orifice. The first of
these are parabolas to the left (on their sides because they are roots), starting at Q, =
0.5(1 + x), P = 0 and ending at Q, = 0, P = 1 (there is no flow when the downstream
pressure equals the upstream pressure). The second term starts at Q, = 0, P = 0 and rises
to the right to the points Q, = 0.5(1 — x), P = 1. All this is shown in Fig. 16. If there is
no load flow, then the curves for the upstream orifice show its output characteristic while
those for the downstream orifice represent the only load. The intersections predict the op-
erating pressures for Q = 0 as the valve is stroked, —1 = x = 1.

If there is a load flow (Q), then continuity must be served. This requires that

Q=Q,-Q—-Q=Q+Q, (47)

In Fig. 16, Q is simply a vertical bar between the curves for Q, and Q, whose length is the
load flow. Thus for any load pressure value on the abscissa, the load flow is determined as
the vertical distance between the input orifice curve and the output orifice curve. The load
flow is positive if the upstream orifice curve is above the downstream orifice curve but
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Figure 16 Flow versus pressure drop characteristics for the valve orifices.

negative otherwise. These data can be picked off and plotted as the Q-P characteristic of

the valve, as shown in Fig. 17.

Figure 17 illustrates that an operating point on an input—output characteristic forces
compatibility and continuity, but as long as those are preserved, a second energy exchange
as at the P, — Q, port of this valve can still be accommodated. This approach can be
extremely useful in systems such as air-conditioning ducting where the fan characteristic is
known only graphically, and then its output impedance at some point along the ducting must

be determined. Exactly the same procedure is used.
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Figure 17 The output characteristic of the valve.
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S TRANSFORMING THE OPERATING POINT

It is often not among the system designer’s options to choose either the output impedance
of the power source in the system or the input impedance of the load that must drive. The
only recourse at that point is to insert a transformer, transducer, or gyrator in the system if
it does not already contain one or to vary the modulus of the two-port element if it does. In
the old tube-type audio systems, the output impedance of the push—pull power tubes ex-
ceeded 1000 Q while the input impedance of the speakers available then was 4, 8, or 16 Q.
To match the amplifier to the load, each channel had a large transformer for speaker con-
nections with taps having turns ratios of V/1000/4, V'1000/8, and V1000/16. With this
arrangement, maximum power transfer was assured down to the lowest frequencies for which
the transformers were designed.

5.1 Transducer-Matched Impedances

Suppose a permanent direct current (dc) magnet servomotor is to drive a screw that, in turn,
drives a mass, perhaps a machine-tool table. If the objective is to minimize the move time
from stationary start to full stop, then the optimal trajectory for the servo, assuming equal
and constant acceleration and deceleration, is well known: maximum acceleration to either
half of the move distance or maximum velocity, whichever comes first, followed by maxi-
mum deceleration to the finish. These trajectories are illustrated in Fig. 18.

The motor operates in two modes: at maximum acceleration (maximum torque), which
is set by the maximum short-term current permitted by the coercivity of the motor magnets
and the capacity of the commutation, and at maximum speed, if that is reached, set by the
maximum voltage available or by whatever the commutation allows. Often, servo designers
accomplish these two modes by using an overvoltage (two to three times rating) during
acceleration and deceleration, which runs the power amplifier as a current source, and then
as maximum speed is attained, switching the amplifier voltage limit to the motor rating,
which runs the amplifier as a voltage source. This achieves a constant acceleration and a
constant top speed.*

During the acceleration or deceleration phase of the trajectory, the electrical torque
available is accelerating two inertias: the motor itself and the load. Since the motor is acting

] Maximum velocity

Maximum
deceleration

Velocity

Maximum
acceleration

Time

Figure 18 Optimal trajectories for point-to-point move.

* Actually, designers rarely use maximum acceleration or maximum velocity because such full-scale
values leave no overhead for control. A servo running in saturation is an open-loop system.
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as an electromagnetic torque source while constant current is supplied, 7, .0 = K, lamatures

the mechanical output impedance viewed at the motor shaft is the rotor inertia between the
output shaft and the electromagnetic torque source:

z =J

0|

motor shaft with urmatures (4’8)

constant armature current

During acceleration and deceleration, the optimal load impedance (Z,,,) will be equal
to the motor inertia, and the available electromagnetic torque will be shared equally by the
motor armature and the load.

The load given in this example is primarily massive, so with reflection through the
screw, the load inertia is computed as the load inertia times the square of the transducer
ratio (p for the screw; see Table 2):

Zioaa = P"Mga8 (49)

To the extent possible, the pitch of the screw or the inertia of the motor should be chosen
to achieve this match. Failing both of those options, a gear box should be placed between
the screw and the motor to accomplish the match required.

5.2 Impedance Requirements for Mixed Systems

When a source characteristic is primarily real or static (so that the source impedance is
resistive) and the load is reactive or dynamic (dominated by energy storage elements), then
impedance matching in the strictest sense is impossible, and the concept of passing the load
line through the source characteristic at the maximum power point does not make sense.
How then does one match a static source to a dynamic load or the reverse?

Figure 19 shows an electrohydraulic position servo driving a mass load with negligible
damping losses, and Fig. 20 shows the pressure flow characteristics of the servovalve: a
family of parabolas in the power plane used for hydraulic systems. The transducer between
this hydraulic power plane and the force—velocity power plane in which the load operates
is a piston of area A. There are two equations:

1
P = 1 F and Q= Av (50)
With these equations, a load in F—v coordinates can be transformed to a load in P-Q co-
ordinates for superposition on the source characteristics.
The impedance of the mass load, however, is simply Z,.., = (M)(s), but this cannot be
plotted in an F—v coordinate system because it is the slope of a straight line in energetic

Servovalve
° Hydraulic Mass
cylinder load

Figure 19 Electrohydraulic position servo.
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Figure 20 Servovalve characteristic.

coordinates: F versus dv/dt. To match load to source, we need the force—velocity relationship
for the load. A servo designer normally has a frequency response in mind for his or her
application or can determine one from a linearization of the system. Suppose, in this example,
that the valve operating between a supply pressure (P,) and a maximum load flow (Q,,.,)
must drive the mass load (M) through the piston of the area (A), with a frequency response
flat in position to a frequency of w (radians per second), at an amplitude of D_ .. With these
conditions, the force—velocity relationship for the load can be found as follows.

If y is the displacement, y is the velocity, and ¥ is the acceleration, then the most taxing
demand on the servo will be y = D, sin(wt), where ¢ is time. Theny = D, o cos(wf) and
¥ = =D, .0 sin(wf). Given that F = My is the load equation, however, the load can now
be expressed parametrically as a pair of equations:

v=y=D_ ocos(wf) and F = —MD,,,, »* sin(wr) (628

If these are cross-plotted in the force—velocity plane with time as a parameter, the plot
traces out an ellipse as time goes from zero through multiples of 27/ w. Transforming these
to the P—Q plane requires application of the piston equations (50) to yield

2
Q = AD,,,.® cos(wt) and P= —MD%X(U sin(wr) (52)

If the valve is to drive the mass through the piston around the trajectory, y = D, ..
sin(wt), then the valve output characteristic for the maximum valve stroke must entirely
enclose the elliptical load characteristic derived in Eqs. 52. Furthermore, if the valve and
load are to be perfectly matched, then the valve characteristic and the load ellipse must be
tangent at the maximum power point for the valve: P = 2P, O = (1/\V3)Q This is
shown in Fig. 21.

Note that this requirement means that neither maximum valve output pressure nor max-
imum valve flow will ever be reached while the load executes its maximal sinusoid. If P, =
-MD,,.»*/A and Q,,.. = AD,,, o, the valve sizing would have provided inadequate power
for reaching any but those points on the trajectory, which would therefore have followed the
valve characteristic instead. The correct matching relationships are those which satisfy the
following equations:

max*
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Figure 21 Matching power requirements for a dynamic load.
1 2 MD, . »*
— = AD cos(wt and = P, = —"*— sin(wt 53
5 Qs = AD 0 coS(ol) 3P = T sin(wn) (53)

at the appropriate time. These equations relate D,,., o, M, Q... P,, and A, so any five of
these determine ¢ and the sixth. If the load mass, supply pressure, piston area, peak frequency,
and maximum amplitude are all known, for example, Egs. (53) size the valve by determining
its maximum required flow. If the valve has been selected, these equations will size the
piston.

In the example above, the load was purely massive. Most real loads are dissipative as
well. The procedure outlined above, however, need only be modified by adding the damping
term to the force equation:

F = Mj + By = —MD,,, . sin(wt) + BD,,, » cos(wf) (54)

where B is the damping coefficient. This has the effect of tipping the axis of the elliptical
load line up to the right, but the remainder of the development follows as before with the
added term. Figure 22 shows the result. If the load mass were to be negligible, then the
elliptical transformed load line in Fig. 22 would collapse to a line passing through the
maximum power point of the valve characteristic, as discussed previously.

6 MEASUREMENT SYSTEMS

Measurement extracts information about the state of a measured system, usually in the form
of one of the factors in the measurement domain whose product is power or energy flux,
such as voltage or current, pressure or flow, and so on. A measurement usually extracts some
energy from the system being measured, if only in a transient sense; each link in the chain
from measurement to display involves a further exchange of energy or power. If we measure
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Figure 22 Matching power requirements for a mass load with dissipation.

voltage in a circuit, for example, we must draw some current, at least instantaneously, so
that the power is dissipated by effective resistances, or energy is stored capacitively, induc-
tively, or both.

At the measurement interface, we wish to disturb the measured system as little as pos-
sible by extracting as little energy or power as can be managed. It is usually our objective
to pass power or energy along the chain of elements that form the measurement system, and
there is a best combination of the energy variables to attain the optimum transfer. This chapter
has dealt with these issues: the maximization of energy transfer within the system where we
want it and the minimization of energy theft at the measurement interface where we do not.

6.1 Interaction in Instrument Systems

The generalized instrument consists of a number of interconnected parts with both abstract
and physical embodiments. An orifice flow-metering system might consist of the following
chain: An orifice plate converts the flow to a pressure drop; a diaphragm converts the pressure
drop to a force; a spring (perhaps an unbonded strain-gage bridge) converts the force to a
displacement; the strain gages convert the displacement to a resistance change; a bridge
arrangement converts the resistance change to a differential voltage; and a galvanometer
converts the voltage to a trace on paper. Figure 23 illustrates this chain.

In setting up this chain, the orifice is sized to minimize the pressure drop resulting from
our flow measurement, and the diaphragm must be sized for minimum pumping volume
during transients in pressure, or it will alter the flow reading in a transient sense. The
diaphragm, however, has an output stiffness; the force it transmits decreases with increasing
displacement, and it is driving the unbonded gages, converting force to displacement. The
combined stiffness of the unbonded strain gages, which will be linear springs, must equal
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Figure 23 The chain of a flow measurement.

the average stiffness of the diaphragm™ in order to ensure that the strain energy transfer is
maximized for a given input energy from the fluid.

The displacement—strain relationship is a definition. Further along the chain, however,
this strain is converted to a differential voltage whose magnitude depends on the input
impedance of the galvanometer, which is loading the bridge. For bridges constructed with
the same resistance in each arm, whether the resistors are active gages or not, the input and
output impedances are the same: the resistance of one arm, usually the gage resistance. If
we ignore dynamic considerations (such as galvanometer damping), the optimal galvanom-
eter will therefore have the same resistance for maximum deflection per unit strain as one
gage in the bridge.

At the measurement interface, therefore, the objective is to mismatch the impedances
between the measurement system and the measured system as much as possible. There is
more to this than the selections of voltage-measuring devices with higher impedance than
the system in which voltage is being measured and current-measuring devices with lower
impedance than the circuits in which they are placed. The measurement and control engineer
must always be aware of dynamic loading as well.

The output impedance of any piezoelectric device, for example, is almost purely capac-
itive and is typically only a few picofarads for small devices. The input impedance of most
oscilloscopes is a parallel combination of 1 MQ and 100 pF. Either or both of those would
load a piezoelectric device to near uselessness, even though for most other purposes they
are high impedances The resistance would reduce the charge on the crystal much too quickly,
and the capacitance would steal charge and reduce the voltage output drastically. An attempt
to measure the pressure in a small volume with a transducer that has a large swept volume
itself would meet with the same failure: The displacement of the transducer would alter the
volume in which the pressure was measured. Holography has become popular in the study
of the vibration of thin plates and shells because it does not load the structure by adding
mass as an array of accelerometers would.

*If the diagram were rigidly supported in the center, then the force on the support would be the pressure
times the effective area of the diaphragm. If the support were not rigid, this output force would depend
nonlinearly on the support displacement. The plot’s negative slope of force transmitted vs. displacement
is the output stiffness of the diaphragm, and pressure X area is the force source in this model.
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6.2 Dynamic Interactions in Instrument Systems

It is not only the steady-state loading of a measurement that is of concern; under many
circumstances, the unsuspected dynamics of the instrument being used will lead to erroneous
results. Consider the simple measurement interface shown in Fig. 24. The readout instrument,
an oscilloscope for example, has both resistance and capacitance. The load impedance is
therefore the parallel combination of these:

R(1/Cs) R, R,

m R+ 1/Cs RCs+1 ms+1 i n=RG (55)

Thus the load depends on the frequency of the voltage being measured. This might not
concern us in the sense that we can predict it and compensate for the known phase shift
which this will induce, but when the interaction of the two systems is considered, the problem
becomes more obvious. The total impedance loading the measurement of V., includes the
source impedance Z . Suppose this is purely resistive (R,):

_RRCs + (R, +R)
‘total o inst Rl-Cl-S + 1

(56)

The readout instrument is sensitive only to the voltage it sees, which has been reduced
by the voltage drop in R,. In general terms, the measured voltage, V..., is the voltage across
the instrument’s input resistor and capacitor, R; and C;:

Vmeus _ Zinsl _ Ri _ 1 (57)
V,  Zga RRCs+R,+R) RCs+ RJR + 1)

Unless we know the output impedance at the point of measurement, in this case R, we do
not even know the time constant or break frequency germane to the measurement. In the
event that Z, is also complex (has reactive terms), this situation is more complicated, and if
Z, = L, + R, for example, the system could even be oscillatory.

Sometimes, frequency-dependent impedances are intentionally introduced into a mea-
surement system, most commonly in the form of passive filters. Figure 25% shows a first-

I| Z, Ir o o
Thévenin A
QD equivalent ) instrument A == Ci
source
ol o—

Figure 24 A measurement with a dynamic instrument.

*This example is drawn entirely from Ref. 4, with the permission of Dr. C. L. Nachtigal. In this and
the previous example, Figs. 24 and 25, the source voltage is referred to as a Thévenin equivalent source.
In single-loop circuits the source voltage is by definition the Thévenin voltage, since removing one
element from the loop causes it to become open circuited. If the source is a sensor, for example, the
magnitude of the voltage is governed by the value of the sensed variable and, of course, its own design
parameters. The Thévenin, or open-circuit voltage, is specified on the sensor data sheet.
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Figure 25 Schematic of cascaded instrument system.

order, low-pass filter being driven by a source with a nonzero output impedance (R,) and
being loaded by a readout instrument with finite input impedance (R)).

The loading problem is potentially present at the interface of each stage indicated by
the broken lines and terminals. What is not so obvious is that the dynamics of this filter are
quite sensitive to its source and load. An unwary designer might choose the filter time
constant (7, = R;C,) with little regard for the values of R; and C; and essentially design the
filter under the simple assumption that source and load were ideal.

To the instrument, however, the filter is part of the source impedance, so the true source
impedance combines R,, R;, and C,. and the Thévenin equivalent source voltage (V;) is no
longer simply V.. The Thévenin voltage (V;) and the new output impedance (Z;) with the
filter included become

v

s

. . R, + R,
"~ (R, + R)Cys + 1

Z =—2" " J
"7 (R, + R)Cys + 1 (58)

vV, and
Figure 26 shows the new equivalent circuit for the cascaded instrument system.
The instrument is now loading this system, and the output (V,) is equal to the voltage

across R;. Therefore, in terms of the original measured voltage (V)

V, _ 1/(1 + (R, + R)/R) _ K, (59)
V., [+ RJ/R)/( + (R, + R)/R)IRCyps +1 75 + 1
where
K, - : - (60)
1+ ®J/R)+ (RJ/R) 1+8
and

RS + Rf
R+B)Rs+ 1] o ~———°
Thévenin q
G/D equivalent source Instrument 3 R;
(transducer + filter)
o]

Figure 26 Thévenin equivalent of cascade system.
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1
(li—g)% (61)

B 1+ (R/R)) RC
T\ RIR) + RIR))

Our filter has its expected characteristics, 7 = 7, = R;C; and K; = 1, only if both «
and B approach zero, a circumstance that requires R, — 0 and R, — « while R, remains
finite. As the instrument resistance (R;) decreases, the static gain and time constant decrease
as well, which means that the break frequency of the filter increases from the designed value
because the instrument provides another path for the discharge of the capacitor in the filter.
As the transducer resistance (R,) increases from zero, the static sensitivity (K) again de-
creases, but this time the break frequency decreases as well.

This analysis shows us that source loading by a filter and filter loading by a readout
instrument can cause significant changes in both the designed filter gain and break frequency.
Only if « and B in Egs. (60) and (61) remain equal does the filter break frequency remain
unscathed by nonideal source and load impedances. This condition requires that

R, R, +R,
R, R
or
R2+RR, —RR, =0 (62)
Dividing the second of Eqs. (62) by R? and solving it for R,/R, yield
R, 1 R, R,
T=(-1+ 1+47)= |
R 2 ( Rs> R, ©

since any realistic measurement system has R,/R; > 1, and since the resistances must be
positive, the negative solution is discarded. This approximation is equivalent to saying that
R should be chosen to be the geometric mean of the estimated or known values of R; and
R,; that is, R, = VR,R, presuming only that R, > R,. For this choice of filter resistance, the
resulting gain is given by

1 1

K= = =1 for R, >R 64

1+ VRJ/R, +RJ/R, 1+ RJ/R)"? o e

If the filter fails these conditions, it must either be carefully designed for the task or it should
be an active* filter with a high input impedance and low output impedance.

6.3 Null Instruments

Many instruments are servos, active systems designed to oppose the variable they measure
so as to decrease their demand on the complementary energy or power variable to zero. In
a steady-state sense, these instruments draw no power or energy from the measurement
interface because these energetic requirements are provided by the instrument’s power supply.
These instruments therefore have infinite or zero input impedance in steady state. Examples
abound: Slidewire potentiometers for strain readout and thermocouple readout both measure
voltage by servoing to zero current. Servo accelerometers avoid the problems with temper-
ature inherent in the elasticity variations of metals and crystals by servoing the motion of

*Incorporating amplification, usually an operational amplifier.
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the proof mass to zero and measuring the force required to do it. The differential pressure-
cells used in the process control industry measure differential pressure across a diaphragm
or capsule while preventing the diaphragm or capsule (separating the two pressures) from
moving. They thus avoid having to worry about the nonlinear elastic characteristics of the
capsule and seals in the system.* Their output is either the current in a voice coil or the
pressure in a bellows necessary to oppose the motion. In all of these cases, however, there
is a transient displacement until the servo zeros it out, and some energy must be lost to
transfer the information required by the servo in the instrument. For this reason, null instru-
ments are no better at measuring stored energy, the voltage on a small capacitor for example,
than passive but high-impedance instruments, particularly if the energy consumed to reach
null is not extremely low.

7 DISTRIBUTED SYSTEMS IN BRIEF

While a detailed study of the input—output relationships for distributed systems is beyond
the scope of this chapter, a brief discussion can tie these in to the concepts already covered.
All of the systems discussed to this point have been lumped, a label that implies physical
dimensions are not of importance; the system parts can be considered as point objects.
Considering a tank, for example, to be a point does not mean that the tank has no dimensions;
it merely means that the internal pressure is considered to be the same everywhere within
it; conditions in its interior are absolutely uniform. When studying lumped circuits, we are
not concerned with the dimensions of the circuit elements or with their distances from each
other on the circuit board. In reality, the nodes of the circuit have lengths, but they are
ignored for the purposes of analyzing the lumped circuit.

In the mechanical domain, we consider that masses are rigid and behave as if the forces
acting were applied at a point, and if we are interested in the distributed properties of an
object, we consider only its moment of inertia. In each of these examples, changes in the
physical variables of our model are assumed to propagate instantaneously, even though it is
well known that all have finite propagation velocities. A system element must be considered
to be distributed to have properties that vary with a physical dimension if that assumption
is not true. This occurs whenever the dimensions of the object are large compared to the
characteristic size of the events occurring.

Mechanical disturbances of all kinds propagate at the speed of sound in the medium
involved, and electromagnetic disturbances propagate at speeds near the speed of light, de-
pending again on the medium. A hammer blow to the end of a long, slender bar, for example,
induces a strain pulse at the struck end which travels into the bar (informing the interior of
the event) at the speed of sound in compression in the bar material (¢ = VE/p, where E is
Young’s modulus of the material, p is its mass density, and c is the propagation speed of
compressive or tensile events). If the pulse duration is short, its physical length approaches
that of the bar or may be shorter than the bar. Our simple lumped models of the bar’s
behavior [FF = My and [ F dt = Mv(tr) — Mv(0)], which treat it as a solid rigid object, are
incorrect. Similarly, if a small explosion, a spark, for example, is initiated in a tank, the
pressure in the tank will not remain uniform throughout. Instead, pressure waves will prop-
agate within the tank at the speed of sound until damping takes its toll; we can no longer

*Dry friction would nonetheless be fatal to the instrument because it would be fatal to its servo and
would lead to dynamic instabilities of the limit-cycle variety.
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consider the tank to be a simple lumped capacitor, at least in the time scale of the spark
event.

7.1 Impedance of a Distributed System

Imagine a long, slender tank of water, a trough, open at the top, and perform the following
thought experiment. If one end wall were moved inward suddenly, the level of water at that
end would rise higher up than was required by the change in tank volume because the
remaining water further along the tank would not change level instantaneously. Then, this
wave coming down off the tank wall would travel to the other end where it would slosh up
the far wall and return. This wave would continue to slosh back and forth at decreasing
amplitude as viscosity took its toll, until finally the surface would be calm again at a new,
slightly higher level. Each time the wave reached an end, it would be returned in kind, that
is, with the same sign.

Now suppose that the far end of the tank opened into a large lake, so large that no level
changes would take place when an end wall was moved, and again move the remaining end
wall inward quickly. Then, when the first wave reached the opening to the lake, it would
leave the tank and be lost in the lake. But that would involve water leaving the tank in
excess of the volume change in the tank, and a negative wave would return from the open
end to signal the new, lower level required by the loss. The closed end would reflect this
wave as a rarefaction, and when that returned to the open end, lake water would spill back
in as an upward wave. Eventually these alternating processes would return the level in the
tank to that of the lake.

A closed end returns a wave of like kind, and an open end returns a wave of opposite
kind. If there are no losses as the waves hit the ends of the tank, a wave of strength +1 is
reflected with strength +1 from a closed end and with a strength —1 from an open end. This
implies that there is an end condition somewhere between closed and open from which a
wave will not be reflected at all. A suitably constructed porous wall, in this example, would
simply absorb the wave completely by accepting and dissipating all of its energy. The im-
pedance of this wave-matched wall is the wave impedance of the channel and is a charac-
teristic of it, depending on the inductive and capacitive properties of the medium.

The 75- and 300-Q) markings on the antenna connections of a television receiver imply
two things: First the input impedances of those terminals are resistive at 75 and 300 (),
respectively, and, second, the coaxial cable and flat-lead antenna wiring are really waveguides
whose wave impedances are 75 and 300 (). By matching the impedance of the cable at the
receiver terminals, we are assured that all the incoming wave energy will be absorbed by
the receiver and none will be reflected back up the cable to the antenna and thus lost.

8 CONCLUDING REMARKS

This chapter has demonstrated an alternative viewpoint for the interaction of systems with
each other. Control engineers are quite accustomed to transfer functions: relationships in the
frequency (s or Laplace) domain between a variable at one point in a system and another at
some other point, most often between inputs to and outputs from a controlled system. This
chapter has dealt with a special class of these relationships between the complementary
variables of power at a single point in a system. These special transfer functions are called
driving-point impedances or admittances, and they determine how one subsystem will load
or be loaded by another.
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Admittances are the reciprocals of impedances, and both are unique properties of a
system. The Laplace operator (s) expresses these properties as a polynomial ratio. The de-
nominator polynomial (when set to zero, it becomes the characteristic equation of the system)
is always the same, and the numerator polynomial is a function of the location of the point
considered in the system. It was also shown that driving-point impedances are not a function
of the controlled variables on any ideal sources the system contains. Instead, all effort sources
may be replaced by solid connections, and all flow sources may be removed before the
driving-point impedance is computed.

When two systems are connected together at a driving point, port, or pair of terminals,
usually so that one can pass energy or information to the other, then there is a favorable
relationship between the impedances of the two systems that depends on the objective of the
connection. When it is desired to pass energy or power from one system to the other, then
the output impedance of the driving system should match the input impedance of the driven
system. If neither the driver nor the driven are adjustable, then a transducer, gyrator, or
transformer is used to match them by selecting the modulus to achieve the match. Any
impedance seen through a transformer, for example, appears to be increased or diminished
by the square of the transformer ratio. In a chain of subsystems, it is not necessary to install
the transformer at the driving point under consideration; the correct ratio can be determined
no matter where it is placed within the chain because the square of the modulus will always
appear in one of the driving-point impedances.

If the interconnection represents a measurement interface, then the most favorable re-
lationship between the driving-point impedances is the largest possible mismatch consistent
with obtaining the measurement. The ideal instruments for measuring efforts have infinite
input impedance and the ideal instruments for measuring flows have infinite input admit-
tances. Instruments that measure the integral of flows, such things as volume, charge, and
displacements, should have very low compliance (should displace easily, have low volume
themselves, or have small capacitances), while instruments that measure the integral of ef-
forts, such things as flux linkage or momentum, must have low mass or inductance.

The operating point of a pair of coupled systems is at the intersection of their input and
output characteristics in the power or energy plane. If one of these, for example the source
or output characteristic, exists in the power plane, that is, is static, but the other is energetic
(i.e., dynamic: massive, inductive, capacitive, etc.), then the source characteristic must en-
close the trajectory of the load characteristic at the highest frequency of interest, and ideally,
the source characteristic and load trajectory should be tangent at the maximum power point
or should be made tangent there by suitable choice of system parameters.

The key issue in this chapter is this: Whenever two dynamic systems are connected, an
interaction occurs. If the connection is to meet its objectives, the nature of this interaction
must be explored and controlled.
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A telemetry system responding to a measurand consists of four basic parts—the transducer,
the transmitting system, the receiving system, and the data output or display system:

Telemetry. The transmission of information about a measurand.

Measurand. The object of a measurement. The process to be defined.

Transducer. A component in the telemetry system which provides information about a
process and, as a by-product, transfers energy from the process. Typical bridge trans-
ducers convert physical quantities such as force, pressure, displacement, velocity,
acceleration, temperature, and humidity into electrical quantities for input to the trans-

mitting system.

Reprinted from Instrumentation and Control, Wiley, New York, 1990, by permission of the publisher.

69



70 Bridge Transducers

Transmitting System. The transmitting system typically consists of some or all of the
following devices: cable, amplifier, subcarrier oscillator, filter, analog-to-digital
(A/D) converter, transmitter, and antenna.

Receiving System. The receiving system typically consists of some or all of the following
devices: antenna, preamplifier, multicoupler, receiver, tape or disc recorder, discrim-
inator, decommutator, digital-to-analog (D/A) converter, and output filter.

Data Output and Display System. The data output and display system typically consist
of some or all of the following devices: oscilloscope, analog meter, digital meter,
graphic display, and digital printer. Either these devices may be connected directly to
the output of the receiving system or a computer may process the data from the
receiving system before display.

2 FLEXURAL DEVICES IN MEASUREMENT SYSTEMS

Bridge transducers depend on a measurand to directly modify some electrical or magnetic
property of a conductive element. For example, the thermal coefficient of impedance can
result in a change in impedance of a conductive element proportional to temperature (e.g.,
resistance thermometer). Similarly, hygroscopic materials can have their impedance change
in a deterministic fashion due to humidity (e.g., humidity sensor). Most bridge transducers,
however, depend on the displacement of a flexure to vary the impedance of a conductive
element, resulting in an electrical signal proportional to the measurand. Advantage is taken
of either the strain pattern on the surface of the flexure or the motion of this surface. Among
the gamut of flexure elements associated with bridge transducers are cantilever beams, Bour-
don tubes, and clamped diaphragms.

2.1 Cantilever Beams

Cantilever beams are routinely designed into bridge transducers. Strain near the clamped end
of the beam can be correlated to displacement of the free beam end, force or torque applied
to the free beam end, dynamic pressure associated with fluid flow acting over the beam
surface, and so on. The compliance of a cantilever beam is defined as

y_ L

F  3EI M
where y is deflection of the beam free end, F is the force applied to this end, L is the beam
length, E is the modulus of elasticity of the beam material, and 7 is the beam area moment
of inertia. A compliant flexure will result in a bridge transducer with a large electrical signal
output. Equation (1) indicates a compliant flexure design can be achieved by a long, thin,
narrow beam of low-modulus material. The penalty attached to such a design in application
could be a transducer which is bulky, displays undesirable response to physical inputs or-
thogonal to its sensing direction, and has poor dynamic response.

2.2 Bourdon Tubes

Bourdon tubes are one of the most widely used flexures for sensing pressure. The original
patent for this device was granted to Eugene Bourdon in 1852. Bourdon tubes are hollow
tubes that are twisted or curved along their length. The application of pressure deforms the
tube wall which, depending on tube shape, causes it to untwist or unwind. Motion of the
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tube is typically used to modify the alternating current (ac) impedance of bridge transducers.
Bourdon tubes can be integrated into transducers to achieve extremely high accuracies and
have been manufactured from perfectly elastic materials such as quartz.

Transducers employing Bourdon tubes tend to be physically large and easily damaged
by environmental inputs such as acceleration. In addition, the tubes themselves afford poor
frequency response to time-varying pressure.

2.3 Clamped Diaphragms

Clamped diaphragms are another flexure used to transform a measurand into a strain or
displacement proportional to applied pressure. A small, flat, circular diaphragm can be made
simply, and it can be placed flush against surfaces whose flow dynamics are being studied.
This type of diaphragm is typically designed to deflect in accord with theory associated with
clamped circular plates. Corrugated diaphragms provide extensibility over a greater linear
operating range than do flat diaphragms. A catenary diaphragm consists of a flexurally weak
seal diaphragm bearing against a thin cylinder whose motion is measured. The compliance
of a flat, clamped circular diaphragm is defined as

y 3Ry = v?)
P 16£°E @

where y is the deflection of the center of the diaphragm, P is the applied pressure, R, is the
diaphragm radius, v is Poisson’s ratio, ¢ is the diaphragm thickness, and E is the modulus
of elasticity of the diaphragm material. Somewhat analogous to the cantilever beam, a com-
pliant diaphragm will have a large radius, be thin, and be made of a low-modulus material.
Equation (2) holds for deflections no greater than r.

Figure 1 shows the radial and tangential strain distribution in a flat, clamped, circular
diaphragm. The radial and tangential strains at the center of the diaphragm are identical.
The tangential strain decreases to zero at the periphery while the radial strain becomes
negative. Figure 2 describes a strain gage pattern designed to take advantage of this strain
distribution. The central sensing elements measure the higher tangential strain while the
radial sensing elements measure the high radial strains near the periphery. Resistance strain
gages are discussed beginning in Section 3.
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Figure 1 Radial and tangential strain distribution in a flat, clamped, circular diaphragm. (Courtesy of
Measurements Group, Inc., Raleigh, NC.)
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Figure 2 Micro-Measurements’ “JB” pattern strain gage for circular diaphragm pressure transducers.
(Courtesy of Measurements Group, Inc., Raleigh, NC.)

2.4 Error Contributions from the Flexure Properties

When flexures are designed for bridge transducers, the final transducer may have to possess
an accuracy over its operating temperature range of from a few to a fractional percent.
Knowledge of the inelasticities and metallurgical behaviors of flexural elements must be
considered in transducer design. Metals under a constant load experience a minute defor-
mation with time, called creep. Differences between the loading and unloading curve of a
flexure, due to energy absorbed by the material as internal friction, introduce another effect,
known as hysteresis. The modulus of elasticity of materials changes with temperature. Cor-
rosion resistance, machinability, magnetics, fatigue effects, thermal conductivity, and thermal
expansion are other properties of flexural materials to consider in design application. The
300 series stainless steels are useful flexural materials due to their corrosion resistance,
desirable low-temperature properties, and good creep properties at elevated temperatures.
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Inconel is a good flexural material in corrosive salt water environments. These materials and
others are discussed in an extremely good article on transducer flexures in Chapter 11 of
Ref. 1.

3 THE RESISTANCE STRAIN GAGE

Strain gages are used to measure the strain pattern on the surface of the flexure in bridge
transducers. In 1938, Simmons, at the California Institute of Technology, and Ruge, at the
Massachusetts Institute of Technology, discovered independently that fine wire bonded di-
rectly to a surface being studied would respond to surface strain. Ruge’s original gage was
made by unwinding a constantan wire-wound vitrified resistor, gluing a portion of this wire
with Duco cement to a celluloid bar, attaching brass shim stock as terminals, and interfacing
the completed assembly to a galvanometer. The first strain gage manufacturer established in
the United States was the Baldwin Lima Hamilton (BLH) Corporation (now part of the
Vishay Measurements Group). BLH gages operating on the principle discovered by Simmons
and Ruge were designated the SR-4 gage to include the initials of both men. The evolution
of the bonded resistance wire strain gage occurred during the early 1940s. The first practical
bridge transducer load cell was built by Baldwin Lima Hamilton in 1941. By the mid-1950s,
Baldwin Lima Hamilton remained the only major strain gage manufacturer and the foil strain
gage was beginning to appear. Subsequent work by W. P. Mason and R. N. Thurston (re-
ported in the Journal of the Acoustical Society of America, vol. 29, 1957) resulted in the
introduction of the commercial semiconductor strain gage. Continued maturation of the
bonded resistance strain gage has enabled a transducer industry centered around this tech-
nology to develop.

Other sources provide the derivation of all the equations dealing with ensuing topics in
this chapter.>-

3.1 Strain Gage Types and Fabrication

Paper-backed wire strain gages typically consist of a grid of resistance wire to which a paper
backing has been attached with nitrocellulose cement. The wire is manufactured by drawing
the selected alloy through progressive forming dies. To protect it during handling and as-
sembly, the wire is usually sandwiched between two thin layers of paper. Typical grid wires
are 0.02 mm in diameter.

Foil strain gages are essentially small printed circuits. Art work for a master gage pattern
is first prepared. This pattern is then photographically reduced, and multiple images are
placed on a photographic plate. A sheet of foil (typically 0.003—-0.005 mm thick) of the
appropriate alloy has a light-sensitive emulsion applied, is exposed to the photographic plate,
and then undergoes a development process. Chemical etching removes all but the grid ma-
terial. The resultant grid cross section is square as opposed to round for wire. Advantages
inherent in foil gages include better strain transmission due to improved bonding of the grid
to the backing, a better thermal path for dissipation of electrically generated heat, and a grid
that can more readily be configured to minimize sensitivity to transverse strains.

The total combination of wire and foil gages span grid lengths from 0.2 mm to more
than 250 mm. Foil gages satisfy the smaller of these requirements. Both wire and foil gages
have associated with them a variety of ohmic values, such as 120, 175, 350, 1000, and so
on. Standard values which have historically evolved are 120 and 350 (. These values are
carry-overs from impedance-matching requirements for galvanometers which were formally
used for strain recording. Figure 3 displays numerous configurations of wire and foil strain

gages.
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Figure 3 Numerous configurations of wire and foil strain gages—not to scale. (Courtesy of BLH
Electronics, now Vishay Measurements Group.)

In the manufacture of bridge transducers using metallic strain gages, vacuum deposition
of the gages is an alternate technique to bonding individual gages to the transducer flexure.
The flexure is coated with aluminum oxide and then the metal gages are selectively deposited.
This process yields the closest match of thermal and electrical characteristics for each bridge
element.

The manufacture of semiconductor strain gages starts with a single high-purity silicon
crystal. Atoms such as phosphorus (n type) or boron (p type) are doped into the material to
lower its resistivity. The parent crystal is sliced into wafers before the dopant is added in a
furnace at high temperature (>1000°C). The wafer is masked and etched to produce a suitable
grid pattern (usually either a straight element or U-shape). This grid can remain unbacked
or can be mounted on a suitable carrier.

Alternately, in diffused semiconductor transducers, the transducer flexure itself may be
made of silicon. Its surface can be passivated, etched, and doped to form gage elements
integral to the flexure. Similar to vacuum deposition of metal gages, diffused semiconductor
transducers offer a more nearly optimum match of thermal and electrical properties for each
bridge element. Problems with slippage associated with the bond of a gage carrier or backing
are nonexistent.

Bridge transducers using semiconductor gages typically possess poorer thermal and lin-
earity specifications than those using metal gages. However, the sensitivity of semiconductor
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gages to surface strain is much greater than metal gages. This allows them to be used in
transducers providing more signal output (typically 100-500 mV versus 30 mV) and on
stiffer flexures, resulting in smaller transducer size, higher frequency response, and increased
ruggedness. Although not strictly correct, by convention it has become equivalent to refer
to semiconductor-based transducers as either piezoresistive or solid-state transducers.

3.2 Gage Factor

The gage factor F for a strain gage is defined as
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where R is resistance and e is strain equal to Al/l (Al is the change in length of /,). Equation
(3) may be redefined as
dp

F=1+2p+2L (4)
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where v is Poisson’s ratio and p is the resistivity of the grid material. Most metal gages have
a gage factor between 2 and 4.5. For strain gages made from a semiconductor material, the
change in resistivity with applied stress is the dominant factor and values as high as 170 are
possible. Table 1 lists properties and gage factors for various grid materials.

3.3 Mechanical Aspects of Gage Operation

To build effective bridge transducers, one must be aware of the interaction between the gage
and the surface of the transducer flexure to which it is mounted. Mechanical aspects of this
interaction include the influences of temperature, backing material, size, orientation, trans-

Table 1 Grid Material Composition, Trade Name, Properties, and Gage Factor

Composition Trade Name Properties Gage Factor

1. Copper—nickel (57%—-43%) Constantan Strain sensitivity relatively 2.0
independent of level and
temperature; used to 200°C;
high resistivity applicable
to small grids; measures
strains to 20% in annealed

form
2. Nickel-chromium—iron— Isoelastic High gage factor; high fatigue 3.5
molybdenum (36%—-8%—55.5%— life; used to 200°C; high
0.5%) temperature coefficient of

resistance; nonlinear at
strain levels above 5%

3. Nickel-chromium (80%—-20%), Nichrome V  Good fatigue life; stable; high 2.2
Nickel-chromium (75%-20%) Karma resistance applicable to
plus iron and aluminum small grids; used to 400°C

Note: Nickel alloy gages are susceptible to magnetic fields.
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verse sensitivity, distance from the surface, bonding and installation, and gage frequency
response.

Temperature

A qualitative discussion of temperature effects on bonded strain gages indicates the effects
to be attributable to three principal causes: (1) The transducer flexure to which the gage is
attached expands or contracts, (2) the strain gage resistance changes with temperature, and
(3) the strain gage grid expands or contracts. With some gages (particularly semiconductors),
the change of gage factor with temperature is also extremely significant. These temperature
effects are accounted for by temperature—strain calibration; self-temperature-compensated
gages where combined effects 1, 2, and 3 above are minimized over a given temperature
range for a given combination of grid and flexure material; and a dummy gage integrated
into a bridge circuit (discussed later) to electrically subtract temperature-induced strain.

Backing Material

The purpose of the backing material used in constructing strain gages is to provide support,
dimensional stability, and mechanical protection for the grid element. The backing material
of the gage element(s) acts as a spring in parallel with the flexure to which it is attached
and can potentially modify flexure mechanical behavior. In addition, the temperature oper-
ating range of the gage can be constrained by its backing material. Most backings are epoxies
or glass fiber-reinforced epoxies. Some gages are encapsulated for chemical and mechanical
protection as well as extended fatigue life. For high-temperature applications, some gages
have strippable backings for mounting with ceramic adhesives. Still other metal gages can
be welded. The frequency response of welded gages, due to uncertainties in dynamic re-
sponse, is a subject area still requiring investigation.

Size

The major factors to be considered in determining the size of strain gage to use are available
space for gage mounting, strain gradient at the test location, and character of the material
under test. The strain gage must be small enough to be compatible with mounting location
and concentrated strain field. It must be large enough so that, on metals with large grain
size, it measures average strain as opposed to local effects. Grid elements greater than 3 mm
generally have greater fatigue resistance.

Transverse Sensitivity and Orientation

Strain gage transverse sensitivity and mounting orientation are concurrent considerations.
Transverse sensitivity in strain gages is important due to the fact that part of the geometry
of the gage grid is oriented in directions other than parallel to the principal gage sensing
direction. Values of transverse sensitivities are provided with individual gages but typically
vary between fractional and several percent. The position of the strain gage axis relative to
the numerically larger principal strain on the surface to which it is mounted will have an
influence on indicated strain.

Distance from the Surface

The grid element of a strain gage is separated from the transducer flexure by its backing
material and cement. The grid then responds to strain at a location removed from the flexure
surface. The strain on flexures such as thin plates in bending can vary considerably from
that measured by the strain gage.
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Bonding Adhesives

Resistance strain gage performance is entirely dependent on the bond attaching it to the
transducer flexure. The grid element must have the strain transmitted to it undiminished by
the bonding adhesive. The elimination of this bond is one of the principal advantages of
vacuum-deposited metallic and diffused semiconductor bridge transducers. Typical adhesives
are as follows:

Epoxy Adhesives. Epoxy adhesives are useful over a temperature range of —270 to
+320°C. The two classes are either room-temperature curing or thermal setting type;
both are available with various organic fillers to optimize performance for individual
test requirements.

Phenolic Adhesives. Bakelite, or phenolic adhesive, requires high bonding pressure and
long curing cycles. It is used in some transducer applications because of long-term
stability under load. The maximum operating temperature for static loads is 180°C.

Polyimide Adhesives. Polyimide adhesives are used to install gages backed by polyimide
carriers or high-temperature epoxies. They are a one-part thermal setting resin and
are used from —200 to +400°C.

Ceramic cements (applicable from —270 to +550°C) and welding are other mounting tech-
niques.

Frequency Response

The frequency response of bridge transducers cannot be addressed without considering the
frequency response of the strain gage as well. It is assumed that the transducer is used in
such a manner that mounting variables do not influence its frequency response.

Piping in front of pressure transducer diaphragms and mounting blocks under acceler-
ometers are two examples of variables which can violate this assumption. Transducers, par-
ticularly those which measure force, pressure, and acceleration, typically are dynamically
modeled as single-degree-of-freedom systems characterized by a linear second-order differ-
ential equation with constant mass, damping, and stiffness coefficients. In reality, transducers
possess multiple resonant frequencies associated with their flexure and their case. Figure 4
presents the actual frequency response of a bridge-type accelerometer; The response indicates
this single-degree-of-freedom model to be adequate through the first major transducer res-
onance. Such devices have a frequency response usable (constant within 4% referenced to
their dc response) to one-fifth of the value of this major resonance. The strain gage itself
acts as a spatial averaging device whose frequency response is a function of both its gage
length and the sound velocity of the material on which it is mounted. Reference 6 discusses
this relationship from which Fig. 5 is extracted. Figure 5 contains curves for three different
length gages. Its abscissa must be multiplied by a specific sound velocity. For most bridge
transducers, the structural resonance of the flexure constrains its frequency response.

3.4 Electrical Aspects of Gage Operation

The resistance strain gage, which manifests a change in resistance proportional to strain,
must form part of an electrical circuit such that a current passed through the gage transforms
this change in resistance into a current, voltage, or power change to be measured. The
electrical aspects of gage operation to be considered include current in the gage, resistance
to ground, and shielding.
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Strain gages are seldom damaged by excitation voltages in excess of proper values, but
performance degrades. The voltage applied to a strain gage bridge creates a power loss in
each arm which must be dissipated in the form of heat. By its basic design, all of the power
input to the bridge is dissipated in the bridge with none available to the output circuit. The
sensing grid of every strain gage then operates at a higher temperature than the transducer
flexure to which it is bonded. The heat generated within the gage must be transferred by
conduction to the flexure. Heat flow into the flexure causes a temperature rise which is a
function of its heat sink capacity and gage power level. The optimum excitation level for
strain gage applications is a function of the strain gage grid area, gage resistance, heat sink
properties of the mounting surface, environmental operating temperature range of the gage
installation, required operational specifications, and installation and wiring techniques. Rigid
operating requirements for precision transducers require performance verification of the op-
timum excitation level. Zero shift versus load and stability under load at the maximum
operating temperature are the performance tests most sensitive to excessive excitation volt-
age.

Table 2 and Figs. 6-8 allow a first approximation at optimizing bridge excitation levels.
Table 2 defines the suitability of various structural materials for providing an adequate heat
sink for gage mounting dependent on both accuracy requirements and static or dynamic
measurements. Figures 6—8 define the recommended excitation voltage for specific gages as
a function of the power density capability of the heat sink and gage grid area.

Resistance to ground is an important parameter in strain gage mounting since insulation
leakage paths produce shunting of the gage resistance between the gage and metal structure
to which it is bonded, producing false compressive strain readings. The ingress of fluids
typically leads to this breakdown in resistance-to-ground value and can also change the

Table 2 Suitability of Various Materails as Heat Sink for Strain Gage Mounting

Excellent, Fair, Poor, Very Poor,
Heavy Thin Filled Unfilled
Aluminum Stainless Plastic Plastic
or Good, Steel Such as Such as
Accuracy Copper Thick or Fiberglass/ Acrylic or
Requirements Specimen Steel Titanium Epoxy Polystyrene
High 2-5 1-2 0.5-1 0.1-0.2 0.01-0.02
3.1-7.8 1.6-3.1 0.78-1.6 0.16-0.31 0.016-0.031
Moderate 5-10 2-5 1-2 0.2-0.5 0.02-0.05
7.8-16 3.1-7.8 1.6-3.1 0.31-0.78 0.031-0.078
Low 10-20 5-10 2-5 0.5-1 0.05-0.1
16-31 7.8-16 3.1-7.8 0.78-1.6 0.078-0.16
Dynamic
High 5-10 5-10 2-5 0.5-1 0.01-0.05
7.8-16 7.8-16 3.1-7.8 0.78-1.6 0.016-0.078
Moderate 10-20 10-20 5-10 1-2 0.05-0.2
16-31 16-31 7.8-16 1.6-3.1 0.078-0.31
Low 20-50 20-50 10-20 2-5 0.2-0.5
31-78 31-78 16-31 3.1-7.8 0.31-0.78

Note: Units are W/in? on top, kW/m? in italics underneath. Courtesy of Measurement Group, Inc., Raleigh, NC.
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Figure 6 Bridge excitation versus grid area for various power densities and 120-Q) gages. (Courtesy
of Measurements Group, Inc., Raleigh, NC.)

mechanical properties of the adhesive. A minimum gage-to-mounting-surface resistance-to-
ground value of 50 MQ) is recommended.

Since signals of interest from strain gage bridges are typically on the order of a few
millivolts, shielding of the bridge from stray pickup is important. Gage leads should also be
shielded and proper grounding procedures followed. Stray pickup may be introduced by 60-
Hz line voltage associated with other electronic equipment, electrical noise from motors,
radio frequency interference, and so on. Note that shielding materials for electrical fields are
different from those for magnetic fields. Nickel alloy strain gages are particularly susceptible
to magnetic fields.

3.5 Technical Societies and Strain Gage Manufacturers

In concluding a discussion of the resistance strain gage, it is appropriate to identify some of
the technical societies dealing with strain gages and some of the manufacturers of strain
gages. In 1956, to accelerate the development of the resistance strain gage, BLH Electronics
established a users’ group to accomplish this purpose and to further the state of the art in
strain gage technology in general. This users’ group was formed primarily of various aircraft
companies in the western United States and is entitled the Western Regional Strain Gage
Committee (WRSGC). For 15 years, the WRSGC was an autonomous organization financed
by BLH Electronics. Since 1971, WRSGC has operated under the auspices of the Technical
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Figure 7 Bridge excitation versus grid area for various power densities and 350-Q) gages. (Courtesy
of Measurements Group, Inc., Raleigh, NC.)

Committee on Strain Gages (TCSG) of the Society for Experimental Mechanics (SEM). The
SEM is the premier organization in the United States involved with strain gages and exper-
imental mechanics in general. The SEM (formerly Society for Experimental Stress Analysis)
was founded by William Murray at the Massachusetts Institute of Technology. Publications
of this society include Experimental Mechanics and Experimental Techniques. A similar
European organization is the Joint British Committee for Stress Analysis, whose publication
is The Journal of Strain Analysis for Engineering Design.

By 2004, essentially the entire strain gage manufacturing capability in the United States
was consolidated by Vishay Measurements Group, corporate headquarters at Vishay Inter-
technology, Inc., 63 Lincoln Highway, Malvern, Pennsylvania 19355-2120. Its associated
website has an extensive array of in-depth articles on strain gage technology.

4 THE WHEATSTONE BRIDGE

Best transducer performance can be achieved by minimizing the strain level in the transducer
flexure. Lower strains allow increased safety without mechanical overload protection. Effec-
tive overload stops are usually troublesome to design and an added expense to make. Re-
duced strain levels almost always produce an improvement in linearity accompanied by a
reduction in the hysteresis originating in the transducer flexure material.
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Figure 8 Bridge excitation versus grid area for various power densities and 1000-Q) gages. (Courtesy
of Measurements Group, Inc., Raleigh, NC.)

Small strains result in small impedance changes in resistive strain gage elements. Elec-
tromechanical transducers use a Wheatstone bridge circuit to detect a small change in im-
pedance to a high degree of accuracy.

4.1 Bridge Equations

The circuit most often used with strain gages is a four-arm bridge with a constant-voltage
power supply. Figure 9 shows a basic bridge configuration. The supply voltage E,, can be

Figure 9 Four-arm bridge with constant-voltage (E,,)
power supply.
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either ac or dc, but for now we assume it is dc so equations can be written in terms of
resistance R rather than a complex impedance. The condition for a balanced bridge with e,
equal to zero is

R R
R ®
2 3
Next, an expression is presented for e, due to small changes in R, R,, R;, and R,:
e = |- R, dR, . R, dR, R dR, R, dR, ©)
’ Ry +R)> Ry +R) (R +R) R +R)| ™

In many cases, the bridge circuit is made up of equal resistances. Substituting for individual
resistances, a strain gage resistance R, and using the definition of the gage factor from Eq.
(3), Eqg. (6) becomes

n:%(_64+63_62+6l) N

The unbalance of the bridge is seen to be proportional to the sum of the strain (or
resistance changes) in opposite arms and to the difference of strain (or resistance changes)
in adjacent arms.

Equations (6) and (7) indicate one technique to compensate strain gage circuits to min-
imize the influence of temperature-induced strain. This was referred to in Section 3 as the
dummy gage method.

Assume that we have a bridge circuit with one active arm and arbitrarily let this arm
be number 4. Equation (7) becomes

FE,
e, = (~€) ®)

4
Arm 4 responds to the total strain induced in it, which is comprised of both thermal (7) and
mechanical (m) strain

€ =€, T ¢ ®

A problem arises if it is desired to isolate the mechanical strain component. One solution
is to take another strain gage (the dummy gage) and mount it on a strain-isolated piece of
the same material as that on which gage 4 is mounted. If placed in the same thermal envi-
ronment as gage 4, the output from the dummy gage becomes simply e, If the dummy gage
is wired in an adjacent bridge arm to 4 (1 or 3), Eq. (7) becomes

¢, =% (-6 g +e) (10)
Equation (10) indicates that thermal strain effects are canceled. Similarly, in Fig. 2, four
gages were shown mounted on a transducer diaphragm. Equation (7) indicates that thermal
strain effects from this circuit should be canceled.

In reality, perfect temperature compensation is not achieved since no two strain gages
from a lot track one another identically. However, compensation adequate for many appli-
cations can be accomplished.

The biggest thermal problem with bridge transducers occurs in transient situations, such
as explosive or combustion environments. Here, due to individual physical locations, gages
in a bridge are not in the same time-varying temperature, and compensation cannot be
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achieved. The only technique which can be used in this situation is either to cool the trans-
ducer by circulating water or gas around it or to delay the thermal transient until the mea-
surement is complete.

The alternating signs in Eq. (7) are useful in isolating various strain components when
using bridge circuits containing strain gages. Figure 10 shows a beam flexure used in an
accelerometer. Four gages are mounted on the beam—two on the top and two on the bottom.
Notches are placed in the beam to intensify the strain field under the gages. Due to symmetry,
the tension gages see the same strain as do the compression gages. If the tension gages
occupy two adjacent arms of the bridge and the compression gages the other two, Eq. (7)
indicates that the net bridge output will be zero. However, if the tension and compression
gages are in opposite arms, Eq. (7) indicates that a bending strain signal four times that of
an individual gage will be produced with temperature compensation also achieved.

Equation (6) presented the generalized form of the bridge equation for four active arms.
If only one arm (e.g., arm 4) is active, this equation becomes

[ —RuR,
e, = |:(R3 + R4)2i| Eex (11)

This equation was specifically presented for small changes in resistance, such as those as-
sociated with metallic strain gages. If the change in resistance in arm 4 is large, Eq. (11) is
better expressed as

_ (R T ARJE,  RE, 1)
“ @R, +AR)+ R R, +R,

Tension
Gages (2)

Compression

Seismic
Gages (2
Mass ages (2)

Figure 10 Strain gaged beam flexure used in accelerometer. (Courtesy of Endevco.)
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For an equal-arm bridge, this becomes

_ ARE,  FE,e (13)
“ 4R+ 2AR 4+ 2Fe
For an equal-arm bridge, Eq. (11) becomes
dR E FE
— eX — SXE (14)

€ = 4R 4

The difference between Eqs. (14) and Eq. (13) is that Eq. (14) describes a linear process
while Eq. (13) describes a nonlinear one. Semiconductor gages, because of their large gage
factor, require analysis using Eq. (13).

Semiconductor gages may be used in constant-voltage four-arm bridge circuits when
two or four gages are used in adjacent arms and strained so that their outputs are additive.
Analysis of the bridge equations for this situation will show that if gages in adjacent arms
are subjected to equal but opposite values of AR, the output signal is doubled and the
nonlinearity in the bridge output is eliminated. Another approach to eliminating this nonlin-
earity is to design a circuit where the current through the strain gage remains constant.

Table 3 provides generalized bridge equations for one, two, and four equal-active-arm
bridges of various configurations. The dimensionless bridge output is presented in millivots
per volts for a constant-voltage power supply. Strain is presented in microstrain. No small-
strain assumption is built into these equations. For large strains with semiconductor gages,
F may not be a constant and this correction also has to be built into the equations. In this
table, the Poisson gage is one which measures the lateral compressive strain accompanying
an axial tension strain. As noted earlier, only for two adjacent active gages with equal and
opposite strains or for four active gages with pairs subjected to equal and opposite strains
is the bridge output a linear function of strain.

4.2 Lead Wire Effects

There has been a historical lack of agreement between manufacturers of strain gages as to
color codes and wiring designations. This is particularly true in bridge transducers. Figures
11 and 12 are suggested industry standards which have assisted in lessening this confusion.
Figure 11 covers the situation where all bridge elements are remote from the power supply,
while Fig. 12 covers the situation where only one bridge arm is remote from the power
supply. The bridge balance network and shunt calibration are discussed in Sections 5 and 6,
respectively. Table 4 presents guidelines for multiconductor strain gage cable.

The previous discussion has assumed that the only resistive elements in the circuits are
the gages themselves. Resistance of circuit lead wires also is a consideration.

One possible need for remote recording occurs when the bridge power supply and the
readout instrumentation are at one location and the bridge transducer is at a remote location.
In this situation, the resistance R, of each lead wire between the bridge and the power supply
or readout must be accounted for. Most readout instruments have very high input impedances,
so the effect of R, in series with them can be ignored. The significant effect of lead-wire
resistance is to modify the resistance in series with the power supply from Ry ;g 10 Ryigge
+ 2R,. For example, a lead-wire resistance of 3 () and a bridge resistance of 120 ) will
produce loading effects which, if not corrected, will result in a 5% error in bridge transducer
output.

There are at least three simple techniques to eliminate this error source:
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Table 3 Equations for One, Two, and Four Equal-Active-Arm Bridges

Bridge/Strain Output Equation—e,/E,
Arrangement Description (mV/V)
] Single active gage in uniaxial tension or e, __ Fex 107
Eex compression E, 4+ 2Fex10°°
Two active gages in uniaxial stress field— e Fe(1 + v) X 1073
Eox one aligned with maximum principal - = — =
_ strain, one ‘‘Poisson” gage Eoo 4+ 2Fe(l =) x 10

Two active gages with equal and opposite

. ; . , F
strains—typical of bending-beam ; = 76 x 1073
arrangement ex

Two active gages with equal strains of same
sign—used on opposite sides of column e, _ _Fex 107
with low temperature gradient (e.g., E, 2+ Fex10°

bending cancellation)

Fow e ol S e g0
& prineip E. 2+Fel—-1nx10°

strain, two ‘““‘Poisson” gages (column) ex

Four active gages in uniaxial stress field— ¢
two aligned with max. principal strain,

—2

_ Fe(l + v) X 1073

two ““Poisson” gages (beam). Ee 2
Four active gages with pairs subjected to e

equal and opposite strains (beam in —> = Fe X 1073

bending or shaft in torsion) ex

Courtesy of Measurements Group Inc., Raleigh, NC.

1. The bridge transducer can be calibrated with the long length of cable with which it
will operate.

2. The excitation voltage E,, can be measured at the bridge itself instead of at the power
supply and appropriate values substituted in Eq. (6) or equivalent versions of it.

3. The bridge voltage E,, can be determined by measuring the current to the bridge

(lriage) and calculating E, as the product I g, X Ririgge-

Another possible need for remote recording occurs when two gages (either both active
or one active and one for temperature compensation) are at the test site. The other two bridge
completion resistors are in parallel with the power supply and located adjacent to it. In Fig.
9, assume R, and R, are the two remote active arms. In Eq. (6), the last two terms would
be zero since these arms are not active. In this equation R, and R, would become respectively
R, + R, and R, + R,. If the strain gages in both arms are identical, Eq. (6) reduces to
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MCOONNELL DOUGLAS CORP.

Figure 11 Color code and wiring designation, four-arm bridge. (Courtesy of Western Regional Strain
Gage Committee.)

FE.R

e, = AR+ R) (—& + &) (15)

Other situations can be investigated by substituting appropriate values for the resistance in
each bridge arm (including lead-wire resistance) in the governing bridge equation. In addi-
tion, Section 6 will show that shunt calibration is one technique that can be used to com-
pensate the system for the effects of lead-wire resistance.

4.3 Temperature Compensation

Before leaving the analysis of the Wheatstone bridge circuit, temperature compensation of
bridge-type transducers should receive additional discussion. An ideal transducer would yield
an output voltage which is a constant calibration factor times its mechanical input, indepen-
dent of other environmental factors. Ambient temperature variations are one of the major
error sources in precision transducers. Even when using self-temperature-compensated strain
gages and taking advantage of the ability of the Wheatstone bridge circuit to subtract in the
dummy gage method, some residual error remains. These remaining errors are of two types.

First, the transducer zero output can change with temperature. Unequal mechanical ex-
pansion of transducer members can cause this effect. Second, the calibration factor, span, or
sensitivity also can change with temperature. This can be caused, for example, by a change
in the stiffness of the transducer flexure with temperature.
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Figure 12 Color code and wiring designation, single-arm bridge. (Courtesy of Western Regional Strain
Gage Committee.)

Table 4 Multiconductor Strain Gage Cable Guideline, Western Regional Strain Gage Committee

A need exists for low-millivolt signal levels to be transmitted by better quality multiple conductor
cables of considerable length.

I.  Conductors Three through eight twisted, stranded conductors of tinned copper per
ASTM-B-174, AWG 20-16/32, or AWG 18-16/30
II. Color code Jacket: orange, grey, white, or black
Conductors: Per ISA-S37.3, ANSI-MC6.2-1975, and WRSGC/SESA
5-6-1960
III. Insulation Superior to the PVC materials currently in use. The dielectric material should

be nonhygroscopic and approach zero water absorption and zero water
permeability. Target jacket thickness of .016 in. or less and conductor
insulation of .012 in. or less. Target resistance values should be constant as
practical humid and wet environments and as high as possible (target value
of 500 Q per 1000 ft). The breakdown level of the dielectric materials shall
be greater than 150 V dc.

IV. Construction The cable shield shall be aluminized polyester tape with 100% coverage of all
conductors. A 22-AWG drain wire shall be in intimate contact with the
shield throughout the entire cable length. The cable shall have as a small a
diameter as practical and be flexible enough to have a bend radius less than
six cable diameters. Overall cable strength sufficiently high to be pulled
through conduits.

Courtesy of Society for Experimental Mechanics.
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The following discussion provides one compensation scheme for each type (metallic
and semiconductor) of bridge transducer. References 7 and 8 are sources of more detailed
information. An equal-arm bridge transducer operating with a constant-voltage supply is
assumed. Metallic strain gages are discussed first.

Figure 13 shows one scheme for compensating for transducer zero shift. A corner of
the bridge is brought out to terminals, and a temperature-sensitive resistor, r, is placed in
one side of the bridge. Typically, a wire resistor such as Balco, nickel, or copper with a
positive temperature coefficient is used.

The transducer must first be temperature calibrated and the change in zero reading for
a given temperature range determined. This can be characterized in volts of output change
per volt of input. Definitions are

b = output voltage change per degree per input volt
a = temperature coefficient of resistance of r

R = bridge arm resistance

T = temperature change from reference temperature

If the bridge supply voltage is E,, and R is changed a small amount by the addition of
r, the bridge output is

E.r
= —= 16
T (16)
Equation (16) can further be expressed as
E. r(1 + aT)
— ex 1
¢, = == —— (17
or
e, = const + E_bT (18)

where r, is the value of r at the reference temperature. The effect of the constant term is
eliminated by a temperature-insensitive trim resistor in an adjacent arm. The above equations
indicate that at the reference temperature r, should be selected equal to 4 Rb/a. If the
transducer is properly designed, b is very small compared to a, keeping the compensating
resistor small in value. The compensating resistor should be located in an arm causing a
voltage change of opposite sign to the zero drift with increasing temperature.

After zero shift is compensated, the calibration or span factor remains to be compen-
sated. Most metal strain gage transducers give larger outputs with increasing temperature,
so the temperature coefficient of the calibration scale factor, K, is positive. The trick in span
compensation is to hold the transducer supply voltage constant while automatically varying

Figure 13 Transducer bridge compensation for zero
shift, metal gages.
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the bridge current, causing it to decrease with increasing temperature. In this discussion, r
is identified to be a positive series resistor (Fig. 14). Definitions are

r=ryl + aT)

a = positive temperature coefficient of r

T = temperature difference from reference temperature

¢ = temperature coefficient of the calibration factor K, so K = K,(1 + ¢T)
E,, = transducer supply voltage

The voltage on the transducer at the reference temperature is RE,, /(R + r,) and at temper-
ature T is RE_,/(R + r). The ratio by which it changes is (R + r,)/(R + r), which is used
to correct for the variation in K. This variation is corrected for when K,(1 + ¢T)(R + ry)/
[R + ry(1 + aT)] = constant. The value of r, which satisfies this requirement can be shown
to be

cR
a—c

19)

To =

Note that in span and zero compensation as discussed thus far, the compensating resistors
must be at the same temperature as the transducer. Usually, this is accomplished by mounting
the resistors inside the transducer.

Figure 15 shows one technique for correcting for zero shift due to the temperature in
semiconductor bridges. Temperature compensation is performed by adding non-temperature-
sensitive resistors in series and parallel to the gage having the highest resistance change with
temperature. The objective of this method is to achieve both zero balance and temperature
compensation together. Since the compensation resistors are non—temperature sensitive, they
can be added wherever convenient in the circuit.

The bridge is first balanced using a series resistor at ambient room temperature. Next,
the transducer is cycled over the temperature extremes. A parallel resistor is installed across
the gage having the greatest resistance change. The bridge is then rebalanced and the pro-
cedure repeated until satisfactory performance is achieved.

Semiconductor bridge transducers are typically compensated for calibration or span fac-
tor with a circuit as in Fig. 14. However, r for this situation is a non-temperature-sensitive
resistor. For p-type silicon gages, the strain sensitivity drops with temperature while the
resistance rises. The increase in resistance occurs at a greater rate than does the decrease in
sensitivity. Figure 14 shows that the effect of an increase in resistance R, with r constant, is
to increase the voltage applied to the bridge, offsetting the decrease in strain sensitivity.
Alternately, in Fig. 14, r can be replaced by a thermistor instead of a fixed dropping resistor.
The thermistor is generally a more efficient method of compensation but must be in the
same thermal environment as the bridge network.

l Figure 14 Transducer bridge compensation
for span, metal gages.
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Figure 15 Transducer bridge compensation
N for zero shift, semiconductor gages.

When balancing Wheatstone bridges, it must be determined that the balancing circuit
does not significantly alter the thermal compensation network. Balancing methods are dis-
cussed next.

5 RESISTANCE BRIDGE BALANCE METHODS

Even when a best attempt is made at matching resistors, the output from a bridge transducer
with zero measurand applied is always something other than zero volts. With microprocessors
and scanners, this is of little consequence. The initial bridge output can be acquired and
stored in the memory of the microprocessor and then subtracted from all subsequent readings.
Frequently, however, it is desired to initialize a bridge circuit such that a zero value of
measurand corresponds to zero voltage. For example, assume it is desired to acquire a vi-
bration measurement on a space vehicle using a bridge transducer. Assume the channel is
to be calibrated for +20g and the accelerometer has a sensitivity of 1 mV/g (g = standard
acceleration of gravity). If the data channel range were =20 mV, and the accelerometer
acquiring the measurement had a zero offset of 5 mV, the channel could transmit only in
the range of +15¢g to —25g as opposed to *20g. Balancing the bridge would solve this
problem.

Equation (5) presented the requirement for a balanced bridge. Basically, the resistance
ratio of any two adjacent bridge arms must be equal to the resistance ratio of the other two
arms. Any bridge-balancing network must then have as its objective the satisfying of this
criterion. The two main types of zero balancing methods are those which manipulate one
arm of a transducer bridge to bring its output to the desired condition and those which
manipulate two adjacent arms of the transducer bridge.

Figure 16 presents the most common circuit for manipulating a single bridge arm. A
variable resistor R, is placed across one of the resistors (say R,) whose value needs to be

o

Figure 16 Circuit for manipulating a single bridge arm.



92 Bridge Transducers

lessened such that R,/R, = R,/R,. The effect of R, in parallel with R, is to lessen the value
of the bridge arm from R, to some new value R;.

The overall combination of R, in parallel with R, must be variable over a range at least
equal to the maximum possible initial unbalance of the bridge. Selecting this range, other
than by trial and error, requires knowledge of the strain gage resistance R, its tolerance in
percentage m, and the number of active gages n in the bridge. The range of the balancing
circuit should be

2Rmn
100

(20)

Note that the presence of the variable resistor R, desensitizes the bridge network since
AR,/R, is not equal to AR,/R;. If the strain gages are initially closely matched, the influence
of this effect is small since R, will remain large and R, will closely approximate R,. For
optimum precision, the best method to minimize the influence of the variable resistor is to
calibrate the transducer once the bridge is balanced. Of course, if less than four arms of the
bridge are active and balancing is performed across a dummy completion resistor, no desen-
sitizing of the bridge occurs.

Two techniques are available to manipulate two adjacent arms in a bridge. Again, the
rationale for this manipulation is to satisfy Eq. (5). The first technique is series manipulation,
which assumes the bridge is open such that the variable resistance may be inserted in series
with two arms of the bridge. This technique is not applicable to a closed bridge.

Figure 17 shows a variable series resistor R inserted in one corner of the bridge. The
insertion of R, which is typically quite small, allows adjustment of the ratio of R, to R, to
achieve balance. Reference 2 provides the best discussion of bridge balance networks and
indicates that minimum bridge desensitization occurs when bridge power is applied across
the vertical terminals of Fig. 17 as opposed to the horizontal.

The second technique discussed (and the one typically used) is parallel manipulation of
two adjacent bridge arms. Figure 18 illustrates this technique. The parallel variable resistor
R, allows the ratio of R,/R; to be adjusted. A pad resistor, Ry,p, serves simply to keep the
individual bridge arms from being shorted out at the end of travel of R;. Again, the secret
is to keep the combination of R and R, as high as possible to avoid bridge desensitization.
If no other guidance is available, start out with a pad resistor about 100 times the bridge
resistance and a variable resistor about 20 times the bridge resistance. Again, maximum
accuracy is achieved when the bridge transducer is calibrated with the balance network with
which it will be used.

Figure 17 Circuit for series manipulation of Figure 18 Circuit for parallel manipulation of
two adjacent bridge arms. two adjacent bridge arms.



6 Resistance Bridge Transducer Measurement System Calibration 93

As alluded to earlier, the addition of a balance network to a bridge transducer may react
unfavorably with temperature compensation resistors placed in the transducer’s circuitry by
its manufacturer. Temperature compensation can be severely modified by the presence of
this balancing network. The prerequisite to insertion of a balance network should be an exact
knowledge of the circuit of the transducer. For this reason, and for reasons associated with
desensitization of the transducer, balance networks should be avoided unless required.

6 RESISTANCE BRIDGE TRANSDUCER MEASUREMENT SYSTEM CALIBRATION

A basic component in any measurement system is the transducer. The measurement system
can be as simple as a transducer, a cable from the transducer, and a recorder. Alternately,
the measuring system can contain many more of the elements of the transmitting and re-
ceiving system defined in Section 1. Cables, amplifiers, filters, digitizers, tape recorders, and
so on all have the capability, when inserted into a measurement system, to modify both the
amplitude and spectral content of the signal from the transducer defining the measurand. The
response of these components may also drift with time.

To obtain measurements of the highest possible quality, one must accurately and care-
fully calibrate the entire measurement system as near to the time of actual measurement as
possible. The calibrations may be conducted prior to, immediately after, or even during the
time of actual measurement. Such calibration of an entire measurement system is referred
to as “‘end-to-end” calibration. This calibration ordinarily does not replace the evaluation of
individual components of the measurement system.

One group concerned with ‘“‘end-to-end” calibration of measurement systems is the
Telemetry Group/Range Commanders Council whose Secretariat is headquartered at White
Sands Missile Range, New Mexico. The Transducer Committee of the Telemetry Group
coordinated the writing of Chapter 2 of Ref. 9, entitled “Test Methods for Transducer-Based
System Calibrations.” The following information is largely extracted from that chapter, which
also deals with piezoelectric transducers, servo transducers, capacitive and inductive trans-
ducers, and thermoelectric transducers.

A preferred calibration procedure is one in which a known value of the measurand is
applied directly to the transducer in the measurement system (transmitting, receiving, and
display) in which it will be used. This procedure permits the output display to be read directly
in terms of units of the measurand.

6.1 Static Calibration

The basic equipment for the static calibration of transducer systems consists of a measurand
source supplying accurately known and precisely repeatable values of the measurand and an
output-indicating or recording system. The combined errors or uncertainties of the calibration
system should be sufficiently smaller than the permissible tolerance of the system perform-
ance characteristic under evaluation so as to result in meaningful calibration values. All
calibration system components should be periodically checked against standards. Environ-
mental conditions during calibrations should be constant and specified to permit corrections
to the data, as required.

The procedures which will be specified are based on the assumption that the measuring
system is linear. For systems that will ultimately measure dynamic data, linearity is a pre-
requisite.

The static calibration sequence consists of the following steps:
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1.
2.
3.
4.

Zero-measurand output verification
Sensitivity verification
Linearity and hysteresis verification

Repeatability verification

Zero-measurand output verification starts with a measurement of system output with
zero measurand applied to the transducer. Zero measurand is an important measurement for

several

1.

2.

3.

reasons:

In many measurement systems, the transducers are exposed to zero measurand before
the test begins.

For many transducers, zero measurand means that no external input to the transducer
is required, thus greatly simplifying the test procedure.

Measurement system malfunctions, including drift, will frequently appear when the
system output is monitored over some reasonable time period with zero measurand
applied.

In some measurement systems with no external measurand input, the ambient envi-
ronment will furnish an important reference point for the system calibration. For
example, for an absolute-pressure-measuring system, the ambient atmospheric pres-
sure provides this reference. Similarly, for certain accelerometer systems, the meas-
urable attitude of the test vehicle prior to launch represents a known component of
the earth’s gravitational field as input to the accelerometer.

For a measurement system with a linear response, the slope of the line characterizing
the input measurand versus system output represents the sensitivity of the system. There are
a number of straight lines which may be chosen to provide this sensitivity verification. These
include the following:

1.

2

gl

Endpoint line—The straight line between the outputs at the specified upper and lower
limits of the range.

Best straight line—The line midway between the two parallel straight lines closest
together that enclose all output versus measurand values on a calibration curve.

Terminal line—The straight line for which the endpoints are 0 and 100% of both
measurand and output.

Theoretical slope line—The straight line connecting the specified points between
which a specified theoretical curve has been established.

Least-squares line—The straight line for which the sum of the squares of the residuals
is minimized for all calibration points.

Procedures used in the verification of sensitivity will depend on specific accuracy, cal-
ibration time, and expense trade-off choices for each system. For unidirectional transducers,
it is typical to calibrate from zero to full scale and back again in 10% of full-scale increments
(21 points). For bidirectional transducers, a 21-point calibration cycles the transducer from
negative full scale to positive full scale and back again in 20% of full-scale increments.

Data extracted from these calibrations are typically linearity and hysteresis. Linearity is
the closeness of a calibration curve to the specified straight line, expressed as the maximum
deviation of any calibration point from that line during any one calibration cycle. Hysteresis
is the maximum difference in output at any measured value within the specified range when
the value is approached first with increasing and then with decreasing measurand.
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The reference straight line selected is often the linear least-squares line. This line is
based on the following principle: The most probable value of an observed quantity is such
that the sum of the squares of the deviations of the observations from this value is a mini-
mum. This is based on the fact that most measurements of physical quantities show a normal
distribution with both positive and negative deviations from the mean probable and very
large deviations less likely than small deviations. The line can be defined unequivocally in
terms of the quantities measured. The line also is statistically significant, and standard de-
viations can be assigned to estimates of the slope, intercept, and other parameters derived
from it.

An additional parameter describing the performance of the measurement system is ob-
tained by repeating the static calibration of the system. A minimum of two, but preferably
three, consecutive static calibrations yield data from which the “repeatability’ of the system
is verified. Repeatability is the ability of the measurement system to reproduce output read-
ings when the same measurand value is applied to it consecutively under the same conditions
and in the same direction. It is expressed as the maximum difference between corresponding
values from at least two consecutive calibrations. Although there is no universal agreement
as to the particular values selected, a value close to full-scale output is commonly used.

If the bridge transducer will be used to acquire time-varying measurements, the mea-
suring system must be both dynamically and statically calibrated. The dynamic response of
any system is described by a frequency response function which is a complex function of
frequency. The frequency response function relates system output to system input in the
frequency domain. For measurement systems, this frequency response function is typically
represented by Bode plots which are log amplitude and phase versus log frequency.

6.2 Dynamic Calibration

Dynamic calibrations are inherently more difficult to perform than are static calibrations and
usually require specialized equipment. Dynamic calibrations can be performed using several
types of well-defined input signals, such as applications of sinusoids, transients, or broadband
noise. The principal requirement that the input must satisfy is that it must contain significant
energy at frequencies over the range of the frequency response function of interest.

The dynamic calibration sequence consists of the following steps:

1. Dynamic sensitivity determination

2. Dynamic amplitude linearity determination
3. Amplitude—frequency verification
4.

Phase—frequency verification

If the measuring system does not have zero frequency response, its end-to-end calibra-
tion is of necessity made by dynamic methods. The simplest approach to dynamically de-
termining system sensitivity is the application of a sinusoidally varying measurand to the
transducer. The amplitude of the measurand should be equal to the range of the transducer.
For unidirectional transducers, this test involves biasing the transducer to its half-range point.
At the test frequency, it is possible to relate the peak amplitude of the system response to
the amplitude of the measurand and determine system dynamic sensitivity.

It is further desired to acquire dynamic amplitude linearity by performing tests equiv-
alent to dynamic sensitivity determination at several levels of the measurand (usually levels
of 25, 50, 75, and 100% of full scale are adequate). This testing should be performed at
several different frequencies over the range of the frequency response function of interest.
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If the measurement system cannot be verified to be linear, it should not be used to acquire
time-varying measurements.

The concept of a measuring system having a unique amplitude—frequency and phase—
frequency response is only meaningful for systems which have been verified to be dynam-
ically linear. Amplitude—frequency response tests consist essentially of a series of dynamic
sensitivity determinations at a number of frequencies within the bandwidth of the system.
Three is the minimum number of test frequencies. One test should be performed close to the
upper limit of the frequency band where the response has not been affected by the high-
frequency roll-off characteristic of the system. The second frequency should be sufficiently
higher than the first to provide some indication of the roll-off rate of the system. The third
frequency should be about halfway between zero frequency and the first test frequency to
verify a flat response to the upper band edge. More improved definition obviously can be
provided by increasing the number of test frequencies.

Phase—frequency response characteristics of a measuring system can often be acquired
simultaneously with the amplitude—frequency response. An output recording device is re-
quired with two identically responding channels. The system output is recorded on one
channel. The second channel records the measurand, which is typically acquired by a pre-
viously calibrated monitoring transducer whose amplitude—frequency and phase—frequency
response characteristics are well established. A time correlation between the system output
and this monitoring transducer can establish measuring system phase—frequency response.
For systems measuring signals whose time history is important, a linear phase response with
frequency is required. For those signals about which only statistical information is to be
acquired (e.g., random vibration), phase response is not an important system characteristic.

With today’s technology, frequency response functions can also be characterized by
transient or random system excitation. Dual-channel spectrum analyzers can ratio input-to-
output measuring system Fourier transforms in near-real time. Recall that the system input
stimulus must contain significant signal content at all frequencies of interest.

6.3 Electrical Substitution Techniques

If actual values of the measurand cannot be used to calibrate resistance bridge transducers,
electrical substitution techniques can be used. Test equipment required includes a precision
voltage source, precision resistors or decade box, and a signal generator. The techniques
include shunt calibration, series calibration, and bridge substitution. Shunt calibration tech-
niques are discussed first.

Inserting a resistor of known value in parallel with one arm of a strain gage bridge is
single-shunt calibration. The calibration resistor is inserted across the arm opposite the strain
gage conditioning system. The conditioning system may contain a balance potentiometer, a
limit or pad resistor, modulus resistors, and temperature compensation resistors. Standard
practice is to insert the shunt resistor between the negative input (excitation) and the negative
output (Fig. 19). This reduces errors caused by shunting some of the bridge-conditioning
resistors.

The value of the shunt resistor R, is determined by first applying a value of the mea-
surand to the transducer and monitoring the voltage change at the transducer output terminals
(Fig. 19). With the measurand removed, a decade box is substituted for R, and its resistance
adjusted until a voltage change results with a magnitude equal to that caused by the mea-
surand. For subsequent calibrations, a fixed resistor R, can be substituted for the decade box.
When the switch in series with R, is closed, it will produce a step voltage through the
measuring system of amplitude equal to that produced by the measurand. When shunting
one arm of the bridge, the resistance change produced in that arm is —R?*/(R,. + R).



6 Resistance Bridge Transducer Measurement System Calibration 97

4 Active Arm Transducer

+
Bridge © Input
Balance +
Network —o Qutput
—AWNV— _
—o° Output
& * —o Input
Rc2 Shunt
R, 3
—A\V

Figure 19 Single-shunt calibration of bridge transducer.

In the calibration laboratory, the small lead length associated with the transducer intro-
duces no error in establishing R.. The application of the bridge transducer in the field can
require significant lengths of cable with significant transmission line resistance. Figure 20
illustrates the situation where R, must be applied remotely. If R, were applied directly at the
bridge, loading errors introduced by transmission lines would be accounted for. If (as in Fig.
20) R, is applied at a remote location, the effect of the transmission line resistance 2R, in
series with R, must be considered.

Bipolar shunting is used when the physical loading creates both positive- and negative-
going signals and it is desired to create positive and negative calibration outputs. The cali-
bration resistor is alternately inserted across the two arms opposite the bridge-conditioning
network. If line resistance is significant, it must be considered as in Fig. 21.

Series calibration of bridge transducers is considerably different from shunt calibration.
Figure 22 describes this process. Series calibration consists of two distinct calibration phases.
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Figure 20 Remote-location single-shunt calibration of bridge transducer.
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Figure 21 Remote-location double-shunt calibration of bridge transducer.

In the zero calibration phase the Zero Cal switch is moved downward so excitation is re-
moved from the bridge. The sensitivity resistor (Rggyns) is concurrently placed across the
bridge input terminals, simulating the power supply impedance to result in the same overall
system impedance encountered in the data circuit. Zero bridge transducer output is recorded.

The next calibration phase is the series phase. In the series calibration mode the two
switches in Fig. 22 are closed with the Zero Cal switch back in its original position, intro-
ducing R_, and R, into the circuit. This removes power from one corner of the bridge and
puts a calibration resistor R, in series with the sensitivity resistor and one side of the bridge
output. The second calibration resistor becomes intermediate between the Rgp\s-to-R,, con-
nection and excitation return. This second resistor, R, ,, is selected to maintain the approxi-
mate equivalent bridge impedance across the excitation. The calibration circuit then
electrically simulates the bridge transducer. The value of R, is determined experimentally,
corresponding to some measurand equivalent.

Series

Cal Rsens
Ac4
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Rea= A cal Input
‘ ! ~o Input
*o Output
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Figure 22 Series calibration of bridge transducer.
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Series calibration overcomes a serious shortcoming of shunt calibration. During appli-
cation of a shunt resistor, the transducer can still respond to mechanical input. The calibration
step is superimposed upon any mechanically induced signal present. If the mechanical input
is static and of sufficient magnitude, overranging will invalidate the calibration step. If the
mechanical input is dynamic, it may be impossible to accurately measure the magnitude of
the calibration step. The magnitude of the series calibration step is significantly more inde-
pendent of this mechanical input. As in all calibration, transmission line resistance must be
considered where significant. Similarly, a change in sensitivity resistance modifies the effect
of the series calibration resistance. However, the typical error incurred is negligible.

The final electrical substitution technique discussed is bridge substitution. This technique
involves substitution of a model for the bridge transducer itself. Figure 23 represents a typical
low-level bridge system.

An accurate bridge transducer model has the same terminal impedance as the transducer
and provides a fast and simple method of generating a static and dynamic output equivalent
to that generated by the transducer for a given physical load. It also provides a convenient
method for verifying the calibration resistor’s measurand equivalency for shunt and series
systems. The two types of bridge transducer models employed for system calibrations are
the shunt resistor adapter and the shunt resistor bridge.

Figure 24 describes the shunt resistor adapter, which is simple, inexpensive to construct,
and an exact model since it is used in conjunction with the actual transducer. The adapter
is inserted between the transducer and the rest of the measurement system. It performs three
primary functions.
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Figure 23 Typical low-level bridge system.
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Figure 24 Shunt resistor adapter.

1. It supplies the stimulus for performance of system end-to-end calibrations. Shunting
the arms of a transducer bridge with the appropriate resistors produces an unbalance
in the bridge equivalent to that produced by a given measurand. The adapter provides
a convenient method of applying these shunt resistors directly to the bridge with
negligible line loss (S, and S,).

2. It performs a system frequency response test. A convenient system frequency re-
sponse can be performed by selecting the appropriate shunt resistor and sweeping
the adapter’s ac power supply over the desired range. Figure 25 shows a typical
oscillograph display of the results.

3. It provides a convenient check of the system’s calibration resistors (R.) and equiva-
lents. The system’s R, equivalent will differ from the values established by the lab-
oratory calibration as a function of line resistance, calibration resistor tolerance, and
so on. Since the adapter shunt resistors are precision resistors that are applied directly
to the bridge, the equivalency of the adapter shunt resistors will not be affected by
lead resistance and other variables.

Although the shunt resistor adapter model is a very powerful and simple calibration
tool, it has two undesirable characteristics. The least desirable characteristic is that the system
calibration and calibration resistor equivalents generated by the adapter are incremental val-
ues superimposed on the transducer output resulting from the physical stimulus acting at the
time of the test. Also, the adapter does not provide a fixed independent reference since it is
used in conjunction with the transducer.

The undesirable features of the shunt resistor adapter can be eliminated by replacing
the actual transducer with a bridge model (Fig. 26). Since the shunt resistor bridge (bridge
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DC

10 Hz 50 Hz 75 Hz 100 Hz 150 Hz

Figure 25 Oscillograph frequency response display.

model plus shunt resistor adapter) is a stable, complete model of the transducer, it can be
used to perform an absolute end-to-end system calibration and can be a valuable tool in
troubleshooting.

Several disadvantages are encountered when using the shunt resistor bridge as a cali-
bration tool. Since some transducers are hard to model, it is difficult to ensure that the bridge
is a representative model of the transducer under all conditions. Furthermore, a different
bridge model is required for each major transducer design.

Shunt Resistor/Dynamic Adapter

Bridge Model

AC Variable
Freq. Source

Figure 26 Shunt resistor bridge.
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As a final note, remember that the resistance of semiconductor bridge transducers is
strongly a function of temperature. When using shunt or series calibration techniques on
semiconductor bridges, ambient-temperature changes should be taken into account.

7 RESISTANCE BRIDGE TRANSDUCER MEASUREMENT
SYSTEM CONSIDERATIONS

7.1 Bridge Excitation

When amplifiers and power supplies were formally designed around vacuum tubes, com-
ponent drift was a problem in bridge transducer measurement systems. Alternating-current
power supplies in bridge circuits eliminated many of these problems by operating at fre-
quencies above dc. Most bridge transducer power supplies today are dc. When comparing
dc supplies with ac, the following advantages are associated with dc:

1. Simpler circuitry
2. Wider resultant instrumentation system frequency response
3. No cable capacitive or inductive effects due to the excitation

4. Simpler shunt calibration and bridge balance circuitry

Independent of type of supply, the power level selected has to take account of all
variables which affect the measurement. These include gage resistance, gage grid area, ther-
mal conductivity of flexure to which gage is mounted, flexure mass, ambient test temperature,
whether used on a static or dynamic test, accuracy requirements, and long- or short-term
measurement. These variables account for the fact that a strain gage is a resistance which
has to dissipate heat when current passes through it. Most of the heat is conducted away
from the gage grid to the transducer flexure. The result of inadequate heat conduction is
gage drift.

For transient measurements, a steady transducer zero reference is not as important as
for static measurements. Bridge power can be significantly elevated to increase measurement
system signal-to-noise ratio.

The following specifications define key performance parameters of dc output instru-
mentation power supplies. Input supply can be either ac or dc.

1. Warmup Time. The time necessary for the power supply to deliver nominal output
voltage at full-rated load. It is usually specified over the range of operating temper-
atures.

2. Line Regulation. The change in steady-state dc output voltage resulting from an input
voltage change over the specified range.

3. Load Regulation. The change in steady-state dc output voltage resulting from a full-
range load change.

4. Efficiency. The ratio of the output power to the input power.

5. Load Transient Recovery. The time required for the output dc voltage to recover and
stay within a specified band following a step change in load.

6. Periodic and Random Deviation. The ac ripple and the noise of the dc output voltage
over a specified bandwidth with all other parameters held constant.

7. Stability (Drift). The deviation in the dc output voltage from dc to an upper limit
which coincides with the lower limit as specified above in 6.
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8. Temperature Coefficient. The change in output voltage per degree change in ambient
temperature.

Reference 10 defines test procedures for these specifications.

7.2 Signal Amplification

In addition to providing a precision power source to bridge transducers, the resultant millivolt
signals from these transducers often require amplification. This amplification is usually per-
formed by a differential dc amplifier. A differential dc amplifier is an electronic circuit whose
input lines are conductively isolated from the output lines, power, and chassis ground and
whose output voltage is proportional to the differential input signal voltage. Ideally, both
input lines have equal impedance and transfer characteristics with respect to the amplifier
ground structure. The amplifier has a frequency response from 0 Hz to a value determined
by the bandwidth of the amplifier.

Selecting amplifiers can be difficult because specification terminology is not universally
standardized. Amplifier specifications are either referred to input (RTI) or referred to output
(RTO). Discussing these specifications can lead to an understanding of the amplifiers them-
selves.

1. Input Impedance. The minimum impedance the amplifier will present when operated
within its specification. It is the impedance seen between the two ungrounded input
lines of the amplifier.

2. Source Current. The bias current flowing through the circuit comprised of the am-
plifier input terminals closed through the source resistance. The amplifier input
transistors act as constant-current generators in series with the input terminals. This
current can result in both offset voltage and common-mode voltage.

3. Common Mode Rejection. The measure of the conversion of common-mode voltage
to normal differential signal. The common-mode input voltage is the voltage com-
mon with both inputs to the amplifier. A common-mode rejection of 60 dB implies
that a 10-V signal applied simultaneously to both inputs produces an error signal
RTI of 10 mV.

4. Linearity. The maximum deviation from the least-squares straight line established
through the output voltage versus differential input voltage characteristic. In eval-
uating linearity, it is usually sufficient to test at the highest and lowest gains, since
linearity will be worst at these settings.

5. Gain Range. The slope of the least-squares straight line established through the
output voltage versus the differential input voltage characteristic of the amplifier.
The gain range is the maximum and minimum values of gain available from the
amplifier without causing any degradation in performance beyond the limits of the
specification.

6. Gain Stability with Temperature. The change in amplifier gain as a function of
ambient temperature for any gain in the specified gain range.

7. Zero Stability with Temperature. The change in output voltage with temperature. It
must be specified as RTI or RTO, and this test is typically performed with the
amplifier input leads terminated with the maximum source impedance and no signal
applied. A warm-up period is usually specified for both this test and gain stability
with temperature.
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8.

10.

11.

12.

13.

14.

Frequency Response. The minimum frequency range over which the amplifier gain
is within =3 dB of the dc level for all specified gains for any output signal am-
plitude within the linear output voltage range. In writing specifications, it is not
uncommon for a user to also specify the desired phase characteristics over the
frequency range of interest and the number of filter poles.

. Slew Rate. The maximum rate at which the amplifier can change output voltage

from the minimum to the maximum limit of linear output voltage range. It is ex-
pressed in volts per microsecond with a large-amplitude step voltage applied to the
input of the amplifier and the amplifier driving a specified capacitive load. The
usual source of slew rate difficulty is current limiting, and this specification (a
nonlinear process) should not be confused with rise time (a linear process).

Settling Time. The time following the application of a step voltage input for the
amplifier output voltage to settle to within a specified percentage of its final value.

Overload Recovery. The time required for the amplifier to recover from a specified
differential input signal overload. It is specified as the number of microseconds
from the end of the input overload to the time that the amplifier dc output voltage
recovers to within the linear output voltage range. Amplifier gain must be specified.

Noise. Noise is divided into two components: RTI and RTO. RTI noise is that
component of noise that varies directly with gain. It is measured with the amplifier
input leads terminated in the maximum source impedance and no signal applied.
The RTO noise is that component of noise which remains fixed with gain.

Harmonic Distortion. The maximum harmonic content for any amplifier frequency
or output amplitude within the specified limits.

Output Impedance. The maximum impedance the amplifier will present when it is
operated anywhere within its specification. This specification is important in resis-
tive loading ratings or in determining the amount of capacitance which can be
connected across the output without causing instability.

Reference 10 describes test procedures for these specifications and discusses them fur-
ther. Figure 27 presents the basic dc amplifier circuit. Reference 11 provides additional
discussion directed toward understanding dc instrumentation amplifiers.

7.3 Slip Rings

In many measurement applications, it is necessary to acquire data from rotating machinery.
Turbines, rate tables, and centrifuges are examples of such machinery. If it is necessary to

Figure 27 Basic dc amplifier circuit.
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measure strain, pressure, torque, force, and so on on the rotating machine component, signals
from bridge transducers must be coupled from this component to a stationary instrumentation
system. Instrumentation slip rings accomplish this function.

In their simplest form, slip rings consist of a metal ring on the rotating machine com-
ponent against which a brush attached to the stationary machine portion is spring loaded to
make ohmic contact. Precious metals are generally used for mating surfaces to minimize
contact resistance.

Slip rings came into existence in the 1940s with initial application in the aircraft in-
dustry. In the 1950s, mercury slip rings came into existence. These latter rings, which first
found application at Rolls Royce in England, use mercury as the signal transfer medium.
The mercury is entrapped between the rotor and the stator of the ring assembly. Today, slip
rings are capable of operating from very low RPM to tens of thousands of RPM.

Noise induced in slip rings is of the ohmic contact type, that is, it is roughly proportional
to current. A high brush pressure reduces noise at the expense of increased brush wear.
Brush wear is a function of the brush pressure, material, finish (usually microinch), and
flatness. One technique for lowering contact noise is to mount several brushes in parallel on
the same ring.

Because ohmic changes in the slip rings can be of the same order of magnitude as
resistance changes in the bridge transducer, full bridges are almost always used on the
rotating part to avoid inserting slip rings within the bridge itself. Slip rings in the output
circuits of bridge transducers using voltage monitoring do not create significant problems
because any small resistance changes in the rings are in series with the large input impedance
of the voltage-measuring device and are effectively ignored. Slip rings in the input circuits
of bridge transducers operating from a constant-voltage source can create problems if they
cause fluctuating voltage drops in series with the transducer. For this reason, constant-current
sources are preferred when using slip rings.

Other techniques for extracting data from rotating machinery have evolved over the
years. These include rotary transformers, light modulation, and radio frequency (RF) telem-
etry. Of these schemes, RF telemetry has displayed the most promise with commercially
available low-power transmitters capable of operating up to 30,000g.

7.4 Noise Considerations

Many other sources besides slip rings can induce unwanted spurious signals in these trans-
ducers. Since the unamplified output from bridge transducers is typically ones or tens of
millivolts and never more than a few hundred, they are easily influenced by noise sources.
The following discussion defines noise, documents how to verify its existence (or hopefully
nonexistence), and provides some hints as to how to suppress noise in bridge transducer
measuring systems. Reference 12 provides a basis for this discussion.

The output of measuring system components represents combinations of responses to
environments. These environments can be divided into two categories: desired and all others
(undesired). For example, consider a bridge pressure transducer in a hostile explosive envi-
ronment. Its desired environment is pressure. Other undesired environments it encounters are
temperature, acceleration, ionized gas, and so on. Ideally, the transducer would respond to
pressure alone. In practice, an additional response is elicited from the transducer due to the
other environments; usually, but not always, the response is small compared to the pressure
response.

Two response types exist for a bridge transducer: self-generating and non-self-
generating. Non-self-generating responses are due to changes in the material properties or
geometries within a transducer. Power has to be applied to the transducer to elicit a non-
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self-generating response. For example, pressure applied to the diaphragm of a pressure trans-
ducer with bridge electrical power supplied modifies the impedance of the strain gage circuit
and results in a millivolt output (non-self-generating). Self-generating responses are those
attributable to various measurands applied to bridge transducers without electrical power
supplied. Examples of these responses include thermoelectric-, photoelectric-, pyroelectric-,
and magnetoelectric-induced voltages within the bridge circuit. Thus, there exist four
environment—response combinations in bridge transducers. The non-self-generating response
to the desired environment is defined as signal. The non-self-generating response to the
undesired environment, as well as the self-generating response to both the desired and un-
desired environment, is noise. Figure 28 illustrates the paths associated with these four com-
binations with path 4 being signal and paths 1, 2, and 3 being noise.

The quantifications of paths 1-4 can be accomplished by switching. If at some time
during the test bridge power is switched off, Fig. 28 indicates that only paths 1 and 3 will
exist. Since these paths are both noise, the bridge transducer response ideally should ap-
proach zero. Similarly, if the desired environment can be switched off for some time period,
only paths 1 and 2 remain. If path 1 was verified as being noise free when bridge power
was removed, path 2 also becomes quantified. If paths 1, 2, and 3 are all shown to provide
negligible signal level, transducer output becomes attributable to path 4, which has been
defined as signal. In summary:

Remove bridge power: Document paths 1 and 3.
Reapply power and remove desired environment: Document paths 1 and 2.

If the documented signal paths are of sufficiently small magnitude to be considered incon-
sequential during test, the non-self-generating response to the desired environment (signal)
is recorded.

Some question may arise as to how to implement these procedures, particularly in tran-
sient measurement situations. For example, assume a bridge accelerometer is to be used to
measure a transient acceleration event. Three accelerometers can be fielded in close physical

Self- Generating
Response

Desired
Environment

Non- Self— Generating|
Response

Figure 28 Bridge transducer model for noise hunting and documentation. (Adapted with permission
from “Information as a ‘Noise Suppression’ Method,” by Peter Stein, Stein Engineering Services, Inc.,
Phoenix, AZ, LR/MSE Publ. 66, 1975.)

Undesired
Environment
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proximity. The first can be mounted without power applied to document paths 1 and 3. The
second can have power applied but be mounted in a piece of foam to isolate it from the
acceleration environment, resulting in documentation of paths 1 and 2. The third can be
powered and properly mounted to measure the acceleration environment. If the first two
accelerometers produce no output, then the output from the third is the noise-free signal.

If noise is present in measuring systems containing bridge transducers, noise control
efforts are dictated by the specific noise type. Electric and magnetic fields can be shielded,
noise components at specific frequencies can be filtered, thermal transient effects can be
absorbed or delayed, steady-state temperature effects can be compensated, and so on. The
prerequisite to any noise control is documentation of its presence.

As noted earlier, most modern resistance bridge transducers use dc power supplies as
opposed to ac power supplies. However, ac power supplies still have an important role to
play with resistance bridge transducers. The ac power supplies accomplish noise suppression
by separating the self-generating responses from the non-self-generating responses in a trans-

Figure 29 Signal wave shapes, dc bridge. (Adapted with permission from “Information as a ‘Noise
Suppression’ Method,” by Peter Stein, Stein Engineering Services, Inc., Phoenix, AZ, LR/MSE Publ.
66, 1975.)
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ducer by moving the frequency content of a signal into some new range of the frequency
spectrum. This procedure is known as amplitude modulation. Reference 13 forms the basis
for the following discussion.

Referring to Fig. 28, amplitude modulation can eliminate paths 1 and 3 (noise) from
the net output signal. Thus, self-generating electromotive force (emf), such as thermoelectric
and electromagnetic ones, can be separated from emf attributable to resistance changes in a
bridge transducer.

A design procedure is presented for an ac-powered bridge where the signal input to the
self-generating response extends to frequency w; and the input to the non-self-generating
response extends to w,. Power supplied is at frequency w;. The design method developed
requires a knowledge of these frequencies. A procedure to determine these frequencies in-
volves the following:
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Figure 30 Signal frequency contents, dc bridge. (Adapted with permission from ‘“Information as a
‘Noise Suppression’ Method,” by Peter Stein, Stein Engineering Services, Inc., Phoeniz, AZ, LR/MSE
Publ. 66, 1975.)
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1. Performing a frequency analysis of the signal recorded with no power supplied to
determine w,

2. Applying power under normal operating conditions and comparing signal frequency
content to the results of 1 to determine w,

An example follows where noise is present as a self-generating response and the bridge is
powered first by a dc supply and then by an ac supply.

In this example, the non-self-generating response (signal) occurs at frequency w, and
the self-generating response (noise) occurs at two frequencies bracketing w, (v, = ®,/2 and
3w,). Figure 29 illustrates the wave shapes assumed for the self-generating and non-self-
generating responses with dc power supplied (w; = 0). Figure 29a represents both self-
generating response input and output, Fig. 29b represents non-self-generating response input
and output, and Fig. 29¢ represents the total transducer output (summation of 29a and 29b).
It is seen that the two responses are hopelessly intermingled and that the signal cannot be
separated from the noise. Figure 30 shows the frequency content of the wave shapes, with
Fig. 30a corresponding to 29a, Fig. 30b corresponding to 29b, and Fig. 30c corresponding
to 29¢. The ac-powered bridge will be presented as a solution to measurement problems
such as this. Frequency w; is typically selected as 10 times w,.

w3 =100,

=AMV

@

(b)

(c)

Figure 31 Signal wave shapes, ac bridge. (Adapted with permission from “Information as a ‘Noise
Suppression’ Method,” by Peter Stein, Stein Engineering Services, Inc., Phoeniz, AZ, LR/MSE Publ.
66, 1975.)
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Figure 31 describes this situation for the ac bridge. Figure 31a describes bridge power.
Figure 315 describes the output from the non-self-generating response which now contains
frequencies at w, — w, and o, + w,. Here o, is defined to be the carrier frequency, w;.
Figure 31c describes the net transducer output, which is a summation of Fig. 29a and Fig.
31b. Figure 32 describes the frequency content associated with Fig. 31 respectively. The
frequency content in Fig. 32¢ associated with the time history of Fig. 3lc shows conclusively
that the non-self-generating information has been moved from its original frequency, w,, to
occupy a new frequency range, w. — w, to . + w,, while the self-generating response is
left at w, and 3w, The non-self-generating response is then in that part of the frequency
spectrum where no appreciable noise exists and can be separated by bandpass filtering.

After bandpassing, a problem still remains in phase sensing. Figure 33 describes this
problem. Figure 33 illustrates an amplitude-modulated signal after bandpassing to remove
the effects of any self-generating response which may be present. This amplitude-modulated
signal is ambiguous in that it could correspond to any of the lower four signal inputs to the
non-self-generating response. The problem of phase sensing associated with a modulated
signal is that of determining which portion of the modulated wave shape is positive and
which is negative.
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Figure 32 Signal frequency contents, ac bridge. (Adapted with permission from ‘““Information as a
‘Noise Suppression’ Method,” by Peter Stein, Stein Engineering Services, Inc., Phoeniz, AZ, LR/MSE
Publ. 66, 1975.)
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Figure 33 Problems of phase sensing. (Adapted with permission from ‘“‘Information as a ‘Noise Sup-
pression’” Method,” by Peter Stein, Stein Engineering Services, Inc., Phoeniz, AZ, LR/MSE Publ. 66,
1975.)
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If a modulated signal emerges from a measuring system which is initially balanced (zero
output for zero input), phase sensing must be done in a phase-sensitive manner. The general
principle for all phase sensors is as follows:

If the system output is of the same sign at the same time as the time-varying supply
power, the measurand must have been positive. If the signs are opposite, the mea-
surand must have been negative.

Phase sensing is accomplished by a phase-sensitive demodulator. A reference signal is fed
from the bridge supply power to the phase-sensitive demodulator. This signal is compared
with the amplitude-modulated signal for phase determination. A half-wave rectifier with
transformer coupled reference and amplitude-modulated signals forms one basis for a de-
modulator.

After phase sensing, a low-pass filter is required to separate the non-self-generating
analog signal proportional to the measurand from the other frequencies which appear as
sidebands around harmonics of power supply frequency. Final selection of a power supply
frequency is a trade-off between the maximum frequency content in the measurand and
the low-pass filter roll-off characteristics. While a 10:1 ratio is typical, the power supply
frequency may vary between 3 and 20 times the maximum nonself-generating signal fre-
quency.

Note that introduction of an ac power supply requires a bridge-balancing network in-
corporating complex impedance in the balance controls.

8 AC IMPEDANCE BRIDGE TRANSDUCERS

Having discussed bridge transducers that use resistive sensing elements and ac power sup-
plies (amplitude modulation), a logical question is whether bridge transducer sensing ele-
ments can be capacitive or inductive. In practice, many bridge transducers do employ
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capacitive or inductive elements. While resistance bridge-type transducers typically possess
resonant frequencies in the tens or hundreds of kilohertz range, ac impedance bridge trans-
ducers typically possess resonant frequencies of less than 10 kHz. The larger physical size
of ac impedance bridge transducers makes them environmentally more fragile but improves
their performance by increasing their sensitivity to low-level measurands.

8.1 Inductive Bridges

Figure 34 shows an example of how variable-reluctance sensing elements can be incorporated
into an ac bridge transducer. A differential pressure transducer containing a magnetically
permeable stainless steel diaphragm as the mechanical flexure is portrayed. This diaphragm
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Figure 34 Variable reluctance sensing in a bridge transducer. (Courtesy of Validyne Engineering Cor-
poration.)
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is clamped between two blocks and deflects when a pressure difference is created across it
through the two ports shown. An E-core and coil assembly is embedded in each block. A
small gap exists in front of each E-core. When the diaphragm is undeflected, a condition of
equal inductance exists in each coil. When the diaphragm does deflect, an increase of gap
in the magnetic flux path of one core occurs, with a resultant decrease in the gap in the
magnetic flux path of the other. Magnetic reluctance varies with gap, determining the in-
ductance value. The diaphragm motion then changes the inductance of the two coils, one
increasing and one decreasing. These two coils can be placed in adjacent arms of an ac-
powered bridge. Resistive elements can be used to complete the bridge. Once the bridge is
balanced, an amplitude-modulated signal results when a differential pressure is applied across
the ports of the transducer. When the resultant signal is properly demodulated, the applied
pressure can be quantified.

Eddy current inductive displacement-measuring systems are another example of the use
of impedance as opposed to resistive bridges. Placing a coil with an ac flowing in it a nominal
distance from a metal target induces a current flow on the surface and within the target. The
induced current produces a secondary magnetic field that opposes and reduces the intensity
of the first field. Changes in the impedance of the exciting coil provide information about
the target. The target can be the diaphragm of a pressure transducer, the seismic mass of an
accelerometer, the flexure of a load cell, and so on. The coil is one leg of a balanced bridge
network. Unbalanced bridge conditions are sensed and converted into a signal directly pro-
portional to the distance between coil and target. Figure 35 schematically illustrates this
conversion.

The electrical parameters of resistivity and permeability in the target material influence
performance of eddy current transducers. For a specific material, displacement sensitivity is
influenced by coil geometry and operating frequency.

Target thickness is generally not a limiting factor. At one ““skin depth,” the eddy current
density is only 36% of the maximum encountered on the target surface; at two ‘““skin depths,”
it is 13%. Figure 36 defines skin depth as a function of target resistivity and permeability.
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Figure 35 Eddy current inductive displacement measuring system. (Courtesy of Kaman Instrumentation
Corporation, Measurement Systems Group, Colorado Springs, CO.)
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Target shape and alignment also should be considered in application. A flat, circular
target equal to the coil diameter appears as an infinite plane. Smaller target diameters produce
smaller voltage unbalances in the impedance bridge. Since the transducer senses the average
distance to the target, the nonparallelism effect is small up to 15°.

A differential transformer also is briefly mentioned here, although it does not operate
in an impedance bridge. A linear variable differential transformer (LVDT) consists of three
symmetrically spaced coils wound onto an insulated bobbin. A magnetic core moving
through the bobbin provides a path for magnetic flux linkage between coils. The center coil
is the primary and has an ac voltage applied. The two secondary coils are wired in a series-
opposing circuit. When the core is centered between two secondary coils, the voltages in
the two coils cancel. As the core is displaced, the phase-referenced and demodulated output
signal provides a linear voltage output with displacement.

8.2 Capacitive Bridges

Capacitance sensors can be integrated into bridge transducers. The capacitance between two
metal plates separated by an air gap is C = kKA/h, where C is capacitance, K is the dielectric
constant for the material between the plates, A is the plate overlapping area, & is the gap
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thickness between the two plates, and k is a proportionality constant. The range of a capac-
itance sensor can be shown to remain linear with changes in area but become nonlinear when
the change in gap displacement becomes a significant portion of the original gap.

Again, it should be pointed out that advantages of small size and enhanced dynamic

response are to be found with resistance bridge transducers. Increased sensitivity will be
displayed by impedance bridge transducers. Both impedance bridges and ac-powered resis-
tance bridges offer noise suppression through separating non-self-generating responses from
self-generating responses.
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1.1 Standards

116

Measurement is the process by which a quantitative comparison is made between a standard
and a measurand. The measurand is the particular quantity of interest—the thing that is to
be quantified. The standard of comparison is of the same character as the measurand, and
so far as mechanical engineering is concerned the standards are defined by law and main-
tained by the National Institute of Standards and Technology (NIST, formerly known as the
National Bureau of Standards). The four independent standards which have been defined are
length, time, mass, and temperature.! All other standards are derived from these four. Before
1960 the standard for length was the international prototype meter, kept at Sevres, France.
In 1960 the meter was redefined as 1,650,763.73 wavelengths of krypton light. Then in 1983,
at the Seventeenth General Conference on Weights and Measures, a new standard was
adopted: A meter is the distance traveled in a vacuum by light in 1/299,792,458 seconds.?
However, there is a copy of the international prototype meter, known as the national pro-
totype meter, kept by NIST. Below that level there are several bars known as national ref-
erence standards and below that there are the working standards. Interlaboratory standards
in factories and laboratories are sent to NIST for comparison with the working standards.
These interlaboratory standards are the ones usually available to engineers.

Standards for the other three basic quantities have also been adopted by NIST, and
accurate measuring devices for those quantities should be calibrated against those standards.

The standard mass is a cylinder of platinum—iridium, the international kilogram, also
kept at Sevres, France. It is the only one of the basic standards that is still established by a
prototype. In the United States the basic unit of mass is the basic prototype kilogram No.
20. Working copies of this standard are used to determine the accuracy of interlaboratory
standards. Force is not one of the fundamental quantities, but in the United States the standard
unit of force is the pound, defined as the gravitational attraction for a certain platinum mass
at sea level and 45° latitude.

Absolute time, or the time when some event occurred in history, is not of much interest
to engineers. Engineers are more likely to need to measure time intervals, that is, the time
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between two events. The basic unit for time measurements is the second. At one time the
second was defined as 1/86,400 of the average period of rotation of the earth on its axis,
but that is not a practical standard. The period varies and the earth is slowing up. Conse-
quently a new standard based on the oscillations associated with a certain transition within
the cesium atom was defined and adopted. That standard, the cesium clock, has now been
superceded by the cesium fountain atomic clock as the primary time and frequency standard
of the United States.® Although this cesium “clock” is the basic frequency standard, it is
not generally usable by mechanical engineers. Secondary standards such as tuning forks,
crystals, electronic oscillators, and so on are used, but from time to time access to time
standards of a higher order of accuracy may be required. To help meet these requirements,
NIST broadcasts 24 hours per day, 7 days per week time and frequency information from
radio stations WWYV, WWVB, and WWYVL located in Fort Collins, Colorado, and WWVH
located in Hawaii. Other nations also broadcast timing signals. For details on the time signal
broadcasts, potential users should consult NIST.*

Temperature is one of four fundamental quantities in the international measuring system.
Temperature is fundamentally different in nature from length, time, and mass. It is an inten-
sive quantity, whereas the others are extensive. Join together two bodies that have the same
temperature and you will have a larger body at that same temperature. If you join two bodies
which have a certain mass, you will have one body of twice the mass of the original body.
Two bodies are said to be at the same temperature if they are in thermal equilibrium. The
international practical temperature scale, adopted in 1990 (ITS-90) by the International Com-
mittee on Weights and Measurement is the one now in effect and the one with which en-
gineers are primarily concerned. In this system the kelvin (K) is the basic unit of temperature.
It is 1/273.16 of the temperature at the triple point of water, the temperature at which the
solid, liquid, and vapor phases of water exist in equilibrium.’ Degrees Celsius (°C) is related
to degrees kelvin by the equation

t=T-—273.15

where ¢ = degrees Celsius
T = degrees kelvin

1.2 Accuracy and Precision

In measurement practice four terms are frequently used to describe an instrument. They are
accuracy, precision, sensitivity, and linearity. Accuracy, as applied to an instrument, is the
closeness with which a reading approaches the true value. Since there is some error in every
reading, the “true value” is never known. In the discussion of error analysis which follows,
methods of estimating the “‘closeness” with which the determination of a measured value
approaches the true value will be presented. Precision is the degree to which readings agree
among themselves. If the same value is measured many times and all the measurements
agree very closely, the instrument is said to have a high degree of precision. It may not,
however, be a very accurate instrument. Accurate calibration is necessary for accurate mea-
surement. Measuring instruments must, for accuracy, be from time to time compared to a
standard. These will usually be laboratory or company standards which are in turn compared
from time to time with a working standard at NIST. This chain can be thought of as the
pedigree of the instrument, and the calibration of the instrument is said to be traceable to
NIST.
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1.3 Sensitivity and Resolution

14 Linearity

These two terms, as applied to a measuring instrument, refer to the smallest change in the
measured quantity to which the instrument responds. Obviously the accuracy of an instrument
will depend to some extent on the sensitivity. If, for example, the sensitivity of a pressure
transducer is 1 kPa, any particular reading of the transducer has a potential error of at least
1 kPa. If the readings expected are in the range of 100 kPa and a possible error of 1% is
acceptable, then the transducer with a sensitivity of 1 kPa may be acceptable, depending
upon what other sources of error may be present in the measurement. A highly sensitive
instrument is difficult to use. Therefore a sensitivity significantly greater than that necessary
to obtain the desired accuracy is no more desirable than one with insufficient sensitivity.
Many instruments today have digital readouts. For such instruments the concepts of
sensitivity and resolution are defined somewhat differently than they are for analog-type
instruments. For example, the resolution of a digital voltmeter depends on the “bit” speci-
fication and the voltage range. The relationship between the two is expressed by the equation

Vv

R=—
2n

where R = resolution in volts
V = voltage range
n = number of bits

Thus an 8-bit instrument on a 1-V scale would have a resolution of 1/256, or 0.004, volt.
On a 10-V scale that would increase to 0.04 V. As in analog instruments, the higher the
resolution, the more difficult it is to use the instrument, so if the choice is available, one
should use the instrument which just gives the desired resolution and no more.

The calibration curve for an instrument does not have to be a straight line. However, con-
version from a scale reading to the corresponding measured value is most convenient if it
can be done by multiplying by a constant rather than by referring to a nonlinear calibration
curve or by computing from an equation. Consequently instrument manufacturers generally
try to produce instruments with a linear readout, and the degree to which an instrument
approaches this ideal is indicated by its linearity. Several definitions of linearity are used in
instrument specification practice.® The so-called independent linearity is probably the most
commonly used in specifications. For this definition the data for the instrument readout versus
the input are plotted and then a “‘best straight line” fit is made using the method of least
squares. Linearity is then a measure of the maximum deviation of any of the calibration
points from this straight line. This deviation can be expressed as a percentage of the actual
reading or a percentage of the full-scale reading. The latter is probably the most commonly
used, but it may make an instrument appear to be much more linear than it actually is. A
better specification is a combination of the two. Thus, linearity equals +A percent of reading
or +B percent of full scale, whichever is greater. Sometimes the term independent linearity
is used to describe linearity limits based on actual readings. Since both are given in terms
of a fixed percentage, an instrument with A percent proportional linearity is much more
accurate at low reading values than an instrument with A percent independent linearity.

It should be noted that although specifications may refer to an instrument as having A
percent linearity, what is really meant is A percent nonlinearity. If the linearity is specified
as independent linearity, the user of the instrument should try to minimize the error in
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readings by selecting a scale, if that option is available, such that the actual reading is close
to full scale. A reading should never be taken near the low end of a scale if it can possibly
be avoided.

For instruments that use digital processing, linearity is still an issue since the analog-
to-digital converter used can be nonlinear. Thus linearity specifications are still essential.

2 IMPEDANCE CONCEPTS

Two basic questions which must be considered when any measurement is made are: How
has the measured quantity been affected by the instrument used to measure it? Is the quantity
the same as it would have been had the instrument not been there? If the answers to these
questions are no, the effect of the instrument is called loading. To characterize the loading,
the concepts of stiffness and input impedance are used.” At the input of each component in
a measuring system there exists a variable g,, which is the one we are primarily concerned
with in the transmission of information. At the same point, however, there is associated with
g;, another variable g,, such that the product g;,q;, has the dimensions of power and represents
the rate at which energy is being withdrawn from the system. When these two quantities are
identified, the generalized input impedance Z,; can be defined by

i

2 qi> M
if g, is an effort variable. The effort variable is also sometimes called the across variable.
The quantity g, is called the flow variable or through variable. In the dynamic case these
variables can be represented in the frequency domain by their Fourier transform. Then the
quantity Z is a complex number.The application of these concepts is illustrated by the ex-
ample in Fig. 1. The output of the linear network in the blackbox (Fig. la) is the open-
circuit voltage E, until the load Z, is attached across the terminals A—B. If Thévenin’s
theorem is applied after the load Z, is attached, the system in Fig. 1b is obtained. For that
system the current is given by

+
. A—e  ——
Linear E, VA
network ped— —o >t L
Load
(a)
Zag Z

(b)

Figure 1 Application of Thévenin’s theorem.
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E
b = o 2
and the voltage E, across Z; is
EZ
E =i/7 =—-—""—
L lm L ZAB + ZL
or
E
E =—FF—— 3
Lol + 2,17, )

Equations (2)—(7) are frequency-domain equations.

In a measurement situation E, would be the voltage indicated by the voltmeter, Z, would
be the input impedance of the voltmeter, and Z,, would be the output impedance of the
linear network. The true output voltage, E,, has been reduced by the voltmeter, but it can
be computed from the voltmeter reading if Z,, and Z, are known. From Eq. (3) it is seen
that the effect of the voltmeter on the reading is minimized by making Z, as large as possible.

If the generalized input and output impedances Z,, and Z,, are defined for nonelectrical
systems as well as electrical systems, Eq (3) can be generalized to

_ qiu
9im = 1+Z /Zg,- (4)

go

where g,, is the measured value of the effort variable and ¢,, is the undisturbed value of the
effort variable. The output impedance Z,, is not always defined or easy to determine; con-
sequently Z,; should be large. If it is large enough, knowing Z,, is unimportant.

If g,, is a flow variable rather than an effort variable (current is a flow variable, voltage
an effort variable), it is better to define an input admittance

qi
y, = ®)
4>

rather than the generalized input impedance

_effort variable

¢ flow variable

The power drain of the instrument is

_ _ a»
P = gugn = Y_ (6)

gi
Hence, to minimize power drain, Y,; must be large. For an electrical circuit
1
I, =—"—— 7
"1+ Y)Y, @
where I,, = measured current
actual current
output admittance of circuit
Y, = input admittance of meter

~o~
I

When the power drain is zero and the deflection is zero, as in structures in equilibrium, for
example when deflection is to be measured, the concepts of impedance and admittance are
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replaced with the concepts of static stiffness and static compliance. Consider the idealized
structure in Fig. 2.

To measure the force in member K, an elastic link with a spring constant K, is inserted
in series with K,. This link would undergo a deformation proportional to the force in K,. If
the link is very soft in comparison with K|, no force can be transmitted to K,. On the other
hand, if the link is very stiff, it does not affect the force in K, but it will not provide a very
good measure of the force. The measured variable is an effort variable, and in general, when
it is measured, it is altered somewhat. To apply the impedance concept, a flow variable
whose product with the effort variable gives power is selected. Thus,

power

Flow variable = effort variable

Mechanical impedance is then defined as force divided by velocity, or

force

velocity

where force and velocity are dynamic quantities represented by their Fourier transform and
Z is a complex number. This is the equivalent of electrical impedance. However, if the static
mechanical impedance is calculated for the application of a constant force, the impossible
result

_ force
0

o8]

is obtained.

This difficulty is overcome if energy rather than power is used in defining the variable
associated with the measured variable. In that case the static mechanical impedance becomes
the stiffness:

Stiffness = §, = fe%(\:vrtd,

In structures,

__ effort variable
& displacement

When these changes are made, the same formulas used for calculating the error caused by
the loading of an instrument in terms of impedances can be used for structures by inserting
S for Z. Thus

N\
ky /777777720 N /77777773
—AW— —AM— ka
A Applied
2 T, force  TITTT777
N

Figure 2 Idealized elastic structure.
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qiu
L= 8
q"”l 1 + SgO/Sgl ( )
where ¢,,, = measured value of effort variable
¢, = undisturbed value of effort variable
S static output stiffness of measured system

go
S static stiffness of measuring system

gi

For an elastic force-measuring device such as a load cell S, is the spring constant K,,.
As an example, consider the problem of measuring the reactive force at the end of a propped
cantilever beam, as in Fig. 3.

According to Eq. (8), the force indicated by the load cell will be

F
F = u
"1+ 8,,/8,
3El
Sgi = Km and Sg(, = F

The latter is obtained by noting that the deflection at the tip of a tip-loaded cantilever is
given by
e
3EI
The stiffness is the quantity by which the deflection must be multiplied to obtain the force

producing the deflection.
For the cantilever beam

Flt
Fu=17 3EI/K, L ©)
or
3EI
F, = Fm(l + L3> (10)

Clearly, if K, >> 3EI/L?, the effect of the load cell on the measurement will be negligible.
To measure displacement rather than force, the concept of compliance is introduced and

defined as
_ flow variable
¢ [ effort variable dt
Then
N
|
L >
Y Y ¥ V¥V V¥V V¥

\ Load . . .
N cell Figure 3 Measuring the reactive force at the
N 7 tip.
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qu
= 1¥c,ic, 1h
If displacements in an elastic structure are considered, the compliance becomes the
reciprocal of stiffness, or the quantity by which the force must be multiplied to obtain the
displacement caused by the force. The cantilever beam in Fig. 4 again provides a simple
illustrative example.
If the deflection at the tip of this cantilever is to be measured using a dial gage with a
spring constant K,

1 L’
Cg,» = K—m and Cgo = 3_EI
Thus
K L}
— + _m=
S 6,,(1 3E,> (12)

Not all interactions between a system and a measuring device lend themselves to this
type of analysis. A pitot tube, for example, inserted into a flow field distorts the flow field
but does not extract energy from the field. Impedance concepts cannot be used to determine
how the flow field will be affected.

There are also applications in which it is not desirable for a force-measuring system to
have the highest possible stiffness. A subsoil pressure gage is an example. Such a gage, if
it is much stiffer than the surrounding soil, will take a disproportionate share of the total
load and will consequently indicate a higher pressure than would have existed in the soil if
the gage had not been there.

3 ERROR ANALYSIS

It may be accepted as axiomatic that there will always be errors in measured values. Thus
if a quantity X is measured, the correct value ¢, and X will differ by some amount e. Hence

tg-X)=e
or
g=X *e (13)

It is essential, therefore, in all measurement work that a realistic estimate of ¢ be made.
Without such an estimate the measurement of X is of no value. There are two ways of

L >

Y ¥ ¥ ¥V VY VoYY OY

Dial
gage
7

Figure 4 Measuring the tip deflection.

77/444474

’
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estimating the error in a measurement. The first is the external estimate, or €,, where € =
e/q. This estimate is based on knowledge of the experiment and measuring equipment and
to some extent on the internal estimate €,.

The internal estimate is based on an analysis of the data using statistical concepts.

3.1 |Internal Estimates

If a measurement is repeated many times, the repeat values will not, in general, be the same.
Engineers, it may be noted, do not usually have the luxury of repeating measurements many
times. Nevertheless the standardized means for treating results of repeated measurements are
useful, even in the error analysis for a single measurement.’

If some quantity is measured many times and it is assumed that the errors occur in a
completely random manner, that small errors are more likely to occur than large errors, and
that errors are just as likely to be positive as negative, the distribution of errors can be
represented by the curve

-(X-U)
_ Y,e
2072

FX) (14)
where F(X) = number of measurements for a given value of (X — U)
Y, = maximum height of curve or number of measurements for which X = U

U = value of X at point where maximum height of curve occurs o determines
lateral spread of the curve

This curve is the normal, or Gaussian, frequency distribution. The area under the curve
between X and 8X represents the number of data points which fall between these limits and
the total area under the curve denotes the total number of measurements made. If the normal
distribution is defined so that the area between X and X + 6X is the probability that a data
point will fall between those limits, the total area under the curve will be unity and

exp —(X — U)?/20?

FX) = 15
& NI (13
and
exp —(X — U)*/20?
P = f d. 16
; V210 * (16)
Now if U is defined as the average of all the measurements and s as the standard deviation,
s (X — U)2 172
=|— 17
o [ ~ (17)

where N is the total number of measurements. Actually this definition is used as the best
estimate for a universe standard deviation, that is, for a very large number of measurements.
For smaller subsets of measurements the best estimate of o is given by
Six — 2\'?
- (M a8)
n—1
where 7 is the number of measurements in the subset. Obviously the difference between the
two values of o becomes negligible as n becomes very large (or as n — N).
The probability curve based on these definitions is shown in Fig. 5.
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F(X)

.
7 2 Y,

—30c —20 -0 0 o 20 30
Figure 5 Probability curve.

>l

The area under this curve between —o and +o is 0.68. Hence 68% of the measurements
can be expected to have errors that fall in the range of + 8. Thus the chances are 68/32, or
better than 2 to 1, that the error in a measurement will fall in this range. For the range *+ 2o
the area is 0.95. Hence 95% of all the measurement errors will fall in this range and the
odds are about 20:1 that a reading will be within this range. The odds are about 384:1 that
any given error will be in the range of *=30.

Some other definitions related to the normal distribution curve are as follows:

1. Probable Error. The error likely to be exceeded in half of all the measurements and
not reached in the other half of the measurements. This error in Fig. 5 is about 0.676.

2. Mean Error. The arithmetic mean of all the errors regardless of sign. This is about
0.80.

3. Limit of Error. The error that is so large it is most unlikely ever to occur. It is usually
taken as 46.

3.2 Use of Normal Distribution to Calculate Probable Error in X

The foregoing statements apply strictly only if the number of measurements is very large.
Suppose that n measurements have been made. That is a sample of n data points out of an
infinite number. From that sample U and o are calculated as above. How good are these
numbers? To determine that, we proceed as follows: Let

2 X,
U=FX,X, X5, ..., X) = " : (19)
oF
=2 e (20)
where e, = error in U
e, = error in X,
aF \’ OF S5F
2 = —e. | + —e.|l—e.
(e) 2( X e> 2( oX e)( oX ex,) @

where I # j. If the errors ¢; to e, are independent and symmetrical, the cross-product terms
will tend to disappear and
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(e,) = E(E e) (22)
|: <1>2 :|1/2
e,=|2(-) e? (23)
n
|:<l>2 2:|I/2
e, = [ (=] Z(ey (24)
n

Since 0F/dX; = 1/n,

or

from the definition of o

2(e,)? = no> (25)
and
e =L
“ vV

This equation must be corrected because the real errors in X are not known. If the
number n were to approach infinity, the equation would be correct. Since # is a finite number,
the corrected equation is written as

g

e, = m (26)

and

o

=U + ———
q U_(n_l)I/Z

27

This says that if one reading is likely to differ from the true value by an amount o,
then the average of 10 readings will be in error by only o/3 and the average of 100 readings
will be in error by o/10. To reduce the error by a factor of 2, the number of readings must
be increased by a factor of 4.

3.3 External Estimates

In almost all experiments several steps are involved in making a measurement. It may be
assumed that in each measurement there will be some error, and if the measuring devices
are adequately calibrated, errors are as likely to be positive as negative. The worst condition
insofar as accuracy of the experiment is concerned would be for all errors to have the same
sign. In that case, assuming the errors are all much less than 1, the resultant error will be
the sum of the individual errors, that is,

€. =€ +€,+€ +- (28)

It would be very unusual for all errors to have the same sign. Likewise it would be very
unusual for the errors to be distributed in such a way that

€.=0

A general method follows for treating problems that involve a combination of errors to
determine what error is to be expected as a result of the combination.
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Suppose that

V=Fabcde -, 6 xY,2) (29)
where a, b, ¢, +* x, y, z represent quantities which must be individually measured to determine
V. Then

oF
V=2 (—) on
on
and

oF
€, =2 — 30
E ( F) n> en ( )
The sum of the squares of the error contributions is given by

e = [E(ﬂp)en] (31)
an

Now, as in the discussion of internal errors, assume that errors e, are independent and
symmetrical. This justifies taking the sum of the cross products as zero:

> ) (9 ee" =0 n+m 32)
an ) \om
Hence
2
(€7 = 2<f) e
on
or

e, = [2@) eﬁ] (33)
on

This is the most probable value of e,. It is much less than the worst case:
€, = [[€ + €| + €] + [€]] (34)

As an application, the determination of g, the local acceleration of gravity, by use of a
simple pendulum will be considered:

411°L
8§~

(35)

where L = length of pendulum
T = period of pendulum

If an experiment is performed to determine g, the length L and the period 7 would be
measured. To determine how the accuracy of g will be influenced by errors in measuring L
and T write

dg _ 4IP

411 ag  —8IPL
oL T2

oT T

and (36)

The error in g is the variation in g written as follows:
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98 98
== + | —=
og (aL) AL (aT) AT (37)
or
411° 8II2L

It is always better to write the errors in terms of percentages. Consequently Eq. (38) is
rewritten as

5o = WIPL/T?) AL 2(4IPL/T?) AT
g = -

39
i3 T (39)
or

8¢ AL 2AT

=== _-— 40

g L T (40)
Then

e, = [e; + (2e)°]'? 41)
where e, is the most probable error in the measured value of g. That is,
411°L
8= * e, (42)

where L and T are the measured values. Note that even though a positive error in T causes
a negative error in the calculated value of g, the contribution of the error in 7 to the most
probable error is taken as positive. Note also that an error in T contributes four times as
much to the most probable error as an error in L contributes. It is fundamental in measure-
ments of this type that those quantities which appear in the functional relationship raised to
some power greater than unity contribute more heavily to the most probable error than other
quantities and must, therefore, be measured with greater care.

The determination of the most probable error is simple and straightforward. The question
is how are the errors, such as AL/L and AT/T, determined. If the measurements could be
repeated often enough, the statistical methods discussed in the internal error evaluation could
be used to arrive at a value. Even in that case it would be necessary to choose some rep-
resentative error such as the standard deviation or the mean error. Unfortunately, as was
noted previously, in engineering experiments it usually is not possible to repeat measurements
enough times to make statistical treatments meaningful. Engineers engaged in making mea-
surements will have to use what knowledge they have of the measuring instruments and the
conditions under which the measurements are made to make a reasonable estimate of the
accuracy of each measurement. When all of this has been done and a most probable error
has been calculated, it should be remembered that the result is not the actual error in the
quantity being determined but is, rather, the engineer’s best estimate of the magnitude of the
uncertainty in the final result.*!°

Consider again the problem of determining g. Suppose that the length L of the pendulum
has been determined by means of a meter stick with 1-mm calibration marks and the error
in the calibration is considered negligible in comparison with other errors. Suppose the value
of L is determined to be 91.7 cm. Since the calibration marks are 1 mm apart, it can be
assumed that AL is no greater than 0.5 mm. Hence the maximum
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AL
— =55x%x10"
7 5.5 %10

Suppose T is determined with the pendulum swinging in a vacuum with an arc of +5° using
a stop watch that has an inherent accuracy of one part in 10,000. (If the arc is greater than
+5°, a nonisochronous swing error enters the picture.) This means that the error in the watch
reading will be no more than 10~* s. However, errors are introduced in the period determi-
nation by human error in starting and stopping the watch as the pendulum passes a selected
point in the arc. This error can be minimized by selecting the highest point in the arc because
the pendulum has zero velocity at that point and timing a large number of swings so as to
spread the error out over that number of swings. Human reaction time may vary from as
low as 0.2 s to as high as 0.7 s. A value of 0.5 s will be assumed. Thus the estimated
maximum error in starting and stopping the watch will be 1 s (0.5 s at the start and =0.5
s at the stop). A total of 100 swings will be timed. Thus the estimated maximum error in
the period will be 1/100 s. If the period is determined to be 1.92 s, the estimated maximum
error will be 0.01/1.92 = 0.005. Compared to this, the error in the period due to the inherent
inaccuracy of the watch is negligible. The nominal value of g calculated from the measured
values of L and T is 982.03 cm/s? The most probable error [Eq. (29)] is

[4(0.005)7 + (5.5 X 104?]'/2 = 0.01 (43)

The uncertainty in the value of g is then +9.82 cm/s? or in other words the value of g will
be somewhere between 972.21 and 991.85 cm/s%.

Often it is necessary for the engineer to determine in advance how accurately the mea-
surements must be made in order to achieve a given accuracy in the final calculated result.
For example, in the pendulum problem it may be noted that the contribution of the error in
T to the most probable error is more than 300 times the contribution of the error in the
length measurement. This suggests, of course, that the uncertainty in the value of g could
be greatly reduced if the error in 7" could be reduced. Two possibilities for doing this might
be (1) find a way to do the timing that does not involve human reaction time or (2) if that
is not possible, increase the number of cycles timed. If the latter alternative is selected and
other factors remain the same, the error in 7 timed over 200 swings is 1/200 or 0.005,
second. As a percentage the error is 0.005/1.92 = 0.0026. The most probable error in g
then becomes

e, = [4 X (2.6 X 107%)* + (5.5 X 107%]"/ = 0.005 (44)

This is approximately half of the most probable error in the result obtained by timing just
100 swings. With this new value of e, the uncertainty in the value of g becomes +4.91 cm/
s? and g then can be said to be somewhere between 977.12 and 986.94 cm/s?. The procedure
for reducing this uncertainty still further is now self-evident.

Clearly the value of this type of error analysis depends upon the skill and objectivity
of the engineer in estimating the errors in the individual measurements. Such skills are
acquired only by practice and careful attention to all the details of the measurements.
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1 INTRODUCTION

There are hundreds of different transducers for temperature and flow measurements. The
most common types will be discussed in this chapter; some others will be mentioned only
briefly.

In flow measurements, only closed-channel flow measurement techniques are considered
here, and only for “clean” fluids. Slurries and liquids carrying large objects are not treated.

In temperature measurements, current interests range from cryogenics (a few kelvins)
to plasmas (upward of 10,000 K). Most applications, however, are in the range from room
temperature to 2000 K, and that is where the bulk of this chapter will be concentrated.

The accuracy of a temperature or flow measurement depends not only on the sensor
characteristics but also on the interaction between the sensor and the system being instru-
mented. There are two primary classes of interactions: system disturbance errors (i.e.,
changes in the behavior of the system caused by the presence of the sensor) and system/
sensor interactions (the sensor responding to more than one parameter of the system).

High-temperature measurements are subject to installation errors caused by heat transfer
between the system and the transducer. The term error is defined as the difference between
the observed value and the true value of the intended measurand. The output of a temperature
sensor describes its own temperature, the achieved temperature, but the objective is usually
to measure the temperature at a particular point in the solid, liquid, or gas into which the
sensor is installed—the available temperature. There is often a significant difference between
the available value and the achieved value because the sensor exchanges heat with its entire
surroundings, not just with the immediate region around the sensor. It is not uncommon in
high-temperature gas temperature measurements with unshielded sensors, for example, to
have errors of several hundreds of degrees caused by radiation error, velocity error, or con-
duction error effects on the sensor. These errors cannot be accounted for by calibration of
the sensor, nor can corrections be applied with any degree of certainty. The sensor must be
protected by appropriate shielding. In most applications at high temperature, the installation
errors are far larger than the calibration error of the sensor; hence, sensor accuracy does not
mean the same as measurement accuracy.

Individual transducers are discussed in the following sections.

2 THERMOCOUPLES#*

Thermocouples are the most commonly used electrical output transducers that measure tem-
perature. They are inexpensive, small in size, and remarkably accurate when their peculiar-
ities are understood.

2.1 Types and Ranges

Any pair of thermoelectrically dissimilar wires can be used as a thermocouple. The wires
need only be joined together at one end (the measuring junction) and connected to a voltage-
measuring instrument at the other end (the reference junction) to form a usable system.
Whenever the measuring junction is at a different temperature than the reference junction, a
voltage will be developed, which is related to the temperature difference between the two
junctions. Several metallic materials are listed in Table 1 in order of thermoelectric polarity;

*Materials in this section is substantially derived from Ref. 2 with permission, except where otherwise
referenced.
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Table 1 Thermoelectric Polarity Order of Metallic Materials

133

100°C 500°C 900°C
Antimony Chromel Chromel
Chromel Nichrome Nichrome
Iron Copper Silver
Nichrome Silver Gold
Copper Gold Iron
Silver Iron Pty Rh,,
PtyRh,, Pty,Rh,, Platinum
Platinum Platinum Cobalt
Palladium Cobalt Alumel
Cobalt Palladium Nickel
Alumel Alumel Palladium
Nickel Nickel Constantan
Constantan Constantan

Copel Copel

Bismuth

Source: Reference 5.

each material in the listing is positive with respect to all beneath it. In an iron—palladium
thermocouple, for example, the cold end of the iron wire will be positive with respect to the
cold end of the palladium.

In some instances the operating temperatures of machinery elements have been measured
using the machine structure as part of the thermoelectric circuit (cutting-tool tip temperatures,
cam shaft/rocker arm contact temperatures, etc.). In such cases each material in the circuit
must be calibrated, and all intermediate temperatures must be measured in order to interpret
the signal.

The alloys usually used for thermoelectric temperature measurement are listed in Table
2. These have been developed over the years for the linearity, stability, and reproducibility
of their electromotive force (emf)—temperature characteristics and for their high-temperature
capability. Tables of thermocouple emf versus temperature [referenced to the international
practical temperature scale of 1990 (IPTS90)]' are available as DOS files on a disk from
the National Institute of Standards and Technology (NIST). The standardized Iletter-
designated thermocouple pairs are treated: B, F, J, K, N, R, S, and T. This is the primary
source for reliable thermocouple data.

The noble metal and refractory metal thermocouples are used generally with extension
wires of substitute materials, which are cheaper and easier to handle (more ductile). The
extension wires used are described in Table 3. Except for the substitute alloys, thermocouple
extension wire is of the same nominal composition as thermocouple wire and differs from
it mainly in the accuracy of its calibration and the type of insulation used. Extension wire
is not calibrated as accurately as thermocouple-grade wire.

Thermocouple material can be purchased as individual bare wires, as flexible, insulated
pairs of wires, or as mineral-insulated pairs swaged into stainless steel tubes for high-
temperature service. Prices range from a few cents to several dollars per foot, depending on
the wire and the insulation. There are many suppliers.

2.2 Peripheral Equipment

Any instrument capable of reading low-dc voltages (on the order of millivolts) with 5-10
1V resolution will suffice for temperature measurements; the accuracy depends upon the
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2 Thermocouples 135

Table 3 Extension Wires for Thermocouples
. . Color”
Extension Wire,
Thermocouple Material Type Type* (+) (=) Overall
Tungsten/tungsten—26% rhenium — Alloys 200/226° — — —
Tungsten—5% rhenium/tungsten—26% rhenium — Alloys (405/426)°  White Red Red”
Tungsten—3% rhenium/tungsten—25% rhenium — Alloys (203/225)>  White/yellow  White/red  Yellow/red
Platinum/ platinum—rhodium S,R SX, SR Black Red Green
Platinel 11-5355/platinel 11-7674 — P2X¢ Yellow Red Black®
Chromel/alumel, tophel/nial, Advance, E KK Yellow Red Yellow
Thermokanthal?

Chromel/constantan K EX Purple Red Purple
Iron/constantan J IX White Red Black
Copper/constantan T X Blue Red Blue

Source: Reference 4

“ ANSI, except where noted otherwise.

" Designations affixed by Hoskins Mfg. Co.
¢Englehardt Mfg. Co.

9Registered trademark names, see Table 2 for identification of ownership.

voltmeter. The signal from a thermocouple depends upon the difference in temperature be-
tween the two ends of the loop; hence, the accuracy of the temperature measurement depends
upon the accuracy with which the reference junction temperature is known as well as the
accuracy with which the electrical signal is measured.

Galvanometric measuring instruments can be used, but since they draw current, the
voltage available at the terminals of the instrument depends not only on the voltage output
of the thermocouple loop but also on the resistances of the instrument and the loop. Such
instruments are normally marked to indicate the external resistance for which they have been
calibrated. Potentiometric instruments, either manually or automatically balanced, draw no
current when in balance and therefore can be used with thermocouple loops of any resistance
without error. High-input-impedance voltmeters draw only minute currents and, except for
very high resistance circuits, pose no problems. When in doubt, check the input impedance
of the instrument against the circuit resistance.

The input stages of many instruments have one side grounded. Ground loops can result
from using a grounded-junction thermocouple with such an instrument. If the ground poten-
tial where the thermocouple is attached is different from the potential where the instrument
is grounded, then a current may flow through the thermocouple wire. The voltage drop in
the wire due to the ground-loop current will mix with the thermoelectric signal and may
cause an error.

2.3 Thermoelectric Theory

The emf—temperature calibrations of the more common materials are shown qualitatively in
Fig. 1. The emf is the electromotive force mv that would be derived from thermocouples
made of material X used with platinum when the cold end is at 0°C and the hot end is at
T. Those elements commonly used as first names for thermocouple pairs [i.e., Chromel
(—Alumel), iron (—constantan), copper (—constantan), etc.] have positive slopes in Fig. 1.

It can be shown from either the free-electron theory of metals or thermodynamic ar-
guments alone that the output of a thermocouple can be rigorously described as the sum of
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Chromel

(+)

Iron
Copper
PT-p

_——>

T

Alumel

Constantan Figure 1 The emf vs. temperature calibrations for several
materials. (Reproduced from Ref. 2, with permission.)

the contributions from each length of material in the circuit—the junctions are merely elec-
trical connections between the wires. Formally,

Lodr J’O dr
E"e‘_f(, e]adx-i- . ezadx H

total thermoelectric power of material; equal to sum of Thomson coefficient and
temperature derivative of Peltier coefficient

T = temperature

x = distance along the wire

L = length of the wire

where €

When the wire is uniform in composition, so that e is not a function of position,

TL To
E, = fT € do + f € do )
0

TL

Commercial wire is homogeneous within close limits, but used thermocouples may be far
from uniform.

When only two wires are used in a circuit, it is customary to further simplify the
problem. If both wires begin at one temperature (say 7,) and end at another (say 7,), the
two integrals above can be collected:

7L
Enet = (El - 62) de (3)
To

Three simplifications are built into this reduced equation:

1. e is not a function of position (i.e., the wires are homogeneous).
2. There are only two wires.
3. Each wire begins at T, and ends at 7.

These are the conditions for which the emf—temperature tables are intended. If any of the
three conditions is not met, the tables cannot be used to interpret the output.
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2.4 Graphical Analysis of Circuits

It is possible to graphically analyze a thermocouple circuit and describe its output in terms
of the calibration of its wires. The simplest practical circuit consists of two wires joined
together at one end and connected directly to a measuring instrument, as shown in Fig. 2.
This is referred to as the pattern circuit. The pattern circuit is thermoelectrically ideal (pro-
viding that the materials of the instrument do not affect the reading) since it contains no
switches, connectors, or lead wires. The output of this system can be analyzed graphically
using the calibration data shown in Fig. 1. The method used here is described in detail by
Moffat.?

The circuit in Fig. 2 requires frequent measurement of the temperature at the instrument
terminals and is seldom used where accuracy of better than = 2°F is required (chiefly
because it is difficult to measure the temperatures of points 1 and 3 more accurately than
+ 1°F).

A reference zone of controlled temperature eliminates the need for frequent measure-
ments of the ambient temperature. The reference zone may be an ice point, a triple point,
or an electrically controlled, high-temperature reference zone box. A circuit as in Fig. 3
assumes the reference temperature to be an ice-point bath.

The output of this circuit is the emf between points 1 and 5 (those connected to the
instrument terminals). The ideal circuit would have had the output given by emf(2—4). The
graphical construction shows that emf(2—4) is equal to emf(1-5) since the segments 1-2 and
4-5 each represent the same material (copper) over the same temperature interval (7, —
T.;), and the wires are connected so as to cancel these emfs. Thus, the actual circuit is
thermoelectrically equivalent to the ideal circuit. Note that the copper lead wires (1-2 and
4-5) play no role in determining the output of the circuit, provided that (1) the calibrations

@ Iron

@ Constantan

@ Iron

«
TRet TH> @
.\

@ Constantan

\Constantan

Figure 2 Temperature measurement using the
ambient temperature as the reference. (Reproduced
Tamb T THot from Ref. 2, with permission.)
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4

(o) e
® M Constantan 7~

1 |
Tamo {3 1 Tret

Iron
Q

TRet TH> ®

C\
@ Constantan

=~ _Constantan

©)
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Figure 3 Temperature measurement using an icebath as the reference. (Reproduced from Ref. 2, with
permission.)

of the two pieces of copper wire are the same and (2) the temperature intervals across the
two copper wires are the same.

2.5 Zone-Box Circuits

When several thermocouples are used in a single test far from the measuring station, sig-
nificant economies can sometimes be achieved by using a common zone box and substituting
copper lead wires for much of the thermoelectric material. Such a circuit is shown in Fig.
4. The objective of the analysis is to determine the conditions under which the actual circuit
is thermoelectrically equivalent to the pattern circuit.

The function of the zone box is to provide a region of uniform temperature within which
connections can be made. The temperature of the zone box need not be constant, and it need
not be known—it need only be uniform.

The circuit consists of a reference bath, a selector switch, a readout instrument, and a
set of thermocouples extending from the zone box to their individual sensing points con-
nected together with copper wires. Providing the selector switch and the lead wires introduce
no spurious emf, the behavior of any one thermocouple for this circuit should be the same
as that of the pattern circuit shown. In the E-T diagram, the copper lead wires are shown
passing through the selector switch with no acknowledgment of its existence—the switch is
assumed to have a uniform temperature at the ambient temperature.
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TRet TAmb TZone THot

Figure 4 Multiple measurements using a zone box and selector switch. (Reproduced from Ref. 2, with
permission.)

Commercially available zone-box and selector switch assemblies are sometimes made
with the assumption that the junction 6 will be placed in the reference bath and points 5
and 7 in the zone box. This requires reversing the polarity of the reference junction (i.e., the
wire between points 5 and 6 must then be constantan in this example, and the wire between
6 and 7 must then be iron).

If a wiring diagram is not available, a test for reference junction polarity should be
made. With the system connected, at any arbitrary temperature, the instrument reading should
go up if the temperature of the reference junction goes down, and conversely.

2.6 Laws of Thermoelectricity

Various authors have attempted to summarize the behavior of thermocouples through sets of
laws ranging from three to six in number. One of the more detailed sets is given by Doebelin.°
Each law can easily be proven by recourse to an emf—temperature sketch. The first three
from Doebelin’s list are used as examples:

1. The thermal emf of a thermocouple with junctions at T, , and T, is totally unaffected
by temperature elsewhere in the circuit if the two metals used are each homogeneous.
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In Fig. 5, it is presumed that T}, < T.,.qc- If the wire is uniform in calibration on both
sides of the hot spot, the potential hysteresis loop closes and no net emf is generated because
of the hot spot. The principal importance of this law is that it establishes the conditions
under which a thermocouple is a point sensor. If and only if wires A and B are uniform in
composition, the thermocouple output is determined only by the temperatures 7., and T,
and is independent of the temperature distribution along the wire.

2. If a third homogeneous metal C is inserted into either A or B, as long as the two
new thermojunctions are at like temperature, the net emf of the circuit is unchanged
irrespective of the temperature of C away from the junctions.

Figure 6 shows a third material inserted into the A leg and then heated locally. It is
presumed that the temperatures at the two ends of C remain equal. If the material C is
homogeneous, the emf induced by the excursion in temperature from point 2 to point 3 is
canceled by that from point 3 to point 4, and no net signal is produced.

3. If metal C is inserted between A and B at one of the junctions, the temperature of
C at any point away from the AC and BC junctions is immaterial. So long as the
junctions AC and BC are both at the temperature 7', the net emf is the same as if C
were not there.

Figure 7 illustrates this case. An intermediate material, C, is inserted between A and B
at the measuring junction. The diagram once more shows no change in the net emf if the
inserted material is homogeneous and does not undergo a net temperature change.

The situation involving intermediate materials at the junction is of great practical im-
portance because it addresses questions of manufacturing technique and how they affect
thermocouple calibration. For example, the third material (C), used to connected the two
materials A and B, might be the soft solder, silver solder, or braze material. The output of
the thermocouple is independent of that third material, provided that the third material is
homogeneous and begins and ends at the same temperature. In practice, these conditions are
usually satisfied because the joining material is isothermal. If the third material is isothermal,

—
®
TRef
N ®
B —
EMF =ad
A ®
@ = Figure 5 Illustration of the law of interior tem-
peratures. (Reproduced from Ref. 2, with per-

T THot Tcandle mission.)
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Figure 6 [Illustration of the law of inserted ma-
T4 terials. (Reproduced from Ref. 2, with permission.)

it makes no contribution to the output of the thermocouple. This proof should not be taken
as a blanket license to connect thermocouple wires together without due care—some instal-
lations may result in temperature gradients near the junction, and those are sensitive to the
presence of a joining material. However, a well-designed probe assures an isothermal zone
around the junction, and those probes are insensitive to the material used to join the ther-
moelements together.

9 A
—t
N
® B
Thet
\ \\C
T\ o
EMF @
A
@ Figure 7 [Illustration of the law of intermediate
materials. (Reproduced from Ref. 2, with permis-

Tret T3 Thot sion.)
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2.7 Switches, Connectors, Zone Boxes, and Reference Baths

A thermocouple switch or connector must not produce emf that would contaminate the
temperature signal. By their very nature, switches and connectors connect several materials
together and are susceptible to generation of thermoelectric emf.

The principal defense against spurious emf is to ensure that the switch or connector is
isothermal, not only on the whole but in detail. The mechanical energy dissipated as heat
when the switch is moved appears first as a high-temperature spot on the oxide films of the
two contacts. Substantial temperature gradients may persist for several milliseconds after a
switch movement.

Connectors frequently are used to join a thermocouple to lead wires, often in a location
near the test apparatus. Temperature gradients within connectors may generate spurious sig-
nals. It is important to insulate the outer shell and provide a good conduction path inside
the connector.

Switches and connectors made of thermocouple grade alloys will minimize the troubles
caused by poor thermal protection, but good thermal design is still necessary.

The errors that can be introduced by using a nonisothermal connector are illustrated in
Fig. 8. An all-copper connector is presumed, with its connection points 2, 3, 5, and 6 as
shown. Two cases are examined: one in which both the A and B wires enter at one temper-
ature and leave at another (7, = Ty and T; = T, but T, # T;) and one in which the A wire

®@ 0

—+ a T A R A
Connector 1 @,l
N - i e

@B@ @B

Tret

EMF t

L]

EAct

Figure 8 The effects of connectors. (Reproduced
TRet Thot from Ref. 2, with permission.)
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enters and leaves at one temperature while the B wire enters and leaves at some other
temperature (7, = T, and T5 = T, but T, # Ts). The E-T diagram shows the latter situation
causes no error regardless of the type of material in the connector, since there is never a
temperature gradient along the connector material. In the first case, the resultant signal is in
error, having “lost” the entire amount of the temperature interval across the connector.

Reference baths which provide stable and uniform zones for termination of thermocou-
ple systems are available. These generally consist of a heated or cooled zone box thermo-
statically controlled to remain at some specified temperature. Laboratory users may well use
an ice bath or triple-point cell. For most engineering purposes, a bath made with ice and
water sufficiently pure for human consumption will be within a few hundredths of a degree
of 0°C if certain simple precautions are followed.

A Dewar flask or vacuum-insulated bottle of at least 0.5 liter capacity should be com-
pletely filled with ice crushed to particles about + to £ cm in diameter. The flask is then
flooded with water to fill the interstices between the ice particles. A glass tube resembling
a small-diameter (0.5-cm), thin-walled (0.5-mm) test tube should be inserted 6 or 8 cm deep
into the ice pack and supported there with a cork or float. A small amount (0.5 cm deep)
of silicone oil should be placed in the bottom of the tube to improve the thermal contact
between the junction and the ice-water mixture. The reference thermocouple junction is then
inserted into the tube until it touches the bottom of the tube and is secured at the top of the
tube with a gas-tight seal. The object of the seal is to prevent atmospheric moisture from
condensing inside the tube and causing corrosion of the thermocouple.

The assembly is shown in Fig. 9, along with a proper connection diagram. Note that
the relative polarity of the connection is different from that shown in Fig. 4. If a connection
like Fig. 4 is desired, two glass tubes must be prepared, one each for the positive and negative

Air Seal

Ice with
some water

Silicone oil

Figure 9 Construction of a reference ice bath. (Reproduced from Ref. 2, with permission.)
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elements. These tubes must be mounted farther apart than the size of the ice particles to
assure adequate cooling. One thermoelement and one copper lead wire are put into each
tube.

The principal requirement of the reference bath is that its temperature be known accu-
rately. Any region of known temperature can serve as a reference bath.

Many instruments that provide their output in temperature units contain local reference
regions and compensating circuits that augment the thermoelectric signal to account for the
local reference temperature. Such instruments can be used only with the type of thermocouple
for which they were intended, since the compensating network is specific to the calibration
of the thermocouple being used.

2.8 Obtaining High Accuracy with Thermocouples

The temperature emf tolerances quoted for thermocouples account for two types of deviations
from the expectation values: (1) batch-to-batch differences in average calibration and (2)
point-to-point differences in local calibration along an individual thermocouple.

Calibration of individual thermocouples can account for the batch-to-batch differences
but not the point-to-point variations along the wire.

For highest precision, three precautions should be taken:

1. Calibrate the individual thermocouples.

2. Minimize the working temperature difference (i.e., use a reference temperature near
the working temperature and physically close by).

3. Install the thermocouple so the working temperature difference is stretched over as
long a length of wire as possible.

2.9 Service-Induced Inhomogeneity Errors

When thermocouples are used in unfavorable environments or for very long times, the output
voltage may drift with time.

There are many possible causes for this drift, among which are selective oxidation,
which changes the composition of the alloy; diffusion of one or more of the components
from the thermocouple alloys to the sheath of a mineral-insulated, metal-sheathed assembly;
and local annealing of previous cold work. Most of these are ‘‘high-temperature” effects,
occurring mainly between 500 and 1500°C, as described by Campari and Garribba’ and
Bentley.! Many of these effects are attributable to the complex composition of the thermo-
electric alloys, according to Schuh and Frost,® who pointed out that the alloys were developed
in the early and mid-1900s to generate an emf that was linearly proportional to temperature.
This constraint, imposed by the widespread use of simple analog instruments, led to the
“tailoring” of the emf characteristic by adding trace amounts of several constituents. With
a complex composition, even small changes could significantly change the emf at a given
temperature. Schuh and Frost pointed out that linearity is no longer an important issue since
digital processing does not require linearity. They recommended increased attention to the
use of high-temperature structural alloys as thermoelements, relying on “‘smart” instruments.

In the low-temperature domain, such as electronics cooling, one of the sources of in-
homogeneity error is cold working of the thermocouple wire by bending. Type K is signif-
icantly vulnerable to this effect. The calibration of a type K pair can be lowered by 1%
simply by bending the wires by hand. The error caused by this cold work depends on the
severity of the cold work, the length of the damaged region of wire, and the temperature
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difference across that length when the thermocouple is in service. The cold-worked region
is often very short, which makes it difficult to detect.

A similar drop in calibration was reported by Bentley and Morgan'® for PtRh versus Pt
thermocouples in response to cold work introduced by handling. They reported a drop of
about 0.4% in the cold-worked region. Annealing at 200°C did not entirely remove the drift
in the PtRh leg. It is difficult to identify this problem by subsequent recalibration, since the
region of partially degraded material may be placed in a uniform temperature zone during
recalibration and hence play no part in generating the signal under calibration conditions. If
a thermocouple is suspected of being inhomogeneous, it should be tested for homogeneity
along its entire length. If the test shows that the wire is homogeneous, then no calibration
is required, since the used portion of the wire is the same as the unused portion. If the wire
is not homogeneous, no recalibration can be of value because it will be impossible to place
the temperature gradient in the same location for calibration as it was for service. This
situation is described in Figs. 10-12.

Assume that the thermocouple was exposed to the unfavorable environment only near
the hot end, as shown in Fig. 10, and that both wires became less active as a result of the
reaction. The output will drop, as shown. If this defective thermocouple were placed in a
usual calibration facility, all of the affected material would be in the region of uniform
temperature. The emf would be generated entirely by the material near the entrance of the
furnace, which was never changed—the wires between points 1 and 2 and between 6 and 7
in Fig. 11. Under such conditions, a perfectly normal signal would be developed.

Figure 12 illustrates a test for homogeneity that can identify a defective thermocouple.
To test a thermocouple for inhomogeneity, clamp the junction at a constant temperature and
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Figure 10 Temperature distribution along the
thermocouple, in service, and the resulting output
after deterioration of the wires. (Reproduced
from Ref. 2, with permission.)
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Figure 11 Temperature distribution along the

@ thermocouple, during recalibration, and the result-
ing output. (Reproduced from Ref. 2, with per-
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Figure 12 Homogeneity testing with a local hot
T T spot and the resulting output. (Reproduced from
Ref Amb Flame Ref. 2, with permission.)
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heat the wire in the suspected region. A homogeneous material will not produce any emf,
as shown earlier in Fig. 5. An inhomogeneous material will have different calibrations on
the upslope and downslope sides of the temperature excursion and will produce a net emf.
This process is illustrated in Fig. 12.

The best technique for identifying a service-induced inhomogeneity is “‘side-by-side”
running or comparison by replacement. Neither is very convenient, but on the other hand,
there is no alternative. It is not within the present state of the art, regardless of how much
effort is expended, to be able to interpret the readings from an inhomogeneous thermocouple
in an arbitrary environment.

2.10 Thermoelectric Materials Connected in Parallel

Thermocouple materials are usually thought of as being connected in series with respect to
the direction of the temperature gradient. There are situations, however, where two materials
are in parallel electrical contact along their length. In such cases, the thermoelectric potential
causes a distributed current to circulate in the materials. The net effect of such a configuration
can be computed if the geometries and material properties are known.

There are three applications for which this effect is known to be of importance: (1) in
the design of plated-junction thermopiles, (2) in attempts to precisely measure surface tem-
peratures using thermocouples attached with solder, and (3) in the case of distributed failure
of thermocouple insulation, usually at high temperatures.

The essential features of this parallel circuitry can be illustrated by discussion of the
thermopile design and the shunted thermocouple situation.

Copper may be plated onto a constantan wire to form a cylindrical thermocouple pair
in which the copper and constantan contact throughout their entire length. When the two
ends of this plated material are held at different temperatures, an emf will be generated,
which is a function of the relative electrical resistance of the two materials, as well as the
usual thermoelectric parameters. The physical situation is shown in Fig. 13.

Gerashenko and Ionova'! related the net emf to that of a conventional copper—constantan
thermocouple by the following:

EMF R,
— const (4)
EMFs!d Rcons! + Rcoppcr
Constantan Copper plate
l I
l E !
T, T,
Copper
Ty ( > T2
Const.
Const. E * Const. Figure 13 The plated junction thermopile ele-

ment and its equivalent circuit. (Reproduced
E = IRconst. from Ref. 2, with permission.)
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Figure 14 Electrical network model of the distributed shunt effect. (Reproduced from Ref. 2, with
permission.)

where R is the electrical resistance for the component named in the length direction.

Thick copper platings will produce low resistance in the copper, and almost the entire
output of the copper—constantan pair will be recovered.

There is another circumstance in which thermocouple elements become connected in
parallel. When long thermocouples are used in hostile environments, there can be significant
effects on the output due to partial shunting of the thermocouple by breakdown of the
insulation between the wires. This effect was discussed in 1964 by Tallman,'?> who presented
a model for numerical calculations to evaluate the output which is useful in explaining the
behavior. The circuit shown in Fig. 14 describes the behavior when the insulators serve only
as resistive connections between the wires (i.e., do not participate by generating emf). Only
one node is shown in Fig. 14, although a real circuit would require many nodes for an
accurate model:

E, = e,,(AT)
€, = total thermoelectric power of AB pair
R, = R, + R, for ith interval

r; = resistance between A and B wires in ith interval
AT, = temperature difference across ith interval

This network can be solved by several techniques and seems to accurately model the physical
behavior of the distributed shunt effect.

The problem of resistive shunting was revisited in 1999 by Gill and Nakos,'* who were
interested in measuring the temperatures of large pools of liquid fuel (diesel or jet fuel).
Long runs of mineral-insulated thermocouple material were exposed to high temperatures
(up to 1200°C). The resistance of the mineral-insulated thermocouple stock went down rap-
idly at high temperature, shunting the thermocouple signals. As a consequence, the apparent
temperature was affected by the temperature in the shunt region as well as by the temperature
at the measuring junction.

2.11 Spurious emf due to Corrosion and Strain

Thermocouples produce dc signals in response to temperature differences. They can also
become sensitive to ac electrical noise and ground loops, all of which are tractable and can
be handled as noise problems would be handled in any system.

There are two problems peculiar to the thermocouple that bear mention: galvanic emf
generation and strain-induced emf.

Thermocouples necessarily involve pairs of dissimilar materials and hence are liable to
galvanic emf generation in the presence of electrolytes. The iron—constantan pair is the most
vigorous, being capable of generating a 250-mV signal when immersed in an electrolyte.

The galvanic emf generated between iron and constantan opposes the thermoelectric
signal; that is, the voltage drop of the current through the measuring loop opposes the thermo-
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WET

Figure 15 Electrical network model of the galvanic emf effect on a wet thermocouple. (Reproduced
from Ref. 2, with permission.)

electric signal. The net effect, then, is that the thermocouple reads low. If the galvanic
connection is near the junction, as it would be if certain soldering fluxes were not completely
removed, the corrosive ‘“necking down” of the iron wire increases the resistance to the
galvanic current more and more as the wire is eaten away. This in turn means that the
thermocouple readout circuit picks up a larger and larger fraction of the 250-mV galvanic
signal. In bench tests of this mechanism,'* it has been shown possible to have an iron—
constantan thermocouple read negative (i.e., below the reference bath temperature).

Neither copper—constantan nor type K material shows significant galvanic effects.

The equivalent circuit is shown in Fig. 15. It is similar to the shunt problem, but the
active emf source in the shunt dominates it.

The output of the system will be the thermoelectric emf corresponding to Ty, — T
plus or minus the IR drop in the circulating current loop.

Typical values for E, and R, are 250 mV and 1 MQ/cm of wetted length (24-
gauge, duplex-fiberglass-insulated iron—constantan wires, wet with distilled water). The error
induced by this signal depends on the resistance in the thermocouple loop and the location
of the wet spot along the thermocouple. Wet iron—constantan thermocouples can produce
large error signals.

Although type K materials do not display appreciable galvanic emf, they are strain
sensitive (i.e., cold work causes a change in calibration), and during the act of straining,
they generate appreciable emf. Temperatures measured on vibrating equipment may appear
to fluctuate as a result of flexing of the thermocouple wires. Copper—constantan and iron—
constantan are less active than type K, with copper—constantan least active. Spurious signals
on the order of 50°C have been observed using type K materials on a vibrating apparatus
(e.g., whole engine tests).

2.12 Self-Validating Thermocouples

Most thermocouple users blame the thermocouple for any “bad’ data when, often, the fault
lies elsewhere in the system—unrealistic expectations, poor installation of the sensor, and
so on. As a consequence, there has been considerable interest in methods of ““validating” a
thermocouple’s output while it is still in service.

One approach was to install the thermocouple junction in a capsule containing a metal
or alloy whose melting temperature was known and was below the operating temperature of
the thermocouple at steady state. On each ““fire-up,” as the indicated temperature rose, the
thermocouple trace would display a plateau at the melting point, thus confirming that the
output was correct. A recent example of this approach was reported by Sachenko et al.,'
who outfitted a Chromel-Alumel thermocouple with a capsule containing lead.
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Industrial thermocouples are frequently installed in thermowells to isolate the sensor
from the system. Often, the thermowell is partly filled with a fluid of high thermal conduc-
tivity to assure good thermal contact between the thermocouple and the system through the
wall of the thermowell. An empty thermowell is one of the main causes of “faulty ther-
mocouple” reports. This type of failure can be detected by an electrical heating test known
as the loop current step response proposed by Hashemian'® and more recently incorporated
into the Oxford University SEVA (Self Evaluation) protocol by Yang and Clarke.!” This
procedure involves passing a current through the thermocouple to heat it above its operating
temperature and recording the cooling curve obtained when the heating current is shut off.
This procedure is executed periodically and the traces compared with a reference trace ob-
tained when the thermocouple was first installed. Any loss of thermal contact between the
thermocouple and its thermowell results in a change in the shape of the response curve in
the first few seconds of the trace.

2.13 Thermocouple Probe Designs for Gas Temperature Measurements

Thermocouples respond to their total environment, including all heat transfer modes: radia-
tion, conduction, and convection. Radiation and conduction tend to pull the thermocouple
temperature away from the gas temperature toward the temperature of the radiating source
or the conducting support structure. The thermocouple is ““‘connected” to the gas temperature
by convection through the heat transfer coefficient. The equilibrium temperature is that which
results from an energy balance between these competing tendencies. In cases where chemical
reactions may be catalyzed on the surface of the thermocouple, those mechanisms must also
be considered. Any difference between the thermocouple temperature and the true gas tem-
perature is considered an error. Three types of error are recognized: radiation error, conduc-
tion error, and velocity error. Each describes the difference between the true gas temperature
and the indicated temperature due to one mechanism: radiant heat transfer, conductive heat
transfer, or high-velocity viscous dissipation effects. The heat transfer characteristics of a
thermocouple (which governs its response to its environment) is relatively well known and
cannot be changed.

Designing a thermocouple probe for accurate gas temperature measurement consists in
designing a protective envelope within which the thermocouple will be acceptably accurate,
that is, within which the sum of all three errors will be acceptably small. No thermocouple
probe can respond instantaneously to changes in gas temperature. Thermocouples (the junc-
tions themselves, not including any surrounding probe structure) act as first-order systems
in response to changes in temperature and compensation methods for first-order systems are
well understood. The general procedure for design of gas temperature probes for steady-state
accuracy and transient behavior has been described by Moffat.'

The following citations provide examples of these principles applied to probe design.
Elmore and Watkins!® developed an analog compensation system that used signals from two
first-order thermocouples of different diameters to determine transient gas temperatures up
to 1 kHz. The fundamental approach could be implemented using high-speed digital proc-
essing as well. Moffat*® proposed a transient method for estimating the (steady) temperature
of a very hot gas stream (above the melting temperature of the thermocouple). His method
is based on briefly exposing the thermocouple to the gas stream and correcting the transient
behavior using a first-order time constant. The appropriate value of the time constant is
found by minimizing the variance in the corrected signal over the time interval of exposure
of the thermocouple to the hot gas stream.
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Radiation error plays an important role at high temperatures, especially in low-velocity
situations. One approach to this problem is to use an aspirated probe to increase the gas
velocity past the thermocouple junction, increasing the convective heat transfer coefficient
and reducing radiation error. Suction pyrometer probes were investigated at the National
Bureau of Standards during the 1950s for use in combustion chamber and afterburner studies,
as reported by Lalos.?! Norton et al.??> adapted this method for use in a high-temperature
glass furnace. Another approach is to use two probes with different (but predictable) error
sensitivities and calculate the radiation error from the difference in the readings of the two
probes. This approach has been used by Moffat** and Brohez et al.>* The main problem with
this approach is that the correction can be very large, and if the uncertainty in the raw data
exceeds a few percent, then the correction becomes highly uncertain. The behavior of ther-
mocouple probe designs in fire environments was investigated by Blevins and Pitts,> who
modeled the behavior of bare thermocouples, single-shielded aspirated probes, and double-
shielded aspirated probes under fire conditions. Pitts et al.,”® of NIST’s Building and Fire
Research Laboratory, investigated the uncertainties in the corrected readings of bare and
shielded, aspirated probes. Their results confirmed that the largest uncertainties were found
when the corrections were largest.

Measurements in high-velocity gases suffer mainly from problems with the recovery
factor of the probes. High-recovery-factor probes read close to stagnation temperature, but
their recovery factor is sensitive to manufacturing tolerances and, therefore, is somewhat
uncertain. Low-recovery-factor probes require larger corrections for the residual velocity
error, but their simpler geometry can reduce the uncertainty in the final reading. Moffat?’
recommended a probe using a spherical tip (a ball bearing) whose recovery factor is very
well known and repeatable, while Vasquez and Sanchez?® describe the design of a system
using a Kiel-type shield for a high-recovery probe. Both references dealt with applications
requiring high accuracy in the measurement of small temperature differences—the temper-
ature rise across a single stage of a compressor or turbine.

2.14 Thermocouple Installations for Surface Temperature Measurement

Two problems dominate the accuracy of surface temperature measurement with thermocou-
ples: ensuring good contact between the sensor and the surface and avoiding disturbing the
surface temperature by the presence of the thermocouple.

Keltner and Beck? analyzed the steady-state and transient errors of thermocouples at-
tached to thick walls using the unsteady surface element method. Sobolik, Keltner, and
Beck®® dealt with thin plates, with special emphasis on the effect of the measurement errors
on the interpretation of data from thin-foil heat flux gages.

Analysis of the surface measurement problem shows that thin-film thermocouples should
be ideal sensors. Han and Wei®' describe a method of making thin-film thermocouples on
nonmetallic surfaces that yields excellent steady-state and transient measurement accuracy.
They applied this technique to a Zirconia coating on an engine piston, but the thin-film
concept would also be well suited to the electronics industry, which uses nonmetallic pack-
aging and requires accurate measurement.

Not all thermocouple probes are attached to the surface—spring-loaded contact probes
are often used for measurements in situations where no permanent attachment would be
permitted. The error in such applications is dominated by the contact resistance. Osman,
Eilers, and Beck?®? used an inverse conduction solution to develop a method for correcting
transient measurements based on a steady-state calibration.
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3 RESISTANCE TEMPERATURE DETECTORS

The terms resistance temperature detector and resistance thermometer are used interchange-
ably to describe temperature sensors containing either a fine-wire or a thin-film metallic
element, whose resistance increases with temperature. A small current (ac or dc) is passed
through the element, and its resistance is measured. The temperature of the element is then
deduced from the measured resistance using a calibration equation or a table.

3.1 Types and Ranges

Resistance temperature detectors can be designed for standards and calibration laboratories
or for field service, although the probe designs are vastly different. Field service probes are
generally encased in stainless steel protective tubes, with the wire or film elements bonded
to sturdy support structures. They are made to handle considerable physical abuse. Labora-
tory standards probes are often enclosed in quartz tubes, with the resistance wire mounted
in a strain-free manner on a delicate mandrel. High-precision temperature measurement re-
quires that the element be strain free, so the electrical resistance is a function only of tem-
perature, not of strain.

Resistance temperature detectors are well suited for single-point measurements in
steady-state service at temperatures below 1000°C where long-time stability and traceable
accuracy are required and where reasonably good heat transfer conditions exist between the
probe and its environment.

These detectors are not recommended for use in still air or in low-conductivity envi-
ronments unless the self-heating effect can be accounted for appropriately. They are not
recommended for averaging service unless computer data acquisition and software averaging
are contemplated. They are not recommended for transient service or dynamic temperature
measurements unless specifically designed for such characteristics, since the usual probe is
not amenable to simple time constant compensation.

Resistance temperature detector probes tend to be larger than some of the alternative
sensors and to require more peripheral equipment (i.e., bridges and linearizers).

3.2 Physical Characteristics of Typical Probes

Probes intended for field service concentrate on ruggedness and repeatability. Their calibra-
tions may not agree with the standard expectation values of laboratory-grade probes but
should be repeatable. Drift tolerances on field service probes may be stated in terms of
percent drift per 100 hours.

Probes for laboratory service are designed to ensure freedom from mechanical strain
either due to fabrication or thermal expansion during service.

The bare sensing elements of resistance temperature detectors range in size from wafers
0.5 X 1.0 X 2.0 mm, with pig-tail leads 0.25 mm in diameter and 2.5 cm in length, to wire-
wrapped mandrels, again with pig-tail leads 4 mm in diameter and 2 cm in length. With
protective tubes in place, typical probes range from 1.0 to 5.0 mm in diameter.

Some typical sensors and probes for field service are shown in Fig. 16. Stainless steel
is used for the protection tubes on most such units. The sensing element can be either a wire
wound on a mandrel or a thin film deposited on an insulating substrate. Wire resistance
elements may also be bonded to their support structures and encapsulated in glass or ceramic,
but strain-free, steel-jacketed probes are also available. Thin-film elements are usually formed
directly on the substrate by sputtering or vapor deposition.

Some, but not all, laboratory-grade probes use quartz for the protection tubes. For high-
est accuracy and best long-term stability, the laboratory-grade probes use strain-free rigging



3 Resistance Temperature Detectors 153

o — 1mm Wire wound, glass cov.

—C—>p— 1mm Film-type, ceramic cov. —
T =1
3mm x 15mm

~ 5mm  Wire wound, glass cov.
fe—30—

=)

— 5mm Film-type, ceramic cov. 1 = -
l—30—+1

—£=2x10mm Film-type, ceramic

1 mm thick E—:E—

_Eh ) 1 x5mm Film-type, ceramic 5mm x 50mm
1 mm thic

3mm x 15mm

6.7mm Film-type, ceramic
2.2 mm thick

Figure 16 Physical characteristics of some sensors and probes.*

and a bifilar winding. This combination avoids the effects of mechanical strain on the resis-
tance and also reduces pickup from electromagnetic or electrostatic fields. The windings are
fragile, however, and the probes must be treated with great care. Figure 17 shows cutaway
views of two laboratory-grade probes.

3.3 Electrical Characteristics of Typical Probes

Resistance—temperature detectors are available commercially with resistances from 20 to
2000 Q, 100 Q being common. Platinum, nickel, copper, and manganin have been used in
commercial resistance thermometers.

Typically, the resistance of a platinum resistance thermometer will change by about
0.39%/°C. The resistance of a 100-) probe, according to the European calibration curve,
would change by about 0.385 Q/°C in the range 0—100°C. If the probe were in still air at
0°C and were being driven at a constant current of 3.16 mA (which would, on an average
probe, produce a self-heating effect of about 0.25°C in still air), the voltage drop across the
probe would be 316.304 mV, which would increase by 1.2166 mV for each degree Celsius
increase in air temperature. By contrast, this compares to about 0.050 mV/°C for a typical
base-metal thermocouple.

Twisted-pair lead wires are recommended. Care must be taken to avoid thermoelectric
signal generation in resistance thermometer circuits using dc excitation (ac circuits convey
the temperature information at carrier frequency, and they are not affected by thermoelectric
signals).

3.4 Thermal Characteristics of Typical Probes

Interrogation of a resistance—temperature detector dissipates power in the element, which
goes off as heat transfer to the surroundings. This self-heating causes the sensing element
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Figure 17 Cutaway views of two laboratory-grade probes.**

to stabilize at a temperature higher than its surroundings. The amount of self-heating depends
on three factors: (1) the power dissipated in the element, (2) the probe’s internal thermal
resistance, and (3) the external thermal resistance between the surface of the probe and the
surrounding material whose temperature is to be measured. The self-heating temperature rise
is given by

Tns = Tipee = W(Rip + Ry &)

sens spec int

A typical probe exposed to still air will display self-heating errors on the order of 0.1—
1.0°C/mW (commercial probes of 1.5-5 mm in diameter). At 1 m/s air velocity, the self-
heating error may only be 0.03-0.3°C, while in water (at 1 m/s velocity), the self-heating
effect would be reduced by a factor of 4 or 5, depending on the relative importance of the
internal and the external thermal resistances, compared to the values in moving air.

Self-heating error can be kept small by using probes with low internal thermal resistance,
by locating the probes in regions of high fluid velocity (or placing the probes in tight-fitting
holes in structures), or by operating at very low power dissipation. Pulse interrogation can
also be used; it will reduce self-heating regardless of the internal and external resistances.
The temperature rise of an element subjected to a pulse of current depends on the duration
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of the pulse and the thermal capacitance of the sensor rather than on the resistances between
the sensor and the specimen.

Resistance—temperature detectors (RTDs) are subject to all of the installation errors and
environmental errors of any immersion sensor and, because of the detectors’ larger size, are
usually affected more than thermocouples or thermistors. Since RTDs are usually selected
by investigators who wish to claim high accuracy for their data, the higher susceptibility to
environmental error may be a significant disadvantage.

The internal structure of most RTDs is sufficiently complex that their thermal response
is not first order. As a consequence, it is very difficult to interpret transients. The term time
constant, which applies only to first-order systems, should not be applied to RTDs in general.
If a time constant is quoted for a RTD, it may only mean “the time required for 63.2%
completion of the response to a step change,” and it may not imply the other important
consequences of first-order response. Quoted values, from one probe supplier, of “time to
90% completion” range from 9 to 140 s for probes of 1.0-4.5 mm in diameter exposed to
air at 1 m/s.

3.5 Measuring Circuits

Resistance—temperature detectors require a source of power and a means of measuring re-
sistance or voltage.

Resistance can be deduced by voltage drop measurements across the resistor when the
current is known or by comparison with a known resistor in a bridge circuit. Six circuits
frequently used for resistance thermometry are shown in Fig. 18.

(a) 2-Wire Direct (d) 4-Wire Direct

(b) 2-Wire Bridge (e) 4-Wire Reversing

) )
] | | |
J_ | R, 1 ] R, 1
| 1 1
| I
1 | |
LI | SR |

(c) 3-Wire Bridge (f) 4-Wire (Callendar) Bridge

Figure 18 Six circuits for the measurement of resistance.
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In the following paragraphs, these six circuits used for reading the resistance of the
thermometer will be briefly discussed. The determination of probe temperature from probe
resistance is discussed in a future section.

The two-wire, constant-current method is the simplest way to use a resistance thermom-
eter. One simply provides it with a known current and measures the voltage drop across the
probe and its lead wire (Fig. 18a). The resistance of the circuit is determined from Ohm’s
law in the cold and the hot condition, and the temperature is determined from the resistance
ratio.

In this approach, the lead-wire resistance is ignored, which leads to underestimating the
temperature change by approximately the ratio of the lead-wire resistance to the total circuit

resistance:
Rroru =1+ ( AR, ) (©6)
RTOT,C RP,C + RL

Errors can be avoided by properly accounting for the lead-wire resistance, either by
measuring it using a shorting plug to replace the probe or by calculating it from standard
tabular data on wire resistance.

The two-wire bridge circuit (Fig. 18b) suffers from the same lead-wire error as the two-
wire direct method but has one advantage: It can be used with an unstable power supply.
The probe resistance can be measured in terms of the calibrated reference resistor, indepen-
dent of the bridge voltage value.

The three-wire bridge circuit (Fig. 18¢) compensates, to a considerable extent, for the
effect of lead-wire resistance. The circuit uses a matched pair of lead wires to connect the
bridge to the probe. One member of the pair is inserted into each of the two arms of the
bridge, so changes in the lead-wire resistance affect both arms. For a bridge with equal
resistances in both arms, this provides an approximate compensation for lead-wire resistance.

Many commercial probes are supplied with three-wire lead connection.

The most accurate technique for measuring the probe resistance is the four-wire direct
method (Fig. 18d). Lewis® describes the advantages of the four-wire direct system in process
industry measurements and points out that significant advantages in accuracy can be achieved
at relatively low cost.

The probe is driven from a known source of constant current through one pair of leads,
while the voltage drop across the sensing resistor is measured using the other pair. Since
there is no current flow in the voltage-sensing leads, there is no error introduced by the lead-
wire resistance. With current and voltage drop known, the resistance can be calculated di-
rectly using Ohm’s law. Modern, regulated power supplies and high-impedance voltmeters
make this an increasingly attractive option.

Two four-wire bridges are shown: the four-wire Callendar bridge and the reversing
bridge. The Callendar bridge inserts equal lengths of lead wire in each of the two arms of
the bridge, which provides good compensation for the effect of lead-wire resistance. The
reversing bridge allows the operator to exchange lead wires, thus measuring the resistance
in each arm with two different pairs of leads. The average of the two values is usually used
as the best estimate, since the two measurements are equally believable.

Several manufacturers offer linearizing amplifiers as accessories for resistance thermom-
eters. These devices produce signals that are linearly proportional to sensor temperature by
correcting its nonlinear response.

The increasing use of computers in data interpretation has reduced the need for line-
arizing circuitry in laboratory and research work, but the commercial market still prefers
linear systems for control and monitoring.
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In some cases, the linearizing amplifier is provided as an integral part of the probe,
which may also contain its own power supply. The output of such a probe is linearly pro-
portional to the probe temperature.

3.6 The Standard Relationships for Temperature versus Resistance

Platinum resistance thermometers are sold in the United States under two different calibra-
tions (U.S. and European) and are subject to tolerances, which can also be described by
either of two standards.

The two calibrations differ in their expected values of «: the average temperature co-
efficient of resistivity ((2/Q-C) over the interval 0—100°C. The European standard [Deutsches
Institute fiir Normung (DIN) 43670] specifies « to be 0.003850 while the U.S. standard
specifies 0.003925/°C. The IPTS-68 specified 0.003925 for probes acceptable as standards.
The value of « increases with increasing purity, and values as high as 0.003927 have been
observed, according to Norton.’” Norton also mentions that thin films of platinum do not
follow either of the two standard calibration curves just mentioned for bulk platinum but
tend to approach the European standard value.

Table 4 illustrates the differences in resistance of U.S. and European calibrations.

From the user’s standpoint, the important issue is, ‘“How much different are the tem-
peratures deduced from a measured resistance?”” Figure 19 shows the temperature difference
(European—U.S.) as a function of temperature level.

The equations proposed for data interpretation (i.e., the Callendar equation or the
Callendar—Van Dusen equation) are attempts at fitting the tabular data—they are not the
sources of the tables.

Just as there are different standards for the resistance—temperature relationship, so there
are different standards for interchangeability among commercial probes. The hot resistance
of a probe at a particular temperature depends on its cold resistance and its average value
of a up to the operating temperature. Standards for interchangeability must acknowledge
both sources of difference. Interchangeability is typically discussed in terms of ““percent of
reading” (in degree Celsius), with values from 0.1 to 0.6% being available in commercial
probes for field service.

Table 4 Resistances of a Platinum Resistance Thermometer

European
Temperature, U.S. Curve, Curve,
°C a = 0.003925 a = 0.003850
—-200 17.14 18.53
—100 59.57 60.20
0 100.00 100.00
+100 139.16 138.50
+200 177.13 175.84
+300 213.93 212.03
+400 249.56 247.08
+500 284.02 280.93
+600 317.28 313.65

Source: Reference 37.
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Figure 19 Comparison of the European and U.S. resistance curves.

The resistance—temperature characteristic of a probe may drift (i.e., change with time)
while the probe is in service. Manufacturers of laboratory-grade probes will specify the
expected drift rate, usually in terms of the expected temperature error over an interval of
time. Two sample specifications are “0.01°C per 100 hours” for a low-resistance, high-
temperature probe (0.22 Q at 0°C, 1100°C maximum service temperature) and “0.01°C per
year” for a moderate-resistance, moderate-temperature probe (25.5  at 0°C, 250°C maxi-
mum service temperature). Drift of the resistance—temperature relationship appears related
to changes in the grain structure of the platinum. Such changes take place more rapidly at
high temperatures. Probes are annealed at high temperatures after fabrication in order to
reduce the effects of manufacturing strains.

3.7 Interpreting Temperature from Resistance: Common Practice

The final step in determining the measured temperature is to interpret the probe resistance
through a calibration relationship. There are several options depending on the accuracy re-
quired.

For rough work near the ambient, it is often good enough to simply take the nominal
value of « as a constant and divide the observed change in resistance by the value of « to
find the temperature change.

For work between 0 and 100°C, the constant-a method is quite accurate, since o was
determined in this interval.

In general, manufacturers will provide resistance—temperature tables for their probes.
These tables should be used only with the probes for which they were intended because they
may not have any generality. Manufacturers’ tables are slightly more accurate than the
constant-a method.
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For high-quality, laboratory-grade platinum resistance thermometers (used between 0
and 630°C), the Callendar equation describes the IPTS-68 temperature within +0.045°C,
according to Benedict.*® The difference between IPTS-68 and the Callendar equation varies
across the range of temperatures, as shown in Fig. 20.

The Callendar equation is

R, — R, t t
= —t "0 )4 - _ .
! 100 (Rl()() - R()) ? (lOO 1><100> (7)

where R, = resistance at temperature ¢
R, = resistance at ice point
R, = resistance at 100°C
6 = constant evaluated at zinc point (419.58)

As shown in Fig. 20, the tolerance of =0.045°C represents an agreed-upon difference
between the Callendar equation and the IPTS-68 equation.
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Figure 20 The difference between the Callendar equation and IPTS-68. (From Ref. 38, with permis-
sion.)
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For most measurement purposes, the Callendar equation can be considered accurate
within =0.045°C over the range 0-630°C.

Below 0°C, temperature according to the Callendar equation deviates significantly from
the IPTS-68 temperature. An additional term converts the Callendar equation into the
Callendar—Van Dusen equation, which is much closer to the IPTS-68 temperature and is
recommended for field service work between —190°C and 0°C.

The Callendar—Van Dusen equation is

R, — R, )~ (Y
r =100 (Rloo _ RO) + o (100 1)(100) +B (100 1><100> ®)

where R, = resistance at temperature ¢
R, = resistance at ice point
R, = resistance at 100°C
6 = constant determined at zinc point (419.58)

and
,3 — 0 t>0
constant determined at oxygen point (—182.962°C) t<0

According to Benedict,*® the disagreement between the Callendar—Van Dusen equation
and IPTS-68 does not exceed +0.03°C from —190 to 0°C. The difference varies, as shown
in Fig. 21.
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Figure 21 Difference between the Callendar—Van Dusen equation and IPTS-68. (From Ref. 38, with
permission).
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4 THERMISTORS

Thermistors are temperature-sensitive resistors whose resistance varies inversely with tem-
perature. The resistance of a 5000-€) thermistor temperature sensor may go down by 20 ()
for each degree Celsius increase in temperature (in the vicinity of the initial temperature).
Driven by a 1.0-mA current source, this yields a signal of 200 mV/°C.

Thermistors are used frequently in systems where high sensitivity is required. It is not
uncommon to find thermistor data logged to the nearest 0.001°C. This does not mean the
data are accurate to 0.001°C, but the data are readable to that precision.

A thermistor probe is sensitive to the same environmental errors that afflict any im-
mersion sensor: Its accuracy depends on the care with which it was designed for that par-
ticular environment.

4.1 Types and Ranges

Thermistor probes can be used between —183°C (the oxygen point) and +327°C (the lead
point).>* But most applications are between —80 and +150°C.*® The sensitivity of a therm-
istor (i.e., the percent change in resistance per degree Celsius change in thermistor temper-
ature) varies markedly with temperature, being highest at the lowest temperatures.

The long-time stability of thermistor probes is open to some question, although several
months of accurate usage between calibrations seem attainable. The evidence on drift and
its causes is not clear. It would be prudent, as with any temperature-measuring system, to
make provision for periodic recertification of thermistor probes on a time scale established
by experience within the system itself.

If accurate measurements are required, calibration facilities are needed, and this need
poses some problems. Few instruments are capable of providing a transfer calibration for
thermistors to their limit of readability, since few are that sensitive. Melting point baths and
precision-grade resistance thermometry are needed to capitalize on the available precision.

Thermistors have strongly nonlinear output. Linearizing bridges are available, but these
add to cost. Nonlinearity is not a significant issue when the data will be interpreted by
computer.

4.2 Physical Characteristics of Typical Probes

Thermistor probes range in size from 0.25 mm spherical beads (glass covered) to 6-mm-
diameter steel-jacketed cylinders. Lead wires are proportionately sized. Disks and pad-
mounted sensors are available in a wide range of shapes, usually representing a custom
design gone commercial. Aside from the unmounted spherical probes and the cylindrical
probes, there is nothing standard about the probe shapes.

Figure 22 shows some representative shapes of commercially available probes.

For medical applications, thermistor probes are often encapsulated in sterilizable, flexible
vinyl material. Such probes are frequently taped to a patient’s skin and used as the control
sensor for the temperature-regulating system.

The thermistor element itself is fabricated using the techniques of powder metallurgy.
A mixture of metallic oxides is compressed into a disk and sintered. The mixture’s com-
position, the sintering temperature, and the atmosphere in the furnace determine the resis-
tance and the resistance—temperature coefficient of the thermistor. The faces of the disk are
plated with silver, and the resistance of the thermistor is adjusted by removing material from
the edges until the desired value has been obtained. The lead wires are attached, and the
assembled thermistor is then potted in epoxy, rubber, or glass.
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Figure 22 Representative thermistor probes for temperature measurement. (Courtesy of Omega Engi-

neering, F4 of 1985 catalog.)

Resistance drift with time is a problem with some thermistor materials, especially at
higher temperatures. Park*' recommends the addition of SiO, to the mixture of oxides
generally used for negative-coefficient thermistor material as a means of stabilizing the
resistance—temperature characteristic.

The process is shown schematically in Fig. 23.

>

Figure 23 The thermistor manufacturing cycle.
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High-temperature thermistors (1000°C) have been made from doped ceramic materials
but with only moderate success.

4.3 Electrical Characteristics of Typical Probes

Thermistor probes vary in resistance from a few hundred ohms to megohms. Resistance is
frequently quoted at 25°C with no power dissipation in the thermistor. The commercial range
is from about 2000 to 30,000 ().

The resistance—temperature characteristic of a thermistor depends on the material of
which it is made. Representative values of the sensitivity coefficient (percent change in
resistance per degree Celsius) are given in Table 5.

To illustrate the range of resistances encountered in practice, Table 6 shows the resis-
tance as a function of temperature for a typical probe whose resistance is 2252 ) at 25°C.

Thermistor resistance data are frequently shown as logarithm of resistance ratio versus
1/T. Such a presentation emphasizes the ‘“almost linearity”” of a single-term exponential
description of the resistance—temperature characteristic. The data listed in Table 6 are shown
in Fig. 24.

Proprietary probes are available that linearize thermistors by placing them in combi-
nation with other resistors to form a circuit whose overall resistance varies linearly with
temperature over some range. These compound probes can be summed, differenced, and
averaged like any linear sensor.

Modem manufacturing practices allow matched sets of thermistors to be made inter-
changeable within =0.1°C.

4.4 Thermal Characteristics of Typical Probes

Thermistor probes are generally interrogated using a current of 1-10 uA, either ac or dc.
With a probe resistance of 10 (), this results in power dissipation of 0.01 W that must be
transferred from the probe into its surrounding material. At the first instant of application,
this current has no significant effect on the measured resistance of the probe, but in steady
state, it results in the probe running slightly above the temperature of the medium into which
it is installed. This is referred to as the self-heating effect. Since thermistors are often used
where very small changes in temperature are important, even small amounts of self-heating
may be important.

Table 5 Variations of Thermistor Temperature Coefficient
with Temperature

Temperature (°C) Condition % /°C
—183 Liquid oxygen —61.8

—80 Dry ice —-134

—40 Frozen mercury -9.2

0 Ice point -6.7

25 Room temperature =52

100 Boiling water -3.6

327 Melting lead -1.4

Source: Reference 39.
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Table 6 Variation of Thermistor Resistance with Temperature

Temperature (°C) Resistance () Temperature (°C) Resistance ()
—80 1.66 M 0 7355.0
—40 75.79 K 25 2252.0
=30 39.86 K 100 152.8
-20 21.87 K 120 87.7
-10 12.46 K 150 41.9

Source: Reference 43.

The self-heating response is frequently discussed in terms of the dissipation constant of
the probe, in milliwatts per degree Celsium. Dissipation constants can range from 0.005
mW/°C to several watts per degree Celsius and can be estimated with acceptable accuracy,
given the geometry and thermal properties of the probe and its installation. The dissipation
constant should not be used to correct a reading for the self-heating effect; the uncertainty
in the correction is too high. If a calculation shows the self-heating effect to be significant,
pulse interrogation should be used.

Dissipation constants for two representative probes are given in Table 7.

The self-heating effect must be considered in calibration as well as in use. Calibration
baths frequently use stirred oil as the medium. Table 7 shows the self-heating effect in the
oil bath to be very low compared to that in air at 5 m/s. A probe calibrated in an oil bath
and used in air would be subject to different self-heating effects, and the user should be
aware of that.

0 i |
—1 /
) //
-3
—4
0.0022 0.0026 0.003 0.0034 0.0038 0.0042 0.0046 0.005

1/T(K)

Figure 24 Resistance ratio of a typical thermistor as a function of 1/7T (K).
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Table 7 Representative Thermal Dissipation Constants for
Two Different Thermistor Probe Designs

Environment 1.0-cm Disk 5.0-cm Glass Cylinder
Still air 8 (mW/°C) 1 (mW/°C)

Air at 5 m/s 35 —

Still oil 55 3.5

Still water — 5

Oil at 1 m/s 250 —

Source: Reference 39.

The transient response of thermistors is more complex than that of thermocouples, and
they are not as well suited to transient measurements. The difference arises from the thermal
response of the thermistor material itself. Thermistor materials typically have lower thermal
diffusivity than metals and hence do not equilibrate their internal temperatures as rapidly,
all other factors being the same. Thus the highest frequency at which a thermistor will yield
a first-order response is far lower than that for a thermocouple. During rapid changes, the
temperature is not uniform inside the thermistor, and the average resistance no longer de-
scribes the average temperature. Since the thermistor resistance is not a linear function of
temperature, the transient resistance cannot easily be converted to temperature.

Thermistor probes are susceptible to environmental errors (radiation, velocity, and con-
duction errors) as are all other immersion temperature sensors, and the same guidelines and
design rules apply.

Thermistor sensors can be built into complex probe designs, as can any temperature
sensor, and the structure of the probe will determine its steady-state and transient behavior.
The thermistor has relatively low thermal conductivity and is frequently encapsulated in
epoxy, glass, or vinyl, which also have low thermal conductivity. On this account, the tran-
sient response of a thermistor probe will be slower and more complex than that of a metallic
Sensor.

Tagawa et al.** analyzed the transient response of spherical and planar thermistors and
showed that some configurations can be treated as first-order systems for slow changes in
temperature, although they display second- or third-order characteristics at higher frequen-
cies. They reported success using time constant compensation to reduce the compensated
time constant by factors as large 50.

4.5 Measuring Circuits and Peripheral Equipment

Electrical resistance is easily measured within ordinary levels of accuracy by a number of
techniques, and any method can be used with thermistors. The logarithmic variation of
resistance with temperature means that over small ranges a constant percent error in resis-
tance translates into a fixed error in temperature level. For example, with a thermistor whose
sensitivity coefficient (see Table 5) is 5%/°C, a resistance measurement accurate to +=0.1%
of reading will yield a temperature measurement accurate within #+0.02°C everywhere in
the range. Accuracy of this order can be achieved by two-wire and four-wire systems using
off-the-shelf instruments and thermistors.

When thermistors are used to resolve very small differences in temperature (e.g., into
the milliKelvin resolution range), special precautions must be taken to measure the resistance
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with the required accuracy. For the sensitivity mentioned above, 50 ppm corresponds to
about 1 mK. Measurements in the 1-100-mK range are more typical of standards room
practice than of field measurements, yet some applications require this precision.

4.6 Determining Temperature from Resistance

Experimental evidence shows that the resistance of a thermistor varies inversely and nearly
exponentially with temperature. This suggests expressing the resistance—temperature rela-
tionship as a polynomial in In(R):

%:Ayhxmm%h%mMY+Aﬂmm3+~+A“M&N )

Note the R is dimensional in this equation; hence the values of the constants would
depend on the units used for R.

A form retaining terms through the cubic, sufficiently accurate for small ranges in tem-
perature, was used by Steinhart and Hart.** Their results indicated that the second-order
terms had no effect, but later work has shown some advantage in retaining these terms.
However, the Steinhart—Hart equation is still widely used:

1
T Ay, + A, In(R) + A5[In(R)]? (10)

Arguments concerning the need for dimensional homogeneity led Bennet* to propose
a dimensionless form which is independent of the units used:

11 R R\’ (R)N
———==A/Inl— | +A In|l—| + - +A,In|l = (11)
T T, "' <R> : <R> YR,

Justification for this form can be seen in the near-linearity of Fig. 24.
This general form has given rise to several simplified forms. For a first approximation,

only one term is needed:
1 1
R = R, exp| A, f)_? (12)

This form reveals the exponential nature of the thermistor resistance response to changes
in temperature.

Seren et al.* compared four different forms of the calibration equation for goodness of
fit to a data set covering a range of 200 K, published by Bosson, Guttmann, and Simmons,*’
and accepted the data set as reliable. Their results are shown in Table 8. The following
calculations were used to arrive at those results:

Table 8 Accuracy of Least-Squares Fits of Four Different Polynomial Expressions for Thermistor

Calibration

Form of Equation for 1/T SRE RMS Error Mean Error
1. A, + A, In(R) 0.00601 1.999 0.1925
2. Ay + A, In(R) + A,[In(R)]? 0.000428 0.1353 —0.0026
3. Ay + A In(R) + A,[In(R)]*> + A;[In(R)]? 0.000139 0.0392 0.00008
4. A, + A, In(R) + A;[In(R)]? 0.000138 0.0380 —0.00001

Source: Reference 47.
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SRE = standard relative error, the root-mean-square of the relative errors at the test

points:
& (T = TS
SRE = | >, -, (13)
i=1
RMS error = root-mean-square error:
] n 1/2
RMS = [; > (T., - Toﬂ)z] (14)
i=1
Mean error = algebraic mean error:
1 n
Mean = ; Zl (T, - T,) (15)

where T, = calculated temperature (K) at measured resistance R;
T, = observed temperature at measured resistance R,

i

The fourth form is the Steinhart—Hart equation. It seems, from this comparison, that
there is little to choose from between the two cubic fits as far as goodness of fit is concerned,
and since the Steinhart—Hart form requires only three constants, it would be preferred.

A calibration equation such as the Steinhart—Hart equation would be used with a com-
mercial probe only when the highest accuracy is required. In most cases, the manufacturer’s
calibration is sufficiently accurate.

Thermistor probes are sold with resistance—temperature calibration tables accurate
within =0.1 or 0.2 K, depending on the probe grade purchased. These tables are typically
in 1-K increments. For computer interpretation, they should be fit to the Steinhart—Hart form
and the coefficients determined for least error.

For the highest precision in measurement of temperature level, the purchased thermistors
must be calibrated against laboratory-grade temperature standards at enough points to deter-
mine all of the constants in the model equation selected. Good practice would suggest one
redundant calibration point to provide a closure check.

When an application requires more precision than provided by the manufacturer’s tables
but less than the highest achievable, a transfer standard instrument can be used. A strain-
free platinum resistance thermometer or a quartz crystal thermometer can be used as such a
transfer standard. Typically, the comparison is made in a well-stirred, temperature-regulated
oil bath or in a comparison block of nickel or copper in an electrically heated oven.

Values of resistance and resistance divided by resistance at 0°C are listed in Table 9 for
two typical commercial probes as functions of temperature (°C) and 1/7 (K).

5 OPTICAL METHODS

Optical temperature measurements have become increasingly reliable and accurate as the
electronic arts have advanced. This is especially true in the range below 600°C. Above 600°C,
radiation methods have long enjoyed a position of trust in the measurements community.
Low-temperature data interpretation and analysis that were once only conceptually possible
can now be routinely handled with on-board computing.

There was a veritable explosion of instruments for optical temperature measurement in
the period between 1980 and 2000. Only a few of the many types of optical temperature-
sensing systems will be discussed here.

Bigelow et al.*® describe the characteristics of commercial radiation temperature detec-
tors for the range —173 to +3750 K and estimate the accuracy as between 0.5 and 1.5% of
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Table 9 Resistance and Relative Resistance of Typical Probes

Probe 1 Probe 2

T Relative Relative
Temperature (°C) (K) Resistance Resistance Resistance Resistance
—80 .00518 1660000 225.6968 2211000 225.7044
=70 .00493 702300 95.4861 935600 95.5084
—60 .00469 316500 43.0320 421500 43.0278
=50 .00448 151050 20.5370 201100 20.5288
—40 .00429 75790 10.3046 101000 10.3103
=30 .00412 39860 5.4194 53100 5.4206
-20 .00395 21870 2.9735 29130 2.9737
-10 .00380 12460 1.6941 16600 1.6946
0 .00366 7355 1.0000 9796 1.0000
10 .00353 4482 .6094 5971 .6095
20 .00341 2814 .3826 3748 .3826
30 .00330 1815 .2468 2417 2467
40 .00319 1200 1632 1598 1631
50 .00310 811.30 .1103 1081 1104
60 .00300 560.30 .0762 746.30 .0762
70 .00292 394.50 .0536 525.40 .0536
80 .00283 282.70 .0384 376.90 .0385
90 .00275 206.10 .0280 274.90 .0281
100 .00268 152.80 .0208 203.80 .0208
110 .00261 115 .0156 153.20 .0156
120 .00254 87.70 .0119 116.80 0119
130 .00248 67.80 .0092 90.20 .0092
140 .00242 53 .0072 70.40 .0072
150 .00236 41.90 .0057 55.60 .0057

reading depending on the temperature level. The accuracy is better at high temperatures.
These devices are vulnerable to errors from several sources: calibration, size of source,
emissivity uncertainty, background radiation (especially in the lower temperature ranges),
and gas path absorption of the infrared by water vapor or CO,.

One way to avoid gas path absorption and source emissivity uncertainty is to use a
blackbody cavity source and transmit the energy via a closed optical path. This is the prin-
ciple behind the fiber-optic blackbody-sensing system described by Dils.** A fiber-optic
blackbody radiation sensor measures the intensity of the radiation emitted from a blackbody
cavity at the end of an optical fiber and deduces temperature from the intensity, using well-
established laws of radiant emission.

The system has four main elements: the cavity, the high-temperature fiber, the low-
temperature fiber, and the processor. Two of these elements are exposed to the high-
temperature environment. A typical high-temperature fiber is a single-crystal sapphire fiber
about 1.25 mm in diameter and usually between 100 and 250 mm long. The cavity can be
formed by sputtering a thin metallic film onto the end of the sapphire fiber, typically about
5 wm. The metal layer can be covered by a film of alumina (also about 5 wm) to protect it
from oxidation or erosion.

The general arrangement and the principal features of the data interpretation are shown
in Fig. 25.

The cavity radiates as a ‘“‘dark-gray body” (almost a blackbody) and the high-
temperature fiber conducts the radiant energy from the cavity to the low-temperature fiber,
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Figure 25 Fiber-optic radiation probe.

which in turn delivers it to the signal processor. The low-temperature fiber can be of great
length, without degrading the signal, since loss coefficients for the low-temperature fiber
material are quoted in percent per kilometer.

The processing of the radiant signal can be discussed in terms of the system pattern
function: a set of equations that show how the system is supposed to work. The pattern
function for the fiber-optic system is presented below. A final calibration adjusts the output
to bring it into conformance with the calibration results.

’ _ ” CICd(A’ Z)
I = fo Nlexp(Cy, AT) — 1]

F(A)BS(A, T)LTE(T)) dA (16)

and

I = I'K oK 1K

sensor” *cable”*detector

K(T) an

where I'(T;) = detector current, pattern function
I(T,) = actual detector current, corrected for 7
A = wavelength
T = temperature, K
temperature of signal processor box
radiation constant: 3.743 X 108, W-um®*/m?

T,
c,
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C, = radiation constant: 1.4387 X 104, um-K
C/A, T,) = calibration constant for photodiode
F(A) = narrow-bandpass filter function
BS(A, T;) = beamsplitter function
LTF(T,) = low-temperature fiber transmission function

The dependence on T, reflects changes in the optical properties of the mirrors and prisms
used in steering the beams to their respective sensors.

The temperature range is 600-2000°C. Accuracy begins to fail at lower temperatures,
while the sapphire fiber cannot tolerate higher temperatures.

The calibration precision is limited only by the precision with which the electrical
signals can be read, assuming the equation governing the radiant emission to be absolutely
accurate. The measurement accuracy depends on how well the sensor is brought into equi-
librium with the specimen temperature.

The fiber-optic probe is sensitive to all the usual installation errors, which could be
calculated from its physical and thermal properties. But it introduces one new concern:
radiation loss along the transparent fiber. This is not an error mode that has been recorded
in the literature, but it amounts to only a small fraction of the sensor’s total radiation error
under usual conditions. In addition, there is a small (3—10-K) error introduced because of
radiation lost through the sides of the hot fiber near the cavity, the Brewster loss. These new
error modes are not viewed as deterrents to the use of the probe as a reference system for
high temperatures; rather they are part of the correction which must be applied at final
calibration.

The sensing capsule is 1.25 mm in diameter and can be from 1 to 15 mm long. The
optimum length is calculated on the basis of minimizing the radiation error of the cavity.

Standard thin-film units will respond to 10-kHz fluctuations in temperature. Response
is flatter than that of a thermocouple, rolling off at only 3 dB per octave instead of 6.

Wickersham®® developed a temperature-measuring system based upon the temperature
sensitivity of the response of certain phosphors: fluor-optic temperature sensing. He found a
family of phosphors whose fluorescent emission characteristics were strongly temperature
dependent. Pulsing these phosphors with ultraviolet light resulted in an emission spectrum
with two properties that depended on temperature: the ratios of amplitudes of certain bands
and the decay times of the principal energy-containing bands. Two classes of instruments
were then developed: ones that used the ratios of wavelengths and others that used the decay
time. Experience favored the decay time instrument, and those are now the dominant type
in the marketplace. Phosphors exist whose emissions are useful at temperatures of only a
few kelvins, while others emit best in the range of 2000°C. Fluor-optic temperature-
measuring systems are under development for high-temperature measurements on aircraft
engine components and also for low-temperature measurements in systems with high mag-
netic fields or electric fields. Considerable development has proceeded on phosphors.®' Since
the sensor is an optical fiber, the system is not vulnerable to electromagnetic interference
(EMI) and does not present a shock hazard to the operator.>®> Recent developments have
focused on the illumination scheme, searching for more efficient coupling of the source and
the phosphor by using blue light-emitting diodes (LEDs) as the illuminant source.>

Thermo-chromic liquid crystals have been used for mapping temperature fields in low-
temperature systems (room temperature up to 100°C). These coatings have a reversible re-
action to temperature change. Colorless below their lowest transition temperature, they
display red when heated to the bottom of their range, with their color moving through the
spectrum to blue at their highest active temperature. The full range of colors can be com-
pressed into a temperature band of 1°C (narrow-band material) or stretched out over 10°C
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(wide-band material). Narrow-band paints can be mixed; as long as the active bands do not
overlap, the calibration of each band is unaffected by the presence of the other materials. A
mixture of narrow-band materials painted on a surface will display a set of rainbow-colored
lines representing isotherms centered around each active band. A wide-band paint displays
a gradual shift in hue from one end of the range to the other. Digital image processing is
required for interpretation of the wide-band images, especially when the incident light may
change its spectrum over time, as discussed by Farina et al.>* Liquid crystal material can be
suspended in water and used to make visible the temperature distribution in the water.>® If
a liquid crystal is painted on a surface with known heat release per unit area, then the surface
temperature distribution can be interpreted to learn the heat transfer coefficient distribution.>®

Rajendran et al.”” described a novel optical temperature measurement sensing system
based on time-domain reflectometry. A long optical fiber was etched with 150 Bragg gratings
regularly spaced along the fiber. The fiber was then embedded in the stator windings of an
electric motor, along with a reference set of resistance—temperature detectors. The fiber was
then pulsed from one end and time-domain reflectometry, using the back-scattered light from
the gratings, was used to infer the temperature distribution along the fiber. The optical mea-
surements agreed with the RTD measurements within +3°C over the length of the fiber.
Many features of the distribution were evident in the optical measurements that were not
visible in the RTD measurements since only a few RTDs were installed. An acoustic coun-
terpart to this technique in described in Section 7.

6 ELECTRON NOISE THERMOMETERS

The electron noise method of temperature measurement uses for its signal the voltage de-
veloped by thermal agitation of the electrons in a resistor. The voltage is small (on the order
of microvolts) and at high frequencies (up to 1 GHz). But, of greatest importance, the signal
is linearly related to the absolute temperature (for frequencies less than k7/h, defined later)
by a known physical law. Furthermore, the voltage is independent of the resistor material.
The signal using multiple measurements can be made independent of the resistor value and
insensitive to background noise (electrical noise). The signal is broadband with a zero mean
and a high bandwidth. These characteristics allow rejection, by filtering, of environmental
noise without loss of measurement accuracy.

The theory is described by Decreton et al.>®

Electric noise due to thermal agitation was first described by Nyquist (1928)% and
Johnson (1928)® An unloaded passive network always presents at its ends a voltage V,
fluctuating statistically around zero. This mean-squared noise voltage is given by

(hf)1(kT)
exp[(hf)/ (kD)) — 1

1

V2 = 4kTR (18)

where h and k are Planck’s and Boltzmann’s constants respectively, 7" the absolute temper-
ature, f the frequency, and R the resistance. For temperatures above 100 K and frequencies
below 1 GHz, Eq. (18) can be accurately approximated by

V2 = 4kTR (19)

Equation (19) represents a frequency-independent white-noise signal. In a practical mea-
surement, a given frequency bandwidth (df) is imposed, and the true rms voltage V, is then
given by
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V, = (4kTR df)"'? (20a)

When the current 7, is measured instead of the voltage, the equivalent model of the noise

signal gives the rms current
(1/2)
I, = (4—"£df ) (200)

On multiplying Egs. (20a) and (20b), the noise power P, is obtained:
P, = 4kT df 2D

which is independent of the resistance value and thus is strictly linearly related to the absolute
temperature.

Sophisticated signal extraction techniques are required. This technique is useful mainly
at the temperature extremes (very low and very high) when other sensors fail. The technique
is promising. Results have been reported up to 1000°C with errors less than 0.5% of reading
over a period of several months.®!

Brixy et al.%? place a high degree of confidence on noise thermometry since “it is the
only method of contact thermometry that is not affected by the unavoidable changes in the
sensor at high temperatures.” They describe the use of noise thermometry as the reference
method in a study to determine the drift characteristics of WRe thermocouples at tempera-
tures up to 2000°C.

7 ACOUSTIC VELOCITY PROBES

The velocity of stress-wave propagation through a gas, liquid, or solid can be used to measure
temperature. In gases and liquids, the acoustic velocity is used (normal stress or pressure-
wave propagation), whereas both normal and shear stress waves have been used in solids.
Two signal-processing techniques are available: detection of resonance and measurement of
the time of travel. These techniques have been used in both gases and solids, as described
by Tasman and Richter.%*

The acoustic velocity in a perfect gas is given by

- (& RT - 22
-1(& (22)

Where C, and C, are the specific heats at constant pressure and at constant volume, respec-
tively, R is the gas constant, and 7 is the temperature. Shear stress waves are not present in
gases.

The normal stress propagation velocity in a solid (the extensional wave velocity) is

E 1/2
Ve, = <5> (23)

where E and D are the modulus of elasticity and the density, respectively.
The shear stress propagation velocity in a solid is

G\
Vo = K<5> (24)

where K is a shape factor and G and D are the shear modulus and density, respective-
ly. Torsional waves sent down a cylindrical rod are one embodiment of shear waves. The
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Hewlett-Packard quartz crystal thermometer uses shear-wave propagation in the resonance
mode to achieve its very high precision (on the order of 0.0001 K).**

Tuning-fork resonance probes of pure sapphire have been run at 2000°C in a laboratory
environment with an apparent stability of 1% or better by Bell et al.®

While capable of high precision under favorable conditions, the resonance mode is very
sensitive to deposits or accidental contact between the resonator and its support. It is also
inherently a line-averaging technique since it is the temperature of the oscillating stem, not
that of the mass at the end, that determines the resonant frequency. For those reasons, most
acoustic velocity systems proposed for high-temperature work use the time-of-flight tech-
nique known as the pulse-echo technique.

Tasman and Richter®® offer the following description of the pulse-echo system:

The pulse-echo technique measures the transit time of a single sound pulse through a thin wire.
A magnetostrictive transducer transforms an electrical pulse into a sound pulse, which is injected
into a transmission line. Discontinuities in the line, and the end of the line, reflect (part of) the
sound pulse, which is then converted back into electrical signals by the transmitting transducer.
The actual sensor is the wire joining the discontinuities. Almost any kind of discontinuity will
do to produce an echo, even a kink in the wire. One sensor may contain several discontinuities,
apart from its end, and thus measure the longitudinal temperature profile over several consecutive
sections.

For good resolution, the sensor material should have a large change in propagation
velocity over the temperature range to be encountered. Thoriated tungsten is one candidate
material. Tasman and Richter quote the round-trip time difference between echos as increas-
ing from about 4.5 to about 5.5 us/cm when the temperature changes from 20 to 2700°C.
Time differences can be measured to about +1 ns, which means that a 50-mm-long sensor
could resolve temperature to +0.2 K at 2000°C (in theory). Practical considerations seem
to limit the resolution to about =3 K for the 50-mm sensor. Tungsten is very sensitive to
oxidation at high temperatures, and pure tungsten cannot be used as an acoustic velocity
sensor because it continues to recrystallize at high temperatures, causing a continuous shift
in calibration. Thoria blocks the grain growth, however, and the calibration of thoriated
tungsten is stable (in the absence of oxygen).

8 TEMPERATURE-SENSITIVE COATINGS

Paints and crayons are available that are designed as temperature indicators,% up to 2500°F
(1371°C) with a quoted accuracy of = 1%. Two types are available: phase change and color
change. When the phase change materials melt, they yield easily discernible evidence that
their event temperature has been exceeded. Color change materials are subtler and less easy
to interpret. There have been some complaints of calibration shifts of these paints when used
on heavily oxidized materials which are believed due to alloying of the oxide with the paint.

These paints are nonmetallic and, therefore, have different radiation properties than
metals. They should be used only over small areas of metallic surfaces (small compared with
the metal thickness), or else their different emissivities will lead to a shift in the operating
temperature of the parts. Since nonmetals tend to have higher emissivities than metals, the
painted regions may have different radiation properties than the substrate material. Trial
specimens should be checked if precise data are needed. If the specimens are to be heated
by radiation from a high-temperature source, the different radiation properties can have a
significant effect (2-3% in temperature).

Paints are useful in examining the distribution of temperature over a surface. Discrete
spots should be used, rather than lines, since contact with molten material facilitates the
melting of neighboring material even if it has not yet reached its own melting point.
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The paints are cheap and easy to apply. They provide a good ‘“first-look” capability.

The principal disadvantages of the paints and crayons are that they require visual inter-
pretation and they are one-shot, irreversible indicators. They read peak temperature during
the test cycle, yet they cannot record whether the peak was reached during steady state or
during soak-back.

9 FLOW RATE

The objective of flow rate measurement is to determine the quantity of matter flowing. In
some instances a flowmeter returns this information directly, but in most cases the flowmeter
signal is derived from some property of the flow: volume, heat transfer rate, momentum flux,
and so on. In most cases the flowmeter signal requires correction for pressure, temperature,
or viscosity before the flow rate is known.

Interest in mass flow rate stems from a basic principle of engineering: The creation rate
of mass is zero. If a flow is measured in mass flow units, then unless the pipe leaks or more
fluid is added, the mass flow rate is the same everywhere along the pipe, regardless of
changes in the density of the fluid flowing. This is not so for a volume-based measurement.
The volume flow rate represented by a fixed mass flow rate of gas depends upon the mo-
lecular weight, the temperature, and the pressure of the gas. Hence, as either 7 or P change,
the volume flow measure would change, even though the mass flow measure remained con-
stant.

The term SCFM (standard cubic feet per minute) is frequently used in gas flow metering.
The number of SCFM corresponding to a particular flow rate is a measure of the volume
flow rate that would have been observed had the same mass flow rate of the same gas
occurred at standard conditions of temperature and pressure. In other words, it is the volume
flow rate that the actual mass flow rate would have produced had it been delivered at standard
temperature and pressure.

9.1 Nomenclature

Mass. Quantity of matter. When weighed under standard gravitational conditions (i.e.,
on the average surface of the earth), one pound mass weighs one pound (exerts a
force of one pound) and 1 kg exerts a force of 9.8 N. Symbol: 1b,, or kg.

Mass Flow Rate. The rate at which matter passes the measuring location. Pounds mass
(or kg) per unit time. Symbol: W or m depending on the author.

Volume Flow Rate. The volume occupied by the mass passing the measuring location.
Cubic feet (or cubic meters) per unit time. Symbol: Q.

Standard Conditions. An arbitrarily chosen pair of values (different organizations may
use different values) for temperature and pressure used to describe a standard state
for measurement of the density of a gas. (e.g., 70°F and 14.7 psia or 20°C and 760
mm Hg).

Standard Density (. . . of a gas). The density (Ib,, per cubic foot or kg/m?) of the gas
in question when its temperature and pressure are those of standard conditions.

The following symbols and terms are commonly used in flow-metering situations. In
the rate statements that follow, the time base is taken as minutes or seconds.
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W = mass flow rate, 1b,,/min or kg/s
Q = volume flow rate, ft*/min or m3/s

Also frequently used:

GPM = gallons per minute

CFM = cubic feet per minute
ACFM = actual cubic feet per minute, ft*/min
SCFM = standard cubic feet per minute, ft*/min

Consider a flowmeter operating at 2 atm and 70°F. The density of a gas at those con-
ditions is twice its density at standard conditions. Consider a flow through the meter such
that 100 ft*> of gas at 70°F and 2 atm passes through the meter each minute. This 100 ft* of
gas would occupy 200 ft® if it were at standard conditions. In this case, the flow rate could
be described either as 100 ACFM (at 70°F and 2 atm) or 200 SCFM. If ACFM is quoted,
then the temperature and pressure must also be specified. The term SCFM describes the mass
flow but expresses it in terms of the volume that that mass flow would occupy if it were at
standard conditions.

9.2 Basic Principles Used in Flow Measurement

Measurement of flow rate can be accomplished using many different physical principles.
The basic flow rate equation is

W = pAV (25)

where W = flow rate, Ib,, /s (kg/s)
A = area, ft*> (m?)
V = velocity, ft/s (m/s)
p = density, 1b, /ft* (kg/m?)

To measure flow, any metering system must provide enough information to evaluate all
three terms. Usually, two of the terms are fixed, and flow is evaluated by observing the
change in the remaining term. An orifice used on water (presumed to be constant density)
fixes A and p, leaving W proportional to V. A variable-area meter fixes p and V, leaving W
proportional to A. Any combination of physical laws that permits evaluation of p, A, and V
can form the basis for a flow-metering system.

Flowmeters can be divided into three generic groups depending on their sensing prin-
ciple: conservation based, rate based, and dynamic.

The first group consists of flowmeters which depend upon a conservation principle for
their output. There are three conservation laws which can be related to mass flow: conser-
vation of mass, conservation of momentum, and conservation of energy. Conservation of
momentum provides the basis for a large class of meters: orifices, nozzles, Venturi meters,
drag disks, and obstruction meters. Conservation of energy (usually thermal energy) has been
used in the construction of flowmeters for small flow rate. The conservation-of-mass law is
used implicitly in all systems.

The second large group of flowmeters depend upon rate equations. There are many
natural phenomena whose rate depends upon fluid velocity: viscous drag, heat transfer, mass
transfer, displacement of a tracer particle, and so on. Any rate process sensitive to flow rate
can be used as the basis for a flowmeter.
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The third class of flowmeters, the dynamic meters, contains those whose signal depends
on some dynamic aspect of a flow field. This class of meters depends upon the repeatability
of certain unstable behaviors of flow fields, for example, vortex precession in a swirling flow
in an adverse pressure gradient and vortex shedding from a bluff body.

In the remaining sections the more common types of flowmeters will be discussed in
terms of the following items: physical appearance, output data and peripheral equipment,
equations computed for off-design operation, and sources for more information.

9.3 Orifice, Nozzle, and Venturi Meters

Orifice, nozzle, and Venturi meters are momentum-based, fixed-area meters. The flow-related
signal reveals the pressure difference between two points on the meter body, as shown in
Fig. 26. These meters accelerate the fluid stream by imposing a contraction on the flow area
and then decelerate the flow by expanding back to the initial pipe diameter. As the fluid
accelerates, its static pressure goes down. As it decelerates, the pressure rises again but not
without loss. Losses are related to irreversibilities in the flow field, such as eddy structures
and turbulence. Mechanical energy dissipated by these mechanisms comes from flow work
done by the main stream. As a result, there is a loss in total pressure.

A principal determinant of “Which meter to choose?” is the irrecoverable loss in pres-
sure associated with the meter. As shown in Fig. 26, orifice meters have the largest loss for
a given signal among these three candidates and Venturi meters have the smallest. As might
be expected, Venturi meters are more expensive than orifice meters. Fluid Meters—Their
Theory and Application®® provides extensive data on the losses for different styles of orifice,
nozzle, and Venturi meters and data on the precautions that must be observed in installing
them.

Measurement of flow rate with these meters requires two pressure sensors and one
temperature sensor. The accuracy of the flow rate measurement will depend upon the ac-
curacy of these instruments.

Py
r“*”““igr”““m“ﬁ

Loss
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AP Loss AP AP
Signal Signal Signal
} X ' X + X

Orifice Nozzle Venturi

Figure 26 Orifice, nozzle, and Venturi meter pressure distributions. (From Ref. 67, with permission.)
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The equation given below takes its nomenclature from the previous reference:

W, = 359CF&F,YN'h,y (26)

where W, = flow rate, 1b,,/h

C = coefficient of discharge, dimensionless

F = coefficient of approach, dimensionless

d = minimum diameter of the orifice, nozzle, or Venturi, in. (m)
F, = coefficient of expansion, dimensionless

Y = compressibility factor, dimensionless
h,, = pressure difference P, — P,, in. H,O

v = density of fluid flowing at location of measurement of P, Ib,,/ft?

Of the seven required terms, two are data or derived from data (h,, and ), while five are
calibration coefficients tabulated within the reference. The product of C and F is tabulated
directly (K).

The coefficient K is a function of the flow rate; hence Eq. (26) cannot be solved ex-
plicitly—an iterative procedure is required. A first estimate of K = C X F = 0.60 should
be used for a first try. Using this K value, the calculated flow will generally be within a few
percent and will serve to fix the exact value of K (within fractions of a percent).

It is apparent from Eq. (26) that the signal (AP) is proportional to W2, the square of
the flow rate. If the flow is fluctuating and an average AP is observed, then this corresponds
to the time average of the square of the instantaneous flow, which is not equal to the square
of the time-average flow. As a result, orifice, nozzle, and Venturi meters are not recommended
for pulsating flows.

The most authoritative source of data regarding installation precautions for this class of
meters is found in Reference 68. A good general reference is Benedict.®

In general, orifice flowmeters are accurate within +1/2% of flow rate even without
individual calibrations, when used properly. To achieve this accuracy, the orifice meter must
be installed in strict compliance with the prescribed conditions for the approach and exit
flow paths. The specifications in Ref. 68 cannot be abridged without loss of generality and
should be treated as the final arbiter of an installation.

9.4 Variable-Area Meters

A variable-area meter consists of a tapered tube (usually of glass) with a float inside, as
shown in Fig. 27. The clearance area between the outer diameter of the float and the inner
diameter of the tube is a function of float position. When flow passes through the meter, it
lifts the float under constant-pressure-drop conditions until the clearance area is sufficient to
pass the existing flow. The output of the meter is float position. For gas flow measurements,
pressure and temperature must be measured upstream of the float to establish the density.

Variable-area meters are usually purchased for use in a specific application and delivered
calibrated for those conditions. The scale is calibrated directly in flow rate units. If the
pressure and temperature of the flow remain at their design values, the float position gives
flow rate directly.

A typical calibration legend for such a meter would read:

Full scale = 1.44 SCFM
Gas specific gravity of 1.38
When metered at 25 psig and 70°F



178 Temperature and Flow Transducers

% | Loss L—
% 7l |
? ? - 30 :
% | :
% 2 - }
% % i
% 2 l
% Z AP

5 g

% 7

% %

ﬁ ? | Pressure

2! Lo

Figure 27 Variable area flowmeter pressure distribution. (From Ref. 67, with permission.)

The float position then directly reads in percentage of full-scale flow provided the inlet
pressure is 25 psig, the inlet temperature is 70°F, and the specific gravity of the gas flowing
is 1.38.

For off-design operation of the variable-area meter it is necessary to correct for changes
in pressure, temperature, or specific gravity.

A sufficiently accurate equation for gas flow service can be derived from a force balance
on the float in combination with Eq. (25), thus resulting in the fundamental equation for

flow measurement
_ Puse
Wose = Weaww /= (27)
Pcalib

where Wy = mass flow rate under actual conditions of use, 1b, /s (kg/s)
W i, = mass flow rate under calibration conditions for same float position, 1b,,/s
(kg/s)
puse = density of fluid flowing, 1b_ /ft*> (kg/m?)
Peaiy = density of calibration fluid, Ib,,/ft* (kg/m?)

Example. Assume that the meter previously described is to be used in a new application
where the fluid is air (Specific gravity = 1.00), the pressure is 100 psig, and the temperature
is 70°F. What would be the full-scale flow rate in SCFM (air)?

Puse
Wuse = Weaiin
Pcatib

Py (100 + 14.7)(144)
Puse = RowTuse  53.3 X (460 + 70)

= 0.585 Ib,, /ft?
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P_.
Peati = l . 3 8 < calib >
o RAIRTcalib

_ g (25 + 147)(144)

38 5339@60 + 700F) - 0270

W, = (1.44)(1.38)(.075) = 0.149 Ib, /s
0.585
Wose = (0.149) [o=20 = 0216 1b,,/s
SCFM ysg) = Wose _ Wuse _ 5 g77 scrm

PsTD,AIR ~0.075

This correction equation was derived under the assumption that the float was held up
only by the pressure force (i.e., buoyancy and viscous drag were both negligible). When
metering liquids of high density, the buoyant force must be accounted for, and if the viscosity
of the fluid exceeds the viscosity immunity ceiling for a given meter, then the viscous drag
must be taken into account. Precautions for dealing with these two cases are covered by the
manufacturer’s instructions. A meter purchased for gas service cannot be converted to liquid
service by the preceding equation, or vice versa; a new calibration is required.

Variable-area meters are generally limited in accuracy to *1 or £2% of full-scale
reading.

It is important to measure the actual density of the fluid flowing in the meter to ensure
that the calibration conditions are properly met. Pressure and temperature must be measured
at the meter, just upstream of the float.

Irreversibilities involved in the mixing of the annular jet introduce losses in pressure
that are nearly independent of flow rate and roughly equal to the pressure required to hold
up the float. More accurate meters generally have higher losses (up to 3 or 4 psi used with
air).

9.5 Laminar Flowmeters

Commercial laminar flowmeters consist of a matrix or core of small-diameter passages ar-
ranged so that the pressure drop across this core can be measured. The meter must be sized
properly so the flow in these passages will remain laminar, even at the highest rated flow.
If the flow remains laminar, then the pressure drop is linearly related to the volume flow
rate through the core. General commercial practice is to provide flow-straightening sections
upstream and downstream of the core and measure the pressures in the space between the
flow straighteners and the core, as shown in Fig. 28.

Laminar flowmeters produce a pressure difference, usually 0-8 in. H,O, which must be
measured using an appropriate auxiliary instrument. The meter responds to volume flow;
hence it is also necessary to measure the density of the fluid flowing. If the composition is
known, density can be calculated knowing temperature and pressure at the inlet.

The pressure drop across a well-designed laminar flowmeter is linearly proportional to
the volume flow rate (ACFM) multiplied by the viscosity of the fluid flowing. The pressure
drop is independent of density.

Each meter is accompanied by a calibration curve, which typically reads:

Air Flow in Cubic Feet per Minute at 70°F and 29.92 Inches of Mercury Absolute vs.
Pressure Drop, Inches of Water.
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Figure 28 Laminar flowmeter pressure distribution. (From Ref. 67, with permission.)

The SCFM flow rate can be taken directly from the calibration curve if the meter is
being used at 29.92 in. Hg and 70°F. If the pressure is 2 atm, however, then the density, the
mass flow, and the number of SCFM corresponding to the same pressure drop signal would
be doubled. Tables of pressure corrections, often provided with each meter, simplify this
calculation.

If the temperature of the metered flow is higher than 70°F, the density is less than
standard density and the viscosity of the flow is higher. Temperature correction factors, often
provided in tabular form, account for both effects. The temperature correction factor for air
flow is roughly proportional to absolute temperature raised to the 1.7 power, and it accounts
for both the decrease in density and the increase in viscosity.

The equation for a laminar flowmeter in terms of the calibration chart is

SCFM = (chart CFM)(CP)(CT)

or

B P, 530\
SCFM = (chart CFM) (29.92)(460 n Tact) (28)
Laminar flowmeters respond linearly to flow; hence they can be used to directly measure

the time average of a fluctuating flow. Commercial meters will usually average properly up
to about 100 Hz.

9.6 Instability Meters

Two modern flow-metering systems derive their signal from the frequency of occurrence of
an unstable fluid-dynamic phenomenon. One uses a swirling flow in a divergent passage to
generate a precessing stall region. The other introduces a prismatic bluff body into a pipe
and generates a periodic vortex trail. In each case, the frequency of the unstable event is
related to the volume flow rate through the meter. Each claims 100:1 usable range, and each
produces a pulse train whose repetition rate is linearly related to flow.

The Swirlmeter (registered trademark of the Fischer and Porter Co.) is shown schemat-
ically in Fig. 29. The meter has no moving parts. Stationary blades impart a swirling motion
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Figure 29 Swirlmeter (registered trademark, Fischer and Porter Co.). (From Ref. 67, with permission.)

to the flow, which then enters a diverging passage. The rotating flow field develops a stall
(a region of relatively low axial velocity), which rotates in the diverging passage. An ane-
mometer button in the wall senses the low-speed region each time it passes, generating a
pulse train. The frequency of this pulse train is linearly related to the volume flow rate.

Mass flow rate calculation requires knowledge of the volume flow and the density. The
equation is

total counts per minute

ACFM = 29

calibration constant (29)

W = ACFM X p,., 30)

SCFM = ACEM x Pet 31)
PstD

Vortex-shedding flowmeters use a prismatic bluff body to generate the instability and
one of several means to sense the oscillations of the stagnation streamline, which occur when
the bluff body is shedding a vortex trail. A plan view schematic is shown in Fig. 30.

Again, these meters can operate over a turn-down ratio of 100:1 or better and claim
+0.25% accuracy.

The advantages of the instability meters are due to their pulse train signal, which is not
easily obscured by random noise and can be transmitted over long distances.

9.7 Ultrasonic Flowmeters

An ultrasonic flowmeter is a device for estimating the flow rate in a duct based on measuring
the propagation velocity of sound waves along one or more paths through the fluid, assuming
the velocity profile in the duct to be known. There are two general types of ultrasonic
flowmeters: transit time and Doppler. In both types, a transmitter unit injects an ultrasonic
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Figure 30 The vortex meter, schematically. (From Ref. 67, with permission.)

beam (an acoustic signal of at least 20 kHz or higher, more typically up to 1 MHz) into the
fluid and a second unit receives the signal. The transmitter and receiver can be directly in
contact with the fluid (a “wetted” system) or attached to the outside of the pipe wall (a
“clamp-on” or ‘“‘nonwetted” system).

Doppler Meter Principles

In a Doppler meter, the injected beam is reflected off particles, bubbles, or turbulence struc-
tures (very high frequency required) in the flow and picked up by the receiver. The frequency
of the reflected beam is compared with the frequency of the injected beam and the flow rate
inferred from the frequency shift and the system geometry. If all of the particles were moving
at the same velocity V, that velocity could be determined from the frequency shift using the
following equation®7":

Af

V:achose

(32)
where V = velocity of particles
a = acoustic velocity in fluid
Af = frequency shift
f = injected frequency
0 = angle between injected beam and pipe centerline

The velocity is not uniform across a pipe; hence a calibration factor must always be used.
This factor will depend on the piping layout as well as the installation geometry of the
flowmeter. Elbows, tees, and valves upstream of the measuring location will affect the ve-
locity distribution and, therefore, the calibration factor. Doppler systems using very high
frequency (around 1 MHz) can be used with clean, turbulent flows, but, for the most part,
Doppler systems are used on flows with low to moderate (100-ppm) particle or bubble
loading.
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Yamanaka et al.”? describe a velocity profile measuring technique using a time-domain
correlation method which they claim has two advantages over the conventional pulse Dopp-
ler: higher time resolution and avoidance of the Nyquist limit on maximum velocity.

Transit Time Meter Principles

Transit time ultrasonic flowmeters are discussed by Lynnworth,”® who traces the history of
such meters back to the 1930s, and by Yoder’ as part of a survey article. A transit time
ultrasonic flowmeter compares the transit times of pulses transmitted upstream and down-
stream and infers the average fluid velocity along the beam path from the difference of the
two transit times. Typically this is accomplished using pairs of transmitter—receiver units.
Each unit serves alternately as a transmitter and a receiver, sending out a burst and then
receiving a burst from the other unit. Commercial units are available.”

The time required for the pulse to travel from the upstream transmitter to the downstream
receiver is shorter than the time required for the pulse originating at the downstream unit to
move upstream, against the flow velocity. This time difference, At, is the basis for the flow
measurement, as described in Efunda’®:

A L L
At=(t,—t) = — 33
(0, = 1) a—Vcos® a-+ Vcos6 (33)
2VX
_ 2V cos 6 _ a? (34)
a>—V*cos? 0 1 — (V?/a®) cos* 6
If V/a <<1 (flow Mach number << 1), then

2VX
At = p (35)

a® At
V= 36
e (36)

where a = acoustic velocity in fluid
t, = upwind transit time

t, = downwind transit time
At =1t,—t,

L = line-of-sight distance between transponders

0 = angle between line of sight and pipe centerline

V = fluid velocity (assumed uniform along line of sight)

X = axial distance between transponders, L cos 6

Flood"" introduces an additional term to account for the transmission time of the pulse
through the body of the transducer and the wall of the pipe, so that the calibration equation
can be based on the overall time difference. Eq. (36) deals only with the transit times within
the fluid and does not include the wall delay.

Both types of ultrasonic flowmeters use information gathered along the propagation path
(or paths) to infer the average flow over the entire flow area, as though the velocity were
uniform. Considerable effort has been put into the development of methods for dealing with
nonuniform flow.

Nonuniform Velocity
The simplest nonuniformities to deal with are those found in isothermal, fully developed
laminar or turbulent flows. These distributions are symmetric about the centerline and, if the
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propagation path intersects the centerline, a simple Reynolds-number-dependent calibration
factor could be used. Such flows are rare, however, in industry. More realistic flows present
more complex nonuniformities. Pipe bends, elbows, and tees lying in one plane generate
centrifugal forces that move the highest velocity fluid from the centerline of the pipe toward
the outside of each turn. This movement, in turn, causes secondary flows that roll up into
pairs of vortices near the inside walls of the turns. If the elbows and bends are “‘out of
plane,” the resulting velocity distributions may have several local maxima, not just one. Such
effects have been discussed by Ruppel and Peters,”” who experimentally investigated the
effects of several upstream piping configurations on the accuracy of an ultrasonic flowmeter.
One approach to this problem has been to use several acoustic paths disbursed across the
cross section of the pipe. Flowmeters with up to five paths have been tested. There are also
different ways of “weighting” the data from the individual paths in forming the average.

A complex set of velocity distributions has been studied by Moore et al.”® who used
closed-form descriptions of representative multimodal velocity distributions (constant den-
sity) to challenge a family of multipath transit time flowmeter designs. These distributions
were used as inputs to a program that calculated the “‘reading” of the flowmeter. These
readings were then compared to the “real” flow deduced by integrating the velocity distri-
bution over the flow area. Three different mathematical schemes were compared for weight-
ing the readings from different paths as well as different numbers of acoustic paths from 2
to 5. For each flowmeter configuration, 90 trials were made, with the velocity profile being
rotated 2 degrees each time. The range of calibration factors (maximum to minimum) for
these 90 trials was recorded as a measure of the orientation sensitivity of the configuration.
The authors offer this approach as a good tool for optimizing the design of multipath flow-
meters.

Yeh et al.” combined a four-path transit time ultrasonic flowmeter with pattern recog-
nition software and a ‘“‘learning algorithm.” The system was “‘educated” on a set of exper-
imental and computational flow fields and “learned” to recognize and accommodate flow
fields and adjust its calibration according to the flow field it encountered.

Temperature Gradients

If there is heat transfer to or from the fluid, the resulting density gradient is capable of
distorting the flow calibration even in a straight run of pipe with fully developed flow. In
situations with bends, the distortions may be worse with heat transfer than the isothermal
cases.

Willatzen®® looked at the effect of the radial density gradient resulting from heat transfer
out of a water flow with a fully developed parabolic velocity distribution. The author con-
sidered a system in which idealized (permeable) transducers of different diameters centered
within the pipe generated ultrasonic waves. The smallest diameter transducers generated
waves containing up to eight modes; the largest (R/R, = 1) produced only the fundamental
mode. In the absence of density gradients, all modes except the fundamental overestimated
the mean flow while excitation of the fundamental mode alone gave error-free measurements.
The predicted error was zero when the transducer disks occupied the entire pipe cross section
(fundamental mode only). With a radial temperature gradient in the water (heat transfer out
of the fluid into the surroundings) the indicated flow was low by about 2% even with only
the fundamental mode excited.

Pulsing Flow

Pulsations in the flow can cause errors if the pulsation frequency aliases with the meter pulse
frequency. This topic has been treated by Berrebi et al.®! and by Carlander and Delsing,*?
who reported experimentally measured errors of more than 2—4% induced by unsteady pres-
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sure pulsations and velocity profile disturbances downstream of compound, out-of-plane el-
bows and bends. Carlander and Delsing proposed using the variance in a set of measurements
as a diagnostic clue to the existence of an error in the mean value, since an increased variance
in indicated flow accompanied the onset of errors due to pulsations.

Aliasing with Process Noise

Vermeulen et al.®* examined the error introduced by aliasing of the noise from a throttling
control valve with the signal of an ultrasonic flowmeter. They report that, under certain
predictable conditions, the ultrasonic component of noise from the control valve can be larger
than the signal generated by a commercial ultrasonic flowmeter and, therefore, can swamp
out the meter.

Non-Newtonian Fluids

Non-Newtonian fluids display velocity distributions that are significantly different from New-
tonian fluids and, hence, would be expected to cause trouble with flowmeters that require
an assumption of the profile shape. Fyrippi, Owen, and Escudier®* tested a single-beam transit
time ultrasonic flowmeter in a non-Newtonian fluid and found significant errors.

Turbulence

A fundamental assertion used in developing the equations for transit time flowmeters is that
the flow field is the same during the up-wind and the down-wind pulse transits. This may
not be the case in a turbulent flow. This possibility was investigated by Weber et al.°

Fouling
Lansing® Investigated the effect of fouling on the performance of a transit time ultrasonic
flowmeter.
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1 FREQUENCY-DOMAIN ANALYSIS OF LINEAR SYSTEMS

Signals are any carriers of information. Our objective in signal processing involves the en-
coding of information for the purpose of transmission of information or decoding the infor-
mation at the receiving end of the transmission. Unfortunately, the signal is often corrupted
by noise during our transmission, and hence it is our objective to extract the information
from the noise. The standard method most commonly used for this involves filters that exploit
some separation of the signal and noise in the frequency domain. To this end, it is useful to
use frequency-domain tools such as the Fourier transform and the Laplace transform in
designing and analyzing various filters. The Fourier transform of a function of a time is

1 ” , )
AIO) = Fw) = o= | e = M)

For continuous systems, the transfer characteristics of a filter system is a function that gives
information of the gain versus frequency. The Laplace transform for a given time-domain
function is

S0} = Fo = | fwe=at ®

The steady-state Laplace transform (i.e., neglecting transients) for the derivative and integral
of a given function is

189
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By convention, functions in the time domain use t as the independent variable and functions
in the Laplace domain use S as the independent variable. For this reason, the Laplace domain
is commonly called the S-domain. The Fourier transform and the Laplace transform are
similar but different in two respects: (1) The Fourier transform integrates the signal over all
time while the Laplace transform integrates for positive times only and (2) the exponent of
the kernel in the Laplace transform is complex with both real and imaginary components
while the exponent in the Fourier transform has imaginary component and no real compo-
nent. By using Euler’s identity, €/ = cos(w) + j sin(w), we see that

Hf®} = Fo) = Lo fhe dt

f; f(®) cos(wt) dt + j f: f(t) sin(wt) dt

= {(cos(wt)) + j{sin(wt)). 4)

We approximate the Fourier transform from discrete samples f(k) — F(k), where 0 = k =
N and F(K) = o + jBg¢

e Z’; i COS<2W %) Bk = Z‘) 40 sin<27r %) )

However, if the number of points we transform is a composite number and not a prime
number, we can restructure our calculations to eliminate some of the calculations. Further-
more, of the factors that are themselves composite, we can further factor and eliminate more
calculations. For this reason, the most efficient vector sizes are those that are highly com-
posite. As an example, consider the simple case of transforming four points. We can express
Eq. (5) for this case in matrix form as

G 11 1 1,
Gl_|1 » P P||f
C L p> pt p°||f2
c L p p° P f;

where p is the principal root of 1. The nth principal root of 1 is cos(27/n) + j sin(2#w/n).
We can then factor the matrix into two sparse matrices:

c 1 1 0 o[t o 1 o][f,
c, 1 2 0 ollo 1 0 1|7
ol oo 1 pll1 0 2 oflF
c, 00 1 gllo1 0o 2|7

Although it is possible to implement this efficient algorithm—known as the fast Fourier
transform (FFT)—for any vector size that is a composite number, it is most commonly
implemented for vector sizes in which all factors are 2. The effort in evaluating Eq. (5)
increases with the square of the number of points to transform, or O(n?). In contrast, the
effort for the FFT of order 2P increases proportionately to O(n log(n)). Finally, we can use
the FFT to estimate the power spectral density (PSD) of a given discrete signal by computing
the square of the magnitude of the FFT. The following algorithm describes the method for
computing the Fast Fourier Transform.!
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FAST FOURIER TRANSFORM 1 Given a vector {X,, . . ., X,} of complex nhumbers,
where n is some integer and there exists some integer p such that n = 2°. This algorithm
outputs the Fourier transform overwriting the input vector x.

k—1
For i =1Ton
If k>i
swap(x;, X)
End | f
m=n/2
Wilem=1Andk >m
k —k —m
me—nm 2
End Wi l e
k —k+m
Next i
Mex — 1
Whil e n > My,
iC<_2.MTEX
0 — 7 My
wp — —2sin?(0/2) —j-sin(0)
w1
For m= 1 To My,
For i =mTonByi,
K —i + Mu
Xtenp — X; — W-x,
X; — X; + wXx,
X, — xtenp
Next i
we—w(wp + 1)
Next m
M‘BX=iC
End Wi l e

2 BASIC ANALOG FILTERS

Linear filters apply frequency-specific gains to a signal. This is often done to enhance desired
portions of the spectrum while attenuating or eliminating other portions. Four common filters
are low pass, high pass, bandpass, and band reject. The objective of an ideal low-pass filter
is to eliminate a range of undesired high frequencies from a signal and leave the remaining
portion undistorted. To this end, an ideal low-pass filter will have a gain of 1 for all fre-
quencies less than some desired cutoff frequency f, and a gain of O for all frequencies
greater than f., as seen in Fig. 1. There are various rational functions that approximate this
ideal. But because of the discontinuity in the ideal low-pass response, all realizations of this
ideal with be an approximation. The various approximation functions generally trade off
between three characteristics: passband ripple, stop-band ripple, and the transition width,
shown in Fig. 2. Four common rational function approximations for low-pass filters are the
Butterworth, the Tchebyshev Types I and II, and the elliptical filter. By convention, we use
H(s) as the transfer function from which we determine the frequency response, where
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Figure 1 Frequency response for an ideal low-pass filter.
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Figure 2 Typical frequency response for an approximate low-pass filter.
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Voutpul(s)
Vinput(s)

is the output-to-input gain of a standard two-port system.

H(s) = (6)

2.1 Butterworth

The Butterworth filter has a smooth passband region (frequencies less than f_ hertz) and a
smooth stop band (frequencies greater than f.) and a comparatively wide transition region
as shown in Figs. 3 and 4. Let S be the cutoff frequency; then a low-pass rational function
approximation is as follows:

1
e
[H(s)| 11 s/ (7N
where 27f, = S.. In factored form,
H(s) = 1 ®)
(S=P)(S—Pp1) = (S— Pu-y)
where p, = o, + jB, and
ai=27rfccos<l(N+2i+1)> i=0,...,N—1
Bi—27-rfcsm<ﬂ(N+2l+l)> i=0,...,N—1
1.2 T T T T T T T T T

0.8 [ [H(32n f)]|

06 -

Gain

02

0 L 1 1 I L ! 1 L
0 20 40 60 80 100 120 140 160 180 200

Frequency f

Figure 3 Frequency response to a third-order Butterworth filter.
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0 50 100 150 200
Frequency f

Figure 4 Frequency response to Butterworth filters of order 2, 5, and 11.

2.2 Tchebyshev

Unlike the Butterworth rational function, the Tchebyshev (Type I) rational function permits
some ripple to occur in the passband (frequencies less than f. in the low-pass filter), in
exchange for a sharper transition region compared to a Butterworth filter of equal order N,
as seen in Fig. 5:

1

H()P = - 1
HOF = e e (10
Where Ty is the Tchebyshev polynomial defined as
Tu(S = cos[n cos~!(9)] (11)
The pole placements p, = «; + jB; for the Tchebyshev Type 1 filter are
a, = 2mf, sinh(v,) cos(i (N + 2i + 1)) i=0,....,N—1
2N (12)
B, = 2mf, cosh(vy) sin(% (N + 2i + 1)) i=0,...,N—1
where
I |
Vo = sinh™! (Z) (13)

[ 1
€ = m—l 0<r<l1 (14)

where r is this amplitude of the ripple in proportion to the gain of the passband.
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1.2 T T I

0 f { i
0 50 100 150 200

Frequency f

Figure 5 Frequency response to a fifth-order Tchebyshev filter.

2.3 Inverse Tchebyshev

2.4 Elliptical

The inverse Tchebyshev (or Tchebyshev Type II) filter has a smooth passband, ripple in the
stop band (frequencies less than f_ for the low-pass filter), and a sharper transition region
compared to the Butterworth function of equal order N, as seen in Fig. 6:

T3 (s./9)

HOP = ——=——"= 15
IH)I 1 + €T} (s./9) (15)
The zero placements {; = «; + B; for the Tchebyshev type II filter are
1 .
g—m 0=si=N-1 (16)

The pole placements p, = o; + jB; for the Tchebyshev Type II filter are simply the reciprocals
of the pole placements computed for the Tchebyshev Type I filter.

The Elliptical filter has ripple in both the passband and the stop band but, in exchange, has
the narrowest transition region for equal filter order N, as seen in Fig. 7. The derivation and
implementation for the determination of the poles and zeros involve the Jacobian elliptic
function:

! dx
9= | = an

The method is beyond the scope of this chapter. The interested reader is referred to Refs. 2
and 3.
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Figure 6 Frequency response to a fifth-order inverse Tchebyshev filter.

25 Arbitrary Frequency Response Curve Fitting by Method of Least Squares

It is possible to design a filter to approximate a desired frequency response F(w) by the
method of least squares. Consider a transfer function in factored form as

He = G LS b (18)
S) = -
]._.[E:I S — Pk
1.2 T T T T I
1 \/\A T
08 - _
3
O] 06 _
04 _
0.2 _
0 I ll/\ —_T1 1 1
0 20 40 60 80 100 120
Frequency f

Figure 7 Frequency response to a fifth-order elliptical filter.
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Minimize

YGLP = [ [IH(w)] - F@P do (19
subject to

NRe(p) <0 forallk =1,...,N (20)

Unfortunately, this results in a nonlinear system of equations. Furthermore, the topography
of this objective function is generally complicated with many local minima, making standard
gradient-descent methods unfeasible. It is usually best to use finite-impulse-response (FIR)
filtering or filtering in the frequency domain for these types of problems. If an infinite-
impulse-response (IIR) filter is desired, the reader is referred to Prony’s method, which
linearizes this system and finds an approximate optimal solution.*

2.6 Circuit Prototypes for Pole and Zero Placement for Realization of Filters Designed
from Rational Functions

The voltage—current relation for a resistor (R), inductor (L), and capacitor (C) is

. di 1t
Ur=|R U|=La UC:E ﬂldr 1)
These relationships are represented in the S-domain as
1(9)
V9 =RI§ V(g =sll(® Ve=-7 (22)

Thus, the general transfer function for any linear circuit involving standard passive, active,
and reactive devices is a rational function, that is, a ratio of polynomials:

M—1 H

i—o &S

H(S) = =5

© = Siibe

_VN_ %
Vv, Z, (23)

Thus one can construct any arbitrary transfer function through a serial placement of this
building block circuit prototype shown in Fig. 8. Table 1 gives circuit elements for Z, and
Z, to construct the basic prototype circuits.

3 BASIC DIGITAL FILTER

Basic linear digital filters are of two types: those that have a finite response to an impulse,
or FIR, and those that have an infinite response to an impulse (IIR). The general form of a
linear digital filter is

Y = bYior + BYin + o BV m T 30Xt Xy o+ agXe, (24)

where k — i represents the ith delay. That is, the kth output from a linear digital filter is
some linear combination of previous inputs and outputs. The filter will have a finite response
to an impulse if b, = b, = -+ = b, = 0; otherwise, the filter is of type IIR.
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Figure 8 Prototype circuit element for construction of analog filter.

3.1 zTransforms

The z-transform is used to analyze the frequency response and stability of a system of
difference equations in much the same way that the Laplace transform is used to analyze
the frequency response and stability of a system of differential equations. The ztransform
of Eq. (24) is

Hp = B az t Azt 20 37’ (25)
 1-bz'—bz" 13N bz

We determine the frequency response by |H(€/®)|, where 0 = @ = 24 and corresponds to
the scaled frequencies of our sampled system from 0 Hz up to the sampled frequency. The
function € is a periodic signal. For 7 < o =< 2, € = €™, and for 27 < w < 4w, €
Jo = giw=2m Thus frequencies greater than r, corresponding to the Nyquist frequency, or
one-half of the sampling frequency assume an identical characteristic to an analogous fre-
quency less than 7. This phenomenon is called aliasing and is illustrated in Fig. 9.

3.2 Design of FIR Filters

It is possible to use the Fourier transform to determine the coefficients to an FIR filter.
However, the Fourier coefficients are generally complex numbers, and when working with
real signals, it is desirable to have a real coefficients in our filter. To do this, we apply Euler’s
identity and observe from Eq. (4) that the coefficients will be real if the inner products with

Table 1 Circuit Elements for the Construction of Basic
Transfer Function Prototypes

Single pole Z, — resistor
Z, — RC in parallel
Single zero Z, — RC in parallel
Z, — resistor
Complex-conjugate pole pair Z, — LRC in series
Z, « capacitor
Complex-conjugate zero pair Z, «— capacitor

Z, — LRC series
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T T T
1.2 .

0 1 ] 1
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Figure 9 Demonstration of aliasing from digital filter response.

the sine function are all zero. We can artificially construct our desired frequency response
so that this will be so. To do this, suppose F(w) is the desired frequency response where 0
=Sw="m

Step 1. Augment the domain of the function over 0 = w = 2.
Step 2. Augment the function values from 7 = w < 27 as F(w) = FQ7 — w).

Step 3. Compute the discrete cosine Transform [¢; coefficients from Eq. (5)] over the range
0= w=2m

For a discrete system with a desired FIR filter of length N:

Step 1. Augment the domain of the function over 1 =i = 2N.
Step 2. Augment the function values from N+ 1 =i = 2N as F(i) = F2N — i).

Step 3. Construct the FIR filter with 2N points from the discrete cosine transform of the
desired frequency response.

Step 4. Keep the first N coefficients and truncate the remaining coefficients.

The discrete cosine Transform of an ideal low-pass filter is a sinc function, defined as
SIn(m™) ey 20

sine(x) = 1 ™X (26)
1 ifx=20

Therefore, the coefficients to a low-pass FIR filter with cutoff frequency f. and length 2N
— 1 are determined using Eq. (27), where o, is the desired cutoff frequency divided by the
Nyquist frequency:
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h(i) = o, sinc[wc<i - ng)] l1=i=N 27)

Where | x| is the greatest integer less than or equal to X and w, is the desired cutoff frequency
divided by the Nyquist frequency.

Windowing

This FIR filter will have ripple in the passband and in the stop band. It is possible to suppress
these ripples and smooth the frequency response, but the trade-off will be an increased
transition width. The method for suppressing these ripples is with the application of a win-
dowing function. There is a large class of windowing functions that allow the designer to
determine how he or she wishes to trade off the transition width and how much ripple is to
be tolerated. The design of an FIR filter with windowing involves the use of Eq. (26) for
the determination of the FIR coefficients followed by the component-by-component product
of the coefficients with the windowing values, that is, h’(i) = h(i) win(i). Below, is a list of
common windows>:

Rectangular:
win(i) = 1 0=si=N-1 (28)
Bartlett:
2i . N-1
O0=i=
win(i) = N _21. B 2 (29)
2 -3 . 1 =i=N-1
Hanning:
. 2 .
win(l) = %l:l — COs (ﬁ)} 0=si=N-1 30)
Hamming:
win(i) = 0.54 — 0.46 cos (%) O0=si=N-1 3D
Blackman:
. 2 4 .
win(i) = 0.42 — 0.5 cos (N—f'l> + 0.08 cos (N—f'1> 0=si=N-1 (32

Table 2 gives a list of several common windowing functions together with their char-
acteristics.’
Figure 10 demonstrates the effect of a Hanning window.

FIR High-Pass and Bandpass Design
The design of a high-pass filter is simply 1 — H(2). In the time domain, this is

N N L R R

where
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Table 2 Comparison of Characteristics for Commonly Used
Windowing Functions

Minimum Stop-Band

Window Name Attenuation (dB)
Rectangular =21
Bartlett =25
Hanning —44
Hamming =53
Blackman =74

I T

201

(34)

We construct a bandpass by filtering the data with a high pass-filter, then filtering the output
with a low-pass filter. Or we can combine the two filters together into a single filter by

convolving the coefficients.

3.3 Design of IR Filters

The common strategy in designing IIR filters is as follows:

Step 1. Design a rational function in the S-domain in factored form that best approximates
the desired frequency response characteristics (using Butterworth, Tchebysheyv, elliptical,

etc.).
Step 2. Transform the poles and zeros into the z-domain

1.6

14 Response without windowing

1.2 Response with Hanning window

08

Gain

0.6
0.4

0.2

Frequency w

Figure 10 Comparison of FIR filter with Hanning window and with windowing.
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Step 3. Reconstruct the rational function.
Step 4. Realize the difference equation by inverse z-transform of the rational polynomials.

There are different S to z-transforms. The two most common are the impulse-invariant and
the bilinear transformation. The impulse-invariant transformation is

z=¢" (35)

where T is the sampling period. This method is usually not used because it can cause aliasing.
The bilinear transformation avoids this but distorts the mapping in other ways for which we
need to compensate. The bilinear transformation is

Z72/T+s
T 2/T-5s

(36)

The S to z-transformation is not exact and always involves various trade-offs. Because of
this, the actual placement of the cutoff in a designed digital filter is misplaced and the error
increases for cutoff frequencies closer to the Nyquist frequency. To compensate for this
effect, we apply Eq. (37) in the design of our filter:

1
fe = — tan(mf.T) (37
il
This process is called “prewarping.”

Example I IR Design
For a digital system with a sampling rate of 100 Hz, a third-order low-pass Tchebyshev filter
with a cutoff frequency at 15 Hz and with 20% ripple in the passband is designed as follows:

Step 1. Compute the Nyquist frequency f = 100 Hz/2 = 50 Hz.
Step 2. Compute f’ using Eq. (37) to prewarp the cutoff frequency:

f'=1622 Hz
Step 3. Compute v, using Eqs. (13) and (14):
e=10.75 v, = 0.3662
Step 4. Determine the poles and zeros of the analog system using Eq. (12):
p, = —19.0789 + j94.2364

p, = —38.1578
P, = —19.0789 — j94.2364

Step 5. Map the poles from the S-domain into the z-domain using the bilinear transformation
equation (36) and T = (1/sampling rate) = 0.01 s:

pz, = 0.5407 + j0.6627
pz, = 0.6796
pz, = 0.5407 — j0.6627

Step 6. Map the zeros from the S-domain into the zZ-domain also using Eq. (36). Although
we may be tempted to conclude that there are no zeros in the S-domain, since our
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numerator is constant, we note that H(S) — 0 as S — . Thus mapping the bilinear
transformation for this case yields

lim 2/T+s
s 2/T =8

And since this is a third-order system,
z, = -1 z,=-1 z,= -1
Step 7. Expand the numerator and denominator polynomials:

(z — i)z — gz)(z - §3) _ 1+3z2'"+3z2%2+ 73

Z—-pz)z—-pz)zZ—pz) -1+ 1.7611z°"' — 1.466Z2 2 + 0.4972z23

Step 8. Normalize the filter so that the gain in the passband will be 1. In this case, we know
that the gain should be 1 at @ = 0. Hence, we evaluate |[H(e/®)| for w = 0: |H(&”)| =
38.4. The normalized transfer function is then

_0.026 + 0.078z' + 0.078z > + 0.0262°°
-1+ 1.7611z°" — 1.46622 + 0.497273

H(@®

Step 9. Realize the difference equation from inverse z-transformation of the derived transfer
function:

y, = 17611y, , — 1466y, , + 0.4972y, , + 0.026x, + 0.078, , + 0.078X,, + 0.026X, ,

3.4 Design of Various Filters from L ow-Pass Prototypes

The procedure for designing a high-pass, bandpass, or band-reject IIR filter is as follows:
First, design, by pole—zero placement, a low-pass filter (Butterworth, Tchebyshev, etc.) with
an arbitrary cutoff frequency (though for practical considerations, it is best to choose a value
midway between 0 Hz and Nyquist), transform the poles and zeros according to the following
formulas, reconstitute a new transfer function from the transformed poles and zeros, then
realize the digital filter by taking the inverse z-transform of the new transfer function. The
formulas with an example are given below, where w, and w,, are the low- and high-frequency
cutoffs, respectively, normalized between 0 and r, that is, w, = 2f, /sample rate, where
fu is the cutoff frequency in hertz; ¢_ is the normalized cutoff frequency of the low-pass
prototype.’

High Pass

1+ AZ
Z+A

L

(38)

where Z is the pole or zero to be transformed and Z' is the transformed pole or zero and

cos[(wy + /2]
A= 39
cosl(ay — ¢0/2] (39)

Bandpass

The bandpass filter has two transitions: a rising edge and a falling edge. For this reason, we
need twice as many coefficients for the same approximate transition width as the prototype
filter. Thus the order of these polynomials will be twice the order of polynomials in the
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prototype. Each pole from the prototype will transform into a pair of poles (z; and z)).
Likewise, each zero will transform into a pair of zeros:

Z

Band Reject

z

. A+ AZ)+ V(A +AZP —4Z+B)YBZ+ 1)

2(Z + B)
_(A+AZ)—\/(A+AZ)2—4(Z+B)(BZ+1)
B 2(Z + B)

_2CD
D+ 1
~D-1
"D+1

cos[(wy + w)/2]
cos[(wy — w)/2]

= cot<%> tan %

(AZ — A + V(AZ — A? — 4Z - BY(BZ - 1)

2(Z - B)
_(AZ-A - V(AZ — A? - 4Z - B)YBZ - 1)
B 2(Z - B)

cos[(wy + w)/2]
cos[(wy — w)/2]

(40)

(41)

42)

43)

(44)

(45)

(46)

47

(48)

(49)

As an example, design a Tchebyshev (type I) bandpass filter for a system sampled at 100

Hz with a low cutoff frequency of 20 Hz and a high cutoff frequency of 35 Hz.

Step 1. We can use the poles and zeros designed in Section 3.3 as the low-pass prototype.

Step 2. Convert the low and high cutoff frequencies to values normalized between 0 and ,
where 7 corresponds to the Nyquist frequency:

w, = 2m 2% = 12566 w, = 2w = 2.1991

Step 3. Map the poles from the prototype using Egs. (40) and (41):

_ [~0.6095 — j0.9105
P 0.2940 + j1.0722

_ [-02302 — j1.2527
P>=1 02302 + j1.2527

_ [~0.6095 +j0.9105
Ps 0.2940 — j1.0722

(50)

(D

(52)

(33)
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Then map the zeros from the prototype using Eqgs. (40) and (41):

6~ {‘1‘ (54)
- {—11 (55)
G- {11 (56)

Step 4. Expand the numerator and denominator polynomials:

(z - gl) e (z - g())
(z—=pz) - (2~ p%)

_ 1 -322+3z2%-2z°
C (1 + 1.091Z7" + 3.632Z°% + 2.6162° + 4.6427* + 1.982Z°° + 2.407Z °

(67

Step 5. Normalize the transfer function so that it will have unity gain in the passband. For
this, we estimate

M = max |[H(el¥)] (58)
O=w=nw
Then compute
1
Hnormalized(z) = m H(Z) (59)

For this example, M = 14.45.

Step 6. Realize the difference equation from inverse z-transformation of the derived transfer
function:

Yo = —1.091y, , — 3.632y, , — 2.616Y, , — 4.642y, , — 1.982y, .
—2.407y, , + 0.0692 * X, — 0.2076X, , + 0.2076x, , — 0.0692%, ,  (60)

3.5 Frequency-Domain Filtering

It is possible to filter the data in the frequency domain. The method involves the use of the
Fourier transform. We Fourier transform the data, multiply by the desired frequency response,
then inverse Fourier transform the data. This is similar to the FIR filters discussed earlier.
Deriving the FIR coefficients by performing a discrete cosine transform (DCT) of the desired
frequency response and then convolving the coefficients with the data is equivalent to filtering
the data in the frequency domain. One difference, however, is that the frequency domain
filtering is generally done on blocks of data and not on streaming data, as is done in the
time domain, which can be of concern when processing highly nonstationary data with abrupt
transients. The inverse Fourier transform is

1 * .
FHF(w)} = Eﬁx f(we ' dw (61)
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4 STABILITY AND PHASE ANALYSIS
4.1 Stability Analysis
Consider a transfer function

1

HE = 5= (62)
where the pole p is a complex number « + j8. The inverse Laplace transform of this function
is e'[cos(Bt) + j sin(Bt)]. This function is bounded as t — o if and only if @ < 0. From
this, we can determine the stability of a function by inspecting the real components of all
poles of a given transfer function. The procedure for a rational function (a ratio of polyno-
mials) would be to factor the polynomials in the denominator and inspect to ensure that the
real components to all of the poles are less than zero. Suppose

gt as+ -+ a8
HO = T st~ T bs

_ (s - fo)(s - §1) (s — gm)
(S=pP)E—pP) - (S— Py

In a similar way, by inspection of the Sto-z transformation z = €5 we see that the entire
left half of the plane in the S-domain maps inside the unit circle in the z-domain. For this
reason, we analyze the stability of systems in the zdomain by inspecting the poles of the
transfer function. The system is stable if the norm of all poles is less than 1.

(63)

4.2 Phase Analysis

While processing the data in real time, our filters must act on the signal history. For this
reason, there will always be some delay in the output of our process. Worse, certain filters
will delay some frequency components by more or less than other frequency components.
This results in a phase distortion of the filter. For a certain class of FIR filters, it is possible
to design filters that shift each frequency component by a time delay in proportion to the
frequency. In this way, all frequency components are shifted by an equal time delay. Though
it is possible to design certain non-real-time, noncausal IIR filters that are phase shift dis-
tortionless, in general, IIR filters will produce some phase shift distortion. We can determine
the actual phase shift for each frequency component by computing

Table 3 Comparison of FIR and IIR Characteristics

FIR IR
Run time efficiency Less efficient; requires high-order Higher efficiency; usually possible to
filter. achieve a desired design
specification in fewer
computations
Stability Always stable Stable if all poles are inside the unit
circle
Phase shift distortion Can be designed to be phase Generally distorts phase
shift distortionless
Ease of design Simpler design process, usually Design is more complex, involving
involving Fourier transforms special functions or solving

or solving linear systems nonlinear systems
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Figure 11 Use of bandpass filter for discriminating signal from noise.

—1 Himag

arg Hjw) = ZH,, + jH,,,, = tan

real
The arctan will produce the principal value of the phase shift, not necessarily the cumulative
phase shift, since the arctan function produces principal value —7 =< tan '(¢) = 7. It is
possible to recover the accumulated phase shift by factoring the rational function into its
binomial parts, then expressing this in exponential form as a summation. One can then
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Figure 12 Improved matching filter for better discrimination of signal from noise.
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determine the principal angle on each part and the accumulated phase shift by summing the
parts.

4.3 Comparison of FIR and IIR Filters

There are various factors when deciding on a particular filter for a given application. Table
3 summarizes these.

5 EXTRACTING SIGNAL FROM NOISE

The PSD of white noise is uniformly distributed over all frequencies. Therefore, it is possible
to detect the PSD signature of a signal corrupted by white noise by inspecting spectral
components that rise above some baseline. From this we can design a matching filter to
optimally extract the signal from the noise. Figures 11 and 12 illustrate this procedure.
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1 INTRODUCTION

The industry has changed significantly since this chapter was first written in the months
before 1990. The personal computer has become part and parcel of everyday life. Control
systems have become increasingly based on standard systems and interfaces; sensors them-
selves are often based on just smaller versions of the same operating system as large man-
ufacturing systems. This has tended to change the focus from the technology of data
acquisition to the software and systems to support data acquisition.

The trend has been away from requiring the engineer to understand the science of how
sensors work and the lowest levels of data acquisition and more toward the engineer under-
standing the collection, coordination, storage, access, and manipulation of data. With that in

209
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mind, this chapter has been updated to focus more on the latter and less on the former. Other
chapters in this book cover details of the electronics, transducers, sampling, and calibration.

To control any process or understand what occurs during the life cycle of a process, the
system (a human or machine) must have information about what is occurring. In the simplest
of control loops, the measured variable must be converted to usable units, comparison in
some form to a target occurs, and a response is determined. At the plant level, improvement
of plant operation relies upon understanding the relationships between processes within the
plant (not only current, but historical), which in turn requires collecting data throughout the
plant, characterizing the relationship of the data with other data, storing the data in such a
way as to be retrievable in a useful, timely way, and manipulating the data for presentation
and hopefully providing an aid to understanding the relationships between processes. In
today’s competitive environment, focusing on local control and ignoring the interaction be-
tween processes, both internal to the plant and external, can be disastrous. If one is not
focused on improvement, one can bet the competitor is. Larger corporations, especially, can
bring analytical tools to bear to improve local processes, plantwide processes, and their
relationships to external influences, such as the supply chain. On the other hand, today’s
computing tools bring very powerful data acquisition and analysis capability within the reach
of the average technician with a little bit of motivation.

Data acquisition and display systems have changed dramatically. Twenty years ago,
terms referring to specialized systems such as SCADA (supervisory control and data acqui-
sition) and data loggers were common terms. Now, with the proliferation and broadening
role of computer systems and their intrusion into every aspect of manufacturing, many of
the features that used to be in specialized instruments and systems are now part of the
everyday tools available to anyone with a computer. This chapter attempts to cover aspects
of data acquisition and manipulation that may help the engineer better understand issues and
give a foundation for using and even constructing tools. The organization is as follows:

 The initial sections cover the nature of data and the acquisition and conversion of data
to usable units and includes some discussion of useful display techniques. The dis-
cussion attempts to identify issues of which the engineer should be aware and give
guidelines on how to manage data.

» The latter sections cover the coordination, storage, access, and manipulation of data.
A discussion of pros and cons of different strategies should help the reader understand
the trade-offs in system selection and construction. It is difficult to do this without
describing specific technologies and brands, but the author has endeavored to level
the discussion in such a way that changes in technology will not change the value of
the discussion. Time will tell if the approach is effective.

2 DATA ACQUISITION

Data acquisition includes the following: (1) acquiring raw data from the process being mea-
sured and (2) converting data to usable units. Included in this section are also some topics
of data display closely related to the nature of the data being acquired. Other aspects of data
display will be covered in later sections.

In process industries, much of the data are analog in nature, such as pressure, temper-
ature, and flow rate. The values acquired are sampled representations of process data that
have a scale and a range, with various issues around effective range and whether values
over a range are linear or more complex. When acquired in a data acquisition system there
are a number of issues that must be addressed related to how data is sampled; how it is
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represented in the computer as a digital value but still able to be manipulated as an analog
number; and how a continuously changing value can be stored without exceeding the capacity
of storage or computation of the acquisition system. Discrete manufacturing still has a num-
ber of analog data sources, but a larger proportion involves discrete data, such as motor
stops, starts, and pulses. These have their own issues of acquisition and storage and are often
related to attributes of the process. The next section deals primarily with process data, ad-
ditionally covering some discrete data and issues around data collection, representation, and
storage.

As businesses begin to broaden the scope of optimization and understand their global
processes, the context of the data in terms of product, plant conditions, market conditions,
and other environmental aspects has increasingly added discrete data to the set of data to be
obtained. The interaction of the process with factors such as which crew is managing the
process, which customer’s needs are highest priority, legal controls such as environmental
limits impacting allowable process rates, operator decisions, which product is being manu-
factured, grade achieved, and a large number of other factors become important when a
company is competing with other companies that have already achieved excellent local con-
trol of processes. These data involve less understanding how to deal with continuous data
and more with the coordination of data within and between processes. These can be termed
manufacturing attributes to emphasize their importance in providing an environment around
process data. Later sections deal with manufacturing attribute data and issues around their
collection and coordination with process data.

3 PROCESS DATA ACQUISITION

Most modern data acquisition is via digital systems that may have a lower level analog
collection mechanism but is now so removed from the engineer that the engineer is only
concerned with the digital portion of the system. The ability to use digital microprocessors
as building blocks for data collection, the prevalence of computer tools, and the creation of
widely available operating systems that operate on small footprints have virtually eliminated
the need for analog instrumentation. While the data may be analog in nature, the technology
has been developed to such a degree that the engineer decreasingly needs to pay attention
to the analog aspects of the data.

A digital-to-analog (D/A) and analog-to-digital (A/D) converter performs the actual
processing required to bring analog information from or to the process. While the resulting
signal may be digital, it is a representation of a continuous number that has characteristics
that, if not understood, can result in erroneous conclusions from data, including missing data,
misinterpreting trends, or improperly weighting certain values.

The engineer should be aware of several features of analog data to ensure that the data
are used properly. An understanding of sampling interval, scaling, and linearization will
facilitate the use of data once collected.

3.1 Sampling Interval

One of the important steps with any data collection process includes the proper choice of
sampling interval. As an example of the impact of selection of sampling interval, or fre-
quency, a sine wave with a period of 1-s (Fig. 1a) is measured with several sampling inter-
vals. 0.5-s (Fig. 1b) and 0.1-s (Fig. 1c¢) intervals both provide different impressions of what
is actually happening. The 1-s sampling rate being in phase with the sine wave yields the
impression that we are measuring a nonvarying level. The 0.5-s sampling rate yields several



212 Data Acquisition and Display Systems

Plot Area |

(a)

Awd
1 z\/} \/4

®)

(©)

Figure 1 Sampling: (a) sine wave form; (b) aliasing of data; (c) sampled every tenth second.

different results depending on what phase shift is encountered. This is known as aliasing
(see Ref. 1, pp. 122-125). If a 0.1-s period is used, we finally begin to obtain a redlistic
idea of what the waveform truly looks like.

The sampling interval has a different impact when collecting manufacturing attribute
data. With manufacturing attribute data, every change in value has importance. They provide
a context to the process that assists with the tieback to business interactions. The vaues are
often coded. The sampling must be close enough to the time of occurrence to alow deter-
mination of state in relation to other events. The sampling interval must be fast enough to
capture any change in state. Sampling at slower than the change rate of the data will mean
lost events—potentially critical in asituation where the count of items processed isimportant.
Sampling at a rate dightly faster than the maximum change rate of the manufacturing at-
tribute data assures that no change will be missed. Another important consideration is to
know at what time an event occurred. For instance, if a value changes only infrequently but
other related manufacturing attribute values are changing at a faster rate, then the scan rate
has to be fast enough to match the fastest change rate of al the related manufacturing
attribute data. This is sometimes called the master scan rate, meaning that the frequency of
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scanning must be fast enough to capture faster events and determine the state of other
variables relative to those events. Similarly, if there are related analog data, the scan rate
may have to be fast enough to even characterize the curve of the analog data (remember
Fig. 1).

The capacity of the target system must aso be taken into account. Storing large volumes
of data is becoming more feasible as systems increase in speed and power, but the retrieval
and organization of those data may become a time-consuming, overly complex task with too
much data or poorly organized data. Consequently, even though storage itself is less of an
issue, other factors impact how much data are retained and how organized for later retrieval.
Later sections examine approaches for organizing and retrieving data.

3.2 Accuracy and Precision of Data

Accuracy and precision are dependent on the sampling interval as well as the resolution of
the system (Ref. 2; Ref. 3, pp. 78-80; and Chapter 1 in this volume). When dealing with
the A/D conversion process, the step size or number of bits used is critical when determining
the system precision and accuracy (Ref. 1, pp. 78-81). Figure 2 illustrates the difference
between accuracy and precision of data. Table 1 illustrates the effect the number of bits has
on the precision.

This also interacts with range, which will be discussed later, since having an accurate
number over a small percent of the desired range would not allow the ability to fully char-
acterize the process. For example, highly accurate readings with 1% moisture resolution over
a range from 10 to 20% moisture content would be inadequate if one were attempting to
measure moisture over a 5-40% range. When selecting transducers, it is necessary that they
have both the accuracy and range needed for the process being observed. When selecting
converters, one should be aware of the settling time (governs how often readings can be
obtained), resolution of the converter (affects range and detail of measurements), and accu-
racy of sensor.

Chapter 1 includes some characteristics of transducers, including calibration, and the
sampling of data.

One should be aware that an event that has been stabilized in a data collection system
may be offset in time, resulting in a potential discrepancy between events or values when
values are compared from different sources or from multiplexed data. It should be verified

Precise but
inaccurate
measurement

\ Imprecise but
) accurate
Actual signal measurement
(accurate and Figure 2 Difference between accuracy and pre-

precise) cision.
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Table 1 Relationship between Number of Bits and

Precision
Resolution
Number on 5V Percent
of Bits Steps Measurement Resolution
8 256 0.01950 0.3900
10 1024 0.00488 0.0980
12 4096 0.00122 0.0240
16 65,536 0.00008 0.0015

that the transducer is collecting the data fast enough to allow one to have relevant times of
collection in the data acquisition system. Also one should ensure that the potential relation-
ship between events from different sources and their intended use is understood when con-
sidering the speed and accuracy of transducers.

3.3 Time-Based versus Event-Driven Collection

There are two major approaches when collecting data with a general-purpose data acquisition
system. In one approach data are collected on a regular frequency based on time, such as
once per second. This is easy to institute and it is relatively easy to analyze the data and
their relationships after the fact. This approach tends to require more data storage and can
make it difficult to identify events or the interactions with manufacturing attribute data. The
other approach is event-based acquisition. An event is identified, such as when a package is
dropped onto a platform, the time of that event is recorded, and the values of related variables
are collected for that time. The sampling rate of the transducers to acquire the other variables
may be important, as their values may become irrelevant if too long a time interval has
passed after the event has occurred when the related variables are sampled. Batch processes,
such as mixing a tankful of chemicals, often have some data collected only at the start and
end of the process. Other data may be recorded at fixed time intervals during the batch
process. Depending on the needs, the data during the actual reaction may be of great or of
little use. The time between sampled events may be several minutes, hours, or even days in
length, but the time of the event may be critical, as well as detailed data at the time of the
event, resulting in a common tactic of using high-speed scanning to detect the occurrence
of an infrequent event. Approaches for combining and analyzing data will be covered in a
later section.

4 DATA CONDITIONING

Often the data obtained from a process are not in the form or units desired. This section
describes several methods of transforming data to produce proper units, reduce storage quan-
tity, and reduce noise.

There are many reasons why process measurements might need to be transformed in
order to be useful. Usually the signals obtained will be values whose units (e.g., voltage,
current) are other than the desired units (e.g., temperature, pressure). For example, the mea-
surement from a pressure transducer may be in the range 4-20 mA. To use this as a pressure
measurement in pounds per square inch (PSI), one would need to convert it using some
equation. As environmental conditions change, the performance characteristics of many sen-
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sors change. A parametric model (equation) can be used to convert between types of units
or to correct for changes in the parameters of the model. The parameters for this equation
may be derived through a process known as calibration (Chapter 1 covers much of the process
of caibration and sampling). This involves determining the parameters of some equation by
placing the sensor in known environmental conditions (such as freezing or boiling water)
and recording the voltage or other measurable quantity it produces. Some (normally simple)
calculations will then produce the parameters desired. (See the following discussion of smple
linear fit for the procedure for a simple, two-parameter equation.) The complexity of the
model increases when the measured value is not directly proportional to the desired units
(nonlinear). Additionally, as sensors get dirty or age, the parameters might need adjusting.
There are a variety of control techniques to assist with compensating for changes in the
environment around the sensor, including adaptive control.

4.1 Simple Linear Fit

The simplest formula for converting a measured value to the desired units is a smple linear
equation. The form of the equationisy = ax + b, where x is the measured value, y represents
the value in the units desired, and a and b are parameters to adjust the slope and offset,
respectively. The procedure for finding a and b is as follows:

1. Create a known state for the sensor in the low range. An example would be to put
a temperature sensor in ice water.
2. Determine the value obtained from the sensor.

3. Create a known state for the sensor in the high range. An example would be to
immerse the sensor in boiling water.

4. Determine the value obtained from the sensor
5. Calculate the values of a and b from these values using the equations

u = actual high value — actua low value )

measured high value — measured low value

b

actual low value — (a X measured low value) (2

Figure 3 demonstrates example rel ationships between measured values and engineering units.

4.2 Nonlinear Relationships

Often, there is not a simple linear relationship between the engineering units and the mea-
sured units (Fig. 4). Instead, for a constantly rising pressure or temperature, the measured
value would form some curve. If possible, we use a portion of the sensor’s range where it
is linear, and we can use Egs. (1) and (2). When this is not possible, we have to characterize
the sensor by a different equation, which could be a polynomial, a transcendental, or a
combination of a series of functions.

One can imagine several sensors which are linear in different ranges to be used in
conjunction to create a larger range of operational data. This variety of formulas should
make one point clear: Without an understanding of the basic model of the sensor, one cannot
know what type of conversion to use. Many sensors have known differences in output de-
pending on the range of sensed data. Be aware of the effect environmental conditions have
on the sensor readings. If the characteristics of a sensor are unknown, then the sensor must
be measured under a variety of conditions to determine the basic relationship between the
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Figure 3 Relationship between measured values and engineering units.

measured values and engineering units. Some knowledge of the theory of the sensor’s mech-
anism will help to give an idea of which model to use. The development and evaluation of
a model is beyond the scope of this chapter, but other chapters in this volume provide
assistance.

4.3 Filtering

Even after data are converted to the appropriate units, the data may have characteristics that
inhibit understanding the important relationships for which one is looking. For instance, the
data may have occasional fluctuations caused by factors other than the process or the process
may have short-term perturbations, which are not really an indication of the major process
factors.

Filtering is a technique that allows one to retain the essence of the data while minimizing
the effects of fluctuations. The data may then appear to be “smoothed.” In fact, the terms
“filtering” and ““‘smoothing™ are often interchanged. Filtering can occur when the data are
till in an analog state (Ref. 1, p. 54) or can occur after the data are converted to digital
data (digital filtering). Measurement variability comes from a variety of sources. The process
itself may undergo fluctuations that result in variation in measurement but that are only
temporary and should be ignored. For instance, if the level of an open tank of water were
to be measured but waves cause fluctuations in the height of a float, then the exact value at
any given time would not be an accurate reflection of the level of the tank. The sensor itself
may have fluctuations due to variability in its method for acquiring data. For instance, the
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Figure 4 More complex data relationships.

proximity of a 60-Hz line may induce a 60-Hz sinusoidal variation in the signa (measured
value). Examples of filtering approaches are as follows and are also given in other chapters
in this volume (Ref. 12, p. 538):

(a) Repeated sample average: Take a number N of samples at once and average them:
L 5 value)
N 1

(b) Finite-length average (moving): Take the average of the last N measurements, av-
eraging them to obtain a current calculated value.

(c) Digitd filters:
y=0Q- )1+ ox,,

The simple average is useful when repeated samples are taken at approximately the
same point in time. The more samples, the more random noise is removed. Chapter 1 ad-
dresses some of the issues with sampling and the concept of population distribution. The
formula for an average is shown in (a) above.

However, if the noise appeared for all the samples (as when &l the samples are taken
at just the time that a wave ripples through a tank), then this average would still have the
noise value. A moving average can be taken over time [see (b) above] with the same formula,
but each value would be from the same sensor, only displaced in time. A disadvantage of
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this approach is that one has to keep a list of previous values at least as long as the time
span one wishes to average.

A simpler approach is the first-order digital filter, where a portion of the current sample
is combined with a portion of previous samples. This composite value, since it contains more
than one measured value, will tend to discard transitory information and retain information
that has existed over more than one scan. The formula for a first-order digital filter is de-
scribed in (c) above, where « is a factor selected by the user. The more one wants the data
filtered, the smaller the choice of «; the less one wants filtered, the larger the choice of a.
Alpha must be between 0 and 1 inclusive.

The moving average or digital filter can tend to make the appearance of important events
to be later than the event occurred in the real world. This can be mitigated somewhat for
moving averages by including data centered on the point of time of interest in the moving-
average calculation. These filters can be cascaded, that is, the output of a filter can be used
as the input to another filter.

A danger with any filter is that valuable information might be lost. This is related to
the concept of compression, which is covered in the next section. When data are not con-
tinuous, with peaks or exceptions being important elements to record, simple filters such as
moving-average or digital filters are not adequate. Some laboratory instruments such as a
gas chromatograph may have profiles that correspond to certain types of data (a peak may
correspond to the existence of an element). The data acquisition system can be trained to
look for these profiles through a preexisting set of instructions or the human operator could
indicate which profiles correspond to an element and the data acquisition system would build
a set of rules. An example is to record the average of a sample of a set of data but also
record the minimum and maximum. In situations where moisture or other physica attributes
are measured, thisis a common practice. Voice recognition systems often operate on asimilar
set of procedures. The operator speaks some words on request into the computer and it builds
an interna profile of how the operator speaks to use later on new words. One area where
pattern matching is used is in error-correcting serial data transmission. When serial data are
being transmitted, a common practice to reduce errors is to insert known patterns into the
data stream before and after the data. What if there is noise on the line? One can then look
for a start-of-message pattern and an end-of-message pattern. Any data coming over the line
that are not bracketed by these characters would be ignored or flagged as extraneous trans-
mission.

4.4 Compression Techniques

For high-speed or long-duration data collection sessions there may be massive amounts of
data collected. It is a difficult decision to determine how much detail to retain. The trade-
offs are not just in space but also in the time required to store and later retrieve the data.
Sampling techniques, also covered in other chapters, provide a way of retaining much of the
important features of the data while eliminating the less important noise or redundant data.
As an example, 1000 points of data collected each second for 1 year in a database could
easily approach 0.5 terabyte when index files and other overhead are taken into account.
Even if one has a large disk farm, the time required to get to a specific data element can be
prohibitive. Often, systems are indexed by time of collection of the data point. This speeds
up retrieval when a specific time frame is desired but is notoriously slow when relationships
between data are explored or when events are searched for based on value and not on time.
Approaches to reducing data volume include the following:

+ Reduce the volume of data stored by various compression tools, such as discovering
repeating data, storing one copy, and then indicating how many times the data are
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repeated. There are many techniques for compressing data, covered elsewhere. Zip
files are a common instance of compression to make the data consume less storage
and to take less time in transmission from one computer to another. Compression
tends to increase the storage and retrieval time dlightly. Increasingly, file systems
associated with common operating systems include compression as a standard option
or feature of mass storage. These systems are quite good at compressing repeated data
but are less effective when data vary but have a mathematical relationship, such as a
straight line between two points.

Normalize the data. When the developer knows relationships between data, redun-
dancy can be avoiding by normalizing the data—following some basic principles to
organize the data in such a way that redundancy is avoided.® C. J. Date describes the
levels of normalization of data in a relational database.® For instance, if a person has
several addresses, then one could store the person’s name once, store each address,
and store the links from the person to the address. While very similar to compression,
it relies on the devel oper identifying and taking advantage of the relationships between
data to eliminate redundancy and reduce space. This creates significant effort in plan-
ning for acquisition and storage of data. It pays off in reduced storage and significantly
improved retrieval and analysis times.

Eliminate nonessential data. If one is not interested in the shape of a sinusoidal signal,
for instance, but only interested in how many cycles occurred during a given time
frame, then sampling techniques can be used to characterize the data without having
to store significant data.

The engineer or researcher has to make assumptions about how the data will be used

and factor those into the acquisition and storage system. A project attempting to discover
the relationships between waveforms would require high-frequency sampling and probably
time-based storage. A project attempting to record the number of times a boiler went over
a certain temperature level might have a high-speed scanning capability but only store those
values that were above the temperature limit. An inventory tracking system may have triggers
that cause scanning only when some event occurs.

Often, a batch or pallet of product may contain a large number of items. The items can

be sampled for some process attribute. The customer may want to know summary statistics
about the pallet, but the storage of all the data may not be feasible. In this case, statistical
results can normally be derived from summary data. Average, standard deviation, total, cor-
relation, maximum, and minimum are easily calculated from summary, accumulated data*:

Averages. Keep a running sum of data and count of readings:

Average = Sum Of Values/Count Of Values

Totals. Keep a running sum of data.

Standard Deviation

/n D O
n(n — 1)

* Standard deviation and correlation from Ref. 6, pp. 473, 477.
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Range. Save largest and smallest values.
Median. Find the middle value of a distribution, which requires keeping all values.
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The median (the true center of the data) requires the raw data to be caculated. A
compromise for depicting the distribution of data without having to store the full details is
to store a distribution of the data. For instance, the range of possible important data can be
broken into a series of totals, reflecting the count of items that fit into the particular total.
A histogram representing the distribution of data can be created from the totals without
requiring the full set of original data. In addition, the median can be approximated using
this technique. The distribution can also be used to supply data for statistics based on dis-
tribution of data, such as the Taguchi loss function (Ref. 7, pp. 397-400).

4.5 More on Sampling and Compression

Rather than just sample the data, why not save all the changed values of the data, discarding
values which are the same or within some limits of the previous reading? This really applies
best to continuous processes. Quite significant space reduction can be maintained in proc-
esses that are slowly changing and have only occasional large upsets. Variations of this
technique can provide additional improvements. For instance, rather than just checking to
see if the current value is the same as or within some limits from the previous reading, see
if it is on the same line or curve as the previous value. This can result in a great reduction
of storage requirements at the loss of a slight amount of accuracy in reconstruction. The
more flexible the compression technique, the more work must be done to reconstruct the
data later for examination. For instance, if the user of the data acquisition system wants to
retrieve a data point within data that has been reduced to a line segment, the user or the
system must determine which line segment is wanted using the time stamp for the beginning
and ending of the line segment interval and then recalculate the point from the equation.
This is referred to as a boxcar agorithm. Values that are close to the line segment can be
treated as on the line segment if one can afford to lose some accuracy.? The formula for a
boxcar has to take into account the length of the interval (maximum), the height of the box
(how much noise is alowed), and how peak or exception values are treated. For instance,
Table 2 presents a set of data with several types of compression applied for data sampled at
a constant interval.

In Table 2, the simple repeating-value compression will not lose data but will result in
little or no compression if the data are changing value frequently, including having any noise.
The boxcar compression technique results in much higher compression for slowly changing
data with only the loss of fine detail data (depending on the height of the window). For data
that are nonlinear or changing frequently, the boxcar compression method results in little
compression. Process information systems often use the boxcar compression method. If data
are slow moving with occasional bursts of activity, the boxcar and repeating-value methods
can result in dramatic reductions in space required. If data changes tend to be linear, then
the boxcar algorithm tends to be superior to the repeated-value approach. For an extreme
example, see Table 3.

The raw data would have resulted in 631 data points being stored. The boxcar method
would result in 5 data points being stored, less than 1% of the storage required. In the
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Table 2 Examples of Compression Techniques

Time Stamp and

Raw Vaue Simple Repeating Value Boxcar Compression
Time Value Time Value Count Start Time Start Value Slope
12:00 1 12:00 1.0 3 12:00 1 0
12:01 1 12:03 2.0 1 12:03 2 1
12:02 1 12:.04 3.0 1 12:08 7 -2
12:03 2 12:05 4.0 1 12:11 1 4
12:04 3 12:06 5.0 1 12:12 5 0
12:05 4 12:.07 6.0 1 12:16 5 -4
12:06 5 12:08 7.0 1
12:07 6 12:09 5.0 1
12:08 7 12:10 3.0 1
12:09 5 12:11 1.0 1
12:10 3 12:12 5.0 5
12:11 1 12:17 1.0 1
12:12 5
12:13 5
12:14 5
12:15 5
12:16 5
12:17 1

example above, the repeated-value method would have resulted in almost exactly the same
compression as the boxcar. However, if there had been a 0.1% slope in data throughout the
period, the boxcar would remain the same but the repeated-val ue method would have resulted
in no compression. A deadband (the height of the boxcar) around the repeated value (mean-
ing two values within some small deviation from each other would be counted as the same
value) would result in very high compression in the above example. A long ramp-up of the
value during that time frame would have further differentiated the two compression methods.

Table 3 Data Compression: Raw Data versus Boxcar

Raw Dater Boxcar Method

Start Time  Start Value  Start Time  Start Value  Slope

12:00 1 12:00 1 0
12:01 1 15:00 1 1
. 15:01 2 3
14:59 1 15:02 5 -4
15:00 1 15:03 1 0
15:.01 2
15:02 5
15:03 1
15:04 1
18:59 1
19:00 1

2 Gaps represent no change in data.
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There are many techniques for compression of data. As mentioned above, many rely on
assumptions about the underlying nature of the data, such as being continuous data. Where
data are directly related to events, more traditional compression techniques which look for
repeating patterns in the data may be used. These are typically performed by operating
systems and database systems and can therefore be taken advantage of with little or no work
on the part of the engineer.

5 DATA STORAGE

In whatever ways data are sampled, collected, filtered, smoothed, and/or compressed, at
some point the data must be stored on some media if long-term data are to be analyzed
(covered later in this chapter). There are several approaches to data storage that will be
discussed in brief here.

5.1 In-Memory Storage

There are normally limitations on how much data can be stored, particularly when low-
frequency events have high-frequency data surrounding them that are of interest. For ex-
ample, if scientists are monitoring Mt. St. Helens for seismic data, it would be prohibitive
to capture millisecond data for years while waiting for an eruption. It would be of interest
to capture data at high density just before, during, and after each eruption but not in the
quiet times in the intervening years. Collecting the millisecond data on many sensors would
overflow the storage capability of most systems. There are techniques to store subsets of the
data that allow high-density data from constrained time intervals to be stored.

An approach for collecting and later reporting high-density data around an event of
interest is to collect the data continuously using the triggered snapshot method. High-speed
data are temporarily retained for a fixed time interval or memory capacity, with the start and
end time of the data moving forward with time. Older data are discarded as the time range
moves past it. This moving window is useful for creating trends and summary data for that
interval. The user can be shown dynamic displays that update over time and reflect char-
acterigtics of the moving window of the process. Periodicaly, a set of the data can be
extracted to mass storage, especialy triggered by some event of interest. An event is rec-
ognized by some means (automatic or user generated) that the engineer has preconfigured
to cause the transfer of the current instance of the moving window to permanent storage.

The relationship between the trigger and the moving window can be configured severa
ways, as depicted in Fig. 5. The handling of the data involves moving values through a data
array, adding more recent values at the end and pushing the rest toward the beginning—a
queue.

The triggered snapshot is particularly useful when knowledge about the sequence of
events just before the event of interest can help discover problems. As an example in man-
ufacturing, in sawmills there are often very high speed sequences of events, such as where
a board may come out of one conveyor and is transferred to another conveyor and some
event such as the board leaving the conveyor occurs. High-speed video can be always in
progress, and the detection of the board leaving the system can be used to trigger the transfer
to permanent storage of the video. Events of concern can be safety issues and the triggered
snapshot method can be used to help eliminate potentia life-threatening situations. The
triggered snapshot method is particularly useful for discovering the causes of unusual events.
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Data can be stored around trigger in three ways:

Beginning trigger: Window can be Ending trigger: Window can be stored with
stored with trigger occurring at earliest trigger occurring at latest point of stored
point of stored interval. interval.

Benefits: Can aid in detecting what Benefits: Can aid in detecting what happened
happened after the trigger event. leading up to the trigger event.

Disadvantages: Can't tell what led up to Disadvantages: Can’t tell what happened after
the triggered event. the triggered event.

Beginning of End of

moving moving

wi‘ndow X window
\

Tlmellne\ \
Centered trigger: Window can be stored with
trigger occurring at middle point of stored

interval.
Benefits: Can aid in detecting what happened
before and after the trigger event.
Disadvantages: None, other than still have to
predetermine what constitutes a trigger.

most recent
data acquired
in the moving
window

This was the
earliest data
acquired in
the moving
window

Figure 5 Relationship between trigger and moving window.

This has the advantage of alowing monitoring and analysis of high-speed events and
still capturing some data to enable determining some data relationships. This is most useful
if the engineer has some idea of what events may yield valuable relationships. It is much
less useful when events, triggers, or relationships are unknown or unexpected. Sampling data
at slower intervals may serve to alow accidental capture and identification of useful rela
tionships, but the work required to find those relationships is much higher and of questionable
probability of success.

As an example, in the sawmill many variables are changing state at high speed. For
diagnostic purposes, it is vauable to see a high-speed snapshot of states of photo eyes
compared to saw drops, gate openings, and grade decisions. Howe