_*_‘-l

ATMOSPHERE, WEATHER
AND CLIMATE

EIGHTH EDITION

HOGER G BARHY AHD RICHARD J GI'IORI.EY

|-.-J}u‘t A G ‘
- TR TN T '




. o

=~

Atmosphere, Weather and Climate

Atmosphere, Weather and Climate is the essential
introduction to weather processes and climatic con-
ditions around the world, their observed variability
and changes, and projected future trends. Extensively
revised and updated, this eighth edition retains its
popular tried and tested structure while incorporating
recent advances in the field. From clear explanations
of the basic physical and chemical principles of the
atmosphere, to descriptions of regional climates and
their changes, Atmosphere, Weather and Climate
presents a comprehensive coverage of global meteor-
ology and climatology. In this new edition, the latest
scientific ideas are expressed in a clear, non-
mathematical manner.

New features include:

new introductory chapter on the evolution and scope
of meteorology and climatology

new chapter on climatic models and climate system
feedbacks

updated analysis of atmospheric composition,
weather and climate in middle latitudes, atmospheric
and oceanic motion, tropical weather and climate,
and small-scale climates

chapter on climate variability and change has been
completely updated to take account of the findings of
the IPCC 2001 scientific assessment

new more attractive and accessible text design

new pedagogical features include: learning objec-
tives at the beginning of each chapter and discussion
points at their ending, and boxes on topical subjects
and twentieth-century advances in the field.

Roger G. Barry is Professor of Geography, University
of Colorado at Boulder, Director of the World Data
Center for Glaciology and a Fellow of the Cooperative
Institute for Research in Environmental Sciences.

The late Richard J. Chorley was Professor of
Geography at the University of Cambridge.
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This edition is dedicated to my co-author Richard J. Chorley, with whom I first entered into collaboration on
Atmosphere, Weather and Climate in 1966. He made numerous contributions, as always, to this eighth edition,
notably Chapter 1 which he prepared as a new introduction. His many insights and ideas for the book and his
enthusiasms over the years will be sadly missed.

Roger G. Barry
March 2003
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Preface to the eighth edition

When the first edition of this book appeared in 1968,
it was greeted as being ‘remarkably up to date’
(Meteorological Magazine). Since that time, several
new editions have extended and sharpened its
description and analysis of atmospheric processes and
global climates. Indeed, succeeding prefaces provide a
virtual commentary on recent advances in meteorology
and climatology of relevance to students in these fields
and to scholars in related disciplines. This revised and
expanded eighth edition of Atmosphere, Weather
and Climate will prove invaluable to all those studying
the earth’s atmosphere and world climate, whether
from environmental, atmospheric and earth sciences,
geography, ecology, agriculture, hydrology or related
disciplinary perspectives.

Atmosphere, Weather and Climate provides a com-
prehensive introduction to weather processes and
climatic conditions. Since the last edition in 1998, we
have added an introductory overview of the historical
development of the field and its major components.
Following this there is an extended treatment of
atmospheric composition and energy, stressing the heat
budget of the earth and the causes of the greenhouse
effect. Then we turn to the manifestations and circu-
lation of atmospheric moisture, including atmospheric
stability and precipitation patterns in space and time.
A consideration of atmospheric and oceanic motion
on small to large scales leads on to a new chapter on
modelling of the atmospheric circulation and climate,
that also presents weather forecasting on different
time scales. This was prepared by my colleague Dr Tom
Chase of CIRES and Geography at the University of
Colorado, Boulder. This is followed by a discussion
of'the structure of air masses, the development of frontal

and non-frontal cyclones and of mesoscale convective
systems in mid-latitudes. The treatment of weather and
climate in temperate latitudes begins with studies of
Europe and America, extending to the conditions
of their subtropical and high-latitude margins and
includes the Mediterranean, Australasia, North Africa,
the southern westerlies, and the sub-arctic and polar
regions. Tropical weather and climate are also described
through an analysis of the climatic mechanisms of
monsoon Asia, Africa, Australia and Amazonia,
together with the tropical margins of Africa and
Australia and the effects of ocean movement and the
El Nifio—Southern Oscillation and teleconnections.
Small-scale climates — including urban climates
— are considered from the perspective of energy
budgets. The final chapter stresses the structure and
operation of the atmosphere—earth—ocean system
and the causes of its climate changes. Since the
previous edition appeared in 1998, the pace of research
on the climate system and attention to global climate
change has accelerated. A discussion of the various
modelling strategies adopted for the prediction of
climate change is undertaken, relating in particular
to the IPCC 1990 to 2000 models. A consideration of
other environmental impacts of climate change is also
included.

The new information age and wide use of the World
Wide Web has led to significant changes in presentation.
Apart from the two new chapters 1 and 8, new features
include: learning points and discussion topics for
each chapter, and boxes presenting a special topic or a
summary of pivotal advances in twentieth-century
meteorology and climatology. Throughout the book,
some eighty new or redrawn figures, revised tables

Xi



PREFACE TO THE EIGHTH EDITION

and new plates are presented. Wherever possible, the
criticisms and suggestions of colleagues and reviewers
have been taken into account in preparing this latest
edition.

This new edition benefited greatly from the ideas and
work of my long-time friend and co-author Professor
Richard J. Chorley, who sadly did not live to see its
completion; he passed away on 12 May 2002. He had
planned to play a diminishing role in the eighth edition

Xii

following his retirement several years earlier, but
nevertheless he remained active and fully involved
through March 2002 and prepared much of the new
Chapter 1. His knowledge, enthusiasm and inspiration
will be sorely missed.

R. G. BARRY
CIRES and Department of Geography,
University of Colorado, Boulder
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Introduction and history of meteorology

and climatology

Learning objectives
When you have read this chapter you will:

Be familiar with key concepts in meteorology and climatology,
Know how these fields of study evolved and the contributions of leading individuals.

A THE ATMOSPHERE

The atmosphere, vital to terrestrial life, envelops the
earth to a thickness of only 1 per cent of the earth’s
radius. It had evolved to its present form and com-
position at least 400 million years ago by which time
a considerable vegetation cover had developed on
land. At its base, the atmosphere rests on the ocean
surface which, at present, covers some 70 per cent of
the surface of the globe. Although air and water share
somewhat similar physical properties, they differ in one
important respect — air is compressible, water incom-
pressible. Study of the atmosphere has a long history
involving both observations and theory. Scientific
measurements became possible only with the invention
of appropriate instruments; most had a long and
complex evolution. A thermometer was invented
by Galileo in the early 1600s, but accurate liquid-in-
glass thermometers with calibrated scales were not
available until the early 1700s (Fahrenheit), or the 1740s
(Celsius). In 1643 Torricelli demonstrated that the
weight of the atmosphere would supporta 10 m column
of water or a 760 mm column of liquid mercury. Pascal
used a barometer of Torricelli to show that pressure

decreases with altitude, by taking one up the Puy de
Dome in France. This paved the way for Boyle (1660)
to demonstrate the compressibility of air by propound-
ing his law that volume is inversely proportional to
pressure. It was not until 1802 that Charles showed that
air volume is directly proportional to its temperature.
By the end of the nineteenth century the four major
constituents of the dry atmosphere (nitrogen 78.08 per
cent, oxygen 20.98 per cent, argon 0.93 per cent and
carbon dioxide 0.035 per cent) had been identified.
In the twentieth century it became apparent that CO,,
produced mainly by plant and animal respiration and
since the Industrial Revolution by the breakdown of
mineral carbon, had changed greatly in recent historic
times, increasing by some 25 per cent since 1800 and by
fully 7 per cent since 1950.

The hair hygrograph, designed to measure relative
humidity, was only invented in 1780 by de Saussure.
Rainfall records exist from the late seventeenth century
in England, although early measurements are described
from India in the fourth century B, Palestine about AD
100 and Korea in the 1440s. A cloud classification
scheme was devised by Luke Howard in 1803, but was
not fully developed and implemented in observational
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practice until the 1920s. Equally vital was the establish-
ment of networks of observing stations, following a
standardized set of procedures for observing the weather
and its elements, and a rapid means of exchanging the
data (the telegraph). These two developments went
hand-in-hand in Europe and North America in the 1850s
to 1860s.

The greater density of water, compared with that of
air, gives water a higher specific heat. In other words,
much more heat is required to raise the temperature
of a cubic metre of water by 1°C than to raise the
temperature of a similar volume of air by the same
amount. In terms of understanding the operations of the
coupled earth—atmosphere—ocean system, it is inter-
esting to note that the top 10—15 cm of ocean waters
contain as much heat as does the total atmosphere.
Another important feature of the behaviour of air and
water appears during the process of evaporation or
condensation. As Black showed in 1760, during evap-
oration, heat energy of water is translated into kinetic
energy of water vapour molecules (i.e. latent heat),
whereas subsequent condensation in a cloud or as fog
releases kinetic energy which returns as heat energy.
The amount of water which can be stored in water
vapour depends on the temperature of the air. This
is why the condensation of warm moist tropical air
releases large amounts of latent heat, increasing the
instability of tropical air masses. This may be con-
sidered as part of the process of convection in which
heated air expands, decreases in density and rises,
perhaps resulting in precipitation, whereas cooling air
contracts, increases in density and subsides.

The combined use of the barometer and thermometer
allowed the vertical structure of the atmosphere to
be investigated. A low-level temperature inversion
was discovered in 1856 at a height of about 1 km on
a mountain in Tenerife where temperature ceased
to decrease with height. This so-called Trade Wind
Inversion is found over the eastern subtropical oceans
where subsiding dry high-pressure air overlies cool
moist maritime air close to the ocean surface. Such
inversions inhibit vertical (convective) air movements,
and consequently form a lid to some atmospheric
activity. The Trade Wind Inversion was shown in the
1920s to differ in elevation between some 500 m and
2 km in different parts of the Atlantic Ocean in the
belt 30°N to 30°S. Around 1900 a more important
continuous and widespread temperature inversion was
revealed by balloon flights to exist at about 10 km at

the equator and 8 km at high latitudes. This inversion
level (the tropopause) was recognized to mark the top
of the so-called troposphere within which most weather
systems form and decay. By 1930 balloons equipped
with an array of instruments to measure pressure,
temperature and humidity, and report them back to earth
by radio (radiosonde), were routinely investigating the
atmosphere.

B SOLAR ENERGY

The exchanges of potential (thermal) and kinetic energy
also take place on a large scale in the atmosphere as
potential energy gradients produce thermally forced
motion. Indeed, the differential heating of low and
high latitudes is the mechanism which drives both
atmospheric and oceanic circulations. About half of
the energy from the sun entering the atmosphere as
short-wave radiation (or ‘insolation’) reaches the earth’s
surface. The land or oceanic parts are variously heated
and subsequently re-radiate this heat as long-wave
thermal radiation. Although the increased heating of
the tropical regions compared with the higher latitudes
had long been apparent, it was not until 1830 that
Schmidt calculated heat gains and losses for each
latitude by incoming solar radiation and by outgoing re-
radiation from the earth. This showed that equatorward
of about latitudes 35° there is an excess of incoming
over outgoing energy, while poleward of those latitudes
there is a deficit. The result of the equator—pole thermal
gradients is a poleward flow (or flux) of energy, inter-
changeably thermal and kinetic, reaching a maximum
between latitudes 30° and 40°. It is this flux which
ultimately powers the global scale movements of the
atmosphere and of oceanic waters. The amount of solar
energy being received and re-radiated from the earth’s
surface can be computed theoretically by math-
ematicians and astronomers. Following Schmidt, many
such calculations were made, notably by Meech
(1857), Wiener (1877), and Angot (1883) who calcu-
lated the amount of extraterrestrial insolation received
at the outer limits of the atmosphere at all latitudes.
Theoretical calculations of insolation in the past by
Milankovitch (1920, 1930), and Simpson’s (1928
to 1929) calculated values of the insolation balance
over the earth’s surface, were important contributions
to understanding astronomic controls of climate.
Nevertheless, the solar radiation received by the earth



was only accurately determined by satellites in the
1990s.

C GLOBAL CIRCULATION

The first attempt to explain the global atmospheric
circulation was based on a simple convectional concept.
In 1686 Halley associated the easterly trade winds
with low-level convergence on the equatorial belt of
greatest heating (i.e. the thermal equator). These flows
are compensated at high levels by return flows aloft.
Poleward of these convectional regions, the air cools
and subsides to feed the northeasterly and southeasterly
trades at the surface. This simple mechanism, however,
presented two significant problems — what mechanism
produced high-pressure in the subtropics and what was
responsible for the belts of dominantly westerly winds
poleward of this high pressure zone? It is interesting to
note that not until 1883 did Teisserenc de Bort produce
the first global mean sea-level map showing the main
zones of anticyclones and cyclones (i.e. high and low
pressure). The climatic significance of Halley’s work
rests also in his thermal convectional theory for the
origin of the Asiatic monsoon which was based on the
differential thermal behaviour of land and sea; i.e.
the land reflects more and stores less of the incoming
solar radiation and therefore heats and cools faster. This
heating causes continental pressures to be generally
lower than oceanic ones in summer and higher in winter,
causing seasonal wind reversals. The role of seasonal
movements of the thermal equator in monsoon systems
was only recognized much later. Some of the difficulties
faced by Halley’s simplistic large-scale circulation
theory began to be addressed by Hadley in 1735. He
was particularly concerned with the deflection of winds
on a rotating globe, to the right (left) in the northern
(southern) hemisphere. Like Halley, he advocated a
thermal circulatory mechanism, but was perplexed by
the existence of the westerlies. Following the math-
ematical analysis of moving bodies on a rotating earth
by Coriolis (1831), Ferrel (1856) developed the first
three-cell model of hemispherical atmospheric circula-
tion by suggesting a mechanism for the production of
high pressure in the subtropics (i.e. 35°N and S latitude).
The tendency for cold upper air to subside in the
subtropics, together with the increase in the deflective
force applied by terrestrial rotation to upper air moving
poleward above the Trade Wind Belt, would cause a

INTRODUCTION AND HISTORY

build-up of air (and therefore of pressure) in the sub-
tropics. Equatorward of these subtropical highs the
thermally direct Hadley cells dominate the Trade Wind
Belt but poleward of them air tends to flow towards
higher latitudes at the surface. This airflow, increasingly
deflected with latitude, constitutes the westerly winds
in both hemispheres. In the northern hemisphere, the
highly variable northern margin of the westerlies is
situated where the westerlies are undercut by polar air
moving equatorward. This margin was compared with
a battlefield front by Bergeron who, in 1922, termed
it the Polar Front. Thus Ferrel’s three cells consisted of
two thermally direct Hadley cells (where warm air rises
and cool air sinks), separated by a weak, indirect Ferrel
cell in mid-latitudes. The relation between pressure
distribution and wind speed and direction was demon-
strated by Buys-Ballot in 1860.

D CLIMATOLOGY

During the nineteenth century it became possible
to assemble a large body of global climatic data and to
use it to make useful regional generalizations. In 1817
Alexander von Humboldt produced his valuable treatise
on global temperatures containing a map of mean annual
isotherms for the northern hemisphere but it was not
until 1848 that Dove published the first world maps
of monthly mean temperature. An early world map of
precipitation was produced by Berghaus in 1845; in
1882 Loomis produced the first world map of precip-
itation employing mean annual isohyets; and in 1886
de Bort published the first world maps of annual and
monthly cloudiness. These generalizations allowed,
in the later decades of the century, attempts to be
made to classify climates regionally. In the 1870s
Wladimir Koeppen, a St Petersburg-trained biologist,
began producing maps of climate based on plant
geography, as did de Candolle (1875) and Drude (1887).
In 1883 Hann’s massive three-volume Handbook of
Climatology appeared, which remained a standard until
193040 when the five-volume work of the same title by
Koeppen and Geiger replaced it. At the end of the First
World War Koeppen (1918) produced the first detailed
classification of world climates based on terrestrial
vegetation cover. This was followed by Thornthwaite’s
(1931-33) classification of climates employing evapo-
ration and precipitation amounts, which he made more
widely applicable in 1948 by the use of the theoretical
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concept of potential evapo-transpiration. The inter-war
period was particularly notable for the appearance of
a number of climatic ideas which were not brought to
fruition until the 1950s. These included the use of
frequencies of various weather types (Federov, 1921),
the concepts of variability of temperature and rainfall
(Gorczynski, 1942, 1945) and microclimatology
(Geiger, 1927).

Despite the problems of obtaining detailed measure-
ments over the large ocean areas, the later nineteenth
century saw much climatic research which was con-
cerned with pressure and wind distributions. In 1868
Buchan produced the first world maps of monthly mean
pressure; eight years later Coffin composed the first
world wind charts for land and sea areas, and in 1883
Teisserenc de Bort produced the first mean global
pressure maps showing the cyclonic and anticyclonic
‘centres of action’ on which the general circulation is
based. In 1887 de Bort began producing maps of upper-
air pressure distributions and in 1889 his world map
of January mean pressures in the lowest 4 km of the
atmosphere was particularly effective in depicting the
great belt of the westerlies between 30° and 50° north
latitudes.

E MID-LATITUDE DISTURBANCES

Theoretical ideas about the atmosphere and its weather
systems evolved in part through the needs of nineteenth-
century mariners for information about winds and
storms, especially predictions of future behaviour. At
low levels in the westerly belt (approximately 40° to 70°
latitude) there is a complex pattern of moving high
and low pressure systems, while between 6000 m and
20,000 m there is a coherent westerly airflow. Dove
(1827 and 1828) and Fitz Roy (1863) supported the
‘opposing current’ theory of cyclone (i.e. depression)
formation, where the energy for the systems was
produced by converging airflow. Espy (1841) set out
more clearly a convection theory of energy production
in cyclones with the release of latent heat as the main
source. In 1861, Jinman held that storms develop where
opposing air currents form lines of confluence (later
termed ‘fronts’). Ley (1878) gave a three-dimensial
picture of a low-pressure system with a cold air wedge
behind a sharp temperature discontinuity cutting into
warmer air, and Abercromby (1883) described storm
systems in terms of a pattern of closed isobars with

typical associated weather types. By this time, although
the energetics were far from clear, a picture was
emerging of mid-latitude storms being generated by the
mixing of warm tropical and cool polar air as a funda-
mental result of the latitudinal gradients created by the
patterns of incoming solar radiation and of outgoing
terrestrial radiation. Towards the end of the nineteenth
century two important European research groups
were dealing with storm formation: the Vienna group
under Margules, including Exner and Schmidt; and
the Swedish group led by Vilhelm Bjerknes. The former
workers were concerned with the origins of cyclone
kinetic energy which was thought to be due to differ-
ences in the potential energy of opposing air masses of
different temperature. This was set forth in the work
of Margules (1901), who showed that the potential
energy of a typical depression is less than 10 per cent of
the kinetic energy of its constituent winds. In Stockholm
V. Bjerknes’ group concentrated on frontal develop-
ment (Bjerknes, 1897, 1902) but its researches were
particularly important during the period 1917 to 1929
after J. Bjerknes moved to Bergen and worked with
Bergeron. In 1918 the warm front was identified,
the occlusion process was described in 1919, and the
full Polar Front Theory of cyclone development was
presented in 1922 (J. Bjerknes and Solberg). After about
1930, meteorological research concentrated increas-
ingly on the importance of mid- and upper-tropospheric
influences for global weather phenomena. This was
led by Sir Napier Shaw in Britain and by Rossby,
with Namias and others, in the USA. The airflow in the
3—10 km high layer of the polar vortex of the northern
hemisphere westerlies was shown to form large-scale
horizontal (Rossby) waves due to terrestrial rotation,
the influence of which was simulated by rotation ‘dish
pan’ experiments in the 1940s and 1950s. The number
and amplitude of these waves appears to depend on the
hemispheric energy gradient, or ‘index’. At times of
high index, especially in winter, there may be as few as
three Rossby waves of small amplitude giving a strong
zonal (i.e. west to east) flow. A weaker hemispheric
energy gradient (i.e. low index) is characterized by four
to six Rossby waves of larger amplitude. As with most
broad fluid-like flows in nature, the upper westerlies
were shown by observations in the 1920s and 1930s,
and particularly by aircraft observations in the Second
World War, to possess narrow high-velocity threads,
termed ‘jet streams’ by Seilkopf in 1939. The higher
and more important jet streams approximately lie along



the Rossby waves. The most important jet stream,
located at 10 km, clearly affects surface weather by
guiding the low pressure systems which tend to form
beneath it. In addition, air subsiding beneath the jet
streams strengthens the subtropical high pressure cells.

F TROPICAL WEATHER

The success in modelling the life cycle of the mid-
latitude frontal depression, and its value as a forecasting
tool, naturally led to attempts in the immediate pre-
Second World War period to apply it to the atmospheric
conditions which dominate the tropics (i.e. 30°N —
30°S), comprising half the surface area of the globe.
This attempt was doomed largely to failure, as obser-
vations made during the air war in the Pacific soon
demonstrated. This failure was due to the lack of frontal
temperature discontinuities between air masses and
the absence of a strong Coriolis effect and thus of
Rossby-like waves. Tropical airmass discontinuities are
based on moisture differences, and tropical weather
results mainly from strong convectional features such
as heat lows, tropical cyclones and the intertropical
convergence zone (ITCZ). The huge instability of trop-
ical airmasses means that even mild convergence in the
trade winds gives rise to atmospheric waves travelling
westward with characteristic weather patterns.

Above the Pacific and Atlantic Oceans the inter-
tropical convergence zone is quasi-stationary with
a latitudinal displacement annually of 5° or less, but
elsewhere it varies between latitudes 17°S and 8°N in
January and between 2°N and 27°N in July —i.e. during
the southern and northern summer monsoon seasons,
respectively. The seasonal movement of the ITCZ and
the existence of other convective influences make the
south and east Asian monsoon the most significant
seasonal global weather phenomenon.

Investigations of weather conditions over the broad
expanses of the tropical oceans were assisted by satellite
observations after about 1960. Observations of waves in
the tropical easterlies began in the Caribbean during the
mid-1940s, but the structure of mesoscale cloud clusters
and associated storms was recognized only in the 1970s.
Satellite observations also proved very valuable in
detecting the generation of hurricanes over the great
expanses of the tropical oceans.

In the late 1940s and subsequently, most important
work was conducted on the relations between the south
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Asian monsoon mechanism in relation to the westerly
subtropical jet stream, the Himalayan mountain barrier
and the displacement of the ITCZ. The very significant
failure of the Indian summer monsoon in 1877 had led
Blanford (1860) in India, Todd (1888) in Australia, and
others, to seek correlations between Indian monsoon
rainfall and other climatic phenomena such as the
amount of Himalayan snowfall and the strength of
the southern Indian Ocean high pressure centre. Such
correlations were studied intensively by Sir Gilbert
Walker and his co-workers in India between about 1909
and the late 1930s. In 1924 a major advance was made
when Walker identified the ‘Southern Oscillation” — an
east—west seesaw of atmospheric pressure and resulting
rainfall (i.e. negative correlation) between Indonesia
and the eastern Pacific. Other north—south climatic
oscillations were identified in the North Atlantic
(Azores vs. Iceland) and the North Pacific (Alaska vs.
Hawaii). In the phase of the Southern Oscillation when
there is high pressure over the eastern Pacific, westward-
flowing central Pacific surface water, with a consequent
upwelling of cold water, plankton-rich, off the coast
of South America, are associated with ascending air,
gives heavy summer rains over Indonesia. Periodically,
weakening and breakup of the eastern Pacific high
pressure cell leads to important consequences. The chief
among these are subsiding air and drought over India
and Indonesia and the removal of the mechanism of the
cold coastal upwelling off the South American coast
with the consequent failure of the fisheries there. The
presence of warm coastal water is termed ‘El Nifio’.
Although the central role played by lower latitude high
pressure systems over the global circulations of atmos-
phere and oceans is well recognized, the cause of the
cast Pacific pressure change which gives rise to El Nifio
is not yet fully understood. There was a waning of
interest in the Southern Oscillation and associated
phenomena during the 1940s to mid-1960s, but the work
of Berlage (1957), the increase in the number of Indian
droughts during the period 1965 to 1990, and especially
the strong El Nifio which caused immense economic
hardship in 1972, led to a revival of interest and
research. One feature of this research has been the
thorough study of the ‘teleconnections’ (correlations
between climatic conditions in widely separated regions
of the earth) pointed out by Walker.
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G PALAEOCLIMATES

Prior to the mid-twentieth century thirty years of record
was generally regarded as sufficient in order to define a
given climate. By the 1960s the idea of a static climate
was recognized as being untenable. New approaches
to palacoclimatology were developed in the 1960s to
1970s. The astronomical theory of climatic changes
during the Pleistocene proposed by Croll (1867), and
developed mathematically by Milankovitch, seemed
to conflict with evidence for dated climate changes.
However, in 1976, Hays, Imbrie and Shackleton recal-
culated Milankovitch’s chronology using powerful

new statistical techniques and showed that it correlated
well with past temperature records, especially for ocean
palacotemperatures derived from isotopic ('80/190)
ratios in marine organisms.

H THE GLOBAL CLIMATE SYSTEM

Undoubtedly the most important outcome of work
in the second half of the twentieth century was the
recognition of the existence of the global climate
system (see Box 1.1). The climate system involves
not just the atmosphere elements, but the five major

GLOBAL ATMOSPHERIC RESEARCH
PROGRAMME (GARP) AND THE WORLD
CLIMATE RESEARCH PROGRAMME

(WCRP)

The idea of studying global climate through co-ordinated intensive programmes of observation emerged through the
World Meteorological Organization (WMO: http://mww.wmo.ch/) and the International Council on Science (ICSU:
http:/Mmww.icsu.org) in the 1970s. Three ‘streams’ of activity were planned: a physical basis for long-range weather

forecasting; interannual climate variability; and long-term climatic trends and climate sensitivity. Global meteorological

observation became a major concern and this led to a series of observational programmes. The earliest was the

Global Atmospheric Research Programme (GARP). This had a number of related but semi-independent components.
One of the earliest was the GARP Atlantic Tropical Experiment (GATE) in the eastern North Atlantic, off West Africa,
in 1974to 1975. The objectives were to examine the structure of the trade wind inversion and to identify the conditions

associated with the development of tropical disturbances. There was a series of monsoon experiments in West Africa
and the Indian Ocean in the late |970s to early 1980s and also an Alpine Experiment. The First GARP Global Experiment
(FGGE), between November 1978 and March 1979, assembled global weather observations. Coupled with these
observational programmes, there was also a co-ordinated effort to improve numerical modelling of global climate

processes.

The World Climate Research Programme (WCRP: http:/Amwww.wmo.ch/veb/wcrp/werp-home.html), established
in 1980, is sponsored by the WMO, ICSU and the International Ocean Commission (IOC). The first major global effort
was the World Ocean Circulation Experiment (WOCE) which provided detailed understanding of ocean currents and
the global thermohaline circulation. This was followed in the 1980s by the Tropical Ocean Global Atmosphere (TOGA).

Current major WCRP projects are Climate Variability and Predictability (CLIVAR: http:/Awww.clivar.org/), the
Global Energy and Water Cycle Experiment (GEWEX), and Stratospheric Processes and their Role in Climate (SPARC).
Under GEWEX are the International Satellite Cloud Climatology Project (ISCCP) and the International Land Surface
Climatology Project (ISLSCP) which provide valuable datasets for analysis and model validation. A regional project on
the Arctic Climate System (ACSYS) is nearing completion and a new related project on the Cryosphere and Climate

(CliC: http://clic.npolar.no/) has been established.
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subsystems: the atmosphere (the most unstable and
rapidly changing); the ocean (very sluggish in terms
of its thermal inertia and therefore important in regu-
lating atmospheric variations); the snow and ice cover
(the cryosphere); and the land surface with its vegeta-
tion cover (the lithosphere and biosphere). Physical,
chemical and biological processes take place in and
among these complex subsystems. The most important
interaction takes place between the highly dynamic
atmosphere, through which solar energy is input into
the system, and the oceans which store and transport
large amounts of energy (especially thermal), thereby
acting as a regulator to more rapid atmospheric changes.
A further complication is provided by the living matter
of the biosphere. The terrestrial biosphere influences
the incoming radiation and outgoing re-radiation
and, through human transformation of the land cover,
especially deforestation and agriculture, affects the
atmospheric composition via greenhouse gases. In the
oceans, marine biota play a major role in the dissolu-
tion and storage of CO,. All subsystems are linked by
fluxes of mass, heat and momentum into a very complex
whole.

The driving mechanisms of climate change referred
to as ‘climate forcing’ can be divided conveniently into
external (astronomical effects on incoming short-wave
solar radiation) and internal (e.g. alterations in the
composition of the atmosphere which affect outgoing
long-wave radiation). Direct solar radiation measure-
ments have been made via satellites since about 1980,
but the correlation between small changes in solar
radiation and in the thermal economy of the global
climate system is still unclear. However, observed
increases in the greenhouse gas content of the atmos-
phere (0.1 per cent of which is composed of the trace
gases carbon dioxide, methane, nitrous oxide and
ozone), due to the recent intensification of a wide range
of human activities, appear to have been very significant
in increasing the proportion of terrestrial long-wave
radiation trapped by the atmosphere, thereby raising its
temperature. These changes, although small, appear
to have had a significant thermal effect on the global
climate system in the twentieth century. The imbalance
between incoming solar radiation and outgoing terres-
trial radiation is termed ‘forcing’. Positive forcing
implies a heating up of the system, and adjustments
to such imbalance take place in a matter of months
in the surface and tropospheric subsystems but are
slower (centuries or longer) in the oceans. The major
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greenhouse gas is water vapour and the effect of changes
in this, together with that of cloudiness, are as yet poorly
understood.

The natural variability of the global climate system
depends not only on the variations in external solar
forcing but also on two features of the system itself —
feedback and non-linear behaviour. Major feedbacks
involve the role of snow and ice reflecting incoming
solar radiation and atmospheric water vapour absorbing
terrestrial re-radiation, and are positive in character. For
example: the earth warms; atmospheric water vapour
increases; this, in turn, increases the greenhouse effect;
the result being that the earth warms further. Similar
warming occurs as higher temperatures reduce snow
and ice cover allowing the land or ocean to absorb more
radiation. Clouds play a more complex role by reflecting
solar (short-wave radiation) but also by trapping
terrestrial outgoing radiation. Negative feedback, when
the effect of change is damped down, is a much less
important feature of the operation of the climate
system, which partly explains the tendency to recent
global warming. A further source of variability within
the climate system stems from changes in atmospheric
composition resulting from human action. These have
to do with increases in the greenhouse gases, which
lead to an increase in global temperatures, and increases
in particulate matter (carbon and mineral dust, aerosols).
Particulates, including volcanic aerosols, which enter
the stratosphere, have a more complex influence on
global climate. Some are responsible for heating the
atmosphere and others for cooling it.

Recent attempts to understand the global climate
system have been aided greatly by the development of
numerical models of the atmosphere and of climate
systems since the 1960s. These are essential to deal with
non-linear processes (i.e. those which do not exhibit
simple proportional relationships between cause and
effect) and operate on many different timescales.

The first edition of this book appeared some thirty-
five years ago, before many of the advances described
in the latest editions were even conceived. However,
our continuous aim in writing it is to provide a non-
technical account of how the atmosphere works, thereby
helping the understanding of both weather phenomena
and global climates. As always, greater explanation
inevitably results in an increase in the range of phe-
nomena requiring explanation. That is our only excuse
for the increased size of this eighth edition.
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DISCUSSION TOPICS

How have technological advances contributed to the
evolution of meteorology and climatology?

Consider the relative contributions of observation,
theory and modelling to our knowledge of atmos-
pheric processes.
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Atmospheric composition, mass

and structure

Learning objectives
When you have read this chapter you will:

Be familiar with the composition of the atmosphere — its gases and other constituents,

Understand how and why the distribution of trace gases and aerosols varies with height, latitude and time,
Know how atmospheric pressure, density and water vapour pressure vary with altitude,

Be familiar with the vertical layers of the atmosphere, their terminology and significance.

This chapter describes the composition of the atmos-
phere — its major gases and impurities, their vertical
distribution, and variations through time. The various
greenhouse gases and their significance are discussed.
It also examines the vertical distribution of atmospheric
mass and the structure of the atmosphere, particularly
the vertical variation of temperature.

A COMPOSITION OF THE ATMOSPHERE

I Primary gases

Air is a mechanical mixture of gases, not a chemical
compound. Dry air, by volume, is more than 99 per cent
composed of nitrogen and oxygen (Table 2.1). Rocket
observations show that these gases are mixed in remark-
ably constant proportions up to about 100 km altitude.
Yet, despite their predominance, these gases are of little
climatic importance.

Table 2.1 Average composition of the dry atmosphere

below 25 km.

Component Symbol Volume % Molecular
(dry air) weight

Nitrogen N, 78.08 28.02

Oxygen O, 20.95 32.00

*FArgon Ar 0.93 39.88

Carbon dioxide ~ CO, 0.037 44.00

+Neon Ne 0.0018 20.18

*tHelium He 0.0005 4.00

TOzone O, 0.00006 48.00

Hydrogen H 0.00005 2.02

FKrypton Kr 0.0011

FXenon Xe 0.00009

§Methane CH, 0.00017

Notes: * Decay products of potassium and uranium.
T Recombination of oxygen.
¥ Inert gases.
§ At surface.
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2 Greenhouse gases

In spite of their relative scarcity, the so-called green-
house gases play a crucial role in the thermodynamics
of the atmosphere. They trap radiation emitted by the
earth, thereby producing the greenhouse effect (see
Chapter 3C). Moreover, the concentrations of these
trace gases are strongly affected by human (i.e. anthro-
pogenic) activities:

1 Carbon dioxide (CO,) is involved in a complex global
cycle (see 2A.7). Itis released from the earth’s interior
and produced by respiration of biota, soil microbia,
fuel combustion and oceanic evaporation. Conversely,
it is dissolved in the oceans and consumed by plant
photosynthesis. The imbalance between emissions
and uptake by the oceans and terrestrial biosphere
leads to the net increase in the atmosphere.

2 Methane (CH,) is produced primarily through anaer-
obic (i.e. oxygen-deficient) processes by natural
wetlands and rice paddies (together about 40 per cent
of the total), as well as by enteric fermentation in
animals, by termites, through coal and oil extraction,
biomass burning, and from landfills.

CO, + 4H, - CH, + 2H,0

Almost two-thirds of the total production is related
to anthropogenic activity.

Methane is oxidized to CO, and H,O by a complex
photochemical reaction system.

CH, + O, + 2x - CO, + 2x H,

where x denotes any specific methane destroying
species (e.g. H, OH, NO, Cl or Br).

3 Nitrous oxide (N,O) is produced primarily by
nitrogen fertilizers (50—75 per cent) and industrial
processes. Other sources are transportation, biomass
burning, cattle feed lots and biological mechanisms
in the oceans and soils. It is destroyed by photo-
chemical reactions in the stratosphere involving the
production of nitrogen oxides (NO ).

4 Ozone (O;) is produced through the breakup of
oxygen molecules in the upper atmosphere by solar
ultraviolet radiation and is destroyed by reactions
involving nitrogen oxides (NO ) and chlorine (CI)
(the latter generated by CFCs, volcanic eruptions
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and vegetation burning) in the middle and upper
stratosphere.

5 Chlorofluorocarbons (CFCs: chiefly CFCl, (F-12)
and CF,Cl, (F-12)) are entirely anthropogenically
produced by aerosol propellants, refrigerator coolants
(e.g. “freon’), cleansers and air-conditioners, and were
not present in the atmosphere until the 1930s. CFC
molecules rise slowly into the stratosphere and then
move poleward, being decomposed by photochemical
processes into chlorine after an estimated average
lifetime of some 65 to 130 years.

6 Hydrogenated halocarbons (HFCs and HCFCs)
are also entirely anthropogenic gases. They have
increased sharply in the atmosphere over the past
few decades, following their use as substitutes for
CFCs. Trichloroethane (C,H,Cl,), for example,
which is used in dry-cleaning and degreasing agents,
increased fourfold in the 1980s and has a seven-year
residence time in the atmosphere. They generally
have lifetimes of a few years, but still have sub-
stantial greenhouse effects. The role of halogens
of carbon (CFCs and HCFCs) in the destruction of
ozone in the stratosphere is described below

7 Water vapour (H,0), the primary greenhouse gas,
is a vital atmospheric constituent. It averages about
1 per cent by volume but is very variable both in
space and time, being involved in a complex global
hydrological cycle (see Chapter 3).

3 Reactive gas species

In addition to the greenhouse gases, important reactive
gas species are produced by the cycles of sulphur,
nitrogen and chlorine. These play key roles in acid
precipitation and in ozone destruction. Sources of these
species are as follows:

Nitrogen species. The reactive species of nitrogen
are nitric oxide (NO) and nitrogen dioxide (NO,). NO_
refers to these and other odd nitrogen species with
oxygen. Their primary significance is as a catalyst for
tropospheric ozone formation. Fossil fuel combustion
(approximately 40 per cent for transportation and 60
per cent for other energy uses) is the primary source of
NO, (mainly NO) accounting for ~25 X 10? kg N/year.
Biomass burning and lightning activity are other impor-
tant sources. NO_emissions increased by some 200
per cent between 1940 and 1980. The total source of
NO_ is about 40 X 10° kg N/year. About 25 per cent
of this enters the stratosphere, where it undergoes



photochemical dissociation. It is also removed as nitric
acid (HNO,) in snowfall. Odd nitrogen is also released
as NH_ by ammonia oxidation in fertilizers and by
domestic animals (6-10 X 10° kg N/year).

Sulphur species. Reactive species are sulphur
dioxide (SO,) and reduced sulphur (H,S, DMS).
Atmospheric sulphur is almost entirely anthropogenic
in origin: 90 per cent from coal and oil combustion, and
much of the remainder from copper smelting. The major
sources are sulphur dioxide (80100 X 10° kg S/year),
hydrogen sulphide (H,S) (2040 X 10° g S/year) and
dimethyl sulphide (DMS) (35-55 X 10° kg S/year).
DMS is produced primarily by biological productivity
near the ocean surface. SO, emissions increased by
about 50 per cent between 1940 and 1980, but declined
in the 1990s. Volcanic activity releases approximately
10, kg S/year as sulphur dioxide. Because the lifetime
of SO, and H,S in the atmosphere is only about one
day, atmospheric sulphur occurs largely as carbonyl
sulphur (COS), which has a lifetime of about one year.
The conversion of H,S gas to sulphur particles is an
important source of atmospheric aerosols.

Despite its short lifetime, sulphur dioxide is readily
transported over long distances. It is removed from the
atmosphere when condensation nuclei of SO, are pre-
cipitated as acid rain containing sulphuric acid (H,SO,).
The acidity of fog deposition can be more serious
because up to 90 per cent of the fog droplets may be
deposited.

Acid deposition includes both acid rain and snow
(wet deposition) and dry deposition of particulates.
Acidity of precipitation represents an excess of positive
hydrogen ions [H*] in a water solution. Acidity is
measured on the pH scale (1 — log[H"]) ranging from 1
(most acid) to 14 (most alkaline), 7 is neutral (i.e. the
hydrogen cations are balanced by anions of sulphate,
nitrate and chloride). Peak pH readings in the eastern
United States and Europe are <4.3.

Over the oceans, the main anions are CI- and SO 42’
from sea-salt. The background level of acidity in rainfall
is about pH 4.8 to 5.6, because atmospheric CO, reacts
with water to form carbonic acid. Acid solutions in
rainwater are enhanced by reactions involving both
gas-phase and aqueous-phase chemistry with sulphur
dioxide and nitrogen dioxide. For sulphur dioxide, rapid
pathways are provided by:

HOSO, + 0, — HO, + S0,
H,0 + 80, — H, SO, (gas phase)
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and
H,0 +HSO, — H" + SO,* + H,O (aqueous phase)

The OH radical is an important catalyst in gas-phase
reaction and hydrogen peroxide (H,0O,) in the aqueous
phase.

Acid deposition depends on emission concentra-
tions, atmospheric transport and chemical activity,
cloud type, cloud microphysical processes, and type
of precipitation. Observations in northern Europe and
eastern North America in the mid-1970s, compared with
the mid-1950s, showed a twofold to threefold increase
in hydrogen ion deposition and rainfall acidity. Sulphate
concentrations in rainwater in Europe increased over
this twenty-year period by 50 per cent in southern
Europe and 100 per cent in Scandinavia, although there
has been a subsequent decrease, apparently associated
with reduced sulphur emissions in both Europe and
North America. The emissions from coal and fuel oil in
these regions have high sulphur content (2—3 per cent)
and, since major SO, emissions occur from elevated
stacks, SO, is readily transported by the low-level
winds. NO_emissions, by contrast, are primarily from
automobiles and thus NO,—is deposited mainly locally.
SO, and NO_ have atmospheric resident times of one
to three days. SO, is not dissolved readily in cloud or
raindrops unless oxidized by OH or H,0O,, but dry depo-
sition is quite rapid. NO is insoluble in water, but it is
oxidized to NO, by reaction with ozone, and ultimately
to HNO, (nitric acid), which dissolves readily.

In the western United States, where there are fewer
major sources of emission, H™ ion concentrations in
rainwater are only 15 to 20 per cent of levels in the east,
while sulphate and nitrate anion concentrations are
one-third to one-half of those in the east. In China,
high-sulphur coal is the main energy source and rain-
water sulphate concentrations are high; observations
in southwest China show levels six times those in
New York City. In winter, in Canada, snow has been
found to have more nitrate and less sulphate than rain,
apparently because falling snow scavenges nitrate faster
and more effectively. Consequently, nitrate accounts for
about half of the snowpack acidity. In spring, snow-melt
runoff causes an acid flush that may be harmful to fish
populations in rivers and lakes, especially at the egg or
larval stages.

In areas with frequent fog, or hill cloud, acidity
may be greater than with rainfall; North American data
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indicate pH values averaging 3.4 in fog. This is a result
of several factors. Small fog or cloud droplets have a
large surface area, higher levels of pollutants provide
more time for aqueous-phase chemical reactions, and
the pollutants may act as nuclei for fog droplet con-
densation. In California, pH values as low as 2.0 to 2.5
are not uncommon in coastal fogs. Fog water in Los
Angeles usually has high nitrate concentrations due to
automobile traffic during the morning rush-hour.

The impact of acid precipitation depends on the
vegetation cover, soil and bedrock type. Neutralization
may occur by addition of cations in the vegetation
canopy or on the surface. Such buffering is greatest if
there are carbonate rocks (Ca, Mg cations); otherwise
the increased acidity augments normal leaching of bases
from the soil.

4 Aerosols

There are significant quantities of aerosols in the
atmosphere. These are suspended particles of sea-salt,
mineral dust (particularly silicates), organic matter and
smoke. Aerosols enter the atmosphere from a variety of
natural and anthropogenic sources (Table 2.2). Some
originate as particles — soil grains and mineral dust from
dry surfaces, carbon soot from coal fires and biomass
burning, and volcanic dust. Figure 2.1B shows their size
distributions. Others are converted into particles from
inorganic gases (sulphur from anthropogenic SO, and
natural H,S; ammonium salts from NH,; nitrogen from
NO)). Sulphate aerosols, two-thirds of which come
from coal-fired power station emissions, now play an
important role in countering global warming effects by

Table 2.2 Aerosol production estimates, less than 5 um radius (107 kg/year) and typical
concentrations near the surface (ug m-3).

Concentration
Production Remote Urban
Natural
Primary production
Seasalt 2300 5-10
Mineral particles 900-1500 0.5-5%
Volcanic 20
Forest fires and biological debris 50
Secondary production (gas — particle):
Sulphates from H.,S 70 -2
Nitrates from NO, 22
Converted plant hydrocarbons 25
Total natural 3600
Anthropogenic
Primary production:
Mineral particles 0-600
Industrial dust 50
Combustion (black carbon) 10 }100-500t
(organic carbon) 50
Secondary production (gas — particle):
Sulphate from SO, 140 0.5-1.5 10-20
Nitrates from NO, 30 0.2 0.5
Biomass combustion
(organics) 20
Total anthropogenic 290-890

Notes: *10-60 ug m~ during dust episodes from the Sahara over the Atlantic.
T Total suspended particles.

10%kg=1Tg

Sources: Ramanathan et al. (2001), Schimel et al. (1996), Bridgman (1990).
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Figure 2.1 Atmospheric particles. (A) Mass distribution, together
with a depiction of the surface—atmosphere processes that create
and modify atmospheric aerosols, illustrating the three size modes.
Aitken nuclei are solid and liquid particles that act as condensation
nuclei and capture ions, thus playing a role in cloud electrification.
(B) Distribution of surface area per unit volume.

Sources: (A) After Glenn E. Shaw, University of Alaska, Geophysics
Institute. (B) After Slinn (1983).

reflecting incoming solar radiation (see Chapter 13).
Other aerosol sources are sea-salt and organic matter
(plant hydrocarbons and anthropogenically derived).
Natural sources are several times larger than anthro-
pogenic ones on a global scale, but the estimates
are wide-ranging. Mineral dust is particularly hard to
estimate due to the episodic nature of wind events and
the considerable spatial variability. For example, the
wind picks up some 1500 Tg (10! g) of crustal material
annually, about half from the Sahara and the Arabian
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Peninsula (see Plate 5). Most of this is deposited down-
wind over the Atlantic. There is similar transport from
western China and Mongolia eastward over the North
Pacific Ocean. Large particles originate from mineral
dust, sea salt spray, fires and plant spores (Figure 2.1A);
these sink rapidly back to the surface or are washed out
(scavenged) by rain after a few days. Fine particles from
volcanic eruptions may reside in the upper stratosphere
for one to three years.

Small (Aitken) particles form by the condensation of
gas-phase reaction products and from organic molecules
and polymers (natural and synthetic fibres, plastics,
rubber and vinyl). There are 500 to 1000 Aitken particles
per cm? in air over Europe. Intermediate-sized (accu-
mulation mode) particles originate from natural sources
such as soil surfaces, from combustion, or they accu-
mulate by random coagulation and by repeated cycles
of condensation and evaporation (Figure 2.1A). Over
Europe, 2000 to 3500 such particles per cm?® are
measured. Particles with diameters <10 um (PM, ), origi-
nating especially from mechanical breakdown processes,
are now often documented separately. Particles with
diameters of 0.1 to 1.0 um are highly effective in scat-
tering solar radiation (Chapter 3B.2), and those of about
0.1 pm diameter are important in cloud condensation.

Having made these generalizations about the atmos-
phere, we now examine the variations that occur in
composition with height, latitude and time.

5 Variations with height

The light gases (hydrogen and helium especially) might
be expected to become more abundant in the upper
atmosphere, but large-scale turbulent mixing of the
atmosphere prevents such diffusive separation up to at
least 100 km above the surface. The height variations
that do occur are related to the source locations of the
two major non-permanent gases — water vapour and
ozone. Since both absorb some solar and terrestrial
radiation, the heat budget and vertical temperature
structure of the atmosphere are affected considerably
by the distribution of these two gases.

Water vapour comprises up to 4 per cent of the
atmosphere by volume (about 3 per cent by weight) near
the surface, but only 3 to 6 ppmv (parts per million
by volume) above 10 to 12 km. It is supplied to the
atmosphere by evaporation from surface water or by
transpiration from plants and is transferred upwards
by atmospheric turbulence. Turbulence is most effective

13
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below about 10 or 15 km and as the maximum possible
water vapour density of cold air is very low anyway (see
B.2, this chapter), there is little water vapour in the upper
layers of the atmosphere.

Ozone (0O,) is concentrated mainly between 15 and
35 km. The upper layers of the atmosphere are irradiated
by ultraviolet radiation from the sun (see C.1, this
chapter), which causes the breakup of oxygen molecules
at altitudes above 30 km (i.e. O, — O + O). These
separated atoms (O + O) may then combine individu-
ally with other oxygen molecules to create ozone, as
illustrated by the simple photochemical scheme:

0,+0+M—0,+M

where M represents the energy and momentum balance
provided by collision with a third atom or molecule;
this Chapman cycle is shown schematically in Figure
2.2A. Such three-body collisions are rare at 80 to
100 km because of the very low density of the atmos-
phere, while below about 35 km most of the incoming
ultraviolet radiation has already been absorbed at higher
levels. Therefore ozone is formed mainly between
30 and 60 km, where collisions between O and O, are
more likely. Ozone itself is unstable; its abundance
is determined by three different photochemical
interactions. Above 40 km odd oxygen is destroyed
primarily by a cycle involving molecular oxygen;
between 20 and 40 km NO_ cycles are dominant; while
below 20 km a hydrogen-oxygen radical (HO,) is
responsible. Additional important cycles involve
chlorine (C10) and bromine (BrO) chains at various
altitudes. Collisions with monatomic oxygen may re-
create oxygen (see Figure 2.2B), but ozone is destroyed
mainly through cycles involving catalytic reactions,
some of which are photochemical associated with
longer wavelength ultraviolet radiation (2.3 to 2.9 pm).
The destruction of ozone involves a recombination
with atomic oxygen, causing a net loss of the odd
oxygen. This takes place through the catalytic effect of
a radical such as OH (hydroxyl):

H+ O — HO,

HO2+OaOH+OZ}
net: 20 — O,

OH+O—-H+0,

The odd hydrogen atoms and OH result from the dis-
sociation of water vapour, molecular hydrogen and
methane (CH,).

14

A Ozone formation
(The Chapman cycle)

uv
MOLECULAR _RADIATION ATOMIC _ O2
OXYGEN
(o2} M

OZONE
oxvcgaEN"_" ™ 0g

1 w UV RADIATION

B Ozone destruction

| |

1
3 1

T

X X0

o

Figure 2.2 Schematic illustrations of (A) the Chapman cycle of
ozone formation and (B) ozone destruction. X is any ozone-
destroying species (e.g. H, OH, NO, CR, Br).

Source: After Hales (1996), from Bulletin of the American Meteorological
Society, by permission of the American Meteorological Society.

Stratospheric ozone is similarly destroyed in the
presence of nitrogen oxides (NO_, i.e. NO, and NO) and
chlorine radicals (Cl, ClO). The source gas of the NO_
is nitrous oxide (N,0O), which is produced by com-
bustion and fertilizer use, while chlorofluorocarbons
(CFCs), manufactured for ‘freon’, give rise to the
chlorines. These source gases are transported up to
the stratosphere from the surface and are converted by
oxidation into NO,, and by UV photodecomposition
into chlorine radicals, respectively.

The chlorine chain involves:

2(Cl+0,—CIO + 0,)
CIO + CI0 — C1,0,

and

Cl+0,-Cl0+0,
OH + 0, — HO, + 20,

Both reactions result in a conversion of O, to O, and
the removal of all odd oxygens. Another cycle may
involve an interaction of the oxides of chlorine and
bromine (Br). It appears that the increases of Cl and Br
species during the years 1970 to 1990 are sufficient
to explain the observed decrease of stratospheric ozone
over Antarctica (see Box 2.1). A mechanism that may
enhance the catalytic process involves polar strato-
spheric clouds. These can form readily during the austral
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OZONE IN THE STRATOSPHERE

Ozone measurements were first made in the 1930s. Two properties are of interest: (i) the total ozone in an atmospheric
column. This is measured with the Dobson spectrophotometer by comparing the solar radiation at a wavelength where
ozone absorption occurs with that in another wavelength where such effects are absent; (ii) the vertical distribution
of ozone. This can be measured by chemical soundings of the stratosphere, or calculated at the surface using the
Umkehr method; here the effect of solar elevation angle on the scattering of solar radiation is measured. Ozone
measurements, begun in the Antarctic during the International Geophysical Year, 1957-58, showed a regular annual
cycle with an austral spring (October—November) peak as ozone-rich air from mid-latitudes was transported poleward
as the winter polar vortex in the stratosphere broke down. Values declined seasonally from around 450 Dobson units
(DV) in spring to about 300 DU in summer and continued about this level through the autumn and winter. Scientists
of the British Antarctic Survey noted a different pattern at Halley Base beginning in the [970s. In spring, with the
return of sunlight, values began to decrease steadily between about 12 and 20 km altitude. Also in the 1970s, satellite
sounders began mapping the spatial distribution of ozone over the polar regions. These revealed that low values formed
a central core and the term “Antarctic ozone hole” came into use. Since the mid-1970s, values start decreasing in late
winter and reach minima of around 100 DU in the austral spring.

Using a boundary of 220 DU (corresponding to a thin, 2.2-mm ozone layer, if all the gas were brought to sea level
temperature and pressure), the extent of the Antarctic ozone hole at the end of September averaged 2| million km?,
during 1990-99. This expanded to cover 27 million km? by early September in 1999 and 2000.

In the Arctic, temperatures in the stratosphere are not as low as over the Antarctic, but in recent years ozone
depletion has been large when temperatures fall well below normal in the winter stratosphere. In February 1996, for
example, column totals averaging 330 DU for the Arctic vortex were recorded compared with 360 DU, or higher, in
other years. A series of mini-holes was observed over Greenland, the northern North Atlantic and northern Europe
with an absolute low over Greenland below |80 DU. An extensive ozone hole is less likely to develop in the Arctic
because the more dynamic stratospheric circulation, compared with the Antarctic, transports ozone poleward from
mid-latitudes.

spring (October), when temperatures decrease to 185 to
195 K, permitting the formation of particles of nitric
acid (HNO,) ice and water ice. It is apparent, however,
that anthropogenic sources of the trace gases are the
primary factor in the ozone decline. Conditions in
the Arctic are somewhat different as the stratosphere
is warmer and there is more mixing of air from
lower latitudes. Nevertheless, ozone decreases are now
observed in the boreal spring in the Arctic stratosphere.

The constant metamorphosis of oxygen to ozone and
from ozone back to oxygen involves a very complex
set of photochemical processes, which tend to maintain
an approximate equilibrium above about 40 km. How-
ever, the ozone mixing ratio is at its maximum at
about 35 km, whereas maximum ozone concentration
(see Note 1) occurs lower down, between 20 and 25 km
in low latitudes and between 10 and 20 km in high

latitudes. This is the result of a circulation mechanism
transporting ozone downward to levels where its
destruction is less likely, allowing an accumulation of
the gas to occur. Despite the importance of the ozone
layer, it is essential to realize that if the atmosphere were
compressed to sealevel (at normal sea-level temperature
and pressure) ozone would contribute only about 3 mm
to the total atmospheric thickness of 8 km (Figure 2.3).

6 Variations with latitude and season

Variations of atmospheric composition with latitude and
season are particularly important in the case of water
vapour and stratospheric ozone.

Ozone content is low over the equator and high
in subpolar latitudes in spring (see Figure 2.3). If the
distribution were solely the result of photochemical
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Figure 2.3 Variation of total ozone with latitude and season
in Dobson units (milliatmosphere centimeters) for two time
intervals: (top) |1 964—1980 and (bottom) 1984—1993. Values over
350 units are stippled.

Source: From Bojkov and Fioletov (1995). From journal of Geophysical
Research 100 (D), Fig. 15, pp. 16, 548. Courtesy of American
Geophysical Union.

processes, the maximum would occur in June near the
equator, so the anomalous pattern must result from a
poleward transport of ozone. Apparently, ozone moves
from higher levels (30 to 40 km) in low latitudes towards
lower levels (20 to 25 km) in high latitudes during the
winter months. Here the ozone is stored during the polar
night, giving rise to an ozone-rich layer in early spring
under natural conditions. It is this feature that has been
disrupted by the stratospheric ozone ‘hole’ that now
forms each spring in the Antarctic and in some recent
years in the Arctic also (see Box 2.1). The type of

6

circulation responsible for this transfer is not yet known
with certainty, although it does not seem to be a simple,
direct one.

The water vapour content of the atmosphere is
related closely to air temperature (see B.2, this chapter,
and Chapter 4B and C) and is therefore greatest in
summer and in low latitudes. There are, however,
obvious exceptions to this generalization, such as the
tropical desert areas of the world.

The carbon dioxide content of the air (currently aver-
aging 372 parts per million (ppm)) has a large seasonal
range in higher latitudes in the northern hemisphere
associated with photosynthesis and decay in the bio-
sphere. At 50°N, the concentration ranges from about
365 ppm in late summer to 378 ppm in spring. The
low summer values are related to the assimilation of
CO, by the cold polar seas. Over the year, a small
net transfer of CO, from low to high altitudes takes place
to maintain an equilibrium content in the air.

7 Variations with time

The quantities of carbon dioxide, other greenhouse
gases and particles in the atmosphere undergo long-term
variations that may play an important role in the earth’s
radiation budget. Measurements of atmospheric trace
gases show increases in nearly all of them since the
Industrial Revolution began (Table 2.3). The burning
of fossil fuels is the primary source of these increasing
trace gas concentrations. Heating, transportation and
industrial activities generate almost 5 X 10?° J/year
of energy. Oil and natural gas consumption account
for 60 per cent of global energy and coal about 25
per cent. Natural gas is almost 90 per cent methane
(CH,), whereas the burning of coal and oil releases
not only CO, but also odd nitrogen (NO ), sulphur
and carbon monoxide (CO). Other factors relating to
agricultural practices (land clearance, farming, paddy
cultivation and cattle raising) also contribute to modi-
fying the atmospheric composition. The concentrations
and sources of the most important greenhouse gases
are considered in turn.

Carbon dioxide (CO,). The major reservoirs of
carbon are in limestone sediments and fossil fuels. The
atmosphere contains just over 775 X 10'2 kg of carbon
(C), corresponding to a CO, concentration of 370 ppm
(Figure 2.4). The major fluxes of CO, are a result of
solution/dissolution in the ocean and photosynthesis/
respiration and decomposition by biota. The average
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Table 2.3 Anthropogenically induced changes in concentration of atmospheric trace gases.

Gas Concentration Annual Increase Sources
(%)
1850%* 2000 1990s

Carbon dioxide 280 ppm 370 ppm 0.4 Fossil fuels

Methane 800 ppbv | 750ppbv 0.3 Rice paddies, cows,
wetlands

Nitrous oxide 280 ppbv 316 ppbv 0.25 Microbiological activity,
fertilizer, fossil fuel

CFC-11 0 0.27 ppbv =0 Freon®

HCFC-22 0 0.1 ppbv 5 CFC substitute

Ozone ! |0-50 ppbv =0 Photochemical reactions

(troposphere)

Notes: * Pre-industrial levels are derived primarily from measurements in ice cores where air bubbles are trapped as snow accumulates on

polar ice sheets.
T Production began in the 1930s.

Source: Updated from Schimel et al. (1996), in Houghton et al. (1996).
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time for a CO, molecule to be dissolved in the ocean or
taken up by plants is about four years. Photosynthetic
activity leading to primary production on land involves
50 X 10'? kg of carbon annually, representing 7 per cent
of atmospheric carbon; this accounts for the annual
oscillation in CO, observed in the northern hemisphere
due to its extensive land biosphere.

The oceans play a key role in the global carbon cycle.
Photosynthesis by phytoplankton generates organic
compounds of aqueous carbon dioxide. Eventually,
some of the biogenic matter sinks into deeper water,
where it undergoes decomposition and oxidation back
into carbon dioxide. This process transfers carbon
dioxide from the surface water and sequesters it in

Siegenthaler; after Houghton et al. (1990 and 2001).

the ocean deep water. As a consequence, atmospheric
concentrations of CO, can be maintained at a lower level
than otherwise. This mechanism is known as a ‘biologic
pump’; long-term changes in its operation may have
caused the rise in atmospheric CO, at the end of the
last glaciation. Ocean biomass productivity is limited
by the availability of nutrients and by light. Hence,
unlike the land biosphere, increasing CO, levels will not
necessarily affect ocean productivity; inputs of ferti-
lizers in river runoff may be a more significant factor.
In the oceans, the carbon dioxide ultimately goes to
produce carbonate of lime, partly in the form of shells
and the skeletons of marine creatures. On land, the
dead matter becomes humus, which may subsequently
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Figure 2.5 Estimated carbon dioxide concentration: since 1800 from air bubbles in an Antarctic ice core, early measurements from
1860 to 1960; observations at Mauna Loa, Hawaii, since 1957; and projected trends for this century.

Source: After Keeling, Callendar, Machta, Broecker and others.

Note: (A) and (B) indicate different scenarios of global fossil fuel use (IPCC, 2001).

form a fossil fuel. These transfers within the oceans and
lithosphere involve very long timescales compared with
exchanges involving the atmosphere.

As Figure 2.4 shows, the exchanges between the
atmosphere and the other reservoirs are more or less
balanced. Yet this balance is not an absolute one;
between AD1750 and 2001 the concentration of atmos-
pheric CO, is estimated to have increased by 32 per cent,
from 280 to 370 ppm (Figure 2.5). Half of this increase
has taken place since the mid-1960s; currently, atmos-
pheric CO, levels are increasing by 1.5 ppmv per
year. The primary net source is fossil fuel combustion,
now accounting for 6.55 X 10!? kg C/year. Tropical
deforestation and fires may contribute a further 2 X 10'?
kg C/year; the figure is still uncertain. Fires destroy
only above-ground biomass, and a large fraction of the
carbon is stored as charcoal in the soil. The consump-
tion of fossil fuels should actually have produced
an increase almost twice as great as is observed. Uptake
and dissolution in the oceans and the terrestrial bio-
sphere account primarily for the difference.

Carbon dioxide has a significant impact on global
temperature through its absorption and re-emission
ofradiation from the earth and atmosphere (see Chapter
3C). Calculations suggest that the increase from
320 ppm in the 1960s to 370 ppm (AD 2001) raised the
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mean surface air temperature by 0.5°C (in the absence
of other factors).

Research on deep ice cores taken from Antarctica
has allowed changes in past atmospheric composition to
be calculated by extracting air bubbles trapped in the
old ice. This shows large natural variations in CO,
concentration over the ice age cycles (Figure 2.6). These
variations of up to 100 ppm were contemporaneous with
temperature changes that are estimated to be about
10°C. These long-term variations in carbon dioxide and
climate are discussed further in Chapter 13.

Methane (CH,) concentration (1750 ppbv) is more
than double the pre-industrial level (750 ppbv). It
increased by about 4 to 5 ppbv annually in the 1990s
but this dropped to zero in 1999 to 2000 (Figure 2.7).
Methane has an atmospheric lifetime of about nine years
and is responsible for some 18 per cent of the green-
house effect. Cattle populations have increased by 5 per
cent per year over thirty years and paddy rice area by
7 per cent per year, although it is uncertain whether
these account quantitatively for the annual increase
of 120 ppbv in methane over the past decade. Table 2.4,
showing the mean annual release and consumption,
indicates the uncertainties in our knowledge of its
sources and sinks.

Nitrous oxide (N,O), which is relatively inert, orig-
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Table 2.4 Mean annual release and consumption of

CH, (Tg).
Mean Range

A Release
Natural wetlands 15 100-200
Rice paddies 10 25-170
Enteric fermentation 80 65-110

(mammals)

Gas drilling 45 25-50
Biomass burning 40 20-80
Termites 40 [0-100
Landfills 40 20-70
Total c. 530

B Consumption
Soils 30 [5-30
Reaction with OH 500 400-600
Total c. 530

Source: Tetlow-Smith 1995.

Figure 2.7 Methane concentration (parts
per million by volume) in air bubbles
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inates primarily from microbial activity (nitrification)
in soils and in the oceans (4 to 8 X 10? kg N/year), with
about 1.0 X 10° kg N/year from industrial processes.
Other major anthropogenic sources are nitrogen fertil-
izers and biomass burning. The concentration of N,O
has increased from a pre-industrial level of about 285
ppbv to 316 ppbv (in clean air). Its increase began
around 1940 and is now about 0.8 ppbv per year (Figure

2.8A). The major sink of N,O is in the stratosphere,
where it is oxidized into NO ..

Chlorofluorocarbons (CF,Cl, and CFCl,), better
known as ‘freons’ CFC-11 and CFC-12, respectively,
were first produced in the 1930s and now have a total
atmospheric burden of 10! kg. They increased at4 to 5
per cent per year up to 1990, but CFC-11 is declining
slowly and CFC-12 is nearly static as a result of the
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Montreal Protocol agreements to curtail production and
use substitutes (see Figure 2.8B). Although their con-
centration is <1 ppbv, CFCs account for nearly 10 per
cent of the greenhouse effect. They have a residence
time of 55 to 130 years in the atmosphere. However,
while the replacement of CFCs by hydrohalocarbons
(HCFCs) can reduce significantly the depletion of
stratospheric ozone, HCFCs still have a large green-
house potential.

Ozone (0,) is distributed very unevenly with height
and latitude (see Figure 2.3) as a result of the complex
photochemistry involved in its production (A.2, this
chapter). Since the late 1970s, dramatic declines in
springtime total ozone have been detected over high
southern latitudes. The normal increase in stratospheric
ozone associated with increasing solar radiation in
spring apparently failed to develop. Observations in
Antarctica show a decrease in total ozone in September
to October from 320 Dobson units (DU) (1073 ¢cm at
standard atmospheric temperature and pressure) in the
1960s to around 100 in the 1990s. Satellite measure-
ments of stratospheric ozone (Figure 2.9) illustrate
the presence of an ‘ozone hole’ over the south polar
region (see Box 2.2). Similar reductions are also evident
in the Arctic and at lower latitudes. Between 1979
and 1986, there was a 30 per cent decrease in ozone at
30 to 40-km altitude between latitudes 20 and 50°N
and S (Figure 2.10); along with this there has been
an increase in ozone in the lowest 10 km as a result of
anthropogenic activities. Tropospheric ozone represents
about 34 DU compared with 25 pre-industrially. These
changes in the vertical distribution of ozone concen-
tration are likely to lead to changes in atmospheric heat-
ing (Chapter 2C), with implications for future climate
trends (see Chapter 13). The global mean column total
decreased from 306 DU for 1964 to 1980 to 297 for
1984 to 1993 (see Figure 2.3). The decline over the past
twenty-five years has exceeded 7 per cent in middle and
high latitudes.

The effects of reduced stratospheric ozone are partic-
ularly important for their potential biological damage
to living cells and human skin. It is estimated that a 1 per
cent reduction in total ozone will increase ultraviolet-B
radiation by 2 per cent, for example, and ultraviolet
radiation at 0.30 um is a thousand times more damag-
ing to the skin than at 0.33 pum (see Chapter 3A). The
ozone decrease would also be greater in higher latitudes.
However, the mean latitudinal and altitudinal gradients
of radiation imply that the effects of a 2 per cent UV-B
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Figure 2.9 Total ozone measurements from ozonesondes over
South Pole for 1967 to 1971, 1989, and 2001, showing deep-
ening of the Antarctic ozone hole.

Source: Based on Climate Monitoring and Diagnostics Laboratory,
NOAA.

increase in mid-latitudes could be offset by moving
poleward 60 km or 100 m lower in altitude! Recent polar
observations suggest dramatic changes. Stratospheric
ozone totals in the 1990s over Palmer Station,
Antarctica (65°S), now maintain low levels from
September until early December, instead of recovering
in November. Hence, the altitude of the sun has been
higher and the incoming radiation much greater than in
previous years, especially at wavelengths <0.30 um.
However, the possible effects of increased UV radiation
on biota remain to be determined.

Aerosol loading may change due to natural and
human-induced processes. Atmospheric particle con-
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Figure 2.10 Changes in stratospheric ozone
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Figure 2.11 Record of volcanic eruptions in the GISP 2 ice core and calibrated visible optical depth for AD 1300 to 2000, together
with the names of major volcanic eruptions. Note that the record reflects eruptions in the northern hemisphere and equatorial region
only; optical depth estimates depend on the latitude and the technique used for calibration.

Source: Updated after Zielinski et al. (1995), Journal of Geophysical Research 100 (D), courtesy of the American Geophysical Union, pp. 20,
950, Fig. 6.

centration derived from volcanic dust is extremely
irregular (see Figure 2.11), but individual volcanic emis-
sions are rapidly diffused geographically. As shown in
Figure 2.12, a strong westerly wind circulation carried
the EI Chichoén dust cloud at an average velocity of

20 m s7! so that it encircled the globe in less than
three weeks. The spread of the Krakatoa dust in 1883
was more rapid and extensive due to the greater amount
of fine dust that was blasted into the stratosphere.
In June 1991, the eruption of Mount Pinatubo in the
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Philippines injected twenty megatons of SO, into
the stratosphere. However, only about twelve eruptions
have produced measurable dust veils in the past 120
years. They occurred mainly between 1883 and 1912,
and 1982 and 1992. In contrast, the contribution of man-
made particles (particularly sulphates and soil) has been
progressively increasing, and now accounts for about
30 per cent of the total.

The overall effect of aerosols on the lower atmos-
phere is uncertain; urban pollutants generally warm the
atmosphere through absorption and reduce solar radia-
tion reaching the surface (see Chapter 3C). Aerosols
may lower the planetary albedo above a high-albedo
desert or snow surface but increase it over an ocean
surface. Thus the global role of tropospheric aerosols is
difficult to evaluate, although many authorities now
consider it to be one of cooling. Volcanic eruptions,
which inject dust and sulphur dioxide high into the
stratosphere, are known to cause a small deficit in
surface heating with a global effect of —0.1° to —0.2°C,
but the effect is short-lived, lasting only a year or so
after the event (see Box 13.3). In addition, unless the
eruption is in low latitudes, the dust and sulphate
aerosols remain in one hemisphere and do not cross
the equator.

B MASS OF THE ATMOSPHERE

Atmospheric gases obey a few simple laws in response
to changes in pressure and temperature. The first,
Boyle’s Law, states that, at a constant temperature, the
volume (V) of a mass of gas varies inversely as its
pressure (P), i.e.

ki
P=—
Vv

(k, is a constant). The second, Charles’s Law, states
that, at a constant pressure, volume varies directly with
absolute temperature (7) measured in degrees Kelvin
(see Note 2):

V=kT

These laws imply that the three qualities of pressure,
temperature and volume are completely interdependent,
such that any change in one of them will cause a
compensating change to occur in one, or both, of the
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remainder. The gas laws may be combined to give the
following relationship:

PV=RmT

where m = mass of air, and R = a gas constant for dry air
(287 J kg ' K1) (see Note 3). If m and T are held fixed,
we obtain Boyle’s Law; if m and P are held fixed, we
obtain Charles’s Law. Since it is convenient to use
density, p (= mass/volume), rather than volume when
studying the atmosphere, we can rewrite the equation
in the form known as the equation of state:

P=RpT

Thus, at any given pressure, an increase in temperature
causes a decrease in density, and vice versa.

I Total pressure

Air is highly compressible, such that its lower layers
are much more dense than those above. Fifty per cent
of the total mass of air is found below 5 km (see Figure
2.13), and the average density decreases from about
1.2 kg m™ at the surface to 0.7 kg m= at 5000 m
(approximately 16,000 ft), close to the extreme limit of
human habitation.

Pressure is measured as a force per unit area. A force
of 10° newtons acting on 1 m? corresponds to the Pascal
(Pa) which is the Systéme International (SI) unit of
pressure. Meteorologists still commonly use the millibar
(mb) unit; 1 millibar = 10 Pa (or 1 hPa; h = hecto)
(see Appendix 2). Pressure readings are made with a
mercury barometer, which in effect measures the height
of the column of mercury that the atmosphere is able to
support in a vertical glass tube. The closed upper end of
the tube has a vacuum space and its open lower end is
immersed in a cistern of mercury. By exerting pressure
downward on the surface of mercury in the cistern, the
atmosphere is able to support a mercury column in
the tube of about 760 mm (29.9 in or approximately
1013 mb). The weight of air on a surface at sea-level is
about 10,000 kg per square metre.

Pressures are standardized in three ways. The
readings from a mercury barometer are adjusted to
correspond to those for a standard temperature of 0°C
(to allow for the thermal expansion of mercury); they are
referred to a standard gravity value of 9.81 ms 2 at 45°
latitude (to allow for the slight latitudinal variation in g
from 9.78 ms2 at the equator to 9.83 ms~2 at the poles);
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Figure 2.12 The spread of volcanic material in the atmosphere following major eruptions. (A) Approximate distributions of observed
optical sky phenomena associated with the spread of Krakatoa volcanic dust between the eruption of 26 August and 30 November
1883. (B) The spread of the volcanic dust cloud following the main eruption of the El Chichén volcano in Mexico on 3 April 1982.

Distributions on 5, 15 and 25 April are shown.

Sources: Russell and Archibald (1888), Simkin and Fiske (1983), Rampino and Self (1984), Robock and Matson (1983). (A) by permission of the

Smithsonian Institution; (B) by permission of Scientific American Inc.

and they are calculated for mean sea-level to eliminate
the effect of station elevation. This third correction is
the most significant, because near sea-level pressure
decreases with height by about 1 mb per 8 m. A fictitious
temperature between the station and sea-level has
to be assumed and in mountain areas this commonly
causes bias in the calculated mean sea-level pressure
(see Note 4).

The mean sea-level pressure (p,) can be estimated
from the total mass of the atmosphere (M, the mean
acceleration due to gravity (g,) and the mean earth
radius (R):

P,=g,(M/4TR,?)

where the denominator is the surface area of a spheri-
cal earth. Substituting appropriate values into this

expression (M=5.14 X 10'¥kg, g,=9.8 ms %, R, =6.36
X 106 m), we find p, = 10° kg ms 2= 10> Nm 2, or 10°
Pa. Hence the mean sea-level pressure is approxi-
mately 103 Pa or 1000 mb. The global mean value is
1013.25 mb. On average, nitrogen contributes about
760 mb, oxygen 240 mb and water vapour 10 mb. In
other words, each gas exerts a partial pressure inde-
pendent of the others.

Atmospheric pressure, depending as it does on the
weight of the overlying atmosphere, decreases logarith-
mically with height. This relationship is expressed by
the hydrostatic equation:

dp
—=-2p
0z
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i.e. the rate of change of pressure (p) with height (z) is
dependent on gravity (g) multiplied by the air density
(p). With increasing height, the drop in air density
causes a decline in this rate of pressure decrease. The
temperature of the air also affects this rate, which is
greater for cold dense air (see Chapter 7A.1). The rela-
tionship between pressure and height is so significant
that meteorologists often express elevations in millibars:
1000 mb represents sea-level, 500 mb about 5500 m
and 300 mb about 9000 m. A conversion nomogram
for an idealized (standard) atmosphere is given in
Appendix 2.

2 Vapour pressure

At any given temperature there is a limit to the density
of water vapour in the air, with a consequent upper limit
to the vapour pressure, termed the saturation vapour
pressure (e.). Figure 2.14A illustrates how e_increases
with temperature (the Clausius—Clapeyron relation-
ship), reaching a maximum of 1013 mb (1 atmosphere)
at boiling-point. Attempts to introduce more vapour
into the air when the vapour pressure is at saturation
produce condensation of an equivalent amount of
vapour. Figure 2.14B shows that whereas the saturation
vapour pressure has a single value at any temperature
above freezing-point, below 0°C the saturation vapour
pressure above an ice surface is lower than that above a
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Figure 2.13 The percentage of the total mass of the atmosphere

lying below elevations up to 80 km (50 miles). This illustrates the
shallow character of the earth’s atmosphere.
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Figure 2.14 Plots of saturation vapour pressure as a function of
temperature (i.e. the dew-point curve). (A) The semi-logarithmic
plot. (B) shows that below 0°C the atmospheric saturation vapour
pressure is less with respect to an ice surface than with respect
to a water drop. Thus condensation may take place on an ice
crystal at lower air humidity than is necessary for the growth of
water drops.

supercooled water surface. The significance of this will
be discussed in Chapter 5D.1.

Vapour pressure (e) varies with latitude and season
from about 0.2 mb over northern Siberia in January to
over 30 mb in the tropics in July, but this is not reflected
in the pattern of surface pressure. Pressure decreases at
the surface when some of the overlying air is displaced
horizontally, and in fact the air in high-pressure areas is
generally dry owing to dynamic factors, particularly
vertical air motion (see Chapter 7A.1), whereas air in
low-pressure areas is usually moist.



C THE LAYERING OF THE ATMOSPHERE

The atmosphere can be divided conveniently into a
number of rather well-marked horizontal layers, mainly
on the basis of temperature (Figure 2.15). The evidence
for this structure comes from regular rawinsonde (radar
wind-sounding) balloons, radio wave investigations,
and, more recently, from rocket flights and satellite
sounding systems. There are three relatively warm
layers (near the surface; between 50 and 60 km; and
above about 120 km) separated by two relatively cold
layers (between 10 and 30 km; and 80 and 100 km).
Mean January and July temperature sections illustrate
the considerable latitudinal variations and seasonal
trends that complicate the scheme (see Figure 2.16).

ATMOSPHERIC COMPOSITION

| Troposphere

The lowest layer of the atmosphere is called the
troposphere. It is the zone where weather phenomena
and atmospheric turbulence are most marked, and it
contains 75 per cent of the total molecular or gaseous
mass of the atmosphere and virtually all the water
vapour and aerosols. Throughout this layer, there is a
general decrease of temperature with height at a mean
rate of about 6.5°C/km. The decrease occurs because
air is compressible and its density decreases with
height, allowing rising air to expand and thereby cool.
In addition, turbulent heat transfer from the surface
mainly heats the atmosphere, not direct absorption of
radiation. The troposphere is capped in most places by

Figure 2.15 The generalized vertical
distribution of temperature and pressure
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a temperature inversion level (i.e. a layer of relatively
warm air above a colder layer) and in others by a zone
that is isothermal with height. The troposphere thus
remains to a large extent self-contained, because the
inversion acts as a ‘lid’ that effectively limits convection
(see Chapter 4E). This inversion level or weather ceiling
is called the tropopause (see Note 5 and Box 2.2). Its
height is not constant in either space or time. It seems
that the height of the tropopause at any point is
correlated with sea-level temperature and pressure,
which are in turn related to the factors of latitude, season
and daily changes in surface pressure. There are marked
variations in the altitude of the tropopause with latitude
(Figure 2.16), from about 16 km at the equator, where
there is strong heating and vertical convective turbu-
lence, to only 8 km at the poles.

Km

The equator—pole (meridional) temperature gradi-
ents in the troposphere in summer and winter are
roughly parallel, as are the tropopauses (see Figure
2.16), and the strong lower mid-latitude temperature
gradient in the troposphere is reflected in the tropopause
breaks (see also Figure 7.8). In these zones, important
interchange can occur between the troposphere and
stratosphere, and vice versa. Traces of water vapour
can penetrate into the stratosphere by this means, while
dry, ozone-rich stratospheric air may be brought down
into the mid-latitude troposphere. Thus above-average
concentrations of ozone are observed in the rear of mid-
latitude low-pressure systems where the tropopause
elevation tends to be low. Both facts are probably
the result of stratospheric subsidence, which warms
the lower stratosphere and causes downward transfer
of the ozone.

Figure 2.16 Mean zonal (westerly)
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DISCOVERY OF THE TROPOPAUSE AND

STRATOSPHERE

Early scientific exploration of the upper atmosphere began with manned balloon flights in the mid-nineteenth
century. Notable among these was the ascent by |. Glaisher and H. T. Coxwell in 1862. Glaisher last consciousness
due to lack of oxygen at about 8800-m altitude and they barely survived the hypoxia. In 1902 L. Teisserenc de Bort in
France reported a totally unexpected finding: that temperatures ceased decreasing at altitudes of around |2 km. Indeed,

at higher elevations temperatures were commonly observed to begin increasing with altitude. This mean structure is

shown in Figure 2.15.

The terms troposphere (turbulent sphere) and stratosphere (stratified sphere) were proposed by Teisserenc de Bort
in 1908; the use of tropopause to denote the inversion or isothermal layer separating them was introduced in Great Britain
during the First World War. The distinctive features of the stratosphere are its stability compared with the troposphere,

its dryness, and its high concentration of ozone.

2 Stratosphere

The stratosphere extends upward from the tropopause to
about 50 km and accounts for about 10 per cent of the
atmospheric mass. Although the stratosphere contains
much of the total atmospheric ozone (it reaches a peak
density at approximately 22 km), maximum temper-
atures associated with the absorption of the sun’s
ultraviolet radiation by ozone occur at the stratopause,
where they may exceed 0°C (see Figure 2.15). The air
density is much lower here, so even limited absorption
produces a high temperature rise. Temperatures increase
fairly generally with height in summer, with the coldest
air at the equatorial tropopause. In winter, the structure
is more complex with very low temperatures, averaging
—80°C, at the equatorial tropopause, which is highest
at this season. Similar low temperatures are found
in the middle stratosphere at high latitudes, whereas
over 50—60°N there is a marked warm region with
nearly isothermal conditions at about —45 to —50°C.
In the circumpolar low-pressure vortex over both
polar regions, polar stratospheric clouds (PSCs) are
sometimes present at 20 to 30 km altitude. These
have a nacreous (‘mother-of-pearl’) appearance. They
can absorb odd nitrogen and thereby cause catalytic
destruction of ozone.

Marked seasonal changes of temperature affect
the stratosphere. The cold ‘polar night” winter stratos-
phere in the Arctic often undergoes dramatic sudden
warmings associated with subsidence due to circulation
changes in late winter or early spring, when temper-

atures at about 25 km may jump from —80 to —40°C
over a two-day period. The autumn cooling is a more
gradual process. In the tropical stratosphere, there is
a quasi-biennial (twenty-six-month) wind regime, with
easterlies in the layer 18 to 30 km for twelve to thirteen
months, followed by westerlies for a similar period. The
reversal begins first at high levels and takes approxi-
mately twelve months to descend from 30 to 18 km
(10 to 60 mb).

How far events in the stratosphere are linked with
temperature and circulation changes in the troposphere
remains a topic of meteorological research. Any such
interactions are undoubtedly complex.

3 Mesosphere

Above the stratopause, average temperatures decrease
to a minimum of about —133°C (140 K) or around
90 km (Figure 2.15). This layer is commonly termed
the mesosphere, although as yet there is no universal
terminology for the upper atmospheric layers. Pressure
is very low in the mesosphere, decreasing from about
1 mb at 50 km to 0.01 mb at 90 km. Above 80 km,
temperatures again begin rising with height and this
inversion is referred to as the mesopause. Molecular
oxygen and ozone absorption bands contribute to heating
around 85 km altitude. It is in this region that noctilucent
clouds are observed on summer ‘nights’ over high lati-
tudes. Their presence appears to be due to meteoric dust
particles, which act as ice crystal nuclei when traces
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of water vapour are carried upward by high-level
convection caused by the vertical decrease of tempera-
ture in the mesosphere. However, their formation may
also be related to the production of water vapour through
the oxidation of atmospheric methane, since apparently
they were not observed prior to the Industrial Revolu-
tion. The layers between the tropopause and the lower
thermosphere are commonly referred to as the middle
atmosphere, with the upper atmosphere designating the
regions above about 100 km altitude.

4 Thermosphere

Atmospheric densities are extremely low above the
mesopause, although the tenuous atmosphere still
effects drag on space vehicles above 250 km. The lower
portion of the thermosphere is composed mainly of
nitrogen (N,) and oxygen in molecular (O,) and atomic
(O) forms, whereas above 200 km atomic oxygen pre-
dominates over nitrogen (N, and N). Temperatures
rise with height, owing to the absorption of extreme
ultraviolet radiation (0.125 to 0.205 um) by molecular
and atomic oxygen, probably approaching 800 to 1200
K at 350 km, but these temperatures are essentially
theoretical. For example, artificial satellites do not
acquire such temperatures because of the rarefied air.
‘Temperatures’ in the upper thermosphere and exos-
phere undergo wide diurnal and seasonal variations.
They are higher by day and are also higher during a
sunspot maximum, although the changes are only repre-
sented in varying velocities of the sparse air molecules.

Above 100 km, cosmic radiation, solar X-rays and
ultraviolet radiation increasingly affect the atmosphere,
which cause ionization, or electrical charging, by sepa-
rating negatively charged electrons from neutral oxygen
atoms and nitrogen molecules, leaving the atom or
molecule with a net positive charge (an ion). The term
ionosphere is commonly applied to the layers above
80 km. The Aurora Borealis and Aurora Australis are
produced by the penetration of ionizing particles
through the atmosphere from about 300 km to 80 km,
particularly in zones about 10 to 20° latitude from the
earth’s magnetic poles. On occasion, however, aurora
may appear at heights up to 1000 km, demonstrating the
immense extension of a rarefied atmosphere.
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5 Exosphere and magnetosphere

The base of the exosphere is between about 500 km and
750 km. Here atoms of oxygen, hydrogen and helium
(about 1 per cent of which are ionized) form the tenuous
atmosphere, and the gas laws (see B, this chapter)
cease to be valid. Neutral helium and hydrogen atoms,
which have low atomic weights, can escape into space
since the chance of molecular collisions deflecting
them downward becomes less with increasing height.
Hydrogen is replaced by the breakdown of water vapour
and methane (CH,) near the mesopause, while helium
is produced by the action of cosmic radiation on
nitrogen and from the slow but steady breakdown of
radioactive elements in the earth’s crust.

ITonized particles increase in frequency through the
exosphere and, beyond about 200 km, in the magneto-
sphere there are only electrons (negative) and protons
(positive) derived from the solar wind — which is a
plasma of electrically conducting gas.

SUMMARY

The atmosphere is a mixture of gases with constant
proportions up to 80 km or more. The exceptions are
ozone, which is concentrated in the lower strato-
sphere, and water vapour in the lower troposphere.
The principal greenhouse gas is water vapour. Carbon
dioxide, methane and other trace gases have increased
since the Industrial Revolution, especially in the
twentieth century due to the combustion of fossil fuels,
industrial processes and other anthropogenic effects,
but larger natural fluctuations occurred during the
geologic past.

Reactive gases include nitrogen and sulphur and
chlorine species. These play important roles in acid
precipitation and ozone destruction. Acid precipitation
(by wet or dry deposition) results from the reaction
of cloud droplets with emissions of SO, and NO,.
There are large geographical variations in acid
deposition. The processes leading to destruction
of stratospheric ozone are complex, but the roles of
nitrogen oxides and chlorine radicals are very important
in causing polar ozone holes. Aerosols in the atmos-
phere originate from natural and anthropogenic
sources and they play an important but complex role
in climate.



Air is highly compressible, so that half of its mass
occurs in the lowest 5 km, and pressure decreases
logarithmically with height from an average sea-level
value of 1013 mb. The vertical structure of the atmos-
phere comprises three relatively warm layers — the
lower troposphere, the stratopause and the upper
thermosphere — separated by a cold layer above
the tropopause (in the lower stratosphere), and the
mesopause. The temperature profile is determined by
atmospheric absorption of solar radiation, and the
decrease of density with height.

DISCUSSION TOPICS

What properties distinguish the different layers of
the atmosphere?

What differences would exist in a dry atmosphere
compared with the real atmosphere?

What role is played by water vapour, ozone, carbon
dioxide, methane and CFCs in the radiation balance
of the atmosphere?

Given the strong pressure gradient upward from the
surface, why is there no large-scale upward flow of
air?
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Solar radiation and the global

energy budget

Learning objectives
When you have read this chapter you will:

Know the characteristics of solar radiation and the electromagnetic spectrum,

Know the effects of the atmosphere on solar and terrestrial radiation,

Understand the cause of the atmospheric greenhouse effect,

Understand the earth’s heat budget and the importance of horizontal transfers of energy as sensible and

latent heat.

This chapter describes how radiation from the sun
enters the atmosphere and reaches the surface. The
effects on solar radiation of absorbing gases and
the scattering effects of aerosols are examined. Then
terrestrial long-wave (infra-red) radiation is discussed in
order to explain the radiation balance. At the surface,
an energy balance exists due to the additional transfers
of sensible and latent heat to the atmosphere. The effects
of heating on surface temperature characteristics are
then presented.

A SOLAR RADIATION

The source of the energy injected into our atmosphere
is the sun, which is continually shedding part of its mass
by radiating waves of electromagnetic energy and high-
energy particles into space. This constant emission
represents all the energy available to the earth (except
for a small amount emanating from the radioactive
decay of earth minerals). The amount of energy received
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at the top of the atmosphere is affected by four factors:
solar output, the sun—earth distance, the altitude of the
sun, and day length.

I Solar output

Solar energy originates from nuclear reactions within
the sun’s hot core (16 X 10°K), and is transmitted to the
sun’s surface by radiation and hydrogen convection.
Visible solar radiation (light) comes from a ‘cool’
(~6000 K) outer surface layer called the photosphere.
Temperatures rise again in the outer chromosphere
(10,000 K) and corona (10° K), which is continually
expanding into space. The outflowing hot gases
(plasma) from the sun, referred to as the solar wind
(with a speed of 1.5 X 10° km hr!), interact with the
earth’s magnetic field and upper atmosphere. The earth
intercepts both the normal electromagnetic radiation and
energetic particles emitted during solar flares.

The sun behaves virtually as a black body; i.e. it
absorbs all energy received and in turn radiates energy
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at the maximum rate possible for a given temperature.
The energy emitted at a particular wavelength by a
perfect radiator of given temperature is described by
a relationship due to Max Planck. The black-body
curves in Figure 3.1 illustrate this relationship. The area
under each curve gives the total energy emitted by
a black body (F); its value is found by integration of
Planck’s equation, known as Stefan’s Law:

F=oT*

where 6=5.67 X 10 W m2 K (the Stefan-Boltzmann
constant), i.e. the energy emitted is proportional to the
fourth power of the absolute temperature of the body (7).

The total solar output to space, assuming a temper-
ature of 5760 K for the sun, is 3.84 X 10%°W, but only
a tiny fraction of'this is intercepted by the earth, because

Source: Mostly after Sellers (1965).

the energy received is inversely proportional to the
square of the solar distance (150 million km). The
energy received at the top of the atmosphere on a surface
perpendicular to the solar beam for mean solar distance
is termed the solar constant (see Note 1). Satellite
measurements since 1980 indicate a value of about
1366 W m 2, with an absolute uncertainty of about
+2 W m 2. Figure 3.1 shows the wavelength range of
solar (short-wave) radiation and the infra-red (long-
wave) radiation emitted by the earth and atmosphere.
For solar radiation, about 7 per cent is ultraviolet
(0.2-0.4 um), 41 per cent visible light (0.4-0.7 um)
and 52 per cent near-infra-red (>0.7 pm); (1 um =
1 micrometre = 10°° m). The figure illustrates the
black-body radiation curves for 6000 K at the top of
the atmosphere (which slightly exceeds the observed
extraterrestrial radiation), for 300 K, and for 263 K. The
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mean temperature of the earth’s surface is about 288 K
(15°C) and of the atmosphere about 250 K (-23°C).
Gases do not behave as black bodies, and Figure 3.1
shows the absorption bands in the atmosphere, which
cause its emission to be much less than that from an
equivalent black body. The wavelength of maximum
emission (A ) varies inversely with the absolute
temperature of the radiating body:

2897

10°°m (Wien’s Law)

max

T

Thus solar radiation is very intense and is mainly short-
wave between about 0.2 and 4.0 um, with a maximum
(per unit wavelength) at 0.5 um because 7 ~ 6000 K.
The much weaker terrestrial radiation with 7' = 280 K
has a peak intensity at about 10 pm and a range from
about 4 to 100 um.

The solar constant undergoes small periodic vari-
ations of just over 1 Wm? related to sunspot activity.
Sunspot number and positions change in a regular
manner, known as sunspot cycles. Satellite measure-
ments during the latest cycle show a small decrease
in solar output as sunspot number approached its
minimum, and a subsequent recovery. Sunspots are dark
(i.e. cooler) areas visible on the sun’s surface. Although
sunspots are cool, bright areas of activity known as
faculae (or plages), that have higher temperatures,
surround them. The net effect is for solar output to
vary in parallel with the number of sunspots. Thus the
solar ‘irradiance’ decreases by about 1.1 Wm™2 from
sunspot maximum to minimum. Sunspot cycles have
wavelengths averaging 11 years (the Schwabe cycle,
varying between 8 and 13 years), the 22-year (Hale)
magnetic cycle, much less importantly 37.2 years
(18.6 years — the luni—solar oscillation), and 88 years
(Gleissberg). Figure 3.2 shows the estimated variation
of sunspot activity since 1610. Between the thirteenth
and eighteenth centuries sunspot activity was generally
low, except during AD 1350—1400 and 1600—1645.
Output within the ultraviolet part of the spectrum shows
considerable variability, with up to twenty times more
ultraviolet radiation emitted at certain wavelengths
during a sunspot maximum than a minimum.

How to translate sunspot activity into solar radiation
and terrestrial temperatures is a matter of some dispute.
It has been suggested that the sun is more active when
the sunspot cycle length is short, but this is disputed.
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However, anomalies of temperature over northern
hemisphere land areas do correlate inversely with cycle
length between 1860 and 1985. Prolonged time-spans
of sunspot minima (e.g. AD 1645-1715, the Maunder
Minimum) and maxima (e.g. 1895-1940 and post-1970)
produce measurable global cooling and warming,
respectively. Solar radiation may have been reduced
by 0.25 per cent during the Maunder Minimum. It is
suggested that almost three-quarters of the variations
in global temperature between 1610 and 1800 were
attributable to fluctuations in solar radiation and during
the twentieth century there is evidence for a modest
contribution from solar forcing. Shorter term relation-
ships are more difficult to support, but mean annual
temperatures have been correlated with the combined
10 to 11 and 18.6-year solar cycles. Assuming that
the earth behaves as a black body, a persistent anomaly
of 1 per cent in the solar constant could change the
effective mean temperature of the earth’s surface by
as much as 0.6°C. However, the observed fluctuations
of about 0.1 per cent would change the mean global
temperature by <0.06°C (based on calculations of
radiative equilibrium).

2 Distance from the sun

The annually changing distance of the earth from the
sun produces seasonal variations in solar energy
received by the earth. Owing to the eccentricity of the
earth’s orbit around the sun, the receipt of solar energy
on a surface normal to the beam is 7 per cent more on
3 January at the perihelion than on 4 July at the aphelion
(Figure 3.3). In theory (that is, discounting the inter-
position of the atmosphere and the difference in degree
of conductivity between large land and sea masses), this
difference should produce an increase in the effective
January world surface temperatures of about 4°C over
those of July. It should also make northern winters
warmer than those in the southern hemisphere, and
southern summers warmer than those in the northern
hemisphere. In practice, atmospheric heat circulation
and the effects of continentality mask this global
tendency, and the actual seasonal contrast between
the hemispheres is reversed. Moreover, the northern
summer half-year (21 March to 22 September) is five
days longer than the austral summer (22 September
to 21 March). This difference slowly changes; about
10,000 years ago the aphelion occurred in the northern
hemisphere winter, and northern summers received 3 to



SOLAR RADIATION

200

160
120

MAUNDER MINIMUM
80

40

01
1600 1610 1620 1630 1640 1650 1660 1670 1!80 1650 1700

200

160

120

80

401

1700 1710 1720 1730 1740 1750 1760 1770 1780 1790 1800
200

160
120
80
40

0
1800 1810 1820 1830 1840 1850 1860 1870 1830 1890 1900

200
160
120

Sunspot Number

80

404

1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000

Figure 3.2 Yearly sunspot numbers for the sun’s visible surface for the period 1700 to 2000.

Sources: Reproduced by courtesy of the National Geophysical Data Center, NOAA, Boulder, CO. Data before AD 1700 courtesy of Foukal
(1990) and Scientific American.
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Figure 3.3 Perihelion shifts. (A) The present timing of perihelion. (B) The direction of its shift and the situation at | 1,000 years Bp.

(C) The geometry of the present seasons (northern hemisphere).

Source: Partly after Strahler (1965).

4 per cent more radiation than today (Figure 3.3B).
This same pattern will return about 10,000 years from
now.

Figure 3.4 graphically illustrates the seasonal varia-
tions of energy receipt with latitude. Actual amounts
of radiation received on a horizontal surface outside
the atmosphere are given in Table 3.1. The intensity on
a horizontal surface (/,) is determined from:

I,=1,sind

where [ = the solar constant and ¢ = the angle between
the surface and the solar beam.
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3 Altitude of the sun

The altitude of the sun (i.e. the angle between its rays
and a tangent to the earth’s surface at the point of
observation) also affects the amount of solar radiation
received at the surface of the earth. The greater the sun’s
altitude, the more concentrated is the radiation intensity
per unit area at the earth’s surface and the shorter is the
path length of the beam through the atmosphere, which
decreases the atmospheric absorption. There are, in
addition, important variations with solar altitude of the
proportion of radiation reflected by the surface,
particularly in the case of a water surface (see B.5, this
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Table 3.1 Daily solar radiation on a horizontal surface outside the atmosphere: W m2,

Date 90°N 70 50 30
21 Dec 0 0 86 227
21 Mar 0 149 280 378
22 June 524 492 482 474
23 Sept 0 147 276 373

Source: After Berger (1996).

-
60°N < Equinox

2
Solstice

Figure 3.4 The variations of solar radiation with latitude and
season for the whole globe, assuming no atmosphere. This
assumption explains the abnormally high amounts of radiation
received at the poles in summer, when daylight lasts for twenty-
four hours each day.

Source: After W. M. Davis.

chapter). The principal factors that determine the sun’s
altitude are, of course, the latitude of the site, the time
of day and the season (see Figure 3.3). At the June sol-
stice, the sun’s altitude is a constant 23):° throughout
the day at the North Pole and the sun is directly overhead
at noon at the Tropic of Cancer (23/4°N).

4 Length of day

The length of daylight also affects the amount of
radiation that is received. Obviously, the longer the time
the sun shines the greater is the quantity of radiation
that a given portion of the earth will receive. At the
equator, for example, the day length is close to 12 hours
in all months, whereas at the poles it varies between
0 and 24 hours from winter (polar night) to summer (see
Figure 3.3).

The combination of all these factors produces
the pattern of receipt of solar energy at the top of the

0 30 50 70 90°S
410 507 514 526 559
436 378 280 149 0
384 213 80 0 0
430 372 276 147 0

atmosphere shown in Figure 3.4. The polar regions
receive their maximum amounts of solar radiation
during their summer solstices, which is the period
of continuous day. The amount received during the
December solstice in the southern hemisphere is
theoretically greater than that received by the northern
hemisphere during the June solstice, due to the previ-
ously mentioned elliptical path of the earth around the
sun (see Table 3.1). The equator has two radiation
maxima at the equinoxes and two minima at the
solstices, due to the apparent passage of the sun during
its double annual movement between the northern and
southern hemispheres.

B SURFACE RECEIPT OF SOLAR
RADIATION AND ITS EFFECTS

I Energy transfer within the
earth-atmosphere system

So far, we have described the distribution of solar
radiation as if it were all available at the earth’s surface.
This is, of course, unrealistic because of the effect of
the atmosphere on energy transfer. Heat energy can be
transferred by three mechanisms:

1 Radiation: Electromagnetic waves transfer energy
(both heat and light) between two bodies, without
the necessary aid of an intervening material medium,
ataspeed of 300 X 10°ms! (i.e. the speed of light).
This is so with solar energy through space, whereas
the earth’s atmosphere allows the passage of radi-
ation only at certain wavelengths and restricts that at
others.

Radiation entering the atmosphere may be
absorbed in certain wavelengths by atmospheric
gases but, as shown in Figure 3.1, most short-wave
radiation is transmitted without absorption. Scattering

37



ATMOSPHERE, WEATHER AND CLIMATE

occurs if the direction of a photon of radiation is
changed by interaction with atmospheric gases and
aerosols. Two types of scattering are distinguished.
For gas molecules smaller than the radiation wave-
length (A), Rayleigh scattering occurs in all directions
(i.e. it is isotropic) and is proportional to (1/A%). As a
result, the scattering of blue light (A ~ 0.4 um) is an
order of magnitude (i.e. X 10) greater than that of red
light (A~ 0.7 um), thus creating the daytime blue sky.
However, when water droplets or aerosol particles,
with similar sizes (0.1-0.5 pm radius) to the radiation
wavelength are present, most of the light is scattered
forward. This Mie scattering gives the greyish
appearance of polluted atmospheres.

Within a cloud, or between low clouds and
a snow-covered surface, radiation undergoes mul-
tiple scattering. In the latter case, the ‘white-out’
conditions typical of polar regions in summer (and
mid-latitude snowstorms) are experienced, when
surface features and the horizon become indistin-
guishable.

2 Conduction: By this mechanism, heat passes through
a substance from a warmer to a colder part through
the transfer of adjacent molecular vibrations. Air
is a poor conductor so this type of heat transfer is
negligible in the atmosphere, but it is important in
the ground. The thermal conductivity increases
as the water content of a given soil increases and
is greater in a frozen soil than in an unfrozen one.

3 Convection: This occurs in fluids (including gases)
that are able to circulate internally and distribute
heated parts of the mass. It is the chief means of
atmospheric heat transfer due to the low viscosity
of air and its almost continual motion. Forced
convection (mechanical turbulence) occurs when
eddies form in airflow over uneven surfaces. In
the presence of surface heating, free (thermal)
convection develops.

Convection transfers energy in two forms. The first
is the sensible heat content of the air (called enthalpy by
physicists), which is transferred directly by the rising
and mixing of warmed air. It is defined as cpT " where
T'is the temperature and ¢, (= 1004 J kg K1) is the
specific heat at constant pressure (the heat absorbed
by unit mass for unit temperature increase). Sensible
heat is also transferred by conduction. The second
form of energy transfer by convection is indirect,
involving latent heat. Here, there is a phase change but

38

no temperature change. Whenever water is converted
into water vapour by evaporation (or boiling), heat is
required. This is referred to as the latent heat of vapor-
ization (L). At0°C, Lis 2.50 X 10°J kg! of water. More
generally,

L(10°Jkg ') = (2.5 -0.002357)

where 7 is in °C. When water condenses in the
atmosphere (see Chapter 4D), the same amount of latent
heat is given off as is used for evaporation at the same
temperature. Similarly, for melting ice at 0°C, the latent
heat of fusion is required, which is 0.335 X 10° J kg .
Ifice evaporates without melting, the latent heat of this
sublimation process is 2.83 X 10° J kg™! at 0°C (i.e. the
sum of the latent heats of melting and vaporization). In
all of these phase changes of water there is an energy
transfer. We discuss other aspects of these processes in
Chapter 4.

2 Effect of the atmosphere

Solar radiation is virtually all in the short-wavelength
range, less than 4 pm (see Figure 3.1). About 18 per cent
of the incoming energy is absorbed directly by ozone
and water vapour. Ozone absorption is concentrated
in three solar spectral bands (0.20-0.31, 0.31-0.35
and 0.45-0.85 pum), while water vapour absorbs to a
lesser degree in several bands between 0.9 and 2.1 pm
(see Figure 3.1). Solar wavelengths shorter than 0.285
um scarcely penetrate below 20 km altitude, whereas
those >0.295 pum reach the surface. Thus the 3 mm
(equivalent) column of stratospheric ozone attenuates
ultraviolet radiation almost entirely, except for a partial
window around 0.20 um, where radiation reaches the
lower stratosphere. About 30 per cent of incoming solar
radiation is immediately reflected back into space from
the atmosphere, clouds and the earth’s surface, leaving
approximately 70 per cent to heat the earth and its
atmosphere. The surface absorbs almost half of the
incoming energy available at the top of the atmosphere
and re-radiates it outward as long (infra-red) waves
of greater than 3 pum (see Figure 3.1). Much of this re-
radiated long-wave energy is then absorbed by the water
vapour, carbon dioxide and ozone in the atmosphere,
the rest escaping through atmospheric windows back
into outer space, principally between 8 and 13 pum (see
Figure 3.1). This retention of energy by the atmosphere
is vital to most life forms, since otherwise the average
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Figure 3.5 The average annual latitudinal disposition of solar
radiation in W m~2, Of 100 per cent radiation entering the top of
the atmosphere, about 20 per cent is reflected back to space by
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Source: After Sellers (1965).

temperature of the earth’s surface would fall by some
40°C!

The atmospheric scattering, noted above, gives rise
to diffuse (or sky) radiation and this is sometimes
measured separately from the direct beam radiation. On
average, under cloud-free conditions the ratio of diffuse
to total (or global) solar radiation is about 0.15-0.20 at
the surface. For average cloudiness, the ratio is about
0.5 at the surface, decreasing to around 0.1 at 4 km, as a
result of the decrease in cloud droplets and aerosols with
altitude. During a total solar eclipse, experienced over
much of western Europe in August 1999, the elimination
of direct beam radiation caused diffuse radiation to drop
from 680 W m2at 10.30 a.m. to only 14 Wm2at 11.00
a.m. at Bracknell in southern England.

Figure 3.5 illustrates the relative roles of the
atmosphere, clouds and the earth’s surface in reflecting
and absorbing solar radiation at different latitudes.
(A more complete analysis of the heat budget of the
earth—atmosphere system is given in D, this chapter.)

3 Effect of cloud cover

Thick and continuous cloud cover forms a significant
barrier to the penetration of radiation. The drop in

SOLAR RADIATION

surface temperature often experienced on a sunny day
when a cloud temporarily cuts off the direct solar radi-
ation illustrates our reliance upon the sun’s radiant
energy. How much radiation is actually reflected
by clouds depends on the amount of cloud cover and
its thickness (Figure 3.6). The proportion of incident
radiation that is reflected is termed the albedo, or reflec-
tion coefficient (expressed as a fraction or percentage).
Cloud type affects the albedo. Aircraft measurements
show that the albedo of a complete overcast ranges
from 44 to 50 per cent for cirrostratus to 90 per cent for
cumulonimbus. Average albedo values, as determined
by satellites, aircraft and surface measurements, are
summarized in Table 3.2 (see Note 2).

The total (or global) solar radiation received at the
surface on cloudy days is

S =S, [b+ (1-b)(1-0)]

where S, = global solar radiation for clear skies;
¢ =cloudiness (fraction of sky covered);
b =a coefficient depending on cloud type and
thickness; and the depth of atmosphere
through which the radiation must pass.

For mean monthly values for the United States, b = 0.35,
so that

S =S,[1-0.65c]

Table 3.2 The average (integrated) albedo of various
surfaces (0.3-0.4 um).

Planet earth 0.31
Global surface 0.14-0.16
Global cloud 0.23
Cumulonimbus 0.9
Stratocumulus 0.6

Cirrus 0.4-0.5
Fresh snow 0.8-0.9
Melting snow 0.4-0.6
Sand 0.30-0.35
Grass, cereal crops 0.18-0.25
Deciduous forest 0.15-0.18
Coniferous forest 0.09-0.15
Tropical rainforest 0.07-0.15
Water bodies” 0.06-0.10

Note: “Increases sharply at low solar angles.

39



ATMOSPHERE, WEATHER AND CLIMATE

100

s e,
o0 /

,\\
Q sob—N\— &
2
z
s
@ 40 ¢
w /7 ‘pv,v
a &
47/
3\‘«/
20 O,
ABSORPTION
o P L e connil W R e = S [
10 20 40 60 100 400 1000 4000 10000

THICKNESS OF CLOUD (METRES)
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Source: From Hewson and Longley (1944). Reprinted with permis-
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Figure 3.7 The average receipt of solar radiation with latitude at
the top of the atmosphere and at the earth’s surface during the
June solstice.

The effect of cloud cover also operates in reverse, since
it serves to retain much of the heat that would otherwise
be lost from the earth by long-wave radiation throughout
the day and night. In this way, cloud cover lessens
appreciably the daily temperature range by preventing
high maxima by day and low minima by night. As well
as interfering with the transmission of radiation, clouds
act as temporary thermal reservoirs because they absorb
a certain proportion of the energy they intercept. The
modest effects of cloud reflection and absorption of
solar radiation are illustrated in Figures 3.5 to 3.7.
Global cloudiness is not yet known accurately.
Ground-based observations are mostly at land stations
and refer to a small (~ 250 km?) area. Satellite estimates
are derived from the reflected short-wave radiation
and infra-red irradiance measurements, with various
threshold assumptions for cloud presence/absence;
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typically they refer to a grid area of 2500 km? to 37,500
km?. Surface-based observations tend to be about 10 per
cent greater than satellite estimates due to the observer’s
perspective. Average winter and summer distributions
of total cloud amount from surface observations are
shown in Figure 3.8. The cloudiest areas are the
Southern Ocean and the mid- to high-latitude North
Pacific and North Atlantic storm tracks. Lowest
amounts are over the Saharan—Arabian desert area (see
Plate 1). Total global cloud cover is just over 60 per cent
in January and July.

4 Effect of latitude

As Figure 3.4 has already shown, different parts of
the earth’s surface receive different amounts of solar
radiation. The time of year is one factor controlling this,
more radiation being received in summer than in winter
because of the higher altitude of the sun and the longer
days. Latitude is a very important control because this
determines the duration of daylight and the distance
travelled through the atmosphere by the oblique rays of
the sun. However, actual calculations show the effect
of the latter to be negligible near the poles, due appar-
ently to the low vapour content of the air limiting
tropospheric absorption. Figure 3.7 shows that in the
upper atmosphere over the North Pole there is a marked
maximum of solar radiation at the June solstice, yet only
about 30 per cent is absorbed at the surface. This may
be compared with the global average of 48 per cent
of solar radiation being absorbed at the surface. The
explanation lies in the high average cloudiness over the
Arctic in summer and also in the high reflectivity of
the snow and ice surfaces. This example illustrates the
complexity of the radiation budget and the need to take
into account the interaction of several factors.

A special feature of the latitudinal receipt of radiation
is that the maximum temperatures experienced at the
earth’s surface do not occur at the equator, as one might
expect, but at the tropics. A number of factors need
to be taken into account. The apparent migration of the
vertical sun is relatively rapid during its passage over
the equator, but its rate slows down as it reaches the
tropics. Between 6°N and 6°S the sun’s rays remain
almost vertically overhead for only thirty days during
each of the spring and autumn equinoxes, allowing
little time for any large buildup of surface heat and
high temperatures. On the other hand, between 17.5°
and 23.5° latitude the sun’s rays shine down almost
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vertically for eighty-six consecutive days during the
period of the solstice. This longer interval, combined
with the fact that the tropics experience longer days than
at the equator, makes the maximum zones of heating
occur nearer the tropics than the equator. In the northern
hemisphere, this poleward displacement of the zone of
maximum heating is enhanced by the effect of con-
tinentality (see B.5, this chapter), while low cloudiness
associated with the subtropical high-pressure belts is an
additional factor. The clear skies allow large annual
receipts of solar radiation in these areas. The net result
of these influences is shown in Figure 3.9 in terms of
the average annual solar radiation on a horizontal
surface at ground level, and by Figure 3.10 in terms of
the average daily maximum shade temperatures. Over

Source: From London et al. (1989).

land, the highest values occur at about 23°N and
10—15°S. Hence the mean annual thermal equator (i.e.
the zone of maximum temperature) is located at about
5°N. Nevertheless, the mean air temperatures, reduced
to mean sea-level, are related very broadly to latitude
(see Figures 3.11A and B).

5 Effect of land and sea

Another important control on the effect of incoming
solar radiation stems from the different ways in which
land and sea are able to profit from it. Whereas water has
a tendency to store the heat it receives, land, in contrast,
quickly returns it to the atmosphere. There are several
reasons for this.
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Figure 3.9 The mean annual global solar radiation (Q + q) (W m~2) (i.e. on a horizontal surface at ground level). Maxima are found
in the world’s hot deserts, where as much as 80 per cent of the solar radiation annually incident on the top of the unusually cloud-free

atmosphere reaches the ground.

Source: After Budyko et al. (1962).
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Figure 3.10 Mean daily maximum shade air temperature (C).

Source: After Ransom (1963).
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Figure 3.12 Average annual snow-cover duration (months).

Source: Henderson-Sellers and Wilson (1983).

A large proportion of the incoming solar radiation is
reflected back into the atmosphere without heating the
earth’s surface. The proportion depends upon the type of
surface (see Table 3.2). A sea surface reflects very little
unless the angle of incidence of the sun’s rays is large. The
albedo for a calm water surface is only 2 to 3 per cent for
a solar elevation angle exceeding 60°, but is more than
50 per cent when the angle is 15°. For land surfaces,
the albedo is generally between 8 and 40 per cent of the
incoming radiation. The figure for forests is about 9 to
18 per cent according to the type of tree and density
of foliage (see Chapter 12C), for grass approximately
25 per cent, for cities 14 to 18 per cent, and for desert
sand 30 per cent. Fresh snow may reflect as much as
90 per cent of solar radiation, but snow cover on vege-
tated, especially forested, surfaces is much less reflective
(30 to 50 per cent). The long duration of snow cover on
the northern continents (see Figure 3.12 and Plate A)
causes much of the incoming radiation in winter to
spring to be reflected. However, the global distribution of
annual average surface albedo (Figure 3.13A) shows
mainly the influence of the snow-covered Arctic sea ice
and Antarctic ice sheet (compare Figure 3.13B for
planetary albedo).

The global solar radiation absorbed at the surface is
determined from measurements of radiation incident on
the surface and its albedo (a). It may be expressed as
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S(100 - a)

where the albedo is a percentage. A snow cover will
absorb only about 15 per cent of the incident radiation,
whereas for the sea the figure generally exceeds 90 per
cent. The ability of the sea to absorb the heat received
also depends upon its transparency. As much as 20
per cent of the radiation penetrates as far down as
9 m (30 ft). Figure 3.14 illustrates how much energy
is absorbed by the sea at different depths. However,
the heat absorbed by the sea is carried down to
considerable depths by the turbulent mixing of water
masses by the action of waves and currents. Figure 3.15,
for example, illustrates the mean monthly variations
with depth in the upper 100 metres of the waters of
the eastern North Pacific (around 50°N, 145°W); it
shows the development of the seasonal thermocline
under the influences of surface heating, vertical mixing
and surface conduction.

A measure of the difference between the subsurfaces
of land and sea is given in Figure 3.16, which shows
ground temperatures at Kaliningrad (Konigsberg) and
sea temperature deviations from the annual mean at
various depths in the Bay of Biscay. Heat transmission
in the soil is carried out almost wholly by conduction,
and the degree of conductivity varies with the moisture
content and porosity of each particular soil.



SOLAR RADIATION

Figure 3.13 Mean annual albedos (per cent): (A) At the earth’s surface. (B) On a horizontal surface at the top of the atmosphere.

Source: After Hummel and Reck; from Henderson-Sellers and Wilson (1983), and Stephens et al. (1981), by permission of the American
Geophysical Union.

Air is an extremely poor conductor, and for this  diurnal temperature variations are effective in wet and
reason a loose, sandy soil surface heats up rapidly dry soils are approximately as follows:
by day, as the heat is not conducted away. Increased
soil moisture tends to raise the conductivity by filling Diurnal variation Annual variation
the soil pores, but too much moisture increases the
soil’s heat capacity, thereby reducing the temperature
response. The relative depths over which the annual and
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However, the actual temperature change is greater in
dry soils. For example, the following values of diurnal
temperature range have been observed during clear
summer days at Sapporo, Japan:

Sand Loam Peat Clay
Surface 40°C 33°C 23°C 21°C
5cm 20 19 14 14
[5cm 7 6 2 4

The different heating qualities of land and water are
also accounted for partly by their different specific heats.
The specific heat (¢) of a substance can be represented
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by the number of thermal units required to raise a unit
mass of it through 1°C (4184 J kg! K™!). The specific
heat of water is much greater than for most other
common substances, and water must absorb five times
as much heat energy to raise its temperature by the same
amount as a comparable mass of dry soil. Thus for dry
sand, ¢ =840 J kg™' K.

If unit volumes of water and soil are considered, the
heat capacity, pc, of the water, where p = density (pc =
4.18 X 10°J m3 K!), exceeds that of the sand approx-
imately threefold (pc = 1.3 X 1.6 I m~ K!) if the sand
is dry and twofold if it is wet. When this water is cooled
the situation is reversed, for then a large quantity of heat
is released. A metre-thick layer of sea water being
cooled by as little as 0.1°C will release enough heat to
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Figure 3.16 Annualvariation of temperature at different depths in
soil at Kaliningrad, European Russia (above) and in the water of the
Bay of Biscay (at approximately 47° N, 12°W) (below), illustrating
the relatively deep penetration of solar energy into the oceans
as distinct from that into land surfaces. The bottom figure shows
the temperature deviations from the annual mean for each depth.

Sources: Geiger (1965) and Sverdrup (1945).

raise the temperature of an approximately 30 m thick air
layer by 10°C. In this way, the oceans act as a very effec-
tive reservoir for much of the world’s heat. Similarly,
evaporation of sea water causes large heat expenditure
because a great amount of energy is needed to evaporate
even a small quantity of water (see Chapter 3C).

The thermal role of the ocean is an important and
complex one (see Chapter 7D). The ocean comprises
three thermal layers:

1 A seasonal boundary, or upper mixed layer, lying
above the thermocline. This is less than 100 m deep

SOLAR RADIATION

in the tropics but is hundreds of metres deep in the
subpolar seas. It is subject to annual thermal mixing
from the surface (see Figure 3.15).

2 A warm water sphere or lower mixed layer. This
underlies layer 1 and slowly exchanges heat with it
down to many hundreds of metres.

3 The deep ocean. This contains some 80 per cent of
the total oceanic water volume and exchanges heat
with layer 1 in the polar seas.

This vertical thermal circulation allows global heat to be
conserved in the oceans, thus damping down the global
effects of climatic change produced by thermal forcing
(see Chapter 13B). The time for heat energy to diffuse
within the upper mixed layer is two to seven months,
within the lower mixed layer seven years, and within
the deep ocean upwards of 300 years. The comparative
figure for the outer thermal layer of the solid earth is
only eleven days.

These differences between land and sea help to
produce what is termed continentality. Continentality
implies, first, that a land surface heats and cools much
more quickly than that of an ocean. Over the land, the
lag between maximum (minimum) periods of radiation
and the maximum (minimum) surface temperature is
only one month, but over the ocean and at coastal
stations the lag is up to two months. Second, the annual
and diurnal ranges of temperature are greater in con-
tinental than in coastal locations. Figure 3.17 illustrates
the annual variation of temperature at Toronto, Canada
and Valentia, western Ireland, while diurnal temperature
ranges experienced in continental and maritime areas
are described below (see pp. 55-6). The third effect of
continentality results from the global distribution of the
landmasses. The smaller ocean area of the northern
hemisphere causes the boreal summer to be warmer
but its are winters colder on average than the austral
equivalents of the southern hemisphere (summer,
22.4°C versus 17.1°C; winter, 8.1°C versus 9.7°C). Heat
storage in the oceans causes them to be warmer in winter
and cooler in summer than land in the same latitude,
although ocean currents give rise to some local depar-
tures from this rule. The distribution of temperature
anomalies for the latitude in January and July (Figure
3.18) illustrates the significance of continentality and
the influence of the warm currents in the North Atlantic
and the North Pacific in winter.

Sea-surface temperatures can now be estimated
by the use of infra-red satellite imagery (see C, this
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chapter). Plate B shows a false-colour satellite thermal
image of the western North Atlantic showing the
relatively warm, meandering Gulf Stream. Maps of sea-
surface temperatures are now routinely constructed
from such images.

6 Effect of elevation and aspect

When we come down to the local scale, differences
in the elevation of the land and its aspect (that is,
the direction that the surface faces) strongly control the
amount of solar radiation received.

High elevations that have a much smaller mass of air
above them (see Figure 2.13) receive considerably more
direct solar radiation under clear skies than do locations
near sea-level due to the concentration of water vapour
in the lower troposphere (Figure 3.19). On average in
middle latitudes the intensity of incident solar radiation
increases by 5 to 15 per cent for each 1000 m increase
in elevation in the lower troposphere. The difference
between sites at 200 and 3000 m in the Alps, for
instance, can amount to 70 W m2 on cloudless summer
days. However, there is also a correspondingly greater
net loss of terrestrial radiation at higher elevations
because the low density of the overlying air results in
a smaller fraction of the outgoing radiation being
absorbed. The overall effect is invariably complicated
by the greater cloudiness associated with most mountain
ranges, and it is therefore impossible to generalize from
the limited data available.
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Figure 3.20 illustrates the effect of aspect and slope
angle on theoretical maximum solar radiation receipts
at two locations in the northern hemisphere. The general
effect of latitude on insolation amounts is clearly shown,
but it is also apparent that increasing latitude causes
a relatively greater radiation loss for north-facing
slopes, as distinct from south-facing ones. The radiation
intensity on a sloping surface (/) is

I =1 cosi
N [

where i = the angle between the solar beam and a beam
normal to the sloping surface. Relief may also affect the
quantity of insolation and the duration of direct sunlight
when a mountain barrier screens the sun from valley
floors and sides at certain times of day. In many Alpine
valleys, settlement and cultivation are noticeably
concentrated on southward-facing slopes (the adret or
sunny side), whereas northward slopes (ubac or shaded
side) remain forested.

7 Variation of free-air temperature
with height

Chapter 2C described the gross characteristics of the
vertical temperature profile in the atmosphere. We will
now examine the vertical temperature gradient in the
lower troposphere.

Vertical temperature gradients are determined in part
by energy transfers and in part by vertical motion of the
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Figure 3.19 Direct solar radiation as a function of altitude
observed in the European Alps. The absorbing effects of water
vapour and dust, particularly below about 3000 m, are shown by
comparison with a theoretical curve for an ideal atmosphere.

Source: After Albetti, Kastrov, Kimball and Pope; from Barry (1992).

air. The various factors interact in a highly complex
manner. The energy terms are the release of latent
heat by condensation, radiative cooling of the air and
sensible heat transfer from the ground. Horizontal
temperature advection, by the motion of cold and warm
airmasses, may also be important. Vertical motion is

TRIER, WEST GERMANY

dependent on the type of pressure system. High-pressure
areas are generally associated with descent and warming
of deep layers of air, hence decreasing the temperature
gradient and frequently causing temperature inversions
in the lower troposphere. In contrast, low-pressure
systems are associated with rising air, which cools
upon expansion and increases the vertical temperature
gradient. Moisture is an additional complicating factor
(see Chapter 3E), but it remains true that the middle
and upper troposphere is relatively cold above a surface
low-pressure area, leading to a steeper temperature
gradient.

The overall vertical decrease of temperature, or lapse
rate, in the troposphere is about 6.5°C/km. However,
this is by no means constant with height, season or
location. Average global values calculated by C. E. P.
Brooks for July show increasing lapse rate with height:
about 5°C/km in the lowest 2 km, 6°C/km between 4
and 5km, and 7°C/km between 6 and 8 km. The seasonal
regime is very pronounced in continental regions with
cold winters. Winter lapse rates are generally small and,
in areas such as central Canada or eastern Siberia, may
even be negative (i.e. temperatures increase with height
in the lowest layer) as a result of excessive radiational
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cooling over a snow surface. A similar situation occurs
when dense, cold air accumulates in mountain basins
on calm, clear nights. On such occasions, mountain
summits may be many degrees warmer than the valley
floor below (see Chapter 6C.2). For this reason, the
adjustment of average temperature of upland stations
to mean sea-level may produce misleading results.
Observations in Colorado at Pike’s Peak (4301 m) and
Colorado Springs (1859 m) show the mean lapse rate to
be 4.1°C/km in winter and 6.2°C/km in summer. It
should be noted that such topographic lapse rates may
bear little relation to free air lapse rates in nocturnal
radiation conditions, and the two must be carefully
distinguished.

In the Arctic and over Antarctica, surface temper-
ature inversions persist for much of the year. In winter
the Arctic inversion is due to intense radiational cooling,
but in summer it is the result of the surface cooling
of advected warmer air. The tropical and subtropical
deserts have very steep lapse rates in summer causing
considerable heat transfer from the surface and gen-
erally ascending motion; subsidence associated with
high-pressure cells is predominant in the desert zones in
winter. Over the subtropical oceans, sinking air leads to
warming and a subsidence inversion near the surface
(see Chapter 13).

C TERRESTRIAL INFRA-RED RADIATION
AND THE GREENHOUSE EFFECT

Radiation from the sun is predominantly short-wave,
whereas that leaving the earth is long-wave, or infra-red,
radiation (see Figure 3.1). The infra-red emission from
the surface is slightly less than that from a black body
at the same temperature and, accordingly, Stefan’s
Law (see p. 33) is modified by an emissivity coefficient
(¢), which is generally between 0.90 and 0.95, i.e.
F=¢0T* Figure 3.1 shows that the atmosphere is highly
absorbent to infra-red radiation (due to the effects of
water vapour, carbon dioxide and other trace gases),
except between about 8.5 and 13.0 um — the ‘atmospheric
window’. The opaqueness of the atmosphere to infra-red
radiation, relative to its transparency to short-wave
radiation, is commonly referred to as the greenhouse
effect. However, in the case of an actual greenhouse, the
effect of the glass roof is probably as significant in
reducing cooling by restricting the turbulent heat loss as
it is in retaining the infra-red radiation.

SOLAR RADIATION

The total ‘greenhouse’ effect results from the net
infra-red absorption capacity of water vapour, carbon
dioxide and other trace gases — methane (CH,), nitrous
oxide (N,0) and tropospheric ozone (O,). These gases
absorb strongly at wavelengths within the atmospheric
window region, in addition to their other absorbing
bands (see Figure 3.1 and Table 3.3). Moreover, because
concentrations of these trace gases are low, their
radiative effects increase approximately linearly with
concentration, whereas the effect of CO, is related to
the logarithm of the concentration. In addition, because
of the long atmospheric residence time of nitrous oxide
(132 years) and CFCs (65 to 140 years), the cumulative
effects of human activities will be substantial. It is esti-
mated that between 1765 and 2000, the radiative effect
of increased CO, concentration was 1.5 W m2, and of
all trace gases about 2.5 W m2 (cf. the solar constant
value of 1366 W m2).

The net warming contribution of the natural (non-
anthropogenic) greenhouse gases to the mean ‘effective’
planetary temperature of 255 K (corresponding to the
emitted infra-red radiation) is approximately 33 K.
Water vapour accounts for 21 K of this amount, carbon
dioxide 7 K, ozone 2 K, and other trace gases (nitrous
oxide, methane) about 3 K. The present global mean
surface temperature is 288 K, but the surface was
considerably warmer during the early evolution of the
earth, when the atmosphere contained large quantities
of methane, water vapour and ammonia. The largely
carbon dioxide atmosphere of Venus creates a 500 K
greenhouse effect on that planet.

Stratospheric ozone absorbs significant amounts of
both incoming ultraviolet radiation, harmful to life, and
outgoing terrestrial long-wave re-radiation, so that its
overall thermal role is a complex one. Its net effect on
earth surface temperatures depends on the elevation
at which the absorption occurs, being to some extent a
trade-off between short- and long-wave absorption in
that:

1 An increase of ozone above about 30 km absorbs
relatively more incoming short-wave radiation,
causing a net decrease of surface temperatures.

2 An increase of ozone below about 25 km absorbs
relatively more outgoing long-wave radiation,
causing a net increase of surface temperatures.

Long-wave radiation is not merely terrestrial in the
narrow sense. The atmosphere radiates to space, and
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Table 3.3 Influence of greenhouse gases on atmospheric temperature.

Gas Centres of Temperature increase Global warming potential
main absorption (K) for X2 present on a weight basis
bands (um) concentration (kg™! of air)t

Water vapour (H,0) 6.3-8.0, >15
(8.3-12.5)

Carbon dioxide (CO,) (5.2), (10), 14.7 3015 |

Methane (CH,) 6.52,7.66 0.3-0.4 Il

Ozone (O,) 4.7,9.6, (14.3) 0.9

Nitrous oxide (N,O) 7.78,8.56, 17.0 0.3 270

Chlorofluoromethanes

(CFCly) 4.66,9.22,11.826 0.1 3400
(CF,ClL) 8.68,9.13, 10.93 7100

Notes: “ Important in moist atmospheres.
1 Refers to direct annual radiative forcing for the surface-troposphere system.

Sources: After Campbell; Ramanathan; Lashof and Ahuja; Luther and Ellingson; IPCC (1992).

THE GREENHOUSE EFFECT

The natural greenhouse effect of the earth’s atmosphere is attributable primarily to water vapour. It accounts for 2| K
of the 33 K difference between the effective temperature of a dry atmosphere and the real atmosphere through the
trapping of infra-red radiation. Water vapour is strongly absorptive around 2.4-3. | um, 4.5-6.5 um and above |6 um.
The concept of greenhouse gas-induced warming is commonly applied to the effects of the increases in atmospheric
carbon dioxide concentrations resutting from anthropogenic activities, principally the burning of fossil fuels. Sverre Arrhenius
in Sweden drew attention to this possibility in |896, but observational evidence was forthcoming only some forty years
later (Callendar, 1938, 1959). However, a careful record of of atmospheric concentrations of carbon dioxide was lacking
until Charles Keeling installed calibrated instruments at the Mauna Loa Observatory, Hawaii, in [957. Within a decade,
these observations became the global benchmark . They showed an annual cycle of about 5 ppm at the Observatory,
caused by the biospheric uptake and release, and the c. 0.5 per cent annual increase in CO, from 315 ppm in 1957 to
370 ppm in 2001, due to fossil fuel burning. The annual increase is about half of the total emission due to CO, uptake
by the oceans and the land biosphere. The principal absorption band for radiation by carbon dioxide is around [4-16
um, but there are others at 2.6 and 4.2 um. Most of the effect of increasing CO, concentration is by enhanced absorption
in the latter, as the main band is almost saturated. The sensitivity of mean global air temperature to a doubling of CO,
inthe range 2 to 5°C, while a removal of all atmospheric CO, might lower the mean surface temperature by more than
[0°C.

The important role of other trace greenhouse gases (methane and fluorocarbons) recognized in the |980s and
many additional trace gases began to be monitored and their past histories reconstructed from ice core records. These
show that the pre-industrial level of CO, was 280 ppm and methane 750 ppb; these values decreased to about 180
ppm and 350 ppb, respectively, during the maximum phases of continental glaciation in the Ice Age.

The positive feedback effect of CO, which involves greenhouse gas-induced warming leading to an enhanced
hydrological cycle with a larger atmospheric vapour content and therefore further warming, is still not well resolved
quantitatively.
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clouds are particularly effective since they act as black
bodies. For this reason, cloudiness and cloud-top tem-
perature can be mapped from satellites by day and by
night using infra-red sensors (see Plates 2, 3 and 15,
where high clouds appear cold). Radiative cooling of
cloud layers averages about 1.5°C per day.

For the globe as a whole, satellite measurements
show that in cloud-free conditions the mean absorbed
solar radiation is approximately 285W m~2, whereas the
emitted terrestrial radiation is 265W m™. Including
cloud-covered areas, the corresponding global values
are 235 W m? for both terms. Clouds reduce the
absorbed solar radiation by 50 W m2, but reduce the
emitted radiation by only 30 W m2. Hence global cloud
cover causes a net radiative loss of about 20 W m 2, due
to the dominance of cloud albedo reducing short-wave
radiation absorption. In lower latitudes this effect is
much larger (up to =50 to —100 W m~2), whereas in
high latitudes the two factors are close to balance, or
the increased infra-red absorption by clouds may lead
to a small positive value. These results are important
in terms of changing concentrations of greenhouse
gases, since the net radiative forcing by cloud cover
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is four times that expected from CO, doubling (see
Chapter 13).

D HEAT BUDGET OF THE EARTH

We can now summarize the net effect of the transfers of
energy in the earth—atmosphere system averaged over
the globe and over an annual period.

The incident solar radiation averaged over the
globe is

Solar constant X 72 / 412

where r =radius of the earth and 4772 is the surface area
of a sphere. This figure is approximately 342 W m2,
or 11 X 10°Jm2yr ! (10°J=1GJ); for convenience we
will regard it as 100 units. Referring to Figure 3.21,
incoming radiation is absorbed in the stratosphere
(3 units), by ozone mainly, and 20 units are absorbed in
the troposphere by carbon dioxide (1), water vapour
(13), dust (3) and water droplets in clouds (3). Twenty
units are reflected back to space from clouds, which
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Figure 3.21 The balance of the atmospheric energy budget. The transfers are explained in the text. Solid lines indicate energy gains
by the atmosphere and surface in the left-hand diagram and the troposphere in the right-hand diagram. The exchanges are referred
to 100 units of incoming solar radiation at the top of the atmosphere (equal to 342 W m~2).

Source: After Kiehl and Trenberth (1997) From Bulletin of the American Meteorological Society, by permission of the American Meteorological

Society.
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Figure 3.22 Planetary short- and long-wave radiation (W™?). (A) Mean annual absorbed short-wave radiation for the period April
1979 to March 1987. (B) Mean annual net planetary long-wave radiation (L, ) on a horizontal surface at the top of the atmosphere.

Sources: (A) Ardanuy et al. (1992) and Kyle et al. (1993) From Bulletin of the American Meteorological Society, by permission of the American

Meteorological Society. (B) Stephens et al. (1981).

cover about 62 per cent of the earth’s surface on average.
A further nine units are similarly reflected from the
surface and three units are returned by atmospheric
scattering. The total reflected radiation is the planetary
albedo (31 per cent or 0.31). The remaining forty-nine
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units reach the earth either directly (O =28) or as diffuse
radiation (¢ = 21) transmitted via clouds or by down-
ward scattering.

The pattern of outgoing terrestrial radiation is quite
different (see Figure 3.22). The black-body radiation,



assuming a mean surface temperature of 288 K, is
equivalent to 114 units of infra-red (long-wave) radi-
ation. This is possible since most of the outgoing
radiation is reabsorbed by the atmosphere; the net loss
of infra-red radiation at the surface is only nineteen
units. These exchanges represent a time-averaged state
for the whole globe. Recall that solar radiation affects
only the sunlit hemisphere, where the incoming radi-
ation exceeds 342 W m2. Conversely, no solar radiation
is received by the night-time hemisphere. Infra-red
exchanges continue, however, due to the accumulated
heat in the ground. Only about twelve units escape
through the atmospheric window directly from the
surface. The atmosphere itself radiates fifty-seven units
to space (forty-eight from the emission by atmospheric
water vapour and CO, and nine from cloud emission),
giving a total of sixty-nine units (L, ); the atmosphere in
turn radiates ninety-five units back to the surface (L );
thus L +L,= L, isnegative.

These radiation transfers can be expressed symbol-
ically:

R=Q+q9(l-a)+L,

where R = net radiation, (Q + ¢) = global solar
radiation, a = albedo and L = net long-wave radiation.
At the surface, R, = 30 units. This surplus is conveyed
to the atmosphere by the turbulent transfer of sensible
heat, or enthalpy (seven units), and latent heat (twenty-
three units):

R,=LE+H

where H = sensible heat transfer and LE = latent heat
transfer. There is also a flux of heat into the ground (B.5,
this chapter), but for annual averages this is approx-
imately zero.

Figure 3.22 summarizes the total balances at the
surface (£ 144 units) and for the atmosphere (+ 152
units). The total absorbed solar radiation and emitted
radiation for the entire earth—atmosphere system is
estimated to be £7 GJ m2 yr'! (+ 69 units). Various
uncertainties are still to be resolved in these estimates.
The surface short-wave and long-wave radiation
budgets have an uncertainty of about 20 W m 2, and the
turbulent heat fluxes of about 10 W m2,

Satellite measurements now provide global views
of the energy balance at the top of the atmosphere. The
incident solar radiation is almost symmetrical about the
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equator in the annual mean (cf. Table 3.1). The mean
annual totals on a horizontal surface at the top of the
atmosphere are approximately 420 W m 2 at the equator
and 180 W m™ at the poles. The distribution of the
planetary albedo (see Figure 3.13B) shows the lowest
values over the low-latitude oceans compared with the
more persistent areas of cloud cover over the continents.
The highest values are over the polar ice-caps. The
resulting planetary short-wave radiation ranges from
340 Wm™ at the equator to 80 Wm at the poles. The
net (outgoing) long-wave radiation (Figure 3.22B)
shows the smallest losses where the temperatures are
lowest and highest losses over the largely clear skies
of the Saharan desert surface and over low-latitude
oceans. The difference between Figure 3.22A and 3.22B
represents the net radiation of the earth—atmosphere
system which achieves balance about latitude 30°. The
consequences of a low-latitude energy surplus and a
high-latitude deficit are examined below.

The diurnal and annual variations of temperature are
related directly to the local energy budget. Under clear
skies, in middle and lower latitudes, the diurnal regime
ofradiative exchanges generally shows a midday maxi-
mum of absorbed solar radiation (see Figure 3.23A). A
maximum of infra-red (long-wave) radiation (see Figure
3.1) is also emitted by the heated ground surface at
midday, when it is warmest. The atmosphere re-radiates
infra-red radiation downward, but there is a net loss at
the surface (L,). The difference between the absorbed
solar radiation and L _ is the net radiation, R ; this is
generally positive between about an hour after sunrise
and an hour or so before sunset, with a midday maxi-
mum. The delay in the occurrence of the maximum
air temperature until about 14:00 hours local time
(Figure 3.23B) is caused by the gradual heating of the
air by convective transfer from the ground. Minimum R,
occurs in the early evening, when the ground is still
warm; there is a slight increase thereafter. The temper-
ature decrease after midday is slowed by heat supplied
from the ground. Minimum air temperature occurs
shortly after sunrise due to the lag in the transfer of heat
from the surface to the air. The annual pattern of the net
radiation budget and temperature regime is closely
analogous to the diurnal one, with a seasonal lag in the
temperature curve relative to the radiation cycle, as
noted above (p. 47).

There are marked latitudinal variations in the diurnal
and annual ranges of temperature. Broadly, the annual
range is a maximum in higher latitudes, with extreme
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Figure 3.23 Curves showing diurnal variations of radiant energy
and temperature. (A) Diurnal variations in absorbed solar radiation
and infra-red radiation in the middle and low latitudes. (B) Diurnal
variations in net radiation and air temperature in the middle and
low latitudes. (C) Annual (A) and diurnal (D) temperature ranges
as a function of latitude and of continental (C) or maritime (M)
location.

Source: (C) from Paffen (1967).
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Figure 3.24 The mean annual temperature range (°C) at the earth's surface.

Source: Monin, Crowley and North (1991). Courtesy of the World Meteorological Organization.

values about 65°N related to the effects of continentality
and distance to the ocean in interior Asia and North
America (Figure 3.24). In contrast, in low latitudes the
annual range differs little between land and sea because
of the thermal similarity between tropical rainforests
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and tropical oceans. The diurnal range is a maximum
over tropical land areas, but it is in the equatorial zone
that the diurnal variation of heating and cooling exceeds
the annual one (Figure 3.23C), due to the small seasonal
change in solar elevation angle at the equator.



E ATMOSPHERIC ENERGY AND
HORIZONTAL HEAT TRANSPORT

So far, we have given an account of the earth’s heat
budget and its components. We have already referred
to two forms of energy: internal (or heat) energy, due to
the motion of individual air molecules, and latent
energy, which is released by condensation of water
vapour. Two other forms of energy are important:
geopotential energy due to gravity and height above the
surface, and kinetic energy associated with air motion.

Geopotential and internal energy are interrelated,
since the addition of heat to an air column not only
increases its internal energy but also adds to its
geopotential as a result of the vertical expansion of the
air column. In a column extending to the top of the
atmosphere, the geopotential is approximately 40 per
cent of the internal energy. These two energy forms are
therefore usually considered together and termed the
total potential energy (PE). For the whole atmosphere

potential energy = 10%*J
kinetic energy = 10'°J

In a later section (Chapter 6C), we shall see how
energy is transferred from one form to another, but here
we consider only heat energy. It is apparent that the
receipt of heat energy is very unequal geographically
and that this must lead to great lateral transfers of energy
across the surface of the earth. In turn, these transfers
give rise, at least indirectly, to the observed patterns of
global weather and climate.

The amounts of energy received at different latitudes
vary substantially, the equator on the average receiving
2.5 times as much annual solar energy as the poles.
Clearly, if this process were not modified in some way
the variations in receipt would cause a massive accu-
mulation of heat within the tropics (associated with
gradual increases of temperature) and a corresponding
deficiency at the poles. Yet this does not happen, and the
earth as a whole is approximately in a state of thermal
equilibrium. One explanation of this equilibrium could
be that for each region of the world there is equalization
between the amount of incoming and outgoing radi-
ation. However, observation shows that this is not so
(Figure 3.25), because, whereas incoming radiation
varies appreciably with changes in latitude, being
highest at the equator and declining to a minimum at the
poles, outgoing radiation has a more even latitudinal
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Figure 3.25 A meridional illustration of the balance between
incoming solar radiation and outgoing radiation from the earth and
atmosphere* in which the zones of permanent surplus and deficit
are maintained in equilibrium by a poleward energy transfer.t

Sources: *Data from Houghton; after Newell (1964) and Scientific
American. TAfter Gabites.

distribution owing to the rather small variations in
atmospheric temperature. Some other explanation there-
fore becomes necessary.

I The horizontal transport of heat

If the net radiation for the whole earth—atmosphere
system is calculated, it is found that there is a positive
budget between 35°S and 40°N, as shown in Figure
3.26C. The latitudinal belts in each hemisphere sepa-
rating the zones of positive and negative net radiation
budgets oscillate dramatically with season (Figure
3.26A and B). As the tropics do not get progressively
hotter or the high latitudes colder, a redistribution
of world heat energy must occur constantly, taking
the form of a continuous movement of energy from the
tropics to the poles. In this way the tropics shed their
excess heat and the poles, being global heat sinks, are
not allowed to reach extremes of cold. If there were
no meridional interchange of heat, a radiation balance
at each latitude would be achieved only if the equator
were 14°C warmer and the North Pole 25°C colder than
today. This poleward heat transport takes place within
the atmosphere and oceans, and it is estimated that
the former accounts for approximately two-thirds of the
required total. The horizontal transport (advection of
heat) occurs in the form of both latent heat (that is, water
vapour, which subsequently condenses) and sensible
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Figure 3.26 Mean net planetary radia-
tion budget (R ) (W m~2) for a horizontal
surface at the top of the atmosphere
(i.e. for the earth—atmosphere system).
(A) January. (B) July. (C) Annual.

Sources: Ardanuy et al. (1992) and Kyle et
al. (1993). Stephens et al. (1981). (A), (B)
By permission of the American Geophysical
Union. (C) From Bulletin of the American
- | Meteorological Society, by permission of the
165°W 120°W 3 z °E y American Meteorological Society.
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heat (that is, warm airmasses). It varies in intensity
according to the latitude and the season. Figure 3.27B
shows the mean annual pattern of energy transfer by the
three mechanisms. The latitudinal zone of maximum
total transfer rate is found between latitudes 35° and 45°
in both hemispheres, although the patterns for the indi-
vidual components are quite different from one another.
The latent heat transport, which occurs almost wholly in
the lowest 2 or 3 km, reflects the global wind belts
on either side of the subtropical high-pressure zones
(see Chapter 7B). The more important meridional
transfer of sensible heat has a double maximum not only
latitudinally but also in the vertical plane, where there
are maxima near the surface and at about 200 mb. The
high-level transport is particularly significant over the
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Figure 3.27 (A) Net radiation balance for the earth'’s surface of
101 W m~ (incoming solar radiation of 156 W m=, minus
outgoing long-wave energy to the atmosphere of 55 W m~2); for
the atmosphere of —1 0| W m~ (incoming solar radiation of 84 W
m~2, minus outgoing long-wave energy to space of 185 W m2);
and for the whole earth—atmosphere system of zero. (B) The
average annual latitudinal distribution of the components of the
poleward energy transfer (in 10'> W) in the earth-atmosphere
system.

Source: From Sellers (1965).

SOLAR RADIATION

subtropics, whereas the primary latitudinal maximum
of about 50° to 60°N is related to the travelling low-
pressure systems of the westerlies.

The intensity of the poleward energy flow is closely
related to the meridional (that is, north—south) temper-
ature gradient. In winter this temperature gradient is at
a maximum, and in consequence the hemispheric air
circulation is most intense. The nature of the complex
transport mechanisms will be discussed in Chapter 7C.

As shown in Figure 3.27B, ocean currents account
for a significant proportion of the poleward heat transfer
in low latitudes. Indeed, recent satellite estimates of the
required total poleward energy transport indicate that
the previous figures are too low. The ocean transport
may be 47 per cent of the total at 30 to 35°N and as much
as 74 per cent at 20°N; the Gulf Stream and Kuro Shio
currents are particularly important. In the southern
hemisphere, poleward transport is mainly in the Pacific
and Indian Oceans (see Figure 8.30). The energy budget
equation for an ocean area must be expressed as

R=LE+H+G+AA

where A4 =horizontal advection of heat by currents and
G = the heat transferred into or out of storage in the
water. The storage is more or less zero for annual
averages.

2 Spatial pattern of the heat budget
components

The mean latitudinal values of the heat budget compo-
nents discussed above conceal wide spatial variations.
Figure 3.28 shows the global distribution of the annual
net radiation at the surface. Broadly, its magnitude
decreases poleward from about 25° latitude. However,
as aresult of the high absorption of solar radiation by the
sea, net radiation is greater over the oceans — exceeding
160 W m~2 in latitudes 15 to 20° — than over land areas,
where it is about 80 to 105 W m™ in the same latitudes.
Net radiation is also lower in arid continental areas
than in humid ones, because in spite of the increased
insolation receipts under clear skies there is at the same
time greater net loss of terrestrial radiation.

Figures 3.29 and 3.30 show the annual vertical
transfers of latent and sensible heat to the atmosphere.
Both fluxes are distributed very differently over land
and seas. Heat expenditure for evaporation is at a maxi-
mum in tropical and subtropical ocean areas, where it
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Figure 3.28 Global distribution of the annual net radiation at the surface, in W m2.

Source: After Budyko et al. (1962).
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Figure 3.29 Global distribution of the vertical transfer of latent heat, in W m2.

Source: After Budyko et al. (1962).
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Figure 3.30 Global distribution of the vertical transfer of sensible heat, in W m2,

Source: After Budyko et al. (1962).

exceeds 160 W m™. It is less near the equator, where
wind speeds are somewhat lower and the air has a
vapour pressure close to the saturation value (see
Chapter 3A). It is clear from Figure 3.29 that the major
warm currents greatly increase the evaporation rate. On
land, the latent heat transfer is largest in hot, humid
regions. It is least in arid areas with low precipitation
and in high latitudes, where there is little available
energy.

The largest exchange of sensible heat occurs over
tropical deserts, where more than 80 W m is trans-
ferred to the atmosphere (see Figure 3.30). In contrast
to latent heat, the sensible heat flux is generally small
over the oceans, reaching only 25-40 W m2 in areas of
warm currents. Indeed, negative values occur (transfer
to the ocean) where warm continental airmasses move
offshore over cold currents.

SUMMARY

Almost all energy affecting the earth is derived from solar
radiation, which is of short wavelength (<4 um) due to

the high temperature of the sun (6000 K) (i.e. Wien's
Law). The solar constant has a value of approximately
1368 W m2. The sun and the earth radiate almost as
black bodies (Stefan's Law, F = oT*), whereas the
atmospheric gases do not. Terrestrial radiation, from
an equivalent black body, amounts to only about 270
W m~2 due to its low radiating temperature (263 K);
this is infra-red (long-wave) radiation between 4 and
100 um. Water vapour and carbon dioxide are the
major absorbing gases for infra-red radiation, whereas
the atmosphere is largely transparent to solar radiation
(the greenhouse effect). Trace gas increases are now
augmenting the ‘natural’ greenhouse effect (33 K). Solar
radiation is lost by reflection, mainly from clouds, and by
absorption (largely by water vapour). The planetary
albedois 3| per cent; 49 per cent of the extraterrestrial
radiation reaches the surface. The atmosphere is heated
primarily from the surface by the absorption of
terrestrial infra-red radiation and by turbulent heat
transfer. Temperature usually decreases with height at
an average rate of about 6.5°C/km in the troposphere.
In the stratosphere and thermosphere, it increases with
height due to the presence of radiation absorbing gases.
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The excess of net radiation in lower latitudes leads
to a poleward energy transport from tropical latitudes
by ocean currents and by the atmosphere. This is in
the form of sensible heat (warm airmasses/ocean
water) and latent heat (atmospheric water vapour). Air
temperature at any point is affected by the incoming
solar radiation and other vertical energy exchanges,
surface properties (slope, albedo, heat capacity), land
and sea distribution and elevation, and also by horizontal
advection due to airmass movements and ocean
currents.

DISCUSSION TOPICS

Explain the respective roles of the earth’s orbit about
the sun and the tilt of the axis of rotation for global
climate.

Explain the differences between the transmission of
solar and terrestrial radiation by the atmosphere.

What is the relative importance of incoming solar
radiation, turbulent energy exchanges and other
factors in determining local daytime temperatures?

Consider the role of clouds in global climate from a
radiative perspective.

What effects do ocean currents have on regional
climates? Consider the mechanisms involved for
both warm and cold currents.

Explain the concept of ‘continentality’. What
climatic processes are involved and how do they
operate?
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Atmospheric moisture budget

Learning objectives
When you have read this chapter you will:

Be familiar with the major atmospheric components of the hydrological cycle,
Know the main controls of evaporation and condensation,
Be aware of the spatial and temporal characteristics of moisture in the atmosphere, evaporation and

precipitation,

Know the different forms of precipitation and typical statistical characteristics,
Know the major geographical and altitudinal patterns of precipitation and their basic causes,
Understand the nature and characteristics of droughts.

This chapter considers the role of water in its various
phases (solid, liquid and vapour) in the climate system
and the transfers (or cycling) of water between the major
reservoirs — the oceans, the land surface and the atmos-
phere. We discuss measures of humidity, large-scale
moisture transport, moisture balance, evaporation and
condensation.

A THE GLOBAL HYDROLOGICAL CYCLE

The global hydrosphere consists of a series of reservoirs
interconnected by water cycling in various phases.
These reservoirs are the oceans; ice sheets and glaciers;
terrestrial water (rivers, soil moisture, lakes and ground
water); the biosphere (water in plants and animals); and
the atmosphere. The oceans, with a mean depth of 3.8
km and covering 71 per cent of the earth’s surface, hold
97 per cent of all the earth’s water (23.4 X 10° km?).
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Approximately 70 per cent of the total fresh water is
locked up in ice sheets and glaciers, while almost all of
the remainder is ground water. It is an astonishing fact
that rivers and lakes hold only 0.3 per cent of all fresh
water and the atmosphere a mere 0.04 per cent (Figure
4.1). The average residence time of water within these
reservoirs varies from hundreds or thousands of years
for the oceans and polar ice to only about ten days for
the atmosphere. Water cycling involves evaporation,
the transport of water vapour in the atmosphere, conden-
sation, precipitation and terrestrial runoff. The equations
of the water budget for the atmosphere and for the
surface are respectively:

AQ=E-P + D,
and

AS=P—-E—-r
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Figure 4.1 The hydrological cycle and water storage of the globe. The exchanges in the cycle are referred to |00 units, which equal
the mean annual global precipitation of | 130 mm. The percentage storage figures for atmospheric and continental water are percentages
of all fresh water. The saline ocean waters make up 97 per cent of all water. The horizontal advection of water vapour indicates the

net transfer.

Source: From More (1967) updated after Korzun (1978).

where AQ is the time change of moisture in an
atmospheric column, E =evaporation, P = precipitation,
D, = moisture divergence out of the column, AS =
surface storage of water, and r = runoff. For short-term
processes, the water balance of the atmosphere may be
assumed to be in equilibrium; however, over periods of
tens of years, global warming may increase its water
storage capacity.

Because of its large heat capacity, the global occur-
rence and transport of water is closely linked to global
energy. Atmospheric water vapour is responsible for the
bulk of total global energy lost into space by infra-red
radiation. Over 75 per cent of the energy input from the
surface into the atmosphere is a result of the liberation
of latent heat by condensation and, principally, the
production of rainfall.

The average storage of water vapour in the atmos-
phere (Table 4.1), termed the precipitable water content
(about 25 mm), is sufficient for only ten days’ supply of

Table 4.1 Mean water content of the atmosphere
(in mm of rainfall equivalent).

Northern Southern World
hemisphere  hemisphere
January 19 25 22
July 34 20 27

Source: After Sutcliffe (1956).

rainfall over the earth as a whole. However, intense
(horizontal) influx of moisture into the air over a given
region makes possible short-term rainfall totals greatly
in excess of 30 mm. The phenomenal record total of
1870 mm fell on the island of Réunion, off Madagascar,
during twenty-four hours in March 1952, and much
greater intensities have been observed over shorter
periods (see E.2a, this chapter).
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B HUMIDITY

I Moisture content

Atmospheric moisture comprises water vapour, and
water droplets and ice crystals in clouds. Moisture con-
tent is determined by local evaporation, air temperature
and the horizontal atmospheric transport of moisture.
Cloud water, on average, amounts to only 4 per cent
of atmospheric moisture. The moisture content of
the atmosphere can be expressed in several ways, apart
from the vapour pressure (p. 24), depending on which
aspect the user wishes to emphasize. The total mass
of water in a given volume of air (i.e. the density of the
water vapour) is one such measure. This is termed
the absolute humidity (r,) and is measured in grams
per cubic metre (g m3). Volumetric measurements are
seldom used in meteorology and more convenient is the
mass mixing ratio (x). This is the mass of water vapour
in grams per kilogram of dry air. For most practical
purposes, the specific humidity (q) is identical, being
the mass of vapour per kilogram of air, including its
moisture.

More than 50 per cent of atmospheric moisture
content is below 850 mb (approximately 1450 m) and
more than 90 per cent below 500 mb (5575 m). Figure
4.2 illustrates typical vertical distributions in spring in
middle latitudes. It is also apparent that the seasonal
effect is most marked in the lowest 3000 m (i.e. below
700 mb). Air temperature sets an upper limit to water
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Figure 4.2 The vertical variation of atmospheric vapour content
(g/kg) at Tucson, AZ and Miami, FL at 12 UTC on 27 March 2002.
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vapour pressure — the saturation value (i.e. 100 per cent
relative humidity); consequently we may expect the
distribution of mean vapour content to reflect this
control. In January, minimum values of 1-2 mm
(equivalent depth of water) occur in northern continental
interiors and high latitudes, with secondary minima of
5—10 mm in tropical desert areas, where there is sub-
siding air (Figure 4.3). Maximum vapour contents
of 50—60 mm are over southern Asia during the summer
monsoon and over equatorial latitudes of Africa and
South America.

Another important measure is relative humidity (),
which expresses the actual moisture content of a sample
of air as a percentage of that contained in the same
volume of saturated air at the same temperature. The
relative humidity is defined with reference to the mixing
ratio, but it can be determined approximately in several
ways:

X q e
r=—2X100<— X 100 <— X 100

X q, e

s s

where the subscript s refers to the respective saturation
values at the same temperature; e denotes vapour
pressure.

A further index of humidity is the dew-point tem-
perature. This is the temperature at which saturation
occurs if air is cooled at constant pressure without
addition or removal of vapour. When the air temperature
and dew point are equal the relative humidity is 100 per
cent, and it is evident that relative humidity can also be
determined from:

e, at dew-point
X 100

e at air temperature

The relative humidity of a parcel of air will change if
either its temperature or its mixing ratio is changed. In
general, the relative humidity varies inversely with
temperature during the day, tending to be lower in the
early afternoon and higher at night.

Atmospheric moisture can be measured by at least
five types of instrument. For routine measurements
the wet-bulb thermometer is installed in a louvred
instrument shelter (Stevenson screen). The bulb of the
standard thermometer is wrapped in muslin, which is
kept moist by a wick from a reservoir of pure water. The
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evaporative cooling of this wet bulb gives a reading
that can be used in conjunction with a simultaneous
dry-bulb temperature reading to calculate the dew-point
temperature. A similar portable device — the aspirated
psychrometer — uses a forced flow of air at a fixed rate
over the dry and wet bulbs. A sophisticated instrument
for determining the dew-point, based on a different
principle, is the dew-point hygrometer. This detects
when condensation first occurs on a cooled surface. Two
other types of instrument are used to determine relative
humidity. The hygrograph utilizes the expansion/
contraction of a bundle of human hair, in response
to humidity, to register relative humidity continuously
by a mechanical coupling to a pen arm marking on a
rotating drum. It has an accuracy of £+ 5 to 10 per cent.

90° E 180°

For upper air measurements, a lithium chloride element
detects changes in electrical resistance to vapour pres-
sure differences. Relative humidity changes are accurate
within £ 3 per cent.

2 Moisture transport

The atmosphere transports moisture horizontally as
well as vertically. Figure 4.1 shows a net transport
from oceans to land areas. Moisture must also be trans-
ported meridionally (south—north) in order to maintain
the required moisture balance at a given latitude
(i.e. evaporation — precipitation = net horizontal tran-
sport of moisture into an air column). Comparison of
annual average precipitation and evaporation totals
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Figure 4.4 Meridional aspects of
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for latitude zones shows that in low and middle latitudes
P > E, whereas in the subtropics P < E (Figure 4.4A).
These regional imbalances are maintained by net
moisture transport into (convergence) and out of (diver-
gence) the respective zones (D, where divergence
is positive):

Q

A prominent feature is the equatorward transport into
low latitudes and the poleward transport in middle
latitudes (Figure 4B). Atmospheric moisture is trans-
ported by the global westerly wind systems of middle
latitudes towards higher latitudes and by the easterly
trade wind systems towards the equatorial region (see
Chapter 7). There is also significant exchange of
moisture between the hemispheres. During June to
August there is a moisture transport northward across
the equator of 18.8 X 10% kg s7!; during December to
February the southward transport is 13.6 X 108 kg s7'.
The net annual south to north transport is 3.2 X
108 kg s!, giving an annual excess of net precipitation
in the northern hemisphere of 39 mm. This is returned
by terrestrial runoff into the oceans.
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It is important to stress that local evaporation is, in
general, not the major source of local precipitation. For
example, 32 per cent of the summer season precipitation
over the Mississippi River basin and between 25 and
35 per cent of that over the Amazon basin is of ‘local’
origin, the remainder being transported into these basins
by moisture advection. Even when moisture is available
in the atmosphere over a region, only a small portion of
itis usually precipitated. This depends on the efficiency
of the condensation and precipitation mechanisms, both
microphysical and large scale.

Using atmospheric sounding data on winds and
moisture content, global patterns of average water
vapour flux divergence (i.e. E— P > () or convergence
(i.e. E— P < 0) can be determined. The distribution of
atmospheric moisture ‘sources’ (i.e. P < E) and ‘sinks’
(i.e. P> E) form an important basis for understanding
global climates. Strong divergence (outflow) of mois-
ture occurs over the northern Indian Ocean in summer,
providing moisture for the monsoon. Subtropical diver-
gence zones are associated with the high-pressure areas.
The oceanic subtropical highs are evaporation sources;
divergence over land may reflect underground water
supply or may be artefacts of sparse data.



C EVAPORATION

Evaporation (including transpiration from plants) pro-
vides the moisture input into the atmosphere; the oceans
provide 87 per cent and the continents 13 per cent.

The highest annual values (1500 mm), averaged
zonally around the globe, occur over the tropical oceans,
associated with trade wind belts, and over equatorial
land areas in response to high solar radiation receipts
and luxuriant vegetation growth (Figure 4.5A). The
larger oceanic evaporative losses in winter, for each
hemisphere (Figure 4.5B), represent the effect of out-
flows of cold continental air over warm ocean currents
in the western North Pacific and North Atlantic (Figure
4.6) and stronger trade winds in the cold season of the
southern hemisphere.

Evaporation requires an energy source at a surface
that is supplied with moisture; the vapour pressure in
the air must be below the saturated value (e ); and air
motion removes the moisture transferred into the surface
layer of air. As illustrated in Figure 2.14, the saturation
vapour pressure increases with temperature. The change
in state from liquid to vapour requires energy to be
expended in overcoming the intermolecular attractions

ATMOSPHERIC MOISTURE BUDGET

of the water particles. This energy is often acquired by
the removal of heat from the immediate surroundings,
causing an apparent heat loss (latent heat), as discussed
on p. 55, and a consequent drop in temperature. The
latent heat of vaporization needed to evaporate 1 kg of
water at 0°C is 2.5 X 10° J. Conversely, condensation
releases this heat, and the temperature of an airmass in
which condensation is occurring is increased as the
water vapour reverts to the liquid state.

The diurnal range of temperature can be moderated
by humid air, when evaporation takes place during the
day and condensation at night. The relationship of
saturation vapour pressure to temperature (Figure 2.14)
means that evaporation processes limit low latitude
ocean surface temperature (i.e. where evaporation is at
a maximum) to values of about 30°C. This plays an
important role in regulating the temperature of ocean
surfaces and overlying air in the tropics.

The rate of evaporation depends on a number of
factors, the two most important of which are the differ-
ence between the saturation vapour pressure at the water
surface and the vapour pressure of the air, and the
existence of a continual supply of energy to the surface.
Wind velocity also affects the evaporation rate, because
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Figure 4.5 Zonal distribution of mean evaporation (mm/year): (A) annually for the ocean and land surfaces, and (B) over the oceans

for December to February and June to August.

Sources: After Peixoto and Oort (1983). From Variations in the Global Water Budget, ed. A. Street-Perrott, M. Beran and R. Ratcliffe (1983),
Fig. 22. Copyright © D. Reidel, Dordrecht, by kind permission of Kluwer Academic Publishers. Also partly from Sellers (1965).
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Figure 4.6 Mean evaporation (mm) for January and July.

Source: After M.I. Budyko, Heat Budget Atlas of the Earth (1958).

the wind is generally associated with the advection
of unsaturated air, which will absorb the available
moisture.

Water loss from plant surfaces, chiefly leaves, is a
complex process termed transpiration. It occurs when
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the vapour pressure in the leaf cells is greater than the
atmospheric vapour pressure. It is vital as a life function
in that it causes a rise of plant nutrients from the soil
and cools the leaves. The cells of the plant roots can
exert an osmotic tension of up to about 15 atmospheres



upon the water films between the adjacent soil particles.
As these soil water films shrink, however, the tension
within them increases. If the tension of the soil films
exceeds the osmotic root tension, the continuity of the
plant’s water uptake is broken and wilting occurs.
Transpiration is controlled by the atmospheric factors
that determine evaporation as well as by plant factors
such as the stage of plant growth, leaf area and leaf
temperature, and also by the amount of soil moisture
(see Chapter 12C). It occurs mainly during the day,
when the stomata (small pores in the leaves), through
which transpiration takes place, are open. This opening
is determined primarily by light intensity. Transpiration
naturally varies greatly with season, and during the
winter months in mid-latitudes conifers lose only 10 to
18 per cent of their total annual transpiration losses and
deciduous trees less than 4 per cent.

In practice, it is difficult to separate water evaporated
from the soil, intercepted moisture remaining on vege-
tation surfaces after precipitation and subsequently
evaporated, and transpiration. For this reason, evapo-
ration, or the compound term evapotranspiration, may
be used to refer to the total loss. Over land, annual
evaporation is 52 per cent due to transpiration, 28 per
cent soil evaporation and 20 per cent interception.

Evapotranspiration losses from natural surfaces can-
not be measured directly. There are, however, various
indirect methods of assessment, as well as theoretical
formulae. One method of estimation is based on the
moisture balance equation at the surface:

P-E=r+ AS

This can be applied to a gauged river catchment, where
precipitation and runoff are measured, or to a block of
soil. In the latter case we measure the percolation
through an enclosed block of soil with a vegetation
cover (usually grass) and record the rainfall upon it.
The block, termed a lysimeter, is weighed regularly
so that weight changes unaccounted for by rainfall or
runoff can be ascribed to evapotranspiration losses,
provided the grass is kept short! The technique allows
the determination of daily evapotranspiration amounts.
If the soil block is regularly ‘irrigated’ so that the vege-
tation cover is always yielding the maximum possible
evapotranspiration, the water loss is called the potential
evapotranspiration (or PE). More generally, PE may
be defined as the water loss corresponding to the avail-
able energy. Potential evapotranspiration forms the

ATMOSPHERIC MOISTURE BUDGET

basis for the climate classification developed by C. W.
Thornthwaite (see Appendix 1).

In regions where snow cover is long-lasting,
evaporation/sublimation from the snowpack can be
estimated by lysimeters sunk into the snow that are
weighed regularly.

A meteorological solution to the calculation of
evaporation uses sensitive instruments to measure the
net effect of eddies of air transporting moisture upward
and downward near the surface. In this ‘eddy correla-
tion’ technique, the vertical component of wind and the
atmospheric moisture content are measured simul-
taneously at the same level (say, 1.5 m) every few
seconds. The product of each pair of measurements is
then averaged over some time interval to determine the
evaporation (or condensation). This method requires
delicate rapid-response instruments, so it cannot be used
in very windy conditions.

Theoretical methods for determining evaporation
rates have followed two lines of approach. The first
relates average monthly evaporation (E) from large
water bodies to the mean wind speed () and the mean
vapour pressure difference between the water surface
and the air (¢, — e ) in the form:

E=K (e, —e)

where K is an empirical constant. This is termed the
aerodynamic approach because it takes account of the
factors responsible for removing vapour from the water
surface. The second method is based on the energy
budget. The net balance of solar and terrestrial radiation
at the surface (R)) is used for evaporation (£) and
the transfer of heat to the atmosphere (H). A small
proportion also heats the soil by day, but since nearly all
of'this is lost at night it can be disregarded. Thus:

R=LE+H

where L is the latent heat of evaporation (2.5 X 10°J
kg™). R can be measured with a net radiometer and
the ratio H/LE = B, referred to as Bowen’s ratio, can
be estimated from measurements of temperature and
vapour content at two levels near the surface. 3 ranges
from <0.1 for water to >10 for a desert surface. The
use of this ratio assumes that the vertical transfers of
heat and water vapour by turbulence take place with
equal efficiency. Evaporation is then determined from
an expression of the form:
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The most satisfactory climatological method devised
so far combines the energy budget and aerodynamic
approaches. In this way, H.L. Penman succeeded in
expressing evaporation losses in terms of four meteo-
rological elements that are measured regularly, at least
in Europe and North America. These are net radiation
(or an estimate based on duration of sunshine), mean air
temperature, mean air humidity and mean wind speed
(which limit the losses of heat and vapour from the
surface).

The relative roles of these factors are illustrated
by the global pattern of evaporation (see Figure 4.6).
Losses decrease sharply in high latitudes, where there is
little available energy. In middle and lower latitudes
there are appreciable differences between land and
sea. Rates are naturally high over the oceans in view of
the unlimited availability of water, and on a seasonal
basis the maximum rates occur in January over the
western Pacific and Atlantic, where cold continental
air blows across warm ocean currents. On an annual
basis, maximum oceanic losses occur about 15 to 20°N

and 10 to 20°S, in the belts of the constant trade winds
(see Figures 4.5B and 4.6). The highest annual losses,
estimated to be about 2000 mm, are in the western
Pacific and central Indian Ocean near 15°S (cf. Figure
3.30); 2460 MJ m~2 yr™' (78 W m™ over the year) are
equivalent to an evaporation of 900 mm of water. There
is a subsidiary equatorial minimum over the oceans,
as a result of the lower wind speeds in the doldrum
belt and the proximity of the vapour pressure in the air
to its saturation value. The land maximum occurs more
or less at the equator due to the relatively high solar
radiation receipts and the large transpiration losses from
the luxuriant vegetation of this region. The secondary
maximum over land in mid-latitudes is related to the
strong prevailing westerly winds.

The annual evaporation over Britain, calculated
by Penman’s formula, ranges from about 380 mm in
Scotland to 500 mm in parts of south and southeast
England. Since this loss is concentrated in the period
May to September, there may be seasonal water deficits
of 120 to 150 mm in these parts of the country neces-
sitating considerable use of irrigation water by farmers.
The annual moisture budget can also be determined
approximately by a bookkeeping method devised by
C.E. Thornthwaite, where potential evapotranspiration
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Figure 4.7 The average annual moisture budget for stations in western, central and eastern Britain determined by Thornthwaite’s
method. When potential evaporation exceeds precipitation soil moisture is used; at Berkhamsted in central England and Southend on
the east coast, this is depleted by July to August. Autumn precipitation excess over potential evaporation goes into replenishing the soil

moisture until field capacity is reached.

Source: From Howe (1956). Reprinted from Weather, by permission of the Royal Meteorological Society. Crown copyright ©.
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is estimated from mean temperature. Figure 4.7 illus-
trates this for stations in western, central and eastern
Britain (compare Figure 10.22). In the winter months
there is an excess of precipitation over evaporation; this
goes to recharging the soil moisture, and further surplus
runs off. In summer, when evaporation exceeds pre-
cipitation, soil moisture is used initially to maintain
evaporation at the potential value, but when this store is
depleted there is a water deficiency, as shown in Figure
4.7 for Southend.

In the United States, monthly moisture conditions are
commonly evaluated on the basis of the Palmer Drought
Severity Index (PDSI). This is determined from accumu-
lated weighted differences between actual precipitation
and the calculated amount required for evapotranspi-
ration, soil recharge and runoff. Accordingly, it takes
account of the persistence effects of drought situations.
The PDSI ranges from >4 (extremely moist) to <4
(extreme drought). Figure 4.8 indicates an oscillation
between drought and unusually moist conditions in
the continental USA during the period October 1992 to
August 1993.
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D CONDENSATION

Condensation is the direct cause of all the various forms
of precipitation. It occurs as a result of changes in air
volume, temperature, pressure or humidity. Four mech-
anisms may lead to condensation: (1) the air is cooled
to dew-point but its volume remains constant; (2) the
volume of the air is increased without addition of heat;
this cooling occurs because adiabatic expansion causes
energy to be consumed through work (see Chapter 5);
(3) a joint change of temperature and volume reduces
the moisture-holding capacity of the air below its
existing moisture content; or (4) evaporation adds
moisture to the air. The key to understanding conden-
sation lies in the fine balance that exists between these
variables. Whenever the balance between one or more
of these variables is disturbed beyond a certain limit,
condensation may result.

The most common circumstances favouring conden-
sation are those producing a drop in air temperature;
namely contact cooling, radiative cooling, mixing
of airmasses of different temperatures and dynamic
cooling of the atmosphere. Contact cooling occurs

RAINFALL

EXTREMELY MOIST
(4 or more)

VERY MOIST
(3t03.9)

UNUSUALLY MOIST
(2.0t02.9)

NEAR NORMAL
(1.9t +1.9)

Figure 4.8 Percentage of the conti-
nental USA affected by wet spells or
drought, based on the Palmer Index
(see scale on right), during the period
October 1992 to August 1993.
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SEVERE DROUGHT
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EXTREME DROUGHT Sources: US Clima}te Analysis Center and

(~4.0 or less) Lott (,l 994). Reprinted from \/\/eather,‘ by
permission of the Royal Meteorological

DROUGHT Society. Crown copyright ©.
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within warm, moist air passing over a cold land surface.
On a clear winter’s night, strong radiation will cool the
surface very quickly. This surface cooling extends grad-
ually to the moist lower air, reducing the temperature to
a point where condensation occurs in the form of dew,
fog or frost, depending on the amount of moisture
involved, the thickness of the cooling air layer and the
dew-point value. When the latter is below 0°C, it is
referred to as the hoar-frost point if the air is saturated
with respect to ice.

The mixing of contrasting layers within a single
airmass, or of two different airmasses, can also produce
condensation. Figure 4.9 indicates how the horizontal
mixing of two airmasses (A and B), of given temper-
ature and moisture characteristics, may produce an
airmass (C) that is supersaturated at the intermediate
temperature and consequently forms cloud. Vertical
mixing of an air layer, discussed in Chapter 5 (see
Figure 5.7), can have the same effect. Fog, or low
stratus, with drizzle — known as ‘crachin’ — is common
along the coasts of south China and the Gulf of Tonkin
between February and April. It develops either through
airmass mixing or warm advection over a colder surface.

The addition of moisture into the air near the surface
by evaporation occurs when cold air moves out over a
warm water surface. This can produce steam fog, which
is common in arctic regions. Attempts at fog dispersal
are one area where some progress has been made in local
weather modification. Cold fogs can be dissipated
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Figure 4.9 The effect of airmass mixing. The horizontal mixing
of two unsaturated airmasses (A) and (B) will produce one
supersaturated airmass (C). The saturation vapour pressure curve
is shown (cf. Figure 2. 14B, which is a semi-logarithmic plot).

Source: After Petterssen (1969).
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locally by the use of dry ice (frozen CO,) or the release
of propane gas through expansion nozzles to produce
freezing and the subsequent fall-out of ice crystals
(cf.p. 101). Warm fogs (i.e. having drops above freezing
temperatures) present bigger problems, but attempts at
dissipation have shown some limited success in evap-
orating droplets by artificial heating, the use of large
fans to draw down dry air from above, the sweeping out
of fog particles by jets of water, and the injection of
electrical charges into the fog to produce coagulation.

The most effective cause of condensation is undoubt-
edly the dynamic process of adiabatic cooling associated
with instability. This is discussed in Chapter 5.

E PRECIPITATION CHARACTERISTICS
AND MEASUREMENT

I Forms of precipitation

Strictly, precipitation refers to all liquid and frozen
forms of water. The primary ones are:

Rain Falling water drops with a diameter of at least
0.5 mm and typically 2 mm; droplets of less
than 0.5 mm are termed drizzle. Rainfall has
an accumulation rate of 21 mm/hour. Rain
(or drizzle) that falls on a surface at subzero
temperature forms a glazed ice layer and is
termed fireezing rain. During the protracted
‘ice storm’ of 5-9 January 1998 in the north-
eastern United States and eastern Canada,
some areas received up to 100 mm of freezing
rain.

Ice crystals falling in branched clusters as
snowflakes. Wet snow has crystals bonded by
liquid water in interior pores and crevices.
Individual crystals have a hexagonal form
(needles or platelets, see Plate 10). At low
temperatures (—40°C), crystals may float in
the air, forming ‘diamond dust’.

Hard pellets, balls or irregular lumps of ice,
at least 5 mm across, formed of alternating
shells of opaque and clear ice. The core of a
hailstone is a frozen water drop (ice pellet)
or an ice particle (graupel).

Snow pellets, opaque conical or rounded ice
particles 2 to 5 mm in diameter formed by
aggregation.

Snow

Hail

Graupel



Sleet Refers in the UK to a rain—snow mixture;
in North America, to small translucent ice
pellets (frozen raindrops) or snowflakes that
have melted and refrozen.

Condensation droplets on the ground surface
or grass, deposited when the surface tempera-
ture is below the air’s dew-point temperature.
Hoar-frost is the frozen form, when ice
crystals are deposited on a surface.

Clear crystalline or granular ice deposited
when supercooled fog or cloud droplets
encounter a vertical structure, trees or sus-
pended cable. The rime deposit grows into
the wind in a triangular form related to the
wind speed. It is common in cold, maritime
climates and on mid-latitude mountains in
winter.

Dew

Rime

In general, only rain and snow make significant
contributions to precipitation totals. In many parts of
the world, the term rainfall may be used interchangeably
with precipitation. Precipitation is measured in a
rain gauge, a cylindrical container capped by a funnel
to reduce evaporative losses, which most commonly
stands on the ground. Its height is about 60 cm and its
diameter about 20 cm. More than fifty types of rain
gauge are in use by national meteorological services
around the world. In windy and snowy regions they are
often equipped with a windshield to increase the catch
efficiency. It must be emphasized that precipitation
records are only estimates. Factors of gauge location,
its height above ground, large- and small-scale turbu-
lence in the airflow, splash-in and evaporation all
introduce errors in the catch. Gauge design differences
affect the airflow over the gauge aperture and the
evaporation losses from the container. Falling snow is
particularly subject to wind effects, which can result in
under-representation of the true amount by 50 per cent
or more. It has been shown that a double snow fence
erected around the gauge installation greatly improves
the measured catch. Corrections to gauge data need
to take account of the proportion of precipitation falling
in liquid and solid form, wind speeds during precip-
itation events, and precipitation intensity. Studies in
Switzerland suggest that observed totals underestimate
the true amounts by 7 per cent in summer and 11 per
cent in winter below 2000 m, but by as much as 15
per cent in summer and 35 per cent in winter in the Alps
between 2000 and 3000 m.
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The density of gauge networks limits the accuracy of
areal precipitation estimates. The number of gauges per
10,000-km? area ranges from 245 gauges in Britain to
ten in the United States and only three in Canada and
Asia. The coverage is particularly sparse in mountain
and polar regions. In many land areas, weather radar
provides unique information on storm systems and
quantitative estimates of area-averaged precipitation
(see Box 4.1). Ocean data come from island stations and
ship observations of precipitation frequency and relative
intensity. Satellite remote sensing, using infra-red and
passive microwave data, provides independent esti-
mates of large-scale ocean rainfall.

2 Precipitation characteristics

The climatological characteristics of precipitation may
be described in terms of mean annual precipitation,
annual variability and year-to-year trends. However,
hydrologists are interested in the properties of individual
rainstorms. Weather observations usually indicate the
amount, duration and frequency of precipitation, and
these enable other derived characteristics to be deter-
mined. Three of these are discussed below.

a Rainfall intensity

The intensity (= amount/duration) of rainfall during an
individual storm, or a still shorter period, is of vital
interest to hydrologists and water engineers concerned
with flood forecasting and prevention, as well as to
conservationists dealing with soil erosion. Chart records
of the rate of rainfall (hyetograms) are necessary to
assess intensity, which varies markedly with the time
interval selected. Average intensities are greatest for
short periods (thunderstorm-type downpours) as Figure
4.10 illustrates for Milwaukee, USA.

In the case of extreme rates at different points over
the earth (Figure 4.11), the record intensity over ten
minutes is approximately three times that for 100 min-
utes, and the latter exceeds by as much again the record
intensity over 1000 minutes (i.e. 16.5 hours). Note that
many of the records for events with a duration greater
than a day are from the tropics. High-intensity rain is
associated with increased drop size rather than an
increased number of drops. For example, with precipi-
tation intensities of 1, 13 and 100 mm/hr (or 0.05, 0.5
and 4.0 in/hr), the most frequent raindrop diameters
are 1, 2 and 3 mm, respectively. Figure 4.12 shows
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RADAR METEOROLOGY

Radio detection and ranging (radar), developed for aircraft detection during the Second World War, was swiftly applied
to tracking precipitation areas from the radar echoes. Radio waves transmitted by an antenna in the cm wavelength range
(typically 3 and 10 cm) are back-scattered by raindrops and ice particles, as well as by cloud droplets, particulates, insect
swarms and flocks of birds. The return signal and its time delay provide information on the objects in the path of the
beam and their direction, distance and altitude. The need to detect tropical rainstorms led to the first training programmes
in radar interpretation in 1944. In 1946 to 1947, the Thunderstorm Project led by H. R. Byers used radar to track the
growth and organization of thunderstorms in Florida and Ohio. Gradually, indicators of storm severity were devised based
on the shape and arrangement of echoes, their vertical extent and the strength of the back scatter measured in decibels
(dB). Much of this process is now automated. Specifically designed weather radars for the US Weather Bureau became
available only in 1957. In the 1970s the Doppler radar, which uses the frequency shift produced by a moving target to
determine the horizontal motion relative to the radar location, began to be used for research on hail and tornadoes.
Dual Doppler systems are used to calculate the horizontal wind vector. The Next Generation Weather Radar (NEXRAD)
deployed in the 1990s in the United States, and similar systems in Canada and European countries, are modern Doppler
instruments. The vertical profile of winds in the atmosphere can be determined with vertically pointing Doppler radar
operating in the VHF (30 MHz) to UHF (3 GHz) ranges. The wind velocity is calculated from variations in the clear air
refractive index caused by turbulence.

A major application of radar is in estimating precipitation intensity. R. Wexler and |.S. Marshall and colleagues first
established a relationship between radar reflectivity and rain rate in |947. The reflectivity, Z, was found to depend on
the droplet concentration (N) times the sixth power of the diameter (D°). The basis of this relationship has recently been

questioned. Estimates are generally calibrated with reference to rain gauge measurements.

Reference

Rogers, R.R. and Smith, P.L. (1996) A short history of radar meteorology. In J.R. Fleming (ed.) Historical Essays on Meteorology
[919—1995. American Meteorological Society, Boston, MA, pp. 57-98.

maximum expected precipitation for storms of different
duration and frequency in the USA. The maxima are
along the Gulf Coast and in Florida.

b Areal extent of a rainstorm

The rainfall totals received in a given time interval
depend on the size of the area that is considered. Rainfall
averages for a twenty-four-hour storm covering 100,00
km? may be only one-third to one-tenth of those for a
storm over a 25 km? area. The curvilinear relationship is
similar to that for rainfall duration and intensity. Figure
4.13 illustrates the relationship between rain area and
frequency of occurrence in Illinois, USA. Here a log—log
plot gives a straight line fit. For 100-year, or heavier falls,
the storm frequency in this region may be estimated from
0.0011 (area)®®¢ where the area is in km?.
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c Frequency of rainstorms

It is useful to know the average time period within
which a rainfall of specified amount or intensity may be
expected to occur once. This is termed the recurrence
interval or return period. Figure 4.14 gives this type
of information for six contrasting stations. From this,
it would appear that on average, each twenty years, a
twenty-four-hour rainfall of at least 95 mm is likely
to occur at Cleveland and 216 mm at Lagos. However,
this average return period does not mean that such falls
necessarily occur in the twentieth year of a selected
period. Indeed, they might occur in the first or not at all!
These estimates require long periods of observational
data, but the approximately linear relationships shown
by such graphs are of great practical significance for the
design of flood-control systems.

Studies of rainstorm events have been carried
out in many different climatic areas. An example for
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Figure 4.10 Relation between rainfall intensity and duration for Milwaukee, USA, during three months in 1973,
Source: US Environmental Data Service (1974). Courtesy US Environmental Data Service.
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Figure 4.11 World record rainfalls (mm) with an envelope line prior to 1967. The equation of the line is given and the state or
country where important records were established.

Source: Modified and updated after Rodda (1970).
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10-YEAR PERIOD

100-YEAR PERIOD

1-HOUR STORM

24-HOUR STORM

Figure 4.12 Maximum expected precipitation (mm) for storms of one-hour and twenty-four-hour duration occurring once in ten
years and once in 100 years over the continental United States, calculated from records prior to 1961.

Source: US National Weather Service, courtesy NOAA.
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Figure 4.13 The relationship between
area (km?) and frequency of occurrence,
during a five-year period, of rainstorms
that produce (A) 25-year and (B) 100-
year or heavier rain amounts for six- to
twelve-hour periods over 50 per cent
or more of each area in lllinois.

Source: Chagnon (2002), by permission of
the American Meteorological Society.
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southwest England is shown in Figure 4.15. The twenty-
four-hour storm had an estimated 150 to 200-year return
period. By comparison, tropical rainstorms have much
higher intensities and shorter recurrence intervals for
comparable totals.

3 The world pattern of precipitation

Globally, 79 per cent of total precipitation falls on the
oceans and 21 per cent on land (Figure 4.1). A glance
at the maps of precipitation amount for December to
February and June to August (Figure 4.16) indicates that
the distributions are considerably more complex than
those, for example, of mean temperature (see Figure
3.11). Comparison of Figure 4.17 with the meridional
profile of average precipitation for each latitude (Figure
4.18) brings out the marked longitudinal variations that
are superimposed on the zonal pattern. The zonal pattern
has several significant features:

1 The ‘equatorial’ maximum, which is displaced into
the northern hemisphere. This is related primarily
to the converging trade wind systems and monsoon
regimes of the summer hemisphere, particularly in
South Asia and West Africa. Annual totals over

large areas are of the order of 2000 to 2500 mm or
more.

2 The west coast maxima of mid-latitudes associated
with the storm tracks in the westerlies. The precipita-
tion in these areas has a high degree of reliability.

3 The dry areas of the subtropical high-pressure
cells, which include not only many of the world’s
major deserts but also vast oceanic expanses. In
the northern hemisphere, the remoteness of the
continental interiors extends these dry conditions
into mid-latitudes. In addition to very low average
annual totals (less than 150 mm), these regions have
considerable year-to-year variability.

4 Low precipitation in high latitudes and in winter over
the continental interiors of the northern hemisphere.
This reflects the low vapour content of the extremely
cold air. Most of this precipitation occurs in solid
form.

Figure 4.17 demonstrates why the subtropics do not
appear as particularly dry on the meridional profile
in spite of the known aridity of the subtropical high-
pressure areas (see Chapter 10). In these latitudes, the
eastern sides of the continents receive considerable
rainfall in summer.
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Figure 4.15 Distribution of rainfall (mm) over Exmoor, southwest England, during a twenty-four-hour period on 15 August 1952
which produced catastrophic local flooding at Lynmouth. The catchment is marked (by dashes). Seventy-five per cent of the rain fell

in just seven hours.
Source: Dobbie and Wolf (1953).

In view of the complex controls involved, no brief
explanation of these precipitation distributions can be
very satisfactory. Various aspects of selected precip-
itation regimes are examined in Chapters 10 and 11,
after consideration of the fundamental ideas about
atmospheric motion and weather disturbances. Here we
simply point out four factors that have to be taken into
account in studying Figures 4.16 and 4.17:

1 The limit imposed on the maximum moisture content
of the atmosphere by air temperature. This is impor-
tant in high latitudes and in winter in continental
interiors.

2 The major latitudinal zones of moisture influx due to
atmospheric advection. This in itself is a reflection
of the global wind systems and their disturbances
(i.e. the converging trade wind systems and the
cyclonic westerlies, in particular).

3 The distribution of the landmasses. The southern
hemisphere lacks the vast, arid, mid-latitude conti-
nental interiors of the northern hemisphere. The
oceanic expanses of the southern hemisphere allow
the mid-latitude storms to increase the zonal
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precipitation average for 45°S by about one-third
compared with that of the northern hemisphere for
50°N. Longitudinal irregularities are also created by
the monsoon regimes, especially in Asia.

4 The orientation of mountain ranges with respect to
the prevailing winds.

4 Regional variations in the altitudinal
maximum of precipitation

The increase of mean precipitation with height on
mountain slopes is a widespread characteristic in mid-
latitudes, where the vertical increase in wind speed
augments the moisture flux. An increase may be
observed up to at least 3000 to 4000 m in the Rocky
Mountains in Colorado and in the Alps. In western
Britain, with mountains of about 1000 m, the maximum
falls are recorded to leeward of the summits. This
probably reflects the general tendency of air to continue
rising for a while after it has crossed the crestline and the
time lag involved in the precipitation process after con-
densation. Over narrow uplands, the horizontal distance
may allow insufficient time for maximum cloud buildup
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Figure 4.16 Mean global precipitation (mm per day) for the periods December to February and June to August.
Source: From Legates (1995), copyright © John Wiley & Sons Ltd. Reproduced with permission.
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and annually.

Source: Peixoto and Oort (1983). From Variations in the Global Water Budget, ed. A. Street-Perrott, M. Beran and R. Ratciffe (1983), Fig. 23.
Copyright © D. Reidel, Dordrecht, by kind permission of Kluwer Academic Publishers.

and the occurrence of precipitation. However, a further
factor may be the effect of eddies, set up in the airflow
by the mountains, on the catch of rain gauges. Studies
in Bavaria at the Hohenpeissenberg Observatory show
that standard rain gauges may overestimate amounts by
about 10 per cent on the lee slopes and underestimate
them by 14 per cent on the windward slopes.

In the tropics and subtropics, maximum precipita-
tion occurs below the higher mountain summits, from
which level it decreases upward towards the crest.
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Observations are generally sparse in the tropics, but
numerous records from Java show that the average ele-
vation of greatest precipitation is approximately 1200 m.
Above about 2000 m, the decrease in amounts becomes
quite marked. Similar features are reported from Hawaii
and, at a rather higher elevation, on mountains in East
Africa (see Chapter 11H.2). Figure 4.18A shows that,
despite the wide range of records for individual stations,
this effect is clearly apparent along the Pacific flank of
the Guatemalan highlands. Further north along the



coast, the occurrence of a precipitation maximum below
the mountain crest is observed in the Sierra Nevada,
despite some complication introduced by the shielding
effect of the Coast Ranges (Figure 4.18B), but in the
Olympic Mountains of Washington precipitation
increases right up to the summits. Precipitation gauges
on mountain crests may underestimate the actual precip-
itation due to the effect of eddies, and this is particularly
true where much of the precipitation falls in the form
of snow, which is very susceptible to blowing by the
wind.

One explanation of the orographic difference
between tropical and temperate rainfall is based on
the concentration of moisture in a fairly shallow layer
of air near the surface in the tropics (see Chapter 11).
Much of the orographic precipitation seems to derive
from warm clouds (particularly cumulus congestus),
composed of water droplets, which commonly have an
upper limit at about 3000 m. It is probable that the height
of the maximum precipitation zone is close to the
mean cloud base, since the maximum size and number
of falling drops will occur at that level. Thus, stations

Mean annual precipitation (inches)
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located above the level of mean cloud base will receive
only a proportion of the orographic increment. In tem-
perate latitudes, much of the precipitation, especially in
winter, falls from stratiform cloud, which commonly
extends through a considerable depth of the troposphere.
In this case, there tends to be a smaller fraction of the
total cloud depth below the station level. These differ-
ences according to cloud type and depth are apparent
even on a day-to-day basis in mid-latitudes. Seasonal
variations in the altitude of the mean condensation
level and zone of maximum precipitation are similarly
observed. In the Pamir and Tien Shan of Central Asia.
for instance, the maximum is reported to occur at about
1500 m in winter and at 3000 m or more in summer.
A further difference between orographic effects on
precipitation in the tropics and the mid-latitudes relates
to the high instability of many tropical airmasses. Where
mountains obstruct the flow of moist tropical airmasses,
the upwind turbulence may be sufficient to trigger
convection, producing a rainfall maximum at low
elevations. This is illustrated in Figure 4.19A for Papua
New Guinea, where there is a seasonally alternating

Figure 4.18 Generalized curves
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wind regime — northwesterly (southeasterly) in the
austral summer (winter). By contrast, in more stable
mid-latitude airflow, the rainfall maximum is related
closely to the topography (see Figure 4.19B for the
Swiss Alps).

5 Drought

The term drought implies an absence of significant
precipitation for a period long enough to cause moisture
deficits in the soil through evapotranspiration and
decreases in stream flow, so disrupting normal bio-
logical and human activities. Thus a drought condition
may obtain after only three weeks without rain in
parts of Britain, whereas areas of the tropics regularly
experience many successive dry months. There is no
universally applicable definition of drought. Specialists
in meteorology, agriculture, hydrology and socio-
economic studies, who have differing perspectives, have
suggested at least 150 different definitions. All regions
suffer the temporary but irregularly recurring condition
of drought, but particularly those with marginal climates
alternately influenced by differing climatic mechanisms.
Causes of drought conditions include:

1 Increases in the size and persistence of subtropical
high-pressure cells. The major droughts in the African
Sahel (see Figure 13.11) have been attributed to an
eastward and southward expansion of the Azores
anticyclone.

2 Changes in the summer monsoon circulation. This

may cause a postponement or failure of moist trop-
ical incursions in areas such as Nigeria or the Punjab
of India.

3 Lower ocean-surface temperatures produced by

changes in currents or increased upwelling of cold
waters. Rainfall in California and Chile may be
affected by such mechanisms (see p. 155), and
adequate rainfall in the drought-prone region of
northeast Brazil appears to be strongly dependent on
high sea-surface temperatures at 0 to 15°S in the
South Atlantic.

4 Displacement of mid-latitude storm tracks. This may

be associated with an expansion of the circumpolar
westerlies into lower latitudes or with the devel-
opment of persistent blocking circulation patterns in
mid-latitudes (see Figure 8.25). It has been suggested
that droughts on the Great Plains east of the Rockies
in the 1890s and 1930s were due to such changes in

LT <\"’"\/~ ﬂ‘

ht Areas

| 18905 and 19305

119105 and 19505

A Figure 4.20 Drought areas of central
USA, based on areas receiving less
than 80 per cent of the normal July to
August precipitation.

Source: After Borchert (1971).
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the general circulation. However, the droughts of the
1910s and 1950s in this area were caused by persistent
high pressure in the southeast and the northward
displacement of storm tracks (Figure 4.20).

From May 1975 to August 1976, parts of northwest
Europe from Sweden to western France experienced
severe drought conditions. Southern England received
less than 50 per cent of average rainfall, the most severe
and prolonged drought since records began in 1727
(Figure 4.21). The immediate causes of this regime were
the establishment of a persistent blocking ridge of high
pressure over the area, displacing depression tracks 5 to
10° latitude northward over the eastern North Atlantic.
Upstream, the circulation over the North Pacific had
changed earlier, with the development of a stronger
high-pressure cell and stronger upper-level westerlies,
associated perhaps with a cooler than average sea
surface. The westerlies were displaced northward over
both the Atlantic and the Pacific. Over Europe, the
dry conditions at the surface increased the stability
of the atmosphere, further lessening the possibility of

ATMOSPHERIC MOISTURE BUDGET

precipitation. Rainfall for April to August 1995 over
England and Wales was only 46 per cent of average
(compared with 47 per cent in 1976), again associated
with a northward extension of the Azores anticyclone.
This deficit has an estimated return period in excess of
200 years! Nevertheless, the fifteen-year period 1983 to
1995 included six summers that were dry and also warm
relative to the central England temperature record for
1659 to 1975.

Persistent, severe droughts involve combinations
of several mechanisms. The prolonged drought in
the Sahel —a 3000 X 700-km zone stretching along the
southern edge of the Sahara from Mauritania to Chad
— which began in 1969 and has continued with inter-
ruptions up to the present (see Figure 13.11), has been
attributed to several factors. These include an expansion
of the circumpolar westerly vortex, shifting of the
subtropical high-pressure belt towards the equator, and
lower sea-surface temperatures in the eastern North
Atlantic. There is no evidence that the subtropical high
pressure was further south, but dry easterly airflow was
stronger across Africa during drought years.

1

oy,
WARM /’////

Figure 4.21 The drought of northwest Europe between May 1975 and August |976. (A) Conditions of a blocking high pressure over
Britain, jet stream bifurcation and low sea-surface temperatures. (B) Rainfall over western Europe between May 1975 and August 1976

expressed as a percentage of a thirty-year average.

Source: From Doornkamp and Gregory (1980).
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The meteorological definition of drought has become
clouded by the subject of desertification, particularly
since the UN conference on the subject in 1977 in
Nairobi. This concern was sparked by the protracted
drought, resulting in desiccation, in much of the Sahel
zone. In turn, the removal of vegetation, increasing the
surface albedo and lowering evapotranspiration, is
believed to result in decreased rainfall. The problem for
climatologists is that desertification involves land
degradation as a result of human activities, primarily in
areas of savanna and steppe surrounding the major
desert regions. These areas have always been subject to
climatic fluctuations (as distinct from climatic change)
and to human impacts (e.g. deforestation, mismanage-
ment of irrigation, overgrazing) initiating changes in
surface cover, which modify the moisture budget.

SUMMARY

Measures of atmospheric humidity are: the absolute
mass of moisture in unit mass (or volume) of air, as a
proportion of the saturation value; and the water vapour
pressure. When cooled at constant pressure, air
becomes saturated at the dew-point temperature.

The components of the surface moisture budget are
total precipitation (including condensation on the
surface), evaporation, storage change of water in
the soil or in snow cover, and runoff (on the surface or
in the ground). Evaporation rate is determined by the
available energy, the surface—air difference in vapour
pressure, and the wind speed, assuming the moisture
supply is unlimited. If the moisture supply is limited, soil
water tension and plant factors affect the evaporation
rate. Evapotranspiration is best determined with a
lysimeter. Otherwise, it may be calculated by formulae
based on the energy budget, or on the aerodynamic
profile method using the measured gradients of wind
speed, temperature and moisture content near the
ground.

Condensation in the atmosphere may occur by
continued evaporation into the air; by mixing of air of
different temperatures and vapour pressures, such that
the saturation point is reached; or by adiabatic cooling
of the air through lifting until the condensation level is
reached.

Rainfall is described statistically by the intensity,
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areal extent and frequency (or recurrence interval)
of rainstorms. Orography intensifies the precipitation
on windward slopes, but there are geographical
differences in this altitudinal effect. Global patterns of
precipitation amount and annual regime are determined
by the regional atmospheric circulation, the proximity
to ocean areas, sea-surface temperatures, and the
atmospheric moisture budget. Droughts may occur in
many different climatic regions due to various causal
factors. In mid-latitudes, blocking anticyclones are a
major factor. The primary cause of protracted drought
in the African Sahel seems to be climatic fluctuations.

DISCUSSION TOPICS

Trace the possible paths of a water molecule
through the hydrological cycle and consider the
measurements that need to be made to determine
the quantities of water involved in the various
transformations.

What processes lead to phase changes of water in
the atmosphere and what are some of their conse-
quences?

What is the significance of clouds in the global water
balance?

Compare the moisture balance of an air column and
that of a small drainage basin.

What are the various statistics used to characterize
rainfall events and for what different purposes are
they important?

Consider how an annual water budget diagram
might differ between a wet year and a dry year at
the same location.
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Plate | Visible image of Africa, Europe and the Atlantic Ocean taken by METEOSAT on |9 August 1978
at | 1:55 hours GMT. An anticyclone is associated with clear skies over Europe and the Mediterranean,
while frontal-wave cyclones are evident in the North Atlantic. Cloud clusters appear along the oceanic
intertropical convergence zone (ITCZ) and there are extensive monsoon cloud masses over equatorial
West Africa. Less organized cloud cover is present over East Africa. The subtropical anticyclone areas
are largely cloud-free but possess trade wind cumulus, particularly in the southeast trade wind belt of
the South Atlantic. The highly reflective desert surfaces of the Sahara are prominent (METEOSAT image
supplied by the European Space Agency).
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Plate 2 The TIROS-N spacecraft, havinga length of 3.7 | mand a weight of 142 kg. The four instruments of particular meteorological
importance are shown in the numbered boxes. |. Visible and infra-red detector — discerns clouds, land—sea boundaries, snow and ice
extent and temperatures of clouds, earth’s surface and sea surface. 2. Infra-red detector — permits calculation of temperatures profile
from the surface to the 10-mb level, as well as the water vapour and ozone contents of the atmosphere in cloud-free areas. 3. Device
for measuring temperatures in the stratosphere. 4. Device for measuring microwave radiation from the earth’s surface which
supplements unit 2 in cloudy areas (NOAA: National Oceanic and Atmospheric Administration).
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Plate 3 The TIROS-N satellite system consisting of two spacecraft in polar orbit at 833 and 870 km, respectively. The orbital plane
of the second satellite lags 90° longitude behind that of the first and the orbital plane of each processes eastward at about |° longitude
per day. Each satellite transmits data from a circular area of the earth’s surface 6200 km in diameter. The satellites make 14.18 and
14.07 orbits of the earth per day, respectively, such that each point on the earth is sensed for |3 to |4 minutes at a time (NOAA).

Plate 4 Cumulus towers with powerful thunderstorms along the ITCZ over Zaire photographed in April 1983 from the space shuttle
at an elevation of 280 km. The largest tower shows a double mushroom cap reaching to more than 15,240 m and the symmetrical
form of the caps indicates a lack of pronounced airflow at high levels (courtesy of NASA).



Plate 5 Massive dust plumes over the eastern North Atlantic on 26 February 2000 as viewed by the SeaWiFs sensor on board
the NASA OrbView-2 satellite. Dust is transported from the western Sahara and coastal areas of Africa across the Canary Islands
(Prospero 2001) (NASA photograph, courtesy of |.M. Prospero).



Plate 6 Cumulonimbus cloud with anvil (courtesy of NOAA Photo Library, Historic NWS Collection, wea 02023).



Plate 7 View north along the
eastern front of the Colorado
Rockies, showing lee-wave clouds
(NCAR photograph by Robert
Bumpas).

Plate 8 Radiating or dendritic
cellular (actiniform) cloud pat-
tern. These complex convective
systems some 150 to 250 km
across were only discovered
from satellite photographs. They
usually occur in groups over areas
of subsidence inversions, inten-
sified by cold ocean currents (e.g.
in low latitudes of the eastern
Pacific) (NOAA).



Plate 9 DMSP visible image of the coastal area off New England at 14:33 hours GMT, |7 February
1979. A northerly airflow averaging |0ms™!, with surface air temperatures of about —15°C, moves
offshore where sea-surface temperatures increase to 9°C within 250 km of the coast. Convective cloud
streets are visible, also ice in James Bay (upper left), and in the Gulf of St Lawrence (image courtesy of
National Snow and Ice Data Center, University of Colorado, Boulder) (see Monthly Weather Review I,
1983, p. 245).



Plate 10 Snow crystals showing the variety of hexagonal plates (courtesy of NOAA Photo
Library).



Plate I Thunderstorm approach-
ing Ostersund, Sweden, during late
afternoon on 23 June 1955. Ahead
of the region of intense precipitation
there are rings of cloud formed
over the squall front (copyright
F.H. Ludlam; originally published
in Weather, vol. XV. no. 2, 1960,
p. 63).

Plate 12 Multiple cloud-to-cloud and cloud-to-ground lightning from time-lapse photography during a nocturnal thunderstorm (courtesy

of National Severe Storms Laboratory, OAR/ERL. NOAA, NOAA Photo Library nss. 10012).



Plate 13 View looking south-southeast from about 9000 m (30,000 ft) along the Owen'’s Valley,
California, showing a roll cloud developing in the lee of the Sierra Nevada mountains. The lee-wave
crest is marked by the cloud layer, and the vertical turbulence is causing dust to rise high into the air
(W = Mount Whitney, 4418 m (14,495 ft); | = Independence) (photograph by Robert F. Symons:
courtesy R. S. Scorer).



Plate 14 Photograph by an astronaut from Gemini XII manned spacecraft from an elevation of some
180 km (112 miles) looking southeast over Egypt and the Red Sea. The bank of cirrus clouds is associated
with strong upper winds, possibly concentrated as a jet stream (NASA photograph).
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Plate 15 Infra-red photographs of the North Pacific, with the 200-mb jet stream inserted. Above:
general zonal flow associated with a high zonal index, 12 March 1971: three major cloud systems
(A, B, C) occur along the belt of zonal flow, and the largest east-west belt of cloud (D) to the south
of Japan is also characteristic of accentuated zonal flow. Below: large-amplitude flow regime associated
with alower zonal index and a blocking ridge, 23 April 197 | (World Meteorological Organization 973).
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Plate 16 |nfra-red photograph showing large vortices of cold water (light) upwelling in the warmer surface
coastal waters (dark) off southern California. The colder offshore California current is clearly shown (NASA
photograph).
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Plate 17 View looking westward towards an approaching warm front, with lines of jet stream clouds
extending from the northwest, from which trails of ice crystals are falling. In the middle levels are dark
wave clouds formed in the lee of small hills by the southwesterly airflow, whereas the wind direction
at the surface is more southerly — as indicated by the smoke from the chimney (photograph copyright by

F.H. Ludlam: diagram by R.S. Scorer: both published in Weather, vol. 17, no. 8, 1962, pp. 266-7).
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Plate 19 Apolarlow nearlceland, |4 January 1984, as seen on a visible band DMSP satellite image. This
mesoscale low and the closed cellular cloud patterns to the south developed in a northerly airflow behind
an occluded depression situated over the coast of Norway (courtesy of National Snow and Ice Data Center,
University of Colorado, Boulder).



Atmospheric instability, cloud formation
and precipitation processes

Learning objectives
When you have read this chapter you will:

Know the effects of vertical displacements on the temperature of unsaturated and saturated air parcels,
Know what determines atmospheric stability/instability,

Be familiar with the basic cloud types and how they form,

Understand the two main mechanisms leading to precipitation formation,

Know the basic features of thunderstorms and how lightning develops.

To understand how clouds form and precipitation
occurs, we first discuss the change of temperature with
height in a rising air parcel and temperature lapse rates.
We then consider atmospheric stability/instability
and what causes air to rise and condensation to occur.
Cloud mechanisms and cloud classifications are
described next, followed by a discussion of the growth
of raindrops and precipitation processes, and finally
thunderstorms.

A ADIABATIC TEMPERATURE CHANGES

When an air parcel moves to an environment of lower
pressure (without heat exchange with surrounding air)
its volume increases. Volume increase involves work
and the consumption of energy; this reduces the heat
available per unit volume and hence the temperature.
Such a temperature change, involving no subtraction
(or addition) of heat, is termed adiabatic. Vertical
displacements of air are the major cause of adiabatic
temperature changes.

Near the earth’s surface, most temperature changes
are non-adiabatic (also termed diabatic) because of
energy transfer from the surface and the tendency
of air to mix and modify its characteristics by lateral
movement and turbulence. When an air parcel moves
vertically, the changes that take place are generally
adiabatic, because air is fundamentally a poor thermal
conductor, and the air parcel tends to retain its own
thermal identity, which distinguishes it from the sur-
rounding air. However, in some circumstances, mixing
of air with its surroundings must be taken into account.

Consider the changes that occur when an air parcel
rises: the decrease of pressure (and density) cause its
volume to increase and temperature to decrease (see
Chapter 2B). The rate at which temperature decreases
in a rising, expanding air parcel is called the adiabatic
lapse rate. If the upward movement of air does not
produce condensation, then the energy expended
by expansion will cause the temperature of the mass to
fall at the constant dry adiabatic lapse rate (DALR)
(9.8°C/km). However, prolonged cooling of air invari-
ably produces condensation, and when this happens
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latent heat is liberated, counteracting the dry adiabatic
temperature decrease to a certain extent. Therefore,
rising and saturated (or precipitating) air cools at a
slower rate (the saturated adiabatic lapse rate (SALR))
than air that is unsaturated. Another difference between
the dry and saturated adiabatic rates is that whereas the
DALR is constant the SALR varies with temperature.
This is because air at higher temperatures is able to hold
more moisture and therefore on condensation releases
a greater quantity of latent heat. At high temperatures,
the saturated adiabatic lapse rate may be as low as
4°C/km, but this rate increases with decreasing temper-
atures, approaching 9°C/km at —40°C. The DALR is
reversible (i.e. subsiding air warms at 9.8°C/km); in any
descending cloud air, saturation cannot persist because
droplets evaporate.

Three different lapse rates must be distinguished, two
dynamic and one static. The static, environmental lapse
rate (ELR) is the actual temperature decrease with height
on any occasion, such as an observer ascending in a
balloon would record (see Chapter 2C.1). This is not an
adiabatic rate, therefore, and may assume any form
depending on the local vertical profile of air temperature.
In contrast, the dynamic adiabatic dry and saturated
lapse rates (or cooling rates) apply to rising parcels of air
moving through their environment. Above a heated

Air temperature (*C)

-40

surface, the vertical temperature gradient sometimes
exceeds the dry adiabatic lapse rate (i.e. it is super-
adiabatic). This is common in arid areas in summer. Over
most ordinary dry surfaces, the lapse rate approaches the
dry adiabatic value at an elevation of 100 m or so.

The changing properties of rising air parcels may
be determined by plotting path curves on suitably
constructed graphs such as the skew 7-log p chart and
the tephigram, or T-¢-gram, where ¢ refers to entropy.
A tephigram (Figure 5.1) displays five sets of lines
representing properties of the atmosphere:

Isotherms — i.e. lines of constant temperature
(parallel lines from bottom left to top right).

Dry adiabats (parallel lines from bottom right to top
left).

Isobars — i.e. lines of constant pressure and corre-
sponding height contours (slightly curved nearly
horizontal lines).

Saturated adiabats (curved lines sloping up from
right to left).

Saturation mixing ratio lines (at a slight angle to the
isotherms).

Air temperature and dew-point temperature, determined
from atmospheric soundings, are the variables that

Figure 5.1 Adiabatic charts such as the
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are commonly plotted on an adiabatic chart. The dry
adiabats are also lines of constant potential temperature,
0 (or isentropes). Potential temperature is the temper-
ature of an air parcel brought dry adiabatically to a
pressure of 1000 mb. Mathematically,

1000 0.286
=T\ —
p

where 6 and T are in K, and p = pressure (mb).

The relationship between T and 6; also between T
and 6 , the wet-bulb potential temperature (where the air
parcel is brought to a pressure of 1000 mb by a saturated
adiabatic process), is shown schematically in Figure 5.2.
Potential temperature provides an important yardstick
for airmass characteristics, since if the air is affected
only by dry adiabatic processes the potential temper-
ature remains constant. This helps to identify different
airmasses and indicates when latent heat has been
released through saturation of the airmass or when
non-adiabatic temperature changes have occurred.

B CONDENSATION LEVEL

Figure 5.2 illustrates an important property of the
tephigram. A line along a dry adiabat (0) through the
dry-bulb temperature of the surface air (7,), an isopleth
of saturation mixing ratio (x,) through the dew-point
(7)), and a saturated adiabat (6, ) through the wet-bulb
temperature (7)), all intersect at a point corresponding
to saturation for the airmass. This relationship, known
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Figure 5.2 Graph showing the relationships between tempera-
ture (T), potential temperature (@), wet-bulb potential temperature
(6,,) and saturation mixing ratio (X). T, = dew-point, T = wet-
bulb temperature and T, = air temperature.

ATMOSPHERIC INSTABILITY AND PRECIPITATION

as Normand’s theorem, is used to estimate the lifting
condensation level (see Figure 5.3). For example, with
an air temperature of 20°C and a dew-point of 10°C at
1000 mb surface pressure (Figure 5.1), the lifting con-
densation level is at 860 mb with a temperature of 8°C.
The height of this ‘characteristic point’ is approximately

h(m)=120(T—T,)

where T’ = air temperature and T, = dew-point tem-
perature at the surface in °C.

The lifting condensation level (LCL) formulation
does not take account of vertical mixing. A modified
calculation defines a convective condensation level
(CCL). In the near-ground layer surface heating may
establish a superadiabatic lapse rate, but convection
modifies this to the DALR profile. Daytime heating
steadily raises the surface air temperature from 7; to 7',
T, and T, (Figure 5.4). Convection also equalizes the
humidity mixing ratio, assumed equal to the value for
the initial temperature. The CCL is located at the inter-
section of the environment temperature curve with a
saturation mixing ratio line corresponding to the average
mixing ratio in the surface layer (1000 to 1500 m).
Expressed in another way, the surface air temperature
is the minimum that will allow cloud to form as a result
of free convection. Because the air near the surface is
often well mixed, the CCL and LCL, in practice, are
commonly nearly identical.

Experimentation with a tephigram shows that both
the convective and the lifting condensation levels rise
as the surface temperature increases, with little change
of dew-point. This is commonly observed in the early
afternoon, when the base of cumulus clouds tends to be
at higher levels.

C AIR STABILITY AND INSTABILITY

If stable (unstable) air is forced up or down it has a
tendency to return to (continue to move away from) its
former position once the motivating force ceases. Figure
5.3 shows the reason for this important characteristic.
The environment temperature curve (A) lies to the right
of any path curve representing the lapse rate of an
unsaturated air parcel cooling dry adiabatically when
forced to rise. At any level, the rising parcel is cooler and
more dense than its surroundings and therefore tends
to revert to its former level. Similarly, if air is forced
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Figure 5.3 Tephigram showing (A)
stable air case — T, is the air temper-
ature and T, the dew-point; and (B)
unstable air case. The liting conden-
sation level is shown, together with
the path curve (arrowed) of a rising air
parcel. X_is the saturation humidity
mixing ratio line through the dew-
point temperature (see text).

Figure 5.4 Schematic adiabatic chart
used to determine the convective
condensation level (see p. 91). T,
represents the early morning temper-
ature: T, T, and T, illustrate daytime
heating of the surface air.



downward it will warm at the dry adiabatic rate; the
parcel will always be warmer and less dense than the
surrounding air, and tend to return to its former position
(unless prevented from doing so). However, if local
surface heating causes the environmental lapse rate
near the surface to exceed the dry adiabatic lapse
rate (b), then the adiabatic cooling of a convective air
parcel allows it to remain warmer and less dense than
the surrounding air, so it continues to rise through buoy-
ancy. The characteristic of unstable air is a tendency
to continue moving away from its original level when
set in motion. The transition between the stable and
unstable states is termed neutral.

We can summarize the five basic states of static
stability which determine the ability of air at rest to
remain laminar or become turbulent through buoyancy.
The key is the temperature of a displaced air parcel
relative to that in the surrounding air.

e Absolutely stable: ELR < SALR
 Saturated neutral: ELR = SALR

ATMOSPHERIC INSTABILITY AND PRECIPITATION

* Conditionally unstable: SALR < ELR < DALR
* Dry neutral: ELR = DALR
* Absolutely unstable: ELR > DALR

Air that is colder than its surroundings tends to sink.
Cooling in the atmosphere usually results from radiative
processes, but subsidence also results from horizontal
convergence of upper tropospheric air (see Chapter
6B.2). Subsiding air has a typical vertical velocity of
only 1-10 ¢m s7!, unless convective downdraft con-
ditions prevail (see below). Subsidence can produce
substantial changes in the atmosphere; for instance, if
a typical airmass sinks about 300 m, all average-size
cloud droplets will usually be evaporated through the
adiabatic warming.

Figure 5.5 illustrates a common situation where
the air is stable in the lower layers. If the air is forced
upward by a mountain range, or through local surface
heating, the path curve may eventually cross to the right
of the environment curve (the level of free convection).
The air, now warmer than its surroundings, is buoyant
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Figure 5.5 Schematic tephigram
illustrating the conditions associated
with the conditional instability of
an airmass that is forced to rise. The
saturation mixing ratio is a broken
line and the lifting condensation level
(cloud base) is below the level of free
convection.
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and free to rise. This is termed conditional instability;
the development of instability is dependent on the
airmass becoming saturated. Since the environmental
lapse rate is frequently between the dry and saturated
adiabatic rates, a state of conditional instability is com-
mon. The path curve intersects the environment curve
at 650 mb. Above this level the atmosphere is stable,
but the buoyant energy gained by the rising parcel
enables it to move some distance into this region. The
theoretical upper limit of cloud development can be
estimated from the tephigram by determining an area
(B) above the intersection of the environment and path
curves equal to that between the two curves from the
level of free convection to the intersection (A) in Figure
5.5. The tephigram is so constructed that equal areas
represent equal energy.

These examples assume that a small air parcel is
being displaced without any compensating air motion
or mixing of the parcel with its surroundings. These
assumptions are rather unrealistic. Dilution of an
ascending air parcel by mixing of the surrounding air
with it through entrainment will reduce its buoyant
energy. However, the parcel method is generally satis-
factory for routine forecasting because the assumptions

approximate conditions in the updraft of cumulonimbus
clouds.

In some situations a deep layer of air may be
displaced over an extensive topographic barrier. Figure
5.6 shows a case where the air in the upper levels is
less moist than that below. If the whole layer is forced
upward, the drier air at B cools at the dry adiabatic rate,
and so initially will the air about A. Eventually the lower
air reaches condensation level, after which this layer
cools at the saturated adiabatic rate. This results in an
increase in the actual lapse rate of the total thickness
of the raised layer, and, if this new rate exceeds the
saturated adiabatic, the air layer becomes unstable and
may overturn. This is termed convective (or potential)
instability.

Vertical mixing of air was identified earlier as a
possible cause of condensation. This is best illustrated
by use of a tephigram. Figure 5.7 shows an initial dis-
tribution of temperature and dew-point. Vertical mixing
leads to averaging these conditions through the layer
affected. Thus, the mixing condensation level is deter-
mined from the intersection of the average values of
saturation humidity mixing ratio and potential temper-
ature. The areas above and below the points where these
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Figure 5.7 Graph illustrating the effects of vertical mixing in an
airmass. The horizontal lines are pressure surfaces (P,, P|). The
initial temperature (T, ) and dew-point temperature (T, ) gradients
are modified by turbulent mixing to T, and T ,. The condensation
level occurs where the dry adiabat (@) through T, intersects the
saturation humidity mixing ratio line (X)) through T .

average-value lines cross the initial environment curves
are equal.

D CLOUD FORMATION

The formation of clouds depends on atmospheric insta-
bility and vertical motion but it also involves microscale
processes. These are discussed before we examine cloud
development and cloud types.

I Condensation nuclei

Remarkably, condensation occurs with utmost difficulty
in clean air; moisture needs a suitable surface upon
which it can condense. If clean air is cooled below its
dew-point it becomes supersaturated (i.e. relative
humidity exceeding 100 per cent). To maintain a pure
water drop of radius 10~ ¢cm (0.001 mm) requires a
relative humidity of 320 per cent, and for one of radius
1073 cm (0.1 mm) only 101 per cent.

Usually, condensation occurs on a foreign surface;
this can be a land or plant surface in the case of dew
or frost, while in the free air condensation begins on
hygroscopic nuclei. These are microscopic particles
— aerosols — the surfaces of which (like the weather
enthusiast’s seaweed!) have the property of wettability.
Aerosols include dust, smoke, salts and chemical com-
pounds. Sea-salts, which are particularly hygroscopic,
enter the atmosphere by the bursting of air bubbles in
foam. They are a major component of the aerosol load
near the ocean surface but tend to be removed rapidly
due to their size. Other contributions are from fine soil
particles and various natural, industrial and domestic
combustion products raised by the wind. A further
source is the conversion of atmospheric trace gas to

ATMOSPHERIC INSTABILITY AND PRECIPITATION

particles through photochemical reactions, particularly
over urban areas. Nuclei range in size from 0.001 pm
radius, which are ineffective because of the high super-
saturation required for their activation, to giants of over
10 um, which do not remain airborne for very long
(see pp. 12—13). On average, oceanic air contains 1
million condensation nuclei per litre (i.e. dm?), and
land air holds some 5 or 6 million. In the marine tro-
posphere there are fine particles, mainly ammonium
sulphate. A photochemical origin associated with
anthropogenic activities accounts for about half of these
in the nor thern hemisphere. Dimethyl sulphide (DMS),
associated with algal decomposition, also undergoes
oxidation to sulphate. Over the tropical continents,
aerosols are produced by forest vegetation and surface
litter, and through biomass burning; particulate organic
carbon predominates. In mid-latitudes, remote from
anthropogenic sources, coarse particles are mostly of
crustal origin (calcium, iron, potassium and aluminium)
whereas crustal, organic and sulphate particles are
represented almost equally in the fine aerosol load.

Hygroscopic aerosols are soluble. This is very
important since the saturation vapour pressure is less
over a solution droplet (for example, sodium chloride or
sulphuric acid) than over a pure water drop of the same
size and temperature (Figure 5.8). Indeed, condensation
begins on hygroscopic particles before the air is satu-
rated; in the case of sodium chloride nuclei at 78 per
cent relative humidity. Figure 5.8 illustrates Kohler
curves showing droplet radii for three sets of solution
droplets of sodium chloride (a common sea-salt) in
relation to their equilibrium relative humidity. Droplets
in an environment where values are below/above the
appropriate curve will evaporate/grow. Each curve has
a maximum beyond which the droplet can grow in air
with less supersaturation.

Once formed, the growth of water droplets is far
from simple. In the early stages the solution effect
is predominant and small drops grow more quickly
than large ones, but as the size of a droplet increases,
its growth rate by condensation decreases (Figure 5.9).
Radial growth rate slows down as the drop size
increases, because there is a greater surface area to cover
with every increment of radius. However, the condensa-
tion rate is limited by the speed with which the released
latent heat can be lost from the drop by conduction to the
air; this heat reduces the vapour gradient. In addition,
competition between droplets for the available moisture
acts to reduce the degree of supersaturation.
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Supersaturation in clouds rarely exceeds 1 per cent
and, because the saturation vapour pressure is greater
over a curved droplet surface than over a plane water
surface, minute droplets (<0.1 pm radius) are readily
evaporated (see Figure 5.8). Initially, the nucleus size is
important; for supersaturation of 0.05 per cent, a droplet
of 1 pm radius with a salt nucleus of mass 10'? g reaches
10 pm in 30 minutes, whereas one with a salt nucleus
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Figure 5.8 Kohler curves showing the variation of equilibrium
relative humidity or supersaturation (per cent) with droplet radius
for pure water and NaCl solution droplets. The numbers show
the mass of sodium chloride (a similar family of curves is obtained
for sulphate solutions). The pure water droplet line illustrates the
curvature effect.

of 107 g would take 45 minutes. Later, when the dis-
solved salt has ceased to have significant effect, the
radial growth rate slows due to decreasing super-
saturation.

Figure 5.9 illustrates the very slow growth of water
droplets by condensation — in this case, at 0.2 per cent
supersaturation from an initial radius of 10 pum. As there
is an immense size difference between cloud droplets
(<1 to 50 um radius) and raindrops (>1 mm diameter),
it is apparent that the gradual process of condensation
cannot explain the rates of formation of raindrops that
are often observed. For example, in most clouds pre-
cipitation develops within an hour. The alternative
coalescence mechanism illustrated in Figure 5.9 is
described below (p. 102). It must be remembered
too that falling raindrops undergo evaporation in the
unsaturated air below the cloud base. A droplet of
0.1mm radius evaporates after falling only 150 m at a
temperature of 5°C and 90 per cent relative humidity,
but a drop of 1 mm radius would fall 42 km before evap-
orating. On average, clouds contain only 4 per cent of
the total water in the atmosphere at any one time but
they are a crucial element in the hydrological cycle.

2 Cloud types

The wide variety of cloud forms necessitates a
classification for purposes of weather reporting. The
internationally adopted system is based upon (1) the
general shape, structure and vertical extent of the clouds,
and (2) their altitude.

Figure 5.9 Droplet growth by conden-
sation and coalescence.

Source: Jonas (1994). Reprinted from
Weather, by permission of the Royal
Meteorological Society. Crown copyright
©.
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Table 5.1 Cloud base height (in 000s m).

Tropics Middle High
latitudes latitudes
High cloud Above 6 Above 5 Above 3
Medium cloud 2-7.5 2.7 2-4
Low cloud Below 2 Below 2 Below 2

These primary characteristics are used to define
the ten basic groups (or genera) as shown in Figure
5.10. High cirriform cloud is composed of ice crystals,
giving a fibrous appearance (Plate 17). Stratiform clouds
are in layers, while cumuliform clouds have a heaped
appearance and usually show progressive vertical
development. Other prefixes are alto- for middle-level
(medium) clouds and nimbo- for thick, low clouds
which appear dark grey and from which continuous rain
is falling.

The height of the cloud base may show a consid-
erable range for any of these types and varies with
latitude. The approximate limits in thousands of metres
for different latitudes are shown in Table 5.1.

Following taxonomic practice, the classification
subdivides the major groups into species and varieties
with Latin names according to their appearance.
The International Cloud Atlas (WMO 1956) provides
illustrations.

Clouds can also be grouped in their mode of origin.
A genetic grouping can be made based on the mecha-
nism of vertical motion that produces condensation.
Four categories are:

1 gradual uplift of air over a wide area in association
with a low-pressure system;

2 thermal convection (on the local cumulus scale);

uplift by mechanical turbulence (forced convection);

4 ascent over an orographic barrier.

w

Group 1 includes a wide range of cloud types and is
discussed more fully in Chapter 9D.2. With cumuliform
clouds (group 2), upward convection currents (thermals)
form plumes of warm air that, as they rise, expand and
are carried downwind. Towers in cumulus and other
clouds (Plates 4 and 6) are caused not by thermals of
surface origin, but by ones set up within the cloud as
a result of the release of latent heat by condensation.

ATMOSPHERIC INSTABILITY AND PRECIPITATION

Thermals gradually lose their impetus as mixing
of cooler, drier air from the surroundings dilutes the
more buoyant warm air. Cumulus towers also tend to
evaporate as updrafts diminish, leaving a shallow oval-
shaped ‘shelf’ cloud (stratocumulus cumulogenitus),
which may amalgamate with others to produce a high
overcast. Group 3 includes fog, stratus or stratocumulus
and is important whenever air near the surface is cooled
to dew-point by conduction or night-time radiation
and the air is stirred by irregularities of the ground. The
final group (4) includes stratiform or cumulus clouds
produced by forced uplift of air over mountains. Hill
fog is simply stratiform cloud enveloping high ground.
A special and important category is the wave (lenticular)
cloud (Plate 7), which develops when air flows over
hills, setting up a wave motion in the air current down-
wind of the ridge (see Chapter 6C.3). Clouds form in
the crest of these waves if the air reaches its conden-
sation level.

Operational weather satellites provide information
on cloudiness over the oceans, and on cloud patterns in
relation to weather systems. They supply direct-readout
imagery and information not obtainable by ground
observations. Special classifications of cloud elements
and patterns have been devised in order to analyse
satellite imagery. A common pattern seen on satellite
photographs is cellular, or honeycomb-like, with a
typical diameter of 30 km. This develops from the
movement of cold air over a warmer sea surface. An
open cellular pattern, where cumulus clouds are along
the cell sides, forms where there is a large air—sea
temperature difference, whereas closed polygonal cells
occur if this difference is small. In both cases there is
subsidence above the cloud layer. Open (closed) cells
are more common over warm (cool) ocean currents to
the east (west) of the continents. The honeycomb pattern
has been attributed to mesoscale convective mixing,
but the cells have a width—depth ratio of about 30:1,
whereas laboratory thermal convection cells have
a corresponding ratio of only 3:1. Thus the true
explanation may be more complicated. Less common
is aradiating cellular pattern (Plate 8). Another common
pattern over oceans and uniform terrain is provided by
linear cumulus cloud ‘streets’. Helical motion in these
two-dimensional cloud cells develops with surface
heating, particularly when outbreaks of polar air move
over warm seas (see Plate 9) and there is a capping
inversion.
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3 Global cloud cover

There are difficulties in determining cloud cover and
layer structure from both satellite and ground obser-
vations. Surface-based estimates of cloud amounts
are some 10 per cent greater than those derived from
satellites, mainly because of the problem of estimating
gaps near the horizon. The greatest discrepancies
occur in summer in the subtropics and in polar regions.
Total cloud amounts show characteristic geographical,
latitudinal and seasonal distributions (see Figures 3.8
and 5.11). During the northern summer there are high
percentages over West Africa, northwestern South
America and Southeast Asia, with minima over the
southern hemisphere continents, southern Europe, North
Africa and the Near East. During austral summer there
are high percentages over tropical land areas in the
southern hemisphere, due partly to convection along the
Intertropical Convergence Zone, and in subpolar ocean
areas due to moist air advection. Minimal cloud cover is
associated with the subtropical high-pressure regions
throughout the year, whereas persistent maximum cloud
cover occurs over the Southern Ocean storm belt at
50-70°S and over much of the ocean area north of 45°N.

Cloud acts both as an important sink for radiative
energy in the earth—atmosphere system, through absorp-
tion, as well as a source due to reflection and re-radiation
(see Chapter 3B, C). The mean annual net forcing effect
of clouds is negative (~ —20 W m2) because the albedo
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effect on incoming solar radiation outweighs the infra-
red absorption (Figure 5.12). However, cloud forcing is
complex; for example, more total cloud implies more
absorption of outgoing terrestrial radiation (positive
forcing, leading to warming) whereas more high cloud
produces increased reflection of incoming solar radia-
tion (negative forcing, leading to cooling).

There is evidence that cloud amounts increased
during the twentieth century. Observations, for exam-
ple, show a striking increase in cloud cover over the
United States (especially between 1940 and 1950). This
may be associated with higher atmospheric sulphate
concentrations due to increased coal burning. The rela-
tionship with temperature is unclear.

E FORMATION OF PRECIPITATION

The puzzle of raindrop formation has already been
noted. The simple growth of cloud droplets by conden-
sation is apparently an inadequate mechanism and more
complex processes have to be envisaged.

Various early theories of raindrop growth can be
discounted. Proposals were that differently charged
droplets could coalesce by electrical attraction, but it
appears that distances between drops are too great and
the difference between the electrical charges too small
for this to happen. It was suggested that large drops

DEC-FEB
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% CLOUDINESS

Figure 5.11 Average zonal distribu-
tion of total cloud amount (per cent),
derived from surface observations over
the total global surface (i.e. land plus
water) for the months of December
to February and June to August during
the period 1971 to 1981,

Source: From London et al. (1989).
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Figure 5.12 Mean annual net cloud forcing (W m2) observed by the Nimbus-7 ERB satellite for the period June 1979 to May 1980.

Source: Kyle et al. (1993) From Bulletin of the American Meteorological Society, by permission of the American Meteorological Society.

might grow at the expense of small ones. However,
observations show that the distribution of droplet size in
a cloud tends to maintain a regular pattern; the average
radius is between 10 and 15 pm, and few are larger
than 40 pm. A further idea was that atmospheric tur-
bulence might bring warm and cold cloud droplets
into close conjunction. The supersaturation of the
air with reference to the cold droplets and the under-
saturation with reference to the warm ones would cause
the latter to evaporate and cold droplets to develop at
their expense. However, except perhaps in some tropical
clouds, the temperature of cloud droplets is too low
for this differential mechanism to operate. Figure 2.14
shows that, below about —10°C, the slope of the satu-
ration vapour pressure curve is low. Another theory
was that raindrops grow around exceptionally large
condensation nuclei (observed in some tropical storms).
Large nuclei do experience a more rapid rate of initial
condensation, but after this stage they are subject to the
same limiting rates of growth that apply to all cloud
drops.

Current theories for the rapid growth of raindrops
involve either the growth of ice crystals at the expense
of water drops, or the coalescence of small droplets by
the sweeping action of falling drops.
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| Bergeron-Findeisen theory

This widely accepted theory is based on the fact that at
subzero temperatures the atmospheric vapour pressure
decreases more rapidly over an ice surface than over
water (Figure 2.14). The saturation vapour pressure
over water becomes greater than over ice, especially
between temperatures of —5 and —25°C, where the dif-
ference exceeds 0.2 mb. Ifice crystals and supercooled
water droplets exist together in a cloud, the drops tend
to evaporate and direct deposition takes place from the
vapour on to the ice crystals.

Freezing nuclei are necessary before ice particles can
form — usually at temperatures of about —15 to —25°C.
Small water droplets can, in fact, be supercooled in pure
air to —40°C before spontaneous freezing occurs. But
ice crystals generally predominate in clouds where
temperatures are below about —22°C. Freezing nuclei
are far less numerous than condensation nuclei; there
may be as few as 10 per litre at —30°C and probably
rarely more than 1000. However, some become active
at higher temperatures. Kaolinite, a common clay
mineral, initially becomes active at —9°C and on sub-
sequent occasions at—4°C. The origin of freezing nuclei
has been a subject of much debate but it is generally
considered that very fine soil particles are a major



source. Biogenic aerosols emitted by decaying plant
litter, in the form of complex chemical compounds, also
serve as freezing nuclei. In the presence of certain
associated bacteria, ice nucleation can take place at only
—2to-5°C.

Tiny ice crystals grow readily by deposition from
vapour, with different hexagonal forms (Plate 10)
developing at different temperature ranges. The number
of ice crystals also tends to increase progressively
because small splinters become detached by air currents
during growth and act as fresh nuclei. The freezing of
supercooled water drops may also produce ice splinters
(see F, this chapter). Figure 5.13 shows that a low
density of ice particles is capable of rapid growth in an
environment of cloud water droplets. This results in a
slower decrease in the average size of the much larger
number of cloud droplets although this still takes
place on a time scale of 10! minutes. Ice crystals
readily aggregate upon collision, due to their branched
(dendritic) shape, and groups of ten crystals may form
a single snowflake. Temperatures between about 0 and
—5°C are particularly favourable to aggregation, because
fine films of water on the crystal surfaces freeze when
two crystals touch, binding them together. When the fall
speed of the growing ice mass exceeds the existing
velocities of the air upcurrents the snowflake falls,
melting into a raindrop if it falls about 250 m below the
freezing level.

This theory can account for most precipitation in
middle and higher latitudes, yet it is not completely
satisfactory. Cumulus clouds over tropical oceans can
give rain when they are only some 2000 m deep and the
cloud-top temperature is 5°C or more. In mid-latitudes
in summer, precipitation may fall from cumuli that have
no subfreezing layer (warm clouds). A suggested mech-
anism in such cases is that of ‘droplet coalescence’,
discussed below.

Practical rainmaking has been based on the Bergeron
theory with some success. The basis of such experi-
ments is the freezing nucleus. Supercooled (water)
clouds between —5 and —15°C are seeded with especially
effective materials, such as silver iodide or ‘dry ice’
(CO,) from aircraft or ground-based silver iodide
generators, promoting the growth of ice crystals and
encouraging precipitation. The seeding of some cumu-
lus clouds at these temperatures probably produces
a mean increase of precipitation of 10 to 15 per cent
from clouds that are already precipitating or are ‘about
to precipitate’. Increases of up to 10 per cent have

ATMOSPHERIC INSTABILITY AND PRECIPITATION

resulted from seeding winter orographic storms.
However, it appears likely that clouds with an abun-
dance of natural ice crystals, or with above-freezing
temperatures throughout, are not susceptible to rain-
making. Premature release of precipitation may destroy
the updrafts and cause dissipation of the cloud. This
explains why some seeding experiments have actually
decreased the rainfall! In other instances, cloud growth
and precipitation have been achieved by such methods
in Australia and the United States. Programmes aimed
at increasing winter snowfall on the western slopes of
the Sierra Nevada and Rocky Mountains by seeding
cyclonic storms have been carried out for a number of
years with mixed results. Their success depends on
the presence of suitable supercooled clouds. When
several cloud layers are present in the atmosphere,
natural seeding may be important. For example, if ice
crystals fall from high-level cirrostratus or altostratus
(a ‘releaser’ cloud) into nimbostratus (a ‘spender’ cloud)
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Figure 5.13 The effect of a small proportion of initially frozen
droplets on the relative increase/decrease in the sizes of cloud ice
and water particles. The initial droplets were at a temperature of
—10°C and at water saturation. (A) A density of 100 drops per cc,
| per cent of which were assumed to be frozen. (B) A density
of 1000 drops per cc, 0.1 per cent of which were assumed to
be frozen.

Source: Jonas (1994). Reprinted from Weather, by permission of the
Royal Meteorological Society. Crown copyright ©.
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composed of supercooled water droplets, the latter can
grow rapidly by the Bergeron process and such situa-
tions may lead to extensive and prolonged precipitation.
This is a frequent occurrence in cyclonic systems in
winter and is important in orographic precipitation
(see E3, this chapter).

2 Coalescence theories

Theories of raindrop growth use collision, coalescence
and ‘sweeping’ as the growth mechanisms. It was
originally thought that cloud particle collisions due
to atmospheric turbulence would cause a significant
proportion to coalesce. However, particles break up just
as easily if subject to collisions. Langmuir offered a
variation of this simple idea. He pointed out that falling
drops have terminal velocities (typically 1to 10 cms™!)
directly related to their diameters, such that the larger
drops can overtake and absorb small droplets; the latter
might also be swept into the wake of larger drops and
absorbed by them. Figure 5.9 gives experimental results
of the rate of growth of water drops by coalescence,
from an initial radius of 20 mm in a cloud having a water
content of 1 g/m? (assuming maximum efficiency).
Although coalescence is initially slow, droplets reach
100 to 200 um radius in 50 minutes. Moreover, the
growth rate is rapid for drops with radii greater than 40
um. Calculations show that drops must exceed 19 pm
radius before they can coalesce with others; smaller
droplets are swept aside without colliding. The initial
presence of a few very large droplets calls for the avail-
ability of giant nuclei (e.g. salt particles) if the cloud top
does not reach above the freezing level. Observations
show that maritime clouds do have relatively few large
condensation nuclei (10—50 um radius) and a high liquid
water content, whereas continental air tends to contain
many small nuclei (~ 1 pm) and less liquid water. Hence,
rapid onset of showers is feasible by the coalescence
mechanism in maritime clouds. Alternatively, if a few
ice crystals are present at higher levels in the cloud
(or if seeding occurs with ice crystals falling from
higher clouds) they may eventually fall through the
cloud as drops and the coalescence mechanism comes
into action. Turbulence in cumulus clouds serves
to encourage collisions in the early stages. Thus, the
coalescence process allows more rapid growth than
simple condensation and is, in fact, common in ‘warm’
clouds in tropical maritime airmasses, even in temperate
latitudes.

102

3 Solid precipitation

Rain has been discussed at length because it is the most
common form of precipitation. Snow occurs when the
freezing level is so near the surface that aggregations
of'ice crystals do not have time to melt before reaching
the ground. Generally, this means that the freezing level
must be below 300 m. Mixed snow and rain (‘sleet’ in
British usage) is especially likely when the air temper-
ature at the surface is about 1.5°C. Snowfall rarely
occurs with a surface air temperature exceeding 4°C.

Soft hail pellets (roughly spherical, opaque grains of
ice with much enclosed air) occur when the Bergeron
process operates in a cloud with a small liquid water
content and ice particles grow mainly by deposition of
water vapour. Limited accretion of small, supercooled
droplets forms an aggregate of soft, opaque ice particles
1 mm or so in radius. Showers of such graupel pellets
are quite common in winter and spring from cumu-
lonimbus clouds.

Ice pellets may develop if the soft hail falls through
aregion of large liquid water content above the freezing
level. Accretion forms a casing of clear ice around the
pellet. Alternatively, an ice pellet consisting entirely of
transparent ice may result from the freezing of a rain-
drop or the refreezing of a melted snowflake.

True hailstones are roughly concentric accretions of
clear and opaque ice. The embryo is a raindrop carried
aloft in an updraft and frozen. Successive accretions
of opaque ice (rime) occur due to impact of supercooled
droplets, which freeze instantaneously. The clear ice
(glaze) represents a wet surface layer, developed as
a result of very rapid collection of supercooled drops
in parts of the cloud with large liquid water content,
which has subsequently frozen. A major difficulty in
carly theories was the necessity to postulate violently
fluctuating upcurrents to give the observed banded
hailstone structure. Modern thunderstorm models
successfully account for this; the growing hailstones
are recycled by a traveling storm (see Chapter 91). On
occasions, hailstones may reach giant size, weighing
up to 0.76 kg each (recorded in September 1970 at
Coffeyville, Kansas). In view of their rapid fall speeds,
hailstones may fall considerable distances with little
melting. Hailstorms are a cause of severe damage to
crops and property when large hailstones fall.



F PRECIPITATION TYPES

It is usual to identify three main types of precipitation
— convective, cyclonic and orographic — according to
the primary mode of uplift of the air. Essential to this
analysis is some knowledge of storm systems. These are
treated in later chapters, and the newcomer to the subject
may prefer to read the following in conjunction with
them (Chapter 9).

I ‘Convective type’ precipitation

This is associated with towering cumulus (cumulus
congestus) and cumulonimbus clouds. Three subcate-
gories may be distinguished according to their degree of
spatial organization.

1 Scattered convective cells develop through strong
heating of the land surface in summer (Plate 25),
especially when low temperatures in the upper
troposphere facilitate the release of conditional
or convective instability (see B, this chapter).
Precipitation, often including hail, is of the thun-
derstorm type, although thunder and lightning do not
necessarily occur. Small areas (20 to 50 km?) are
affected by individual heavy downpours, which
generally last for about 30 minutes to an hour.

2 Showers of rain, snow or soft hail pellets may form
in cold, moist, unstable air passing over a warmer
surface. Convective cells moving with the wind
can produce a streaky distribution of precipitation
parallel to the wind direction. Such cells tend to
occur parallel to a surface cold front in the warm
sector of a depression (sometimes as a squall line),
or parallel to and ahead of the warm front (see
Chapter 9D). Hence the precipitation is widespread,
although of limited duration at any locality.

3 In tropical cyclones, cumulonimbus cells become
organized around the centre in spiralling bands (see
Chapter 11B.2). Particularly in the decaying stages
of such cyclones, typically over land, the rainfall
can be very heavy and prolonged, affecting areas of
thousands of square kilometres.

2 ‘Cyclonic type’ precipitation

Precipitation characteristics vary according to the type
of low-pressure system and its stage of development,
but the essential mechanism is ascent of air through
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horizontal convergence of airstreams in an area of low
pressure (see Chapter 6B). In extra-tropical depressions,
this is reinforced by uplift of warm, less dense air
along an airmass boundary (see Chapter 9D.2). Such
depressions give moderate and generally continuous
precipitation over very extensive areas as they move,
usually eastward, in the westerly wind belts between
about 40° and 65° latitude. The precipitation belt in the
forward sector of the storm can affect a locality in its
path for 6 to 12 hours, whereas the belt in the rear gives
a shorter period of thunderstorm-type precipitation.
These sectors are therefore sometimes distinguished in
precipitation classifications, and a more detailed break-
down is illustrated in Table 10.2. Polar lows (see Chapter
9H.3) combine the effects of airstream convergence and
convective activity of category 2 (previous section),
whereas troughs in the equatorial low-pressure area give
convective precipitation as a result of airstream conver-
gence in the tropical easterlies (see Chapter 11B.1).

3 Orographic precipitation

Orographic precipitation is commonly regarded as a
distinct type, but this requires careful qualification.
Mountains are not especially efficient in causing
moisture to be removed from airstreams crossing them,
yet because precipitation falls repeatedly in more or less
the same locations, the cumulative totals are large. An
orographic barrier may produce several effects, depend-
ing on its alignment and size. They include: (1) forced
ascent on a smooth mountain slope, producing adiabatic
cooling, condensation and precipitation; (2) triggering
of conditional or convective instability by blocking
of the airflow and upstream lifting; (3) triggering of
convection by diurnal heating of slopes and up-slope
winds; (4) precipitation from low-level cloud over
the mountains through ‘seeding’ of ice crystals or
droplets from an upper-level feeder cloud (Figure 5.14);
and (5) increased frontal precipitation by retarding the
movement of cyclonic systems and fronts. West coast
mountains with onshore flow, such as the Western
Ghats, India, during the southwest summer monsoon;
the west coasts of Canada, Washington and Oregon; or
coastal Norway, in winter months, supposedly illustrate
smooth forced ascent, yet many other processes seem to
be involved. The limited width of some coastal ranges,
with average wind speeds, generally allows insufficient
time for the basic mechanisms of precipitation growth
to operate (see Figure 5.9). In view of the complexity of
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" ’Pre-existing seeder cloud:

LOW-LEVEL

Figure 5.14 Schematic diagram of
T. Bergeron’s ‘seeder—feeder’ cloud
model of orographic precipitation
over hills.

Note: This process may also operate in
deep nimbostratus layers.

Source: After Browning and Hill (1981).
Reprinted from Weather, by permission
of the Royal Meteorological Society.
Crown copyright ©.

Figure 5.15 Mean annual precipita-
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processes involved, Tor Bergeron proposed using the
term ‘orogenic’, rather than orographic, precipitation
(i.e. an origin related to various orographically produced
effects). An extreme example of orographic precipi-
tation is found on the western side of the Southern Alps
of New Zealand, where mean annual rainfall totals
exceed 10 metres! (Figure 5.15).

In mid-latitude areas where precipitation is pre-
dominantly of cyclonic origin, orographic effects tend
to increase both the frequency and intensity of winter
precipitation, whereas during summer and in continental
climates with a higher condensation level the main
effect of relief is the occasional triggering of intense
thunderstorm-type precipitation. The orographic influ-
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ence occurs only in the proximity of high ground
in the case of a stable atmosphere. Radar studies
show that the main effect in this case is one of redis-
tribution, whereas in the case of an unstable atmosphere
precipitation appears to be increased, or at least redis-
tributed on a larger scale, since the orographic effects
may extend well downwind due to the activation of
mesoscale rain bands (see Figure 9.13).

In tropical highland areas there is a clearer distinction
between orographic and convective contributions to
total rainfall than in the mid-latitude cyclonic belt.
Figure 5.16 shows that in the mountains of Costa Rica
the temporal character of convective and orographic
rainfalls and their seasonal occurrences are quite
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Figure 5.16 Orographic and con-
vective rainfall in the Cachi region of
Costa Rica for the period 1977 to
1980. (A) The Cachi region, elevation
500 to 3,000 m. (B) Typical accumu-
lated rainfall distributions for individual
convective (duration | to 6 hours, high
intensity) and orographic (1 to 5 days,
lower intensity except during convec-
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Figure 5.17 Classic view of the cycle of a local thunderstorm. The arrows indicate the direction and speed of air currents. (A) The
developing stage of the initial updraft. (B) The mature stage with updrafts, downdrafts and heavy rainfall. (C) The dissipating stage,

dominated by cool downdrafts.

Source: After Byers and Braham; adapted from Petterssen (1969).

distinguishable. Convective rain occurs mainly in the
May to November period, when 60 per cent of the rain
falls in the afternoons between 12:00 and 18:00 hours;
orographic rain predominates between December and
April, with a secondary maximum in June and July
coinciding with an intensification of the trades.

Even low hills may have an orographic effect.
Research in Sweden shows that wooded hills, rising
only 30 to 50 m above the surrounding lowlands,
increase precipitation amounts locally by 50 to 80
per cent during cyclonic spells. Until Doppler radar
studies of the motion of falling raindrops became
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feasible, the processes responsible for such effects
were unknown. A principal cause is the ‘seeder—feeder’
(‘releaser—spender’) cloud mechanism, proposed by
Tor Bergeron and illustrated in Figure 5.14. In moist,
stable airflow, shallow cap clouds form over hilltops.
Precipitation falling from an upper layer of altostratus
(the seeder cloud) grows rapidly by the wash-out
of droplets in the lower (feeder) cloud. The seeding
cloud may release ice crystals, which subsequently
melt. Precipitation from the upper cloud layer alone
would not give significant amounts at the ground, as
the droplets would have insufficient time to grow in the
airflow, which may traverse the hills in 15 to 30 minutes.
Most of the precipitation intensification happens in the
lowest kilometre layer of moist, fast-moving airflows.

G THUNDERSTORMS

I Development

In mid-latitudes the most spectacular example of
moisture changes and associated energy releases in the
atmosphere is the thunderstorm. Extreme upward and
downward movements of air are both the principal
ingredients and motivating machinery of such storms.
They occur: (1) due to rising cells of excessively heated
moist air in an unstable airmass; (2) through the trigger-
ing of conditional instability by uplift over mountains;
or (3) through mesoscale circulations or lifting along
convergence lines (see p. 201).

The lifecycle of a local storm lasts for only a few
hours and begins when a parcel of air is either warmer
than the air surrounding it or is actively undercut by
colder encroaching air. In both instances, the air begins
to rise and the embryo thunder cell forms as an unstable
updraft of warm air (Figure 5.17). As condensation
begins to form cloud droplets, latent heat is released and
the initial upward impetus of the air parcel is augmented
by an expansion and a decrease in density until the
whole mass becomes completely out of thermal equi-
librium with the surrounding air. At this stage, updrafts
may increase from 3 to 5 m s! at the cloud base to
8 to 10 m s7! some 2 to 3 km higher, and they can
exceed 30 m s~!. The constant release of latent heat
continuously injects fresh supplies of energy, which
accelerate the updraft. The airmass will continue to rise
as long as its temperature remains greater (or, in other
words, its density less) than that of the surrounding air.
Cumulonimbus clouds form where the air is already
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moist, as a result of previous penetrating towers from a
cluster of clouds, and there is persistent ascent (Plate 6).

Raindrops begin to develop rapidly when the ice
stage (or freezing stage) is reached by the vertical
buildup of the cell, allowing the Bergeron process to
operate. They do not immediately fall to the ground,
because the updrafts are able to support them. The
minimum cumulus depth for showers over ocean areas
seems to be between 1 and 2 km, but 4 to 5 km is more
typical inland. The corresponding minimum time inter-
vals needed for showers to fall from growing cumulus
are about 15 minutes over ocean areas and =30 minutes
inland. Falls of hail require the special cloud processes,
described in the last section, involving phases of ‘dry’
(rime accretion) and ‘wet’ growth on hail pellets. The
mature stage of a storm (see Figure 5.17B) is usually
associated with precipitation downpours and lightning
(see Plate 12). The precipitation causes frictional
downdrafts of cold air. As these gather momentum, cold
air may eventually spread out in a wedge below the
thunder cell. Gradually, as the moisture of the cell is
expended, the supply of released latent heat energy
diminishes, the downdrafts progressively gain in power
over the warm updrafts, and the cell dissipates.

To simplify the explanation, a thunderstorm with
only one cell was illustrated. Storms are usually far
more complex in structure and consist of several cells
arranged in clusters of 2 to 8 km across, 100 km or
so in length and extending up to 10 km or more (see
Plate 11). Such systems are known as squall lines
(see Chapter 91).

2 Cloud electrification and lightning

Two general hypotheses help to account for thunder-
storm electrification. One involves induction in the
presence of an electric field, the other is non-inductive
charge transfer. The ionosphere at 30 to 40 km altitude
is positively charged (owing to the action of cosmic and
solar ultraviolet radiation in ionization) and the earth’s
surface is negatively charged during fine weather.
Thus cloud droplets can acquire an induced positive
charge on their lower side and negative charge on their
upper side. Non-inductive charge transfer requires
contact between cloud and precipitation particles.
According to J. Latham (1966), the major factor in
cloud electrification is non-inductive charge transfer
involving collisions between splintered ice crystals and
warmer pellets of soft hail (graupel). The accretion of
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Figure 5.18 Classic view of the vertical distribution of electrostatic charges in a thundercloud and at the ground. (A) shows the
common transfer of negative charge to the surface in a lightning stroke; (B) shows other cases: (i) when positive charge from the upper
part of the cloud is transferred towards a locally induced area of negative charge at the surface; (i) when positive charge transfer is from

a summit or surface structure towards the cloud base.

supercooled droplets (riming) on hail pellets produces
an irregular surface, which is warmed as the droplets
release latent heat on freezing. The impacts of ice crys-
tals on this irregular surface generate negative charge,
while the crystals acquire positive charge. Negative
charge is usually concentrated between about —10° and
—25°C in a thundercloud, where ice crystal concen-
trations are large, and due to splintering at about the 0°
to—5°C level and the ascent of the crystals in upcurrents.
The separation of electrical charges of opposite signs
may involve several mechanisms: one is the differential
movement of particles under gravity and convective
updrafts; another is the splintering of ice crystals during
the freezing of cloud droplets. This operates as follows:
a supercooled droplet freezes inward from its surface
and this leads to a negatively charged warmer core (OH~
ions) and a positively charged colder surface due to the
migration of H™ ions outward down the temperature
gradient. When this soft hailstone ruptures during
freezing, small ice splinters carrying a positive charge
are ejected by the ice shell and preferentially lifted to the
upper part of the convection cell in updrafts (see Figure
5.18). However, the ice-splintering mechanism appears
to work only for a narrow range of temperature condi-
tions, and the charge transfer is small.

The vertical distribution of charges in a thun-
dercloud, based on balloon soundings, is shown in
Figure 5.19. This general scheme applies to airmass

thunderstorms in the southwestern USA, as well as to
supercell storms and mesoscale convective systems
described in Chapter 91. There are four alternating bands
of positive and negative charges in the updraft and six
outside the updraft area. The lower three bands of the
four in the updraft are attributed to collision processes.
Ice crystals carried upward may explain why the upper
part of the cloud (above the —25°C isotherm) is posi-
tively charged. Negatively charged graupel accounts for
the main region of negative charge. There is a temper-
ature threshold of around —10° to —20°C (depending on
the cloud liquid water content and the rate of accretion
on the graupel) where charge-sign reversal takes place.
Above/below the altitude of this threshold, graupel
pellets charge negatively/positively. The lower area of
positive charge represents larger precipitation particles
acquiring positive charge at temperatures higher than
this threshold. The origin of the uppermost zone of
negative charge is uncertain, but may involve induction
(so-called ‘screening layer’ formation) since it is near
the upper cloud boundary and the ionosphere is posi-
tively charged. The non-updraft structure may represent
spatial variations or a temporal evolution of the storm
system. The origin of the positive area at the cloud base
outside the updraft is uncertain, but it may be a screening
layer.

Radar studies show that lightning is associated
both with ice particles in clouds and rising air currents
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Figure 5.19 The electric charge structure in airmass storms in New Mexico, supercell storms and the convective elements of
mesoscale convective systems (see Chapter 9), based on balloon soundings of the electric field — 33 in updrafts and |6 outside them.
There are four vertical zones in the updraft region and six in the downdraft region, but the size, strength and relative positions of
the up- and downdrafts vary, as do the heights and temperatures shown.

Source: Stolzenburg et al. (1998) Fig. 3, by permission of the American Geophysical Union.

carrying small hail aloft. Lightning commonly begins
more or less simultaneously with precipitation down-
pours and rainfall yield appears to be correlated with
flash density. The most common form of lightning
(about two-thirds of all flashes) occurs within a cloud
and is visible as sheet lightning. More significant
are cloud—ground (CQ) strokes. These are frequently
between the lower part of the cloud and the ground
which locally has an induced positive charge. The first
(leader) stage of the flash bringing down negative charge
from the cloud is met about 30 m above the ground
by a return stroke, which rapidly takes positive charge
upward along the already formed channel of ionized air.
Just as the leader is neutralized by the return stroke,
so the cloud neutralizes the latter in turn. Subsequent
leaders and return strokes drain higher regions of the
cloud until its supply of negative charge is temporarily
exhausted. The total flash, with about eight return
strokes, typically lasts for only about 0.5 seconds (Plate
12). The extreme heating and explosive expansion of
air immediately around the path of the lightning sets
up intense sound-waves, causing thunder to be heard.
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The sound travels at about 300 m s™!. Less commonly,
positive CG flashes occur from the upper positive region
(Figure 5.18B, case (i)), and they predominate in the
stratiform cloud sector of a travelling convective storm
(Chapter 91). Positive charge can also be transferred
from a mountaintop or high structure towards the cloud
base (case (ii)). In the United States, over 20 per cent of
flashes are positive in the Midwest, along the Gulf Coast
and in Florida. Figure 5.18 A represents a simple dipole
model of cloud electricity; schemes to address the com-
plexity shown in Figure 5.19 remain to be developed.
Lightning is only one aspect of the atmospheric
electricity cycle. During fine weather, the earth’s surface
is negatively charged, the ionosphere positively
charged. The potential gradient of this vertical electrical
field in fine weather is about 100 V m™! near the surface,
decreasing to about 1 Vm ! at 25 km, whereas beneath
a thundercloud it reaches 10,000 V m™' immediately
before a discharge. The ‘breakdown potential’ for light-
ning to occur in dry air is 3 X10° V. m™!, but this is ten
times the largest observed potential in thunderclouds.
Hence the necessity for localized cloud droplet/ice



crystal charging processes, as already described, to
initiate flash leaders. Atmospheric ions conduct elec-
tricity from the ionosphere down to the earth, and hence
a return supply must be forthcoming to maintain the
observed electrical field. A major source is the slow
point discharge, from objects such as buildings and
trees, of ions carrying positive charge (electrons)
induced by the negative thundercloud base.

Upward currents have recently been discovered high
above the stratiform regions of large convective storm
systems with positive CG lightning. Brief luminous
emissions, due to electrical discharges, appear in the
mesosphere and extend downward to 30 to 40 km. These
so-called sprites are red in the upper part, with blue
tendrils below. The red colour is from neutral nitrogen
molecules excited by free electrons. In the ionosphere
above, a luminous expanding ring (termed e/ve) may
occur. High above the lightning storm, a discharge takes
place because the imposed electric field of a vertical
dipole exceeds the breakdown potential of the low-
density air. The electrically conductive ionosphere
prevents sprites from extending above 90-km altitude.

The other source of a return supply (estimated to
be smaller in its effect over the earth as a whole than
point discharges) is the instantaneous upward transfer
of positive charge by lightning strokes, leaving the
earth negatively charged. The joint operation of these
supply currents, with approximately 50 flashes/sec over
the globe at any time, is thought to be sufficient to
balance the air—earth leakage, and this number matches
reasonably well with observations.

Globally, thunderstorms are most frequent between
12:00 and 21:00 local time, with a minimum around
03:00. An analysis of lightning on satellite imaging
systems for 1995 to 2002 shows a predominance of
flashes over tropical land areas between 15°N and 30°S
(Plate C). In the austral summer, lightning signatures
are along the equatorial trough and south to about 30°S
over the Congo, South Africa, Brazil, Indonesia and
northern Australia, with activity along cyclone paths in
the northern hemisphere. In the boreal summer, activity
is concentrated in central and northern South America,
West Africa —the Congo, northern India and Southeast
Asia and the southeastern United States. The North
American lightning detection network recorded 28 to
31 million flashes per year for 1998 to 2000. The median
peak current was about 16 kA. In Florida and along the
Gulf Coast there were nine flashes/km?. Lightning is a
significant environmental hazard. In the United States
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alone there are 100 to 150 deaths per year on average,
as a result of lightning accidents.

SUMMARY

Air may be lifted through instability due to surface
heating or mechanical turbulence, ascent of air at a
frontal zone, or forced ascent over an orographic
barrier. Instability is determined by the actual rate of
temperature decrease with height in the atmosphere
relative to the appropriate adiabatic rate. The dry
adiabatic lapse rate is 9.8°C/km; the saturated adiabatic
rate is less than the DALR due to latent heat released
by condensation. It is least (around 5°C/km) at high
temperatures, but approaches the DALR at subzero
temperatures.

Condensation requires the presence of hygro-
scopic nuclei such as salt particles in the air. Otherwise,
supersaturation occurs. Similarly, ice crystals only form
naturally in clouds containing freezing nuclei (clay
mineral particles). Otherwise, water droplets may
supercool to —39°C. Both supercooled droplets and
ice crystals may be present at cloud temperatures
of —10to —20°C.

Clouds are classified in ten basic types, according to
altitude and cloud form. Satellites are providing new
information on spatial patterns of cloudiness, revealing
cellular (honeycomb) areas and linear cloud streets, as
well as large-scale storm patterns.

Precipitation drops do not form directly by
growth of cloud droplets through condensation.
Two processes may be involved — coalescence of
falling drops of differing sizes, and the growth of ice
crystals by vapour deposition (the Bergeron—Findeisen
process). Low-level cloud may be seeded naturally by
ice crystals from upper cloud layers, or by introducing
artificial nuclei. There is no single cause of the oro-
graphic enhancement of precipitation totals, and at least
four contributing processes may be distinguished.

Thunderstorms are generated by convective uplift,
which may result from daytime heating, orographic
ascent or squall lines. The freezing process appears
to be a major element of cloud electrification in
thunderstorms. Lightning plays a key role in maintaining
the electrical field between the surface and the
ionosphere.
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DISCUSSION TOPICS

Account for the differences between the envi-
ronmental, dry adiabatic and saturated adiabatic
lapse rates.

What processes determine the presence of stability
and instability in the troposphere?

What factors cause air to ascend/descend on small
and large scales and what are the associated weather
outcomes?

Maintain a record of cloud type and amount over
several days and compare what you observe with the
cloud cover shown for your location on satellite
imagery from an appropriate website (see Appendix
4D).

Make a cross-section of terrain height and precip-
itation amounts at stations along a height transect
in your own region/country. Use daily, monthly or
annual data as available. Note also the prevailing
wind direction with respect to the mountains/hills.

From national records/websites, examine the
occurrence of convective systems (thunderstorms,
tornadoes, lightning) in your country and determine
whether they are airmass storms, connected with
frontal lows, or mesoscale convective systems.
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Plate 20 Tornado with dust and debris cloud forming at the surface, 22 May 1981, Cordell, Oklahoma (courtesy of National Severe
Storms Laboratory, OAR/ERL. NOAA, NOAA Photo Library nss. 10054).
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Plate 21 Hurricane Andrew, 23 August 1992, during its maximum intensity over the Bahamas. Visible image from Meteosat 3
(courtesy of NOAA, NOAA Photo Library Historic NWS Collection wea 00520).



Plate 22 Ground view of the devastation caused by Hurricane Andrew in Pinewoods Villa, southern Florida, 23-24 August 1992
(courtesy of NOAA, NOAA Photo Library Historic NWS Collection wea 00534).



Plate 23 A satellite infra-red mosaic of eastern Asia and the western North Pacific showing two
mid-latitude depression systems and typhoons ‘Wendy' (28°N, |126°E) and ‘Virginia’ (22°N, 147°N)
on 29 July 1978, about 09:00 local time (Tokyo). The typhoons had maximum winds of about 36 ms™!
and sea-level pressure minima of about 965 mb (‘Wendy') and 975 mb (*Virginia). A subtropical high-
pressure ridge about 35°N separates the tropical and mid-latitude storms minimizing any interaction

(Defense Meteorological Satellite Program imagery, National Snow and Ice Data Center, University of
Colorado, Boulder).
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Plate 25 View south over Florida
from the Gemini V manned spacecraft at
an elevation of 180 km on 22 August
1965, with Cape Kennedy launching
site in the foreground. Cumulus clouds
have formed over the warmer land,
with a tendency to align in east-west
‘streets’, and are notably absent over Lake
Okeechobee. Inthe south, thunder-head
anvils can be seen (NASA photograph).

Plate 26 An air view looking southeastward towards the line of high cumulus towers marking the
convergence zone near the Wake Island wave trough shown in Figure | 1.7 (from Malkus and Riehl
1964).



Plate 27 A sequence of three typhoons over the northwestern Pacific, 8 September |987. A visible band 5.4-km resolution DMSP
image. The longitudes are marked at the top. All three formed in an active monsoon trough. Typhoon Freda, in the centre, developed
first and moved mainly northward. The leading typhoon in the image (Gerald) has a very large eye. Super-typhoon Holly, the
easternmost system, had maximum winds above 70 m s-| and an estimated central pressure of 898 mb; it recurved to the east of
Japan (National Snow and Ice Data Center, Boulder, CO).



Plate 29 Visible satellite image showing five large tropical cloud clusters topped by cirrus shields
situated between latitudes 5° and 10°N in the vicinity of West Africa, together with one squall line cloud
cluster at | 5°N having a well-defined arc cloud squall line on its leading (southwest) edge. Taken by SMS-
| satellite at | 1:30 hours GMT on 5 September 974 (courtesy of NOAA).



Atmospheric motion: principles

Learning objectives
When you have read this chapter you will:

Know the basic laws of horizontal motion in the atmosphere,

Know how the Coriolis force arises and its effects,

Be able to define the geostrophic wind,

Know how friction modifies wind velocity in the boundary layer,
Understand the principles of divergence/convergence and vorticity and their roles in atmospheric

processes,

Understand the thermodynamic, dynamic and topographic factors that lead to distinctive local wind

regimes.

The atmosphere is in constant motion on scales ranging
from short-lived, local wind gusts to storm systems
spanning several thousand kilometres and lasting for
about a week, and to the more or less constant global-
scale wind belts circling the earth. Before considering
the global aspects, however, it is important to look at
the immediate controls on air motion. The downward-
acting gravitational field of the earth sets up the
observed decrease of pressure away from the earth’s
surface that is represented in the vertical distribution
of atmospheric mass (see Figure 2.13). This mutual
balance between the force of gravity and the vertical
pressure gradient is referred to as hydrostatic equilib-
rium (p. 23). This state of balance, together with the
general stability of the atmosphere and its shallow
depth, greatly limits vertical air motion. Average hori-
zontal wind speeds are of the order of one hundred times
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greater than average vertical movements, although
individual exceptions occur — particularly in convective
storms.

A LAWS OF HORIZONTAL MOTION

There are four controls on the horizontal movement of
air near the earth’s surface: the pressure-gradient force,
the Coriolis force, centripetal acceleration, and frictional
forces. The primary cause of air movement is the devel-
opment of a horizontal pressure gradient through spatial
differences in surface heating and consequent changes
in air density and pressure. The fact that such a gradient
can persist (rather than being destroyed by air motion
towards the low pressure) results from the effect of the
earth’s rotation in giving rise to the Coriolis force.



I The pressure-gradient force

The pressure-gradient force has vertical and horizontal
components but, as already noted, the vertical com-
ponent is more or less in balance with the force of
gravity. Horizontal differences in pressure arise from
thermal heating contrasts or mechanical causes such
as mountain barriers and these differences control the
horizontal movement of an airmass. The horizontal
pressure gradient serves as the motivating force that
causes air to move from areas of high pressure towards
areas where it is lower, although other forces prevent
air from moving directly across the isobars (lines of
equal pressure). The pressure-gradient force per unit
mass is expressed mathematically as

1 dp

p dn

where p = air density and dp/dn = the horizontal gradient
of pressure. Hence the closer the isobar spacing the more
intense is the pressure gradient and the greater the wind
speed (Figure 6.1). The pressure-gradient force is also
inversely proportional to air density, and this relation-
ship is of particular importance in understanding the
behaviour of upper winds.

2 The earth’s rotational deflective
(Coriolis) force

The Coriolis force arises from the fact that the move-
ment of masses over the earth’s surface is referenced
to a moving co-ordinate system (i.e. the latitude and

\
\_ Path relative
X to frame
\\
Path A
relative
to rotating disc

\

Direction
Of rotatio®
~_ 7

Figure 6.1 The Coriolis deflecting force operating on an object
moving outward from the centre of a rotating turntable.

ATMOSPHERIC MOTION

longitude grid, which ‘rotates’ with the earth). The
simplest way to visualize how this deflecting force
operates is to picture a rotating disc on which moving
objects are deflected. Figure 6.1 shows the effect of such
a deflective force operating on a mass moving outward
from the centre of a spinning disc. The body follows
a straight path in relation to a fixed frame of reference
(for instance, a box that contains the spinning disc), but
viewed relative to co-ordinates rotating with the disc the
body swings to the right of its initial line of motion.
This effect is readily demonstrated if a pencil line is
drawn across a white disc on a rotating turntable. Figure
6.2 illustrates a case where the movement is not from
the centre of the turntable and the object possesses an
initial momentum in relation to its distance from the
axis of rotation. Note that the turntable model is not
strictly analogous since the outwardly directed cen-
trifugal force is involved. In the case of the rotating
earth (with rotating reference co-ordinates of latitude
and longitude), there is apparent deflection of moving
objects to the right of their line of motion in the northern
hemisphere and to the left in the southern hemisphere,
as viewed by observers on the earth. The idea of a
deflective force is credited to the work of French math-
ematician G.G. Coriolis in the 1830s. The ‘force’ (per
unit mass) is expressed by:

-2 QVsin¢

where Q = the angular velocity of spin (15°hr! or 27t/24
rad hr! for the earth = 7.29 X 107 rad s'); ¢ = the
latitude and V' = the velocity of the mass. 2Q sin ¢ is
referred to as the Coriolis parameter (f).

The magnitude of the deflection is directly pro-
portional to: (1) the horizontal velocity of the air (i.e.
air moving at 10 m s! has half the deflective force
operating on it as on that moving at 20 m s'); and (2)
the sine of the latitude (sin 0 = 0; sin 90 = 1). The effect
is thus a maximum at the poles (i.e. where the plane of
the deflecting force is parallel to the earth’s surface).
It decreases with the sine of the latitude, becoming zero
at the equator (i.e. where there is no component of the
deflection in a plane parallel to the surface). The Coriolis
‘force’ depends on the motion itself. Hence, it affects
the direction but not the speed of the air motion, which
would involve doing work (i.e. changing the kinetic
energy). The Coriolis force always acts at right-angles
to the direction of the air motion, to the right in the
northern hemisphere (f positive) and to the left in
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Directiop
of rotatiop

___________________

R

Figure 6.2 The Coriolis deflecting
force on a rotating turntable. (A) An
observer at X sees the object P and
attempts to throw a ball towards it.
Both locations are rotating anticlock-
wise. (B) The observer’s position is
now X andthe objectisatP". Tothe
observer, the ball appears to follow
a curved path and lands at Q. The
observer overlooked the fact that pos-
ition P was moving counterclockwise
and that the path of the ball would be
affected by the initial impulse due to

Observed
path of
ball

the southern hemisphere (f' negative). Absolute values
of f'vary with latitude as follows:

Latitude 0° 10° 20° 43° 90°
f10%s™ 0 025 0.50 1.00 1.458

The earth’s rotation also produces a vertical com-
ponent of rotation about a horizontal axis. This is a
maximum at the equator (zero at the poles) and it causes
a vertical deflection upward (downward) for horizontal
west/east winds. However, this effect is of secondary
importance due to the existence of hydrostatic equi-
librium.

3 The geostrophic wind

Observations in the firee atmosphere (above the level
affected by surface friction up to about 500 to 1000 m)
show that the wind blows more or less at right angles to
the pressure gradient (i.e. parallel to the isobars) with,
for the northern hemisphere, high pressure on the right
and low pressure on the left when viewed downwind.
This implies that for steady motion the pressure-gradient
force is balanced exactly by the Coriolis deflection
acting in the diametrically opposite direction (Figure
6.3A). The wind in this idealized case is called a
geostrophic wind, the velocity ( Vg) of which is given by
the following formula:

1 dp

Vo=
2Qsin¢g  dn

where dp/dn = the pressure gradient. The velocity is
inversely dependent on latitude, such that the same
pressure gradient associated with a geostrophic wind
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the rotation of point X.

speed of 15 m s7! at latitude 43° will produce a velocity
of only 10 m s at latitude 90°. Except in low latitudes,
where the Coriolis parameter approaches zero, the geo-
strophic wind is a close approximation to the observed
air motion in the free atmosphere. Since pressure
systems are rarely stationary, this fact implies that air
motion must change continually towards a new balance.
In other words, mutual adjustments of the wind and
pressure fields are constantly taking place. The common
‘cause-and-effect” argument that a pressure gradient is
formed and air begins to move towards low pressure
before coming into geostrophic balance is an unfor-
tunate oversimplification of reality.

4 The centripetal acceleration

For a body to follow a curved path there must be an
inward acceleration (c) towards the centre of rotation.
This is expressed by:

mV?
c=—

7

where m = the moving mass, V= its velocity and » = the
radius of curvature. This effect is sometimes regarded
for convenience as a centrifugal ‘force’ operating radi-
ally outward (see Note 1). In the case of the earth itself,
this is valid. The centrifugal effect due to rotation has
in fact resulted in a slight bulging of the earth’s mass in
low latitudes and a flattening near the poles. The small
decrease in apparent gravity towards the equator (see
Note 2) reflects the effect of the centrifugal force
working against the gravitational attraction directed
towards the earth’s centre. It is therefore necessary only
to consider the forces involved in the rotation of the air
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Figure 6.3 (A) The geostrophic wind case of balanced motion
(northern hemisphere) above the friction layer. (B) Surface wind
V represents a balance between the geostrophic wind, V_, and
the resultant of the Coriolis force (C) and the friction force (F).
Note that F is not generally directly opposite to the surface wind.

about a local axis of high or low pressure. Here the
curved path of the air (parallel to the isobars) is main-
tained by an inward-acting, or centripetal, acceleration.

Figure 6.4 shows (for the northern hemisphere) that
in a low-pressure system balanced flow is maintained in
a curved path (referred to as the gradient wind) by the
Coriolis force being weaker than the pressure force. The
difference between the two gives the net centripetal
acceleration inward. In the high-pressure case, the
inward acceleration exists because the Coriolis force
exceeds the pressure force. Since the pressure gradients
are assumed to be equal, the different contributions
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of the Coriolis force in each case imply that the wind
speed around the low pressure must be lower than
the geostrophic value (subgeostrophic), whereas in the
case of high pressure it is supergeostrophic. In reality,
this effect is obscured by the fact that the pressure
gradient in a high is usually much weaker than in a low.
Moreover, the fact that the earth’s rotation is cyclonic
imposes a limit on the speed of anticyclonic flow. The
maximum occurs when the angular velocity is /2 (= V
sin @), at which value the absolute rotation of the air
(viewed from space) is just cyclonic. Beyond this point
anticyclonic flow breaks down (‘dynamic instability”).
There is no maximum speed in the case of cyclonic
rotation.

The magnitude of the centripetal acceleration is
generally small, but it becomes important where high-
velocity winds are moving in very curved paths (i.e.
around an intense low-pressure vortex). Two cases are
of meteorological significance: first, in intense cyclones
near the equator, where the Coriolis force is negligible;
and, second, in a narrow vortex such as a tornado. Under
these conditions, when the large pressure-gradient force
provides the necessary centripetal acceleration for
balanced flow parallel to the isobars, the motion is called
cyclostrophic.

The above arguments assume steady conditions
of balanced flow. This simplification is useful, but in
reality two factors prevent a continuous state of balance.
Latitudinal motion changes the Coriolis parameter,
and the movement or changing intensity of a pressure
system leads to acceleration or deceleration of the air,
causing some degree of cross-isobaric flow. Pressure
change itself depends on air displacement through the
breakdown of the balanced state. If air movement were
purely geostrophic there would be no growth or decay
of pressure systems. The acceleration of air at upper
levels from a region of cyclonic isobaric curvature (sub-
geostrophic wind) to one of anticyclonic curvature
(supergeostrophic wind) causes a fall of pressure at

Figure 6.4 The gradient wind case of
balanced motion around a low pres-
sure (A) and a high pressure (B) in the
northern hemisphere.
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lower levels in the atmosphere to compensate for the
removal of air aloft. The significance of this fact will be
discussed in Chapter 9G. The interaction of horizontal
and vertical air motions is outlined in B.2 (this chapter).

5 Frictional forces and the planetary
boundary layer

The last force that has an important effect on air move-
ment is that due to friction from the earth’s surface.
Towards the surface (i.e. below about 500 m for flat
terrain), friction begins to reduce the wind velocity
below its geostrophic value. The slowing of the wind
towards the surface modifies the deflective force, which
is dependent on velocity, causing it also to decrease.
Initially, the frictional force is opposite to the wind
velocity, but in a balanced state — when the velocity
and therefore the Coriolis deflection decrease — the
vector sum of the Coriolis and friction components
balances the pressure gradient force (Figure 6.3B).
The friction force now acts to the right of the surface
wind vector. Thus, at low levels, due to frictional
effects, the wind blows obliquely across the isobars
in the direction of the pressure gradient. The angle of
obliqueness increases with the growing effect of fric-
tional drag due to the earth’s surface averaging about
10 to 20° at the surface over the sea and 25 to 35° over
land.

In summary, the surface wind (neglecting any
curvature effects) represents a balance between the
pressure-gradient force and the Coriolis force perpen-
dicular to the air motion, and friction roughly parallel,
but opposite, to the air motion.

The layer of frictional influence is known as the
planetary boundary layer (PBL). Atmospheric profilers
(lidar and radar) can routinely measure the temporal
variability of PLB structure. Its depth varies over
land from a few hundred metres at night, when the
air is stable as a result of nocturnal surface cooling,
to 1 to 2 km during afternoon convective conditions.
Exceptionally, over hot dry surfaces, convective mixing
may extend to 4 to 5 km. Over the oceans, it is more
consistently near 1 km deep and in the tropics especially
is often capped by an inversion due to sinking air. The
boundary layer is typically either stable or unstable. Yet,
for theoretical convenience, it is often treated as being
neutrally stable (i.e. the lapse rate is that of the DALR,
or the potential temperature is constant with height; see
Figure 5.1). For this ideal state, the wind turns clockwise
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Figure 6.5 The Ekman spiral of wind with height, in the northern
hemisphere. The wind attains the geostrophic velocity at between
500 and 1000 min the middle and higher latitudes as frictional drag
effects become negligible. This is a theoretical profile of wind
velocity under conditions of mechanical turbulence.

(veers) with increased height above the surface, setting
up a wind spiral (Figure 6.5). This spiral profile was first
demonstrated in the turning of ocean currents with depth
(see Chapter 7D1.a) by V. W. Ekman; both are referred
to as Ekman spirals. The inflow of air towards the low-
pressure centre generates upward motion at the top of
the PBL, known as Ekman pumping.

Wind velocity decreases exponentially close to the
earth’s surface due to frictional effects. These consist
of ‘form drag’ over obstacles (buildings, forests and
hills), and the stress exerted by the air at the surface

Table 6.1 Typical roughness lengths (m) associated with
terrain surface characteristics.

Terrain surface characteristics Roughness length (m)

Groups of high buildings [-10
Temperate forest 0.8
Groups of medium buildings 0.7
Suburbs 0.5
Trees and bushes 0.2
Farmland 0.05-0. 1
Grass 0.008
Bare soll 0.005
Snow 0.001
Smooth sand 0.0003
Water 0.0001

Source: After Troen and Petersen (1989).



interface. The mechanism of form drag involves the
creation of locally higher pressure on the windward
side of an obstacle and a lateral pressure gradient. Wind
stress arises from, first, the molecular resistance of the
air to the vertical wind shear (i.e. increased wind speed
with height above the surface); such molecular viscosity
operates in a laminar sub-layer only millimetres thick.
Second, turbulent eddies, a few metres to tens of
metres across, brake the air motion on a larger scale
(eddy viscosity). The aerodynamic roughness of terrain
is described by the roughness length (z,), or height at

ATMOSPHERIC MOTION

which the wind speed falls to zero based on extrapola-
tion of the neutral wind profile. Table 6.1 lists typical
roughness lengths.

Turbulence in the atmosphere is generated by the
vertical change in wind velocity (i.e. a vertical wind
shear), and is suppressed by an absence of buoyancy.
The dimensionless ratio of buoyant suppression of
turbulence to its generation by shear, known as the
Richardson number (Ri), provides a measure of dynamic
stability. Above a critical threshold, turbulence is likely
to occur.

Figure 6.6 Convergence and diver-
gence. (A) Plan view of horizontal flow
patterns producing divergence and
convergence — the broken lines are
schematic isopleths of wind speed
(isotachs). (B) Schematic illustration of
local mass divergence and conver-
gence, assuming density changes. (C)
Typical convergence-stretching and
divergence-shrinking relationships in
atmospheric flow.
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B DIVERGENCE, VERTICAL MOTION
AND VORTICITY

These three terms are the key to a proper understanding
of wind and pressure systems on a synoptic and global
scale. Mass uplift or descent of air occurs primarily in
response to dynamic factors related to horizontal airflow
and is affected only secondarily by airmass stability.
Hence the significance of these factors for weather
processes.

I Divergence

Different types of horizontal flow are shown in Figure
6.6A. The first panel shows that air may accelerate
(decelerate), leading to velocity divergence (conver-
gence). When streamlines (lines of instantaneous air
motion) spread out or squeeze together, this is termed
diffluence or confluence, respectively. If the streamline
pattern is strengthened by that of the isotachs (lines
of equal wind speed), as shown in the third panels of
Figure 6.6A, then there may be mass divergence or
convergence at a point (Figure 6.6B). In this case, the
compressibility of the air causes the density to decrease
or increase, respectively. Usually, however, confluence
is associated with an increase in air velocity and
diffluence with a decrease. In the intermediate case,
confluence is balanced by an increase in wind velocity
and diffluence by a decrease in velocity. Hence, conver-
gence (divergence) may give rise to vertical stretching
(shrinking), as illustrated in Figure 6.6C. It is important
to note that if all winds were geostrophic, there could be
no convergence or divergence, and hence no weather!
Convergence or divergence may also occur as a
result of frictional effects. Onshore winds undergo
convergence at low levels when the air slows down on

crossing the coastline owing to the greater friction over-
land, whereas offshore winds accelerate and become
divergent. Frictional differences may also set up coastal
convergence (or divergence) if the geostrophic wind is
parallel to the coastline with, for the northern hemi-
sphere, land to the right (or left) of the air current viewed
downwind.

2 Vertical motion

Horizontal inflow or outflow near the surface has to be
compensated by vertical motion, as illustrated in Figure
6.7, if the low- or high-pressure systems are to persist
and there is to be no continuous density increase or
decrease. Air rises above a low-pressure cell and sub-
sides over high pressure, with compensating divergence
and convergence, respectively, in the upper troposphere.
In the middle troposphere, there must clearly be some
level at which horizontal divergence or convergence is
effectively zero; the mean ‘level of non-divergence’
is generally at about 600 mb. Large-scale vertical
motion is extremely slow compared with convective
up- and downdrafts in cumulus clouds, for example.
Typical rates in large depressions and anticyclones
are of the order of +5 to 10 cm s™!, whereas updrafts in
cumulus may exceed 10 ms .

3 Vorticity

Vorticity implies the rotation, or angular velocity, of
small (imaginary) parcels in any fluid. The air within
a low-pressure system may be regarded as comprising
an infinite number of small air parcels, each rotating
cyclonically about an axis vertical to the earth’s surface
(Figure 6.8). Vorticity has three elements — magnitude
(defined as twice the angular velocity, Q) (see Note 3),
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Figure 6.8 Sketch of the relative vertical vorticity (£) about
a cyclone and an anticyclone in the northern hemisphere. The
component of the earth’s vorticity about its axis of rotation (or the
Coriolis parameter, f) is equal to twice the angular velocity (£2)
times the sine of the latitude (f). At the pole f = 2€, diminishing
to O at the equator. Cyclonic vorticity is in the same sense as
the earth’s rotation about its own axis, viewed from above, in the
northern hemisphere: this cyclonic vorticity is defined as positive

(€ >0).

direction (the horizontal or vertical axis about which the
rotation occurs) and the sense of rotation. Rotation in
the same sense as the earth’s rotation — cyclonic in the
northern hemisphere — is defined as positive. Cyclonic
vorticity may result from cyclonic curvature of the
streamlines, from cyclonic shear (stronger winds on
the right side of the current, viewed downwind in the
northern hemisphere), or a combination of the two
(Figure 6.9). Lateral shear (see Figure 6.9B) results from
changes in isobar spacing. Anticyclonic vorticity occurs
with the corresponding anticyclonic situation. The
component of vorticity about a vertical axis is referred
to as the vertical vorticity. This is generally the most
important, but near the ground surface frictional shear
causes vorticity about an axis parallel to the surface and
normal to the wind direction.

Vorticity is related not only to air motion around
a cyclone or anticyclone (relative vorticity), but also
to the location of that system on the rotating earth.
The vertical component of absolute vorticity consists
of the relative vorticity ({) and the latitudinal value of
the Coriolis parameter, =2 sin ¢ (see Chapter 6A).
At the equator, the local vertical is at right-angles to
the earth’s axis, so /= 0, but at the North Pole cyclonic
relative vorticity and the earth’s rotation act in the same
sense (see Figure 6.8).
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Figure 6.9 Streamline models illustrating in plan view the flow
patterns with cyclonic and anticyclonic vorticity in the northern
hemisphere. In Cand D, the effects of curvature (A, and A,) and
lateral shear (B, and B,) are additive, whereas in E and F they
more or less cancel out. Dashed lines are schematic isopleths of
wind speed.

Source: After Riehl et al. (1954).
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C LOCAL WINDS

For a weather observer, local controls of air movement
may present more problems than the effects of the major
planetary forces discussed above. Diurnal tendencies
are superimposed upon both the large- and the small-
scale patterns of wind velocity. These are particularly
noticeable in the case of local winds. Under normal
conditions, wind velocities tend to be least about dawn
when there is little vertical thermal mixing and the lower
air is less affected by the velocity of the air aloft (see
Chapter 7A). Conversely, velocities of some local winds
are greatest around 13:00 to 14:00 hours, when the air
is most subject to terrestrial heating and vertical motion,
thereby enabling coupling to the upper-air movement.
Air always moves more freely away from the surface,
because it is not subject to the retarding effects of
friction and obstruction.

I Mountain and valley winds

Terrain features give rise to their own special meteo-
rological conditions. On warm, sunny days, the heated
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air in a valley is laterally constricted, compared with
that over an equivalent area of lowland, and so tends to
expand vertically. The volume ratio of lowland/valley
air is typically about 2 or 3:1 and this difference in
heating sets up a density and pressure differential, which
causes air to flow from the lowland up the axis of the
valley. This valley wind (Figure 6.10) is generally light
and requires a weak regional pressure gradient in order
to develop. This flow along the main valley develops
more or less simultaneously with anabatic (upslope)
winds, which result from greater heating of the valley
sides compared with the valley floor. These slope winds
rise above the ridge tops and feed an upper return current
along the line of the valley to compensate for the valley
wind. This feature may be obscured, however, by the
regional airflow. Speeds reach a maximum at around
14:00 hours.

Atnight, there is a reverse process as denser cold air
at higher elevations drains into depressions and valleys;
this is known as a katabatic wind. If the air drains down-
slope into an open valley, a ‘mountain wind’ develops
more or less simultaneously along the axis of the valley.
This flows towards the plain, where it replaces warmer,
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Figure 6.10 Valley winds in an ideal V-shaped valley. (A) Section across the valley. The valley wind and anti-valley wind are directed
at right angles to the plane of the paper. The arrows show the slope and ridge wind in the plane of the paper, the latter diverging (div.)
into the anti-valley wind system. (B) Section running along the centre of the valley and out on to the adjacent plain, illustrating the valley

wind (below) and the anti-valley wind (above).

Source: After Buettner and Thyer (1965).
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less dense air. The maximum velocity occurs just before
sunrise at the time of maximum diurnal cooling. As with
the valley wind, an upper return current, in this case
up-valley, also overlays the mountain wind.

Katabatic drainage is usually cited as the cause of
frost pockets in hilly and mountainous areas. It is argued
that greater radiational cooling on the slopes, especially
if they are snow-covered, leads to a gravity flow of
cold, dense air into the valley bottoms. Observations
in California and elsewhere, however, suggest that
the valley air remains colder than the slope air from the
onset of nocturnal cooling, so that the air moving down-
slope slides over the denser air in the valley bottom.
Moderate drainage winds will also act to raise the valley
temperatures through turbulent mixing. Cold air pockets
in valley bottoms and hollows probably result from
the cessation of turbulent heat transfer to the surface in
sheltered locations rather than by cold air drainage,
which is often not present.

2 Land and sea breezes

Another thermally induced wind regime is the land
and sea breeze (see Figure 6.11). The vertical expansion
of the air column that occurs during daytime heating
over the more rapidly heated land (see Chapter 3B.5)
tilts the isobaric surfaces downward at the coast, causing
onshore winds at the surface and a compensating
offshore movement aloft. Typical land—sea pressure
differences are of the order of 2 mb. At night, the air
over the sea is warmer and the situation is reversed,
although this reversal is also the effect of down-slope
winds blowing off the land. Figure 6.12 shows that
sea breezes can have a decisive effect on temperature

ATMOSPHERIC MOTION

and humidity on the coast of California. A basic offshore
gradient flow is perturbed during the day by a westerly
sea breeze. Initially, the temperature difference between
the sea and the coastal mountains of central California
sets up a shallow sea breeze, which by midday is 300 m
deep. In the early afternoon, a deeper regional-scale
circulation between the ocean and the hot interior
valleys generates a 1-km deep onshore flow that persists
until two to four hours after sunset. Both the shallow
and the deeper breeze have maximum speeds of 6 m s,
A shallow evening land breeze develops by 1900 PST
but is indistinguishable from the gradient offshore flow.

The advancing cool sea air may form a distinct line
(or front, see Chapter 9D) marked by cumulus cloud
development, behind which there is a distinct wind
velocity maximum. This often develops in summer, for
example, along the Gulf Coast of Texas. On a smaller
scale, such features are observed in Britain, particularly
along the south and east coasts. The sea breeze has
a depth of about 1km, although it thins towards the
advancing edge. It may penetrate 50 km or more inland
by 21:00 hours. Typical wind speeds in such sea breezes
are 4 to 7 ms™!, although these may be greatly increased
where a well-marked low-level temperature inversion
produces a “Venturi effect’ by constricting and accel-
erating the flow. The much shallower land breezes are
usually weaker, about 2 m s™!. Counter-currents aloft
are generally weak and may be obscured by the regional
airflow, but studies on the Oregon coast suggest that
under certain conditions this upper return flow may be
related very closely to the lower sea breeze conditions,
even to the extent of mirroring the surges in the latter.
In mid-latitudes the Coriolis deflection causes turning of
a well-developed onshore sea breeze (clockwise in the

A Cumuius develop B o b Figure 6.11 Diurnal land and sea
Counterflow w—. 200 migrate 080 e e~ i
A oo {Fyseaward = breezes. (A) and (B) Sea breeze circu-

lation and pressure distribution in the
early afternoon during anticyclonic
weather. (C) and (D) Land breeze
circulation and pressure distribution at

night during anticyclonic weather.

Source: (A) and (C) after Oke (1978).
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Figure 6.12 The effects of a westerly
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Source: Banta (1995, p. 3621, Fig. 8), by
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Society.
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northern hemisphere) so that eventually it may blow
more or less parallel to the shore. Analogous ‘lake
breeze’ systems develop adjacent to large inland water
bodies such as the Great Lakes and even the Great Salt
Lake in Utah.

Small-scale circulations may be generated by local
differences in albedo and thermal conductivity. Salt flats
(playas) in the western deserts of the United States and
in Australia, for example, cause an off-playa breeze by
day and an on-playa flow at night due to differential
heating. The salt flat has a high albedo, and the moist
substrate results in a high thermal conductivity relative
to the surrounding sandy terrain. The flows are about
100 m deep at night and up to 250 m by day.

3 Winds due to topographic barriers

Mountain ranges strongly influence airflow crossing
them. The displacement of air upward over the obstacle
may trigger instability if the air is conditionally unstable
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and buoyant (see Chapter 5SB), whereas stable air returns
to its original level in the lee of a barrier as the grav-
itational effect counteracts the initial displacement. This
descent often forms the first of a series of lee waves
(or standing waves) downwind, as shown in Figure 6.13.
The wave form remains more or less stationary relative
to the barrier, with the air moving quite rapidly through
it. Below the crest of the waves, there may be circular
air motion in a vertical plane, which is termed a rotor.
The formation of such features is of vital interest to
pilots. The presence of lee waves is often marked by
the development of lenticular clouds (see Plate 7), and
on occasion a rotor causes reversal of the surface wind
direction in the lee of high mountains (Plate 13).
Winds on mountain summits are usually strong, at
least in middle and higher latitudes. Average speeds on
summits in the Colorado Rocky Mountains in winter
months are around 12 to 15 m s™!, for example, and
on Mount Washington, New Hampshire, an extreme
value of 103 m s7! has been recorded. Peak speeds in
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Figure 6.13 |ee waves and rotors are produced by airflow across a long mountain range. The first wave crest usually forms less than
one wavelength downwind of the ridge. There is a strong surface wind down the lee slope. Wave characteristics are determined by
the wind speed and temperature relationships, shown schematically on the left of the diagram. The existence of an upper stable layer

is particularly important.

Source: After Ernst (1976), by permission of the American Meteorological Society.

excess of 40 to 50 m s™" are typical in both these areas
in winter. Airflow over a mountain range causes the air
below the tropopause to be compressed and thus accel-
erated particularly at and near the crest line (the Venturi
effect), but friction with the ground also retards the flow,
compared with free air at the same level. The net result
is predominantly one of retardation, but the outcome
depends on the topography, wind direction and stability.

Over low hills, the boundary layer is displaced
upward and acceleration occurs immediately above
the summit. Figure 6.14 shows instantaneous airflow
conditions across Askervein Hill (relief c. 120 m) on the
island of South Uist in the Scottish Hebrides, where
the wind speed at a height of 10 m above the ridge crest
approaches 80 per cent more than the undisturbed
upstream velocity. In contrast, there was a 20 per cent
decrease on the initial run-up to the hill and a 40 per
cent decrease on the lee side, probably due to horizontal
divergence. Knowledge of such local factors is critical
for siting wind-energy systems.

A wind of local importance near mountain areas is
the f6hn, or chinook. It is a strong, gusty, dry and warm
wind that develops on the lee side of a mountain range
when stable air is forced to flow across the barrier by the
regional pressure gradient; the air descending on the lee
slope warms adiabatically. Sometimes, there is a loss of
moisture by precipitation on the windward side of the
mountains (Figure 6.15). The air, having cooled at the
saturated adiabatic lapse rate above the condensation
level, subsequently warms at the greater dry adiabatic
lapse rate as it descends on the lee side. This also reduces
both the relative and the absolute humidity. Other
investigations show that in many instances there is no
loss of moisture over the mountains. In such cases, the
fohn effect is the result of the blocking of air to wind-
ward of the mountains by a summit-level temperature
inversion. This forces air from higher levels to descend
and warm adiabatically. Southerly fohn winds are
common along the northern flanks of the Alps and the
mountains of the Caucasus and Central Asia in winter
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Figure 6.14 Airflow over Askervein
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and spring, when the accompanying rapid temperature
rise may help to trigger avalanches on the snow-covered
slopes. At Tashkent in Central Asia, where the mean
winter temperature is about freezing point, temperatures
may rise to more than 21°C during a fohn. In the same
way, the chinook is a significant feature at the eastern
foot of the New Zealand Alps, the Andes in Argentina,
and the Rocky Mountains. At Pincher Creek, Alberta, a
temperature rise of 21°C occurred in four minutes with
the onset of a chinook on 6 January 1966. Less spec-
tacular effects are also noticeable in the lee of the Welsh
mountains, the Pennines and the Grampians in Great
Britain, where the importance of fohn winds lies mainly
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in the dispersal of cloud by the subsiding dry air. This
is an important component of so-called ‘rain shadow’
effects.

In some parts of the world, winds descending on
the lee slope of a mountain range are cold. The type
example of such ‘fall-winds’ is the bora of the northern
Adriatic, although similar winds occur on the northern
Black Sea coast, in northern Scandinavia, in Novaya
Zemlya and in Japan. These winds occur when cold
continental airmasses are forced across a mountain
range by the pressure gradient and, despite adiabatic
warming, displace warmer air. They are therefore
primarily a winter phenomenon.



On the eastern slope of the Rocky Mountains in
Colorado (and in similar continental locations), winds of
either bora or chinook type can occur depending on the
initial airflow characteristics. Locally, at the foot of the
mountains, such winds may reach hurricane force, with
gusts exceeding 45 m s (100 mph). Down-slope storms
of this type have caused millions of dollars of property
damage in Boulder, Colorado, and the immediate vicin-
ity. These windstorms develop when a stable layer close
to the mountain-crest level prevents air to windward
from crossing over the mountains. Extreme amplifica-
tion of a lee wave (see Figure 6.13) drags air from above
the summit level (4000 m) down to the plains (1700 m)
over a short distance, leading to high velocities.
However, the flow is not simply ‘down-slope’; winds
may affect the mountain slopes but not the foot of the
slope, or vice versa, depending on the location of the lee
wave trough. High winds are caused by the horizontal
acceleration of air towards this local pressure minimum.

SUMMARY

Air motion is described by its horizontal and vertical
components; the latter are much smaller than the
horizontal velocities. Horizontal motions compensate
for vertical imbalances between gravitational acceler-
ation and the vertical pressure gradient.

The horizontal pressure gradient, the earth’s
rotational effect (Coriolis force), and the curvature
of the isobars (centripetal acceleration) determine
horizontal wind velocity. All three factors are accounted
for in the gradient wind equation, but this can be
approximated in large-scale flow by the geostrophic
wind relationship. Below 500 m, the wind speed and
direction are affected by surface friction.

Air ascends (descends) in association with surface
convergence (divergence) of air. Air motion is also
subject to relative vertical vorticity as a result of curva-
ture of the streamlines and/or lateral shear; this,
together with the earth’s rotational effect, makes up
the absolute vertical vorticity.

Local winds occur as a result of diurnally varying
thermal differences setting up local pressure gradients
(mountain—valley winds and land—sea breezes) or due
to the effect of a topographic barrier on airflow crossing
it (examples are the leeside féhn and bora winds).

ATMOSPHERIC MOTION
DISCUSSION TOPICS

Compare the wind direction and speed reported at
a station near you with the geostrophic wind velocity
determined from the MSL pressure map for the
same time (data sources are listed in Appendix 4).

Why would there be no ‘weather’ if the winds were
strictly geostrophic?

What are the causes of mass divergence (conver-
gence) and what roles do they play in weather
processes?

In what situations do local wind conditions differ
markedly from those expected for a given large-scale
pressure gradient?
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Planetary-scale motions in the atmosphere

and ocean

Learning objectives
When you have read this chapter you will:

Learn how and why pressure patterns and wind velocity change with altitude,
Become familiar with the relationships between surface and mid-tropospheric pressure patterns,

Know the features of the major global wind belts,

Be familiar with the basic concepts of the general circulation of the atmosphere,
Understand the basic structure of the oceans, their circulation and role in climate,
Know the nature and role of the thermohaline circulation.

In this chapter, we examine global-scale motions in
the atmosphere and their role in redistributing energy,
momentum and moisture. As noted in Chapter 3 (p. 59),
there are close links between the atmosphere and oceans
with the latter making a major contribution to poleward
energy transport. Thus, we also discuss ocean circula-
tion and the coupling of the atmosphere—ocean system.

The atmosphere acts rather like a gigantic heat
engine in which the temperature difference existing
between the poles and the equator provides the energy
supply needed to drive the planetary atmospheric and
ocean circulation. The conversion of heat energy into
kinetic energy to produce motion must involve rising
and descending air, but vertical movements are gener-
ally less obvious than horizontal ones, which may cover
vast areas and persist for periods of a few days to several
months. We begin by examining the relationships
between winds and pressure patterns in the troposphere
and those at the surface.

A VARIATION OF PRESSURE AND
WIND VELOCITY WITH HEIGHT

Both pressure and wind characteristics change with
height. Above the level of surface frictional effects
(about 500 to 1000 m), the wind increases in speed and
becomes more or less geostrophic. With further height
increase, the reduction of air density leads to a general
increase in wind speed (see Chapter 6A.1). At 45°N, a
geostrophic wind of 14 m s ! at 3 km is equivalent to one
of 10 m s ! at the surface for the same pressure gradient.
There is also a seasonal variation in wind speeds aloft,
these being much greater in the northern hemisphere
during winter months, when the meridional temperature
gradients are at a maximum. Such seasonal variation
is absent in the southern hemisphere. In addition, the
persistence of these gradients tends to cause the upper
winds to be more constant in direction. A history of
upper air observations is given in Box 7.1.
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THE HISTORY OF UPPER AIR MEASUREMENTS

Manned balloon flights during the nineteenth century attempted to measure temperatures in the upper air but the
equipment was generally inadequate for the purpose. Kite measurements were common in the |890s. During and after
the First World War, balloon, kite and aircraft measurements of temperatures and winds were collected in the lower
few kilometres of the atmosphere. Forerunners of the modern radiosonde, which comprises a package of pressure,
temperature and humidity sensors suspended beneath a hydrogen-filled balloon and transmitting radio signals of the
measurements during its ascent, were developed independently in France, Germany and the USSR and first used in about
1929 to 1930. Soundings began to be made up to about 3 to 4 km, mainly in Europe and North America, in the 1930s
and the radiosonde was used widely during and after the Second World War. It was improved in the late |940s when
radar tracking of the balloon enabled the calculation of upper-level wind speed and direction; the system was named
the radar windsonde or rawinsonde. There are now about |000 upper-air-sounding stations worldwide making
soundings once or twice daily at 00 and |2 hours UTC. In addition to these systems, meteorological research
programmes and operational aircraft reconnaissance flights through tropical and extra-tropical cyclones commonly make
use of dropsondes that are released from the aircraft and give a profile of the atmosphere below it.

Satellites began to provide a new source of upper-air data in the early |970s through the use of vertical atmospheric
sounders. These operate in the infra-red and microwave wavelengths and provide information on the temperature and
moisture content of different layers in the atmosphere. They operate on the principle that the energy emitted by a given
atmospheric layer is proportional to its temperature (see Figure 3. 1) (and is also a function of its moisture content). The
data are obtained through a complex ‘inversion’ technique whereby the radiative transfer relationships (p. 33) are
inverted so as to calculate the temperature (moisture) from the measured radiances. Infra-red sensors operate only for
cloud-free conditions whereas microwave sounders record in the presence of clouds. Neither system is able to measure
low-level temperatures in the presence of a low-level temperature inversion because the method assumes that
temperatures are a unique function of altitude.

Ground-based remote sensing provides another means of profiling the atmosphere. Detailed information on wind
velocity is available from upward-pointing high-powered radar (radio detection and ranging) systems of between 10 cm
(UHF) and 10 m (VHF) wavelength. These wind profilers detect motion in clear air via measurements of variations in
atmospheric refractivity. Such variations depend on atmospheric temperature and humidity. Radars can measure winds
up to stratospheric levels, depending on their power, with a vertical resolution of a few metres. Such systems are in use
in the equatorial Pacific and in North America. Information on the general structure of the boundary layer and low-level
turbulence can be obtained from lidar (light detection and ranging) and sonar (sound detection and ranging) systems,
but these have a vertical range of only a few kilometres.

I The vertical variation of pressure systems

The air pressure at the surface, or at any level in the
atmosphere, depends on the weight of the overlying air
column. In Chapter 2B, we noted that air pressure is
proportional to air density and that density varies
inversely with air temperature. Accordingly, increasing
the temperature of an air column between the surface
and, say, 3 km will reduce the air density and therefore
lower the air pressure at the surface without affecting
the pressure at 3 km altitude. Correspondingly, if we
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compare the heights of the 1000 and 700 mb pressure
surfaces, warming of the air column will lower the
height of the 1000 mb surface but will not affect
the height of the 700 mb surface (i.e. the thickness of the
1000 to 700 mb layer increases).

The models of Figure 7.1 illustrate the relationships
between surface and tropospheric pressure conditions.
A low-pressure cell at sea-level with a cold core will
intensify with elevation, whereas one with a warm core
will tend to weaken and may be replaced by high
pressure. A warm air column of relatively low density
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Figure 7.1 Models of the vertical
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causes the pressure surfaces to bulge upward, and
conversely a cold, more dense air column leads to
downward contraction of the pressure surfaces. Thus,
a surface high-pressure cell with a cold core (a cold
anticyclone), such as the Siberian winter anticyclone,
weakens with increasing elevation and is replaced
by low pressure aloft. Cold anticyclones are shallow
and rarely extend their influence above about 2500 m.
By contrast, a surface high with a warm core (a warm
anticyclone) intensifies with height (Figure 7.1D).
This is characteristic of the large subtropical cells,
which maintain their warmth through dynamic sub-
sidence. The warm low (Figure 7.1C) and cold high
(Figure 7.1B) are consistent with the vertical motion

500mb contours

———Surface isobars

Figure 7.2 The characteristic slope of the axes of low- and high-
pressure cells with height in the northern hemisphere.

WARM

COLD

schemes illustrated in Figure 6.7, whereas the other
two types are produced primarily by dynamic processes.
The high surface pressure in a warm anticyclone is
linked hydrostatically with cold, relatively dense air
in the lower stratosphere. Conversely, a cold depression
(Figure 7.1A) is associated with a warm lower strato-
sphere.

Mid-latitude low-pressure cells have cold air in the
rear, and hence the axis of low pressure slopes with
height towards the colder air to the west. High-pressure
cells slope towards the warmest air (Figure 7.2). Thus,
northern hemisphere subtropical high-pressure cells
are shifted 10 to 15° latitude southward at 3 km, and
towards the west. Even so, this slope of the high-
pressure axes is not constant through time.

2 Mean upper-air patterns

The patterns of pressure and wind in the middle
troposphere are less complicated in appearance than at
the surface as a result of the diminished effects of the
landmasses. Rather than using pressure maps at a partic-
ular height, it is convenient to depict the height of a
selected pressure surface; this is termed a contour chart
by analogy with topographic relief map (see Note 1).
Figure 7.3 and 7.4 show that in the middle troposphere
of the southern hemisphere there is a vast circumpolar
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Figure 7.3 The mean contours (gpm) of the 500-mb pressure
surface in July for the northern and southern hemispheres, 1970
to 1999.

Source: NCEP/NCAR Reanalysis Data from the NOAA-CIRES
Climate Diagnostics Center.

cyclonic vortex poleward of latitude 30°S in summer
and winter. The vortex is more or less symmetrical
about the pole, although the low centre is towards the
Ross Sea sector. Corresponding charts for the northern
hemisphere also show an extensive cyclonic vortex, but
one that is markedly more asymmetric with a primary
centre over the eastern Canadian Arctic and a secondary
one over eastern Siberia. The major troughs and ridges
form what are referred to as long waves (or Rossby
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180°

Figure 7.4 The mean contours (gpm) of the 500-mb pressure
surface in January for the northern and southern hemispheres,
1970 to 1999.

Source: NCEP/NCAR Reanalysis Data from the NOAA-CIRES
Climate Diagnostics Center.

waves) in the upper flow. It is worth considering why
the hemispheric westerlies show such large-scale
waves. The key to this problem lies in the rotation of
the earth and the latitudinal variation of the Coriolis
parameter (Chapter 6A.2). It can be shown that for
large-scale motion the absolute vorticity about a vertical
axis (f + €) tends to be conserved, i.e.

d(f+0)dt=0
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Figure 7.5 A schematic illustration of the mechanism of long-
wave development in the tropospheric westerlies.

The symbol d/df denotes a rate of change following the
motion (a total differential). Consequently, if air moves
poleward so that fincreases, the cyclonic vorticity tends
to decrease. The curvature thus becomes anticyclonic
and the current returns towards lower latitudes. If the
air moves equatorward of its original latitude, ftends
to decrease (Figure 7.5), requiring { to increase, and the
resulting cyclonic curvature again deflects the current
polewards. In this manner, large-scale flow tends to
oscillate in a wave pattern.

C-G. Rossby related the motion of these waves to
their wavelength (L) and the speed of the zonal current
(U). The speed of the wave (or phase speed, ¢), is

L 2
e=U-8(57)

where B = df/dy (i.e. the variation of the Coriolis
parameter with latitude) (a local, partial differential).
For stationary waves, where ¢ = 0, L =2 © V(U/B). At
45° latitude, this stationary wavelength is 3120 km for
a zonal velocity of 4 m s7!, increasing to 5400 km at 12
m s !, The wavelengths at 60° latitude for zonal currents
of 4 and 12 m s7! are, respectively, 3170 and 6430 km.
Long waves tend to remain stationary, or even to move
westward against the current, so that ¢ <0. Shorter waves
travel eastward with a speed close to that of the zonal
current and tend to be steered by the quasi-stationary
long waves.

The two major troughs at about 70°W and 150°E are
thought to be induced by the combined influence on
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upper-air circulation of large orographic barriers, such
as the Rocky Mountains and the Tibetan Plateau, and
heat sources such as warm ocean currents (in winter)
or landmasses (in summer). It is noteworthy that land
surfaces occupy over 50 per cent of the northern hemi-
sphere between latitudes 40° and 70°N. The subtropical
high-pressure belt has only one clearly distinct cell in
January over the eastern Caribbean, whereas in July
cells are well developed over the North Atlantic and
North Pacific. In addition, the July map shows greater
prominence of the subtropical high over the Sahara and
southern North America. The northern hemisphere
shows a marked summer to winter intensification of the
mean circulation, which is explained below.

In the southern hemisphere, the fact that oceans com-
prise 81 per cent of the surface makes for a more zonal
pattern of westerly flow. Nevertheless, asymmetries are
initiated by the effects on the atmosphere of features
such as the Andes, the high dome of eastern Antarctica,
and ocean currents, particularly the Humboldt and
Benguela currents (see Figure 7.29), and the associated
cold coastal upwellings.

3 Upper wind conditions

It is often observed that clouds at different levels move
in different directions. The wind speeds at these levels
may also differ markedly, although this is not so evident
to the casual observer. The gradient of wind velocity
with height is referred to as the (vertical) wind shear,
and in the free air, above the friction level, the amount
of shear depends upon the vertical temperature profile.
This important relationship is illustrated in Figure 7.6.
The diagram shows hypothetical contours of the 1000
and 500 mb pressure surfaces. As discussed in A.1
above, the thickness of the 1000 to 500 mb layer is
proportional to its mean temperature: low thickness
values correspond to cold air, high thickness values
to warm air. This relationship is shown in Figure 7.1.
The theoretical wind vector (V) blowing parallel to
the thickness lines, with a velocity proportional to their
gradient, is termed the thermal wind. The geostrophic
wind velocity at 500 mb (G,) is the vector sum of the
1000 mb geostrophic wind (G, ,,,) and the thermal wind
(V;), as shown in Figure 7.6.

The thermal wind component blows with cold air
(low thickness) to the left in the northern hemisphere
when viewed downwind; hence the poleward decrease
of temperature in the troposphere is associated with

1000
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a large westerly component in the upper winds.
Furthermore, the zonal westerlies are strongest when
the meridional temperature gradient is at a maximum
(winter in the northern hemisphere).

The total result of the above influences is that in
both hemispheres the mean upper geostrophic winds
are dominantly westerly between the subtropical high-
pressure cells (centred aloft at about 15° latitude) and
the polar low-pressure centre aloft. Between the sub-
tropical high-pressure cells and the equator the winds
are easterly. The dominant westerly circulation reaches
maximum speeds of 45 to 65 m s~!, which even increase
to 135 m s7! in winter. These maximum speeds are
concentrated in a narrow band, often situated at about
30° latitude between 9000 and 15000 m, called the jet
stream (see Note 2 and Box 7.2). Plate 14 shows bands
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of cirrus cloud that may have been related to jet-stream
systems.

The jet stream is essentially a fast-moving ribbon of
air, connected with the zone of maximum slope, folding
or fragmentation of the tropopause; this in turn coincides
with the latitude of maximum poleward temperature
gradient, or frontal zone, shown schematically in Figure
7.7. The thermal wind, as described above, is a major
component of the jet stream, but the basic reason for the
concentration of the meridional temperature gradient
in a narrow zone (or zones) is dynamical. In essence,
the temperature gradient becomes accentuated when the
upper wind pattern is confluent (see Chapter 6B.1).

Figure 7.8 shows a north—south cross-section with
three westerly jet streams in the northern hemisphere.
The more northerly ones, termed the polar front and



PLANETARY-SCALE MOTIONS

THE DISCOVERY OF JET STREAMS

Late nineteenth-century observers of high-level cloud motion noted the occasional existence of strong upper winds,
but their regularity and persistence were not suspected at the time. The recognition that there are coherent bands of
very strong winds in the upper troposphere was an operational discovery by Allied bomber pilots flying over Europe
and the North Pacific during the Second World War. Flying westward, headwinds were sometimes encountered that
approached the air speed of the planes. The term jet stream, used earlier for certain ocean current systems, was intro-
duced in 1944 and soon became widely adopted. The corresponding German word Strahlstrome had in fact first been
used in the 1930s.

Bands of strong upper winds are associated with intense horizontal temperature gradients. Locally enhanced equator
to pole temperature gradients are associated with westerly jets and pole to equator gradients with easterly jets. The
principal westerly jet streams are the subtropical westerly jet stream at about |50 to 200 mb, and one associated with
the main polar front at around 250 to 300 mb. The former is located between latitudes 30 to 35° and the latter between
40to 50° in both hemispheres. The strongest jet cores tend to occur over East Asia and eastern North America in winter.
There may be additional jet-stream bands associated with a strong arctic frontal zone. In the tropics there are strong
easterly jet streams in summer at |00 mb over southern India and the Indian Ocean and over West Africa (see Figure

7.8). These are linked to the monsoon systems.

arctic front jet streams (Chapter 9E), are associated with
the steep temperature gradient where polar and tropical
air and polar and arctic air, respectively, interact, but
the subtropical jet stream is related to a temperature
gradient confined to the upper troposphere. The polar
front jet stream is very irregular in its longitudinal loca-
tion and is commonly discontinuous (Plate 15), whereas
the subtropical jet stream is much more persistent. For
these reasons, the location of the mean jet stream in each
hemisphere and season (Plate D) reflects primarily the
position of the subtropical jet stream. The austral
summer (DJF) map shows a strong zonal feature around
50°S, while the boreal summer jet is weaker and more
discontinuous over Europe and North America. The
winter maps (Plate D, [A] and [D]) show a pronounced
double structure in the southern hemisphere from 60°E
eastward to 120°W, a more limited analogue over the
eastern and central North Atlantic Ocean (0 to 40°W).
This double structure represents the subtropical and
polar jets.

The synoptic pattern of jet stream occurrence may
be complicated further in some sectors by the presence
of additional frontal zones (see Chapter 9E), each
associated with a jet stream. This situation is common
in winter over North America. Comparison of Figures
7.3, 7.4 and Plate D indicates that the main jet-stream
cores are associated with the principal troughs of the

Rossby long waves. In summer, an easterly tropical jet
stream forms in the upper troposphere over India and
Africa due to regional reversal of the SN temperature
gradient (p. 284). The relationships between upper
tropospheric wind systems and surface weather and
climate will be considered below.

In the southern hemisphere, the mean jet stream in
winter is similar in strength to its northern hemisphere
winter counterpart and it weakens less in summer,
because the meridional temperature gradient between
30° and 50°S is reinforced by heating over the southern
continents (Plate D).

4 Surface pressure conditions

The most permanent features of the mean sea-level
pressure maps are the oceanic subtropical high-pressure
cells (Figures 7.9 and 7.10). These anticyclones are
located at about 30° latitude, suggestively situated
below the mean subtropical jet stream. They move a
few degrees equatorward in winter and poleward in
summer in response to the seasonal expansion and con-
traction of the two circumpolar vortices. In the northern
hemisphere, the subtropical ridges of high pressure
weaken over the heated continents in summer but are
thermally intensified over them in winter. The principal
subtropical high-pressure cells are located: (1) over the
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Figure 7.8 The meridional structure of the tropopause and the primary frontal zones. The 40 m s™! isotach (dashed) encloses the
Arctic (J,)), polar (J,) and subtropical (J,) jet streams. The tropical easterly (J,) jet stream is also shown. Occasionally, the Arctic and polar
orthe polar and subtropical fronts and jet streams may merge to form single systems in which about 50 per cent of the pole-to-equator
mid-tropospheric pressure gradient is concentrated into a singe frontal zone approximately 200 km wide. The tropical easterly jet stream
may be accompanied by a lower easterly jet at about 5 km elevation. (see chapter | IC, D).

Source: Shapiro et al. (1987) From Monthly Weather Review | 15, p. 450, by permission of the American Meteorological Society.

Bermuda—Azores ocean region (at 500 mb the centre
of this cell lies over the east Caribbean); (2) over the
south and southwest United States (the Great Basin or
Sonoran cell) — this continental cell is seasonal, being
replaced by a thermal surface low in summer; (3) over
the east and north Pacific — a large and powerful cell
(sometimes dividing into two, especially during the
summer); and (4) over the Sahara — this, like other
continental source areas, is seasonally variable both in
intensity and extent, being most prominent in winter. In
the southern hemisphere, the subtropical anticyclones
are oceanic, except over southern Australia in winter.

The latitude of the subtropical high-pressure belt
depends on the meridional temperature difference
between the equator and the pole and on the temperature
lapse rate (i.e. vertical stability). The greater the merid-
ional temperature difference the more equatorward is
the location of the subtropical high-pressure belt (Figure
7.11).
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In low latitudes there is an equatorial trough of low
pressure, associated broadly with the zone of maximum
insolation and tending to migrate with it, especially
towards the heated continental interiors of the summer
hemisphere. Poleward of the subtropical anticyclones
lies a general zone of subpolar low pressure. In the
southern hemisphere, this sub-Antarctic trough is
virtually circumpolar (see Figure 7.10), whereas in the
northern hemisphere the major centres are near Iceland
and the Aleutians in winter and primarily over con-
tinental areas in summer. It is commonly stated that in
high latitudes there is a surface anticyclone due to the
cold polar air, but in the Arctic this is true only in spring
over the Canadian Arctic Archipelago. In winter, the
polar basin is affected by high- and low-pressure cells
with semi-permanent cold air anticyclones over Siberia
and, to a lesser extent, northwestern Canada. The
shallow Siberian high is in part a result of the exclusion
of tropical airmasses from the interior by the Tibetan
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Figure 7.9 The mean sea-level pressure distribution (mb) in
January and July for the northern hemisphere, 1970 to 1999.

Source: NCEP/NCAR Reanalysis Data from the NOAA-CIRES
Climate Diagnostics Center.

massif and the Himalayas. Over Antarctica, it is mean-
ingless to speak of sea-level pressure but, on average,
there is high pressure over the 3 to 4-km-high eastern
Antarctic plateau.

The mean circulation in the southern hemisphere is
much more zonal at both 700 mb and sea-level than in
the northern hemisphere, due to the limited area and
effect of landmasses. There is also little difference
between summer and winter circulation intensity (see
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Figure 7.10 The mean sea-level pressure distribution (mb) in
January and July for the southern hemisphere, 1970 to 1999.
Isobars not plotted over the Antarctic ice sheet.

Source: NCEP/NCAR Reanalysis Data from the NOAA-CIRES
Climate Diagnostics Center.

Figures 7.3, 7.4 and 7.10). It is important here to
differentiate between mean pressure patterns and the
highs and lows shown on synoptic weather maps. Thus,
in the southern hemisphere, the zonality of the mean
circulation conceals a high degree of day-to-day vari-
ability. The synoptic map is one that shows the principal
pressure systems over a very large area at a given time,
ignoring local circulations. The subpolar lows over
Iceland and the Aleutians (see Figure 7.9) shown on
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of the centre of the subtropical high-pressure belt, assuming a
constant vertical tropospheric lapse rate.

Source: After Flohn, in Proceedings of the World Climate Conference,
WMO NO.537 (1979, p. 257, Fig. 2).

mean monthly pressure maps represent the passage
of deep depressions across these areas downstream of
the upper long-wave troughs. The mean high-pressure
areas, however, represent more or less permanent highs.
The intermediate zones located about 50 to 55°N and
40 to 60°S are affected by travelling depressions and
ridges of high pressure; they appear on the mean maps
as being of neither markedly high nor markedly low
pressure. The movement of depressions is considered
in Chapter 9F.

On comparing the surface and tropospheric pressure
distributions for January (see Figures 7.3, 7.4 and 7.9,
7.10), it is apparent that only the subtropical high-
pressure cells extend to high levels. The reasons for this
are evident from Figures 7.1B and D. In summer, the
equatorial low-pressure belt is also present aloft over
South Asia. The subtropical cells are still discernible
at 300 mb, showing them to be a fundamental feature
of the global circulation and not merely a response to
surface conditions.

B THE GLOBAL WIND BELTS

The importance of the subtropical high-pressure cells is
evident from the above discussion. Dynamic, rather than
immediately thermal, in origin, and situated between
20° and 30° latitude, they seem to provide the key to the

136

world’s major wind belts, shown by the maps in Figure
7.12. In the northern hemisphere, the pressure gradients
surrounding these cells are strongest between October
and April. In terms of actual pressure, however, oceanic
cells experience their highest pressure in summer, the
belt being counterbalanced at low levels by thermal low-
pressure conditions over the continents. Their strength
and persistence clearly mark them as the dominating
factor controlling the position and activities both of the
trades and the westerlies.

I The trade winds

The trades (or tropical easterlies) are important because
of their great extent, affecting almost half the globe
(see Figure 7.13). They originate at low latitudes on
the margins of the subtropical high-pressure cells,
and their constancy of direction and speed (about 7 m
s1) is remarkable. Trade winds, like the westerlies, are
strongest during the winter half-year, which suggests
they are both controlled by the same fundamental
mechanism.

The two trade wind systems tend to converge in the
equatorial trough (of low pressure). Over the oceans,
particularly the central Pacific, the convergence of
these airstreams is often pronounced and in this sector
the term intertropical convergence zone (ITCZ) is
applicable. Generally, however, the convergence is dis-
continuous in space and time (see Plate 24). Equatorward
of the main belts of the trades over the eastern Pacific
and eastern Atlantic are regions of light, variable
winds, known traditionally as the doldrums and much
feared in past centuries by the crews of sailing ships.
Their seasonal extent varies considerably: from July to
September they spread westward into the central Pacific
while in the Atlantic they extend to the coast of Brazil.
A third major doldrum zone is located in the Indian
Ocean and western Pacific. In March to April it stretches
16,000 km from East Africa to 180° longitude and is
again very extensive during October to December.

2 The equatorial westerlies

In the summer hemisphere, and over continental areas
especially, there is a narrow zone of generally westerly
winds intervening between the two trade wind belts
(Figures 7.12 and 7.14). This westerly system is well
marked over Africa and South Asia in the northern
hemisphere summer, when thermal heating over the
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Figure 7.14 Distribution of the equatorial westerlies in any layer below 3 km (about 10,000 ft) for January and July.

Source: After Flohn in Indian Meteorological Department (1960).
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continents assists the northward displacement of
the equatorial trough (see Figure 11.1). Over Africa, the
westerlies reach 2 to 3 km and over the Indian Ocean 5
to 6 km. In Asia, these winds are known as the ‘Summer
Monsoon’, but this is now recognized to be a complex
phenomenon, the cause of which is partly global and
partly regional in origin (see Chapter 11C). The equa-
torial westerlies are not simply trades of the opposite
hemisphere that recurve (due to the changed direction
of'the Coriolis deflection) on crossing the equator. There
is on average a westerly component in the Indian Ocean
at 2 to 3°S in June and July and at 2 to 3°N in December
and January. Over the Pacific and Atlantic Oceans, the
ITCZ does not shift sufficiently far from the equator to
permit the development of this westerly wind belt.

3 The mid-latitude (Ferrel) westerlies

These are the winds of the mid-latitudes emanating from
the poleward sides of the subtropical high-pressure cell
(see Figure 7.12). They are far more variable than the
trades in both direction and intensity, for in these regions
the path of air movement is frequently affected by cells
of low and high pressure, which travel generally east-
ward within the basic flow. In addition, in the northern
hemisphere the preponderance of land areas with their
irregular relief and changing seasonal pressure patterns
tend to obscure the generally westerly airflow. The Isles
of Scilly, off southwest England, lying in the south-
westerlies, record 46 per cent of winds from between
south-west and north-west, but fully 29 per cent from the
opposite sector, between north-east and south-east.

The westerlies of the southern hemisphere are
stronger and more constant in direction than those of
the northern hemisphere because the broad expanses
of ocean rule out the development of stationary pressure
systems (Figure 7.15). Kerguelen Island (49°S, 70°E)
has an annual frequency of 81 per cent of winds from
between south-west and north-west, and the comparable
figure of 75 per cent for Macquarie Island (54°S, 159°E)
shows that this predominance is widespread over the
southern oceans. However, the apparent zonality of
the southern circumpolar vortex (see Figure 7.10) con-
ceals considerable synoptic variability of wind velocity.

4 The polar easterlies

This term is applied to winds that occur between
polar high pressure and subpolar low pressure. The polar
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high, as has already been pointed out, is by no means
a quasi-permanent feature of the Arctic circulation.
Easterly winds occur mainly on the poleward sides of
depressions over the North Atlantic and North Pacific
(Figure 7.12). If average wind directions are calculated
for entire high-latitude belts there is found to be little
sign of a coherent system of polar easterlies. The situa-
tion in high latitudes of the southern hemisphere is
complicated by the presence of Antarctica, but anti-
cyclones appear to be frequent over the high plateau
of eastern Antarctica, and easterly winds prevail over
the Indian Ocean sector of the Antarctic coastline.
For example, in 1902 to 1903 the expedition ship
Gauss, at 66°S, 90°E, observed winds between north-
east and south-east for 70 per cent of the time, and at
many coastal stations the constancy of easterlies
may be compared with that of the trades. However,
westerly components predominate over the seas off west
Antarctica.

C THE GENERAL CIRCULATION

We next consider the mechanisms maintaining the
general circulation of the atmosphere — the large-scale
patterns of wind and pressure that persist throughout the
year or recur seasonally. Reference has already been
made to one of the primary driving forces, the imbalance
of radiation between lower and higher latitudes (see
Figure 3.25), but it is also important to appreciate the
significance of energy transfers in the atmosphere.
Energy is continually undergoing changes of form, as
shown schematically in Figure 7.16. Unequal heating
of the earth and its atmosphere by solar radiation
generates potential energy, some of which is converted
into kinetic energy by the rising of warm air and the
sinking of cold air. Ultimately, the kinetic energy
of atmospheric motion on all scales is dissipated by
friction and small-scale turbulent eddies (i.e. internal
viscosity). In order to maintain the general circulation,
the rate of generation of kinetic energy must obviously
balance its rate of dissipation. These rates are estimated
to be about 2 W m2, which amounts to only 1 per cent
of the average global solar radiation absorbed at the
surface and in the atmosphere. In other words, the
atmosphere is a highly inefficient heat engine (see
Chapter 3E).

A second controlling factor is the angular
momentum of the earth and its atmosphere. This is the
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8 Figure 7.15 Profiles of the average west
wind component (ms~') at sea-level in the
northern and southern hemispheres
during their respective winter (A) and
summer (B) seasons, 1970 to 1999.
Source: NCEP/NCAR Reanalysis Data from
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tendency for the earth’s atmosphere to move, with the
earth, around the axis of rotation. Angular momentum
is proportional to the rate of spin (that is, the angular
velocity) and the square of the distance of the air parcel
from the axis of rotation. With a uniformly rotating earth
and atmosphere, the total angular momentum must
remain constant (in other words, there is a conservation
of angular momentum). If, therefore, a large mass of air
changes its position on the earth’s surface such that its
distance from the axis of rotation also changes, then
its angular velocity must change in a manner so as to
allow the angular momentum to remain constant.
Naturally, absolute angular momentum is high at the
equator (see Note 3) and decreases with latitude to
become zero at the poles (that is, the axis of rotation),
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so air moving poleward tends to acquire progressively
higher eastward velocities. For example, air travelling
from 42° to 46° latitude and conserving its angular
momentum would increase its speed relative to the
earth’s surface by 29 m s!. This is the same principle
that causes an ice skater to spin faster when the arms
are progressively drawn into the body. In practice, the
increase of airmass velocity is countered or masked by
the other forces affecting air movement (particularly
friction), but there is no doubt that many of the important
features of the general atmospheric circulation result
from this poleward transfer of angular momentum.
The necessity for a poleward momentum transport
is readily appreciated in terms of the maintenance of
the mid-latitude westerlies (Figure 7.17). These winds
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Figure 7.16 Schematic changes of energy
involving the earth—atmosphere system.
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continually impart westerly (eastward) relative
momentum to the earth by friction, and it has been
estimated that they would cease altogether due to this
frictional dissipation of energy in little over a week if
their momentum were not continually replenished from
elsewhere. In low latitudes, the extensive tropical
easterlies are gaining westerly relative momentum by
friction as a result of the earth rotating in a direction
opposite to their flow (see Note 4). This excess is
transferred poleward with the maximum transport
occurring, significantly, in the vicinity of the mean
subtropical jet stream at about 250 mb at 30°N and 30°S.

I Circulations in the vertical and horizontal
planes

There are two possible ways in which the atmosphere
can transport heat and momentum. One is by circulation
in the vertical plane as indicated in Figure 7.18, which
shows three meridional cells in each hemisphere. The
low-latitude Hadley cells were considered to be analo-
gous to the convective circulations set up when a pan
of water is heated over a flame and are referred to
as thermally direct cells. Warm air near the equator
was thought to rise and generate a low-level flow
towards the equator, the earth’s rotation deflecting these
currents, which thus form the northeast and southeast
trades. This explanation was put forward by G. Hadley
in 1735, although in 1856 W. Ferrel pointed out that
the conservation of angular momentum would be a
more effective factor in causing easterlies, because
the Coriolis force is small in low latitudes. Poleward
counter-currents aloft would complete the low-latitude

Polar Cell

s ((
Hadley Cells =
(Direct) >~ ~

Ferrel
Cell
(Indirect)
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cell, according to the above scheme, with the air sink-
ing at about 30° latitude as it is cooled by radiation.
However, this scheme is not entirely correct. The atmos-
phere does not have a simple heat source at the equator,
the trades are not continuous around the globe (see
Figure 7.13) and poleward upper flow occurs mainly at
the western ends of the subtropical high-pressure cells
aloft.

Figure 7.18 shows another thermally direct (polar)
cell in high latitudes with cold dense air flowing out
from a polar high pressure. The reality of this is doubt-
ful, but in any case it is of limited importance to the
general circulation in view of the small mass involved.
It is worth noting that a single direct cell in each
hemisphere is not possible, because the easterly winds
near the surface would slow down the earth’s rotation.
On average the atmosphere must rotate with the earth,
requiring a balance between easterly and westerly winds
over the globe.

The mid-latitude Ferrel cell in Figure 7.18 is ther-
mally indirect and would need to be driven by the other
two. Momentum considerations indicate the necessity
for upper easterlies in such a scheme, yet aircraft and
balloon observations during the 1930s to 1940s demon-
strated the existence of strong westerlies in the upper
troposphere (see A.3, this chapter). Rossby modified the
three-cell model to incorporate this fact, proposing that
westerly momentum was transferred to middle latitudes
from the upper branches of the cells in high and low
latitudes. Troughs and ridges in the upper flow could, for
example, accomplish such horizontal mixing.

These views underwent radical amendment
from about 1948 onwards. The alternative means of

Hadley Cells

Figure 7.18 Schematic three-cell model of the
meridional circulation and main wind belts in each
hemisphere.

Source: Adapted from NASA.
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Figure 7.19 The poleward transport
of energy, showing the importance of
horizontal eddies in mid-latitudes.
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transporting heat and momentum — by horizontal
circulations — had been suggested in the 1920s by A.
Defant and H. Jeffreys but could not be tested until
adequate upper-air data became available. Calculations
for the northern hemisphere by V. P. Starr and R. M.
White at the Massachusetts Institute of Technology
showed that in middle latitudes horizontal cells transport
most of the required heat and momentum polewards.
This operates through the mechanism of the quasi-
stationary highs and the travelling highs and lows near
the surface acting in conjunction with their related wave
patterns aloft. The importance of such horizontal eddies
for energy transport is shown in Figure 7.19 (see also
Figure 3.27). The modern concept of the general
circulation therefore views the energy of the zonal
winds as being derived from travelling waves, not from
meridional circulations. In lower latitudes, however,
eddy transports are insufficient to account for the total
energy transport required for energy balance. For this
reason the mean Hadley cell is a feature of current
representations of the general circulation, as shown in
Figure 7.20. The low-latitude circulation is recognized
as being complex. In particular, vertical heat transport
in the Hadley cell is effected by giant cumulonimbus
clouds in disturbance systems associated with the equa-
torial trough (of low pressure), which is located on
average at 5°S in January and at 10°N in July (see Figure
11.1). The Hadley cell of the winter hemisphere is by far
the most important, since it gives rise to low-level
transequatorial flow into the summer hemisphere. The
traditional model of global circulation with twin cells,
symmetrical about the equator, is found only in spring/
autumn.

Longitudinally, the Hadley cells are linked with
the monsoon regimes of the summer hemisphere. Rising
air over South Asia (and also South America and
Indonesia) is associated with east—west (zonal) outflow,
and these systems are known as Walker circulations (pp.
145-6). The poleward return transport of the meridional
Hadley cells takes place in troughs that extend into low
latitudes from the mid-latitude westerlies. This tends
to occur at the western ends of the upper tropospheric
subtropical high-pressure cells. Horizontal mixing
predominates in middle and high latitudes, although it
is also thought that there is a weak indirect mid-latitude
cell in much reduced form (Figure 7.20). The relation-
ship of the jet streams to regions of steep meridional
temperature gradient has already been noted (see
Figure 7.7). A complete explanation of the two wind
maxima and their role in the general circulation is still
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Figure 7.20 General meridional circulation model for the
northern hemisphere in winter.

Source: After Palmén (1951); from Barry (1967).
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Figure 7.21 Schematic illustrations

of suggested processes that form/
o maintain the northern subtropical anti-
cylones in summer. (A) Boxes where
summer heat sources are imposed in
the atmospheric model; (B) Pattern of

90°E

e resultant stationary planetary waves
(solid/dashed lines denote positive/
negative height anomalies) (Chen et
al., 2001); (C) Schematic of the circu-

90°W

lation elements proposed by Hoskins
(1996). Monsoon heating over the
continents with descent west- and
poleward where there is interaction
with the westerlies. The descent leads

to enhanced radiative cooling acting as
a positive feedback and to equator-
ward motion; the latter drives Ekman

ocean drift and upwelling.

Sources: From P. Chen et al. (2001)
J. Atmos. Sci., 58, p.1832, Fig. 8(a); and
from B. J. Hoskins (1996) Bull. Amer.
Met. Soc. 77, p. 1291, Fig. 5. Courtesy
of the American Meteorological Society.

lacking, but they undoubtedly form an essential part of
the story.

In the light of these theories, the origin of the
subtropical anticyclones that play such an important
role in the world’s climates may be re-examined. Their
existence has been variously ascribed to: (1) the piling
up of poleward-moving air as it is increasingly deflected
eastward through the earth’s rotation and the conserva-
tion of angular momentum; (2) the sinking of poleward
currents aloft by radiational cooling; (3) the general
necessity for high pressure near 30° latitude separating
approximately equal zones of east and west winds; or to
combinations of such mechanisms. An adequate theory
must account not only for their permanence but also
for their cellular nature and the vertical inclination
of the axes. The above discussion shows that ideas of
a simplified Hadley cell and momentum conservation
are only partially correct. Moreover, recent studies
rather surprisingly show no relationship, on a seasonal
basis, between the intensity of the Hadley cell and that
of the subtropical highs. Descent occurs near 25°N in

1 44

winter, whereas North Africa and the Mediterranean are
generally driest in summer, when the vertical motion
is weak.

Two new ideas have recently been proposed (Figure
7.21). One suggests that the low-level subtropical highs
in the North Pacific and North Atlantic in summer are
remote responses to stationary planetary waves gen-
erated by heat sources over Asia. In contrast to this view
of eastward downstream wave propagation, another
model proposes regional effects from the heating over
the summer monsoon regions of India, West Africa and
southwestern North America that act upstream on the
western and northern margins of these heat sources.
The Indian monsoon heating leads to a vertical cell with
descent over the eastern Mediterranean, ecastern Sahara
Desert and the Kyzylkum—Karakum Desert. However,
while the ascending air originates in the tropical easter-
lies, Rossby waves in the mid-latitude westerlies are
thought to be the source of the descending air and this
may provide a link with the first mechanism. Neither
of these arguments addresses the winter subtropical



anticyclones. Clearly, these features await a definitive
and comprehensive explanation.

It is probable that the high-level anticyclonic
cells that are evident on synoptic charts (these tend
to merge on mean maps) are related to anticyclonic
eddies that develop on the equatorward side of jet
streams. Theoretical and observational studies show
that, as a result of the latitudinal variation of the Coriolis
parameter, cyclones in the westerlies tend to move
poleward and anticyclonic cells equatorward. Hence the
subtropical anticyclones are constantly regenerated.
There is a statistical relationship between the latitude of
the subtropical highs and the mean meridional temper-
ature gradient (see Figure 7.11); a stronger gradient
causes an equatorward shift of the high pressure, and

A High Phase SOI

PLANETARY-SCALE MOTIONS

vice versa. This shift is evident on a seasonal basis.
The cellular pattern at the surface clearly reflects the
influence of heat sources. The cells are stationary and
elongated north—south over the northern hemisphere
oceans in summer, when continental heating creates low
pressure and also the meridional temperature gradient
is weak. In winter, on the other hand, the zonal flow is
stronger in response to a greater meridional temperature
gradient, and continental cooling produces east—west
elongation of the cells. Undoubtedly, surface and high-
level factors reinforce one another in some sectors and
tend to cancel each other out in others.

Just as Hadley circulations represent major merid-
ional (i.e. north—south) components of the atmospheric
circulation, so Walker circulations represent the large-
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Figure 7.22 Schematic cross-sections of the Walker circulation along the equator (based on computations of Y. Tourre (1984))
during the high (A) and low (B) phases of the Southern Oscillation (SO). The high (low) phases correspond to non-ENSO (ENSO)
patterns (see p. 146). In the high phase there is rising air and heavy rains over the Amazon basin, central Africa and Indonesia, western
Pacific. Inthe low phase (ENSO |982-83) pattern the ascending Pacific branch is shifted east of the date-line and elsewhere convection
is suppressed due to subsidence. The shading indicates the topography in exaggerated vertical scale.

Source: Based on K. Wyrtki (by permission of the World Meteorological Organization 1985).
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scale zonal (i.e. east—west) components of tropical
airflow. These zonal circulations are driven by major
east—west pressure gradients that are set up by differ-
ences in vertical motion. On one hand, air rises over
heated continents and the warmer parts of the oceans
and, on the other, air subsides over cooler parts of the
oceans, over continental areas where deep high-pressure
systems have become established, and in association
with subtropical high-pressure cells. Sir Gilbert Walker
first identified these circulations in 1922 to 1923 through
his discovery of an inverse correlation between pres-
sure over the eastern Pacific Ocean and Indonesia. The
strength and phase of this so-called Southern Oscillation
is commonly measured by the pressure difference
between Tahiti (18°S, 150°W) and Darwin, Australia
(12°S, 130°E). The Southern Oscillation Index (SOI)
has two extreme phases (Figure 7.22):

 positive when there is a strong high pressure in the
southeast Pacific and a low centred over Indonesia
with ascending air and convective precipitation;

* negative (or low) when the area of low pressure and
convection is displaced eastward towards the Date
Line.

Positive (negative) SOI implies strong easterly trade
winds (low-level equatorial westerlies) over the central—
western Pacific. These Walker circulations are subject
to fluctuations in which an oscillation (El Nifio—
Southern Oscillation: ENSO) between high phases (i.e.
non-ENSO events) and low phases (i.e. ENSO events)
is the most striking (see Chapter 11G.1):

1 High phase (Figure 7.22A). This features four major
zonal cells involving rising low-pressure limbs and
accentuated precipitation over Amazonia, central
Africa and Indonesia/India; and subsiding high-
pressure limbs and decreased precipitation over the
eastern Pacific, South Atlantic and western Indian
Ocean. During this phase, low-level easterlies
strengthen over the Pacific and subtropical westerly
jet streams in both hemispheres weaken, as does the
Pacific Hadley cell.

2 Low phase (Figure 7.22B). This phase has five major
zonal cells involving rising low-pressure limbs and
accentuated precipitation over the South Atlantic,
the western Indian Ocean, the western Pacific and
the eastern Pacific; and subsiding high-pressure
limbs and decreased precipitation over Amazonia,
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central Africa, Indonesia/India and the central
Pacific. During this phase, low-level westerlies and
high-level easterlies dominate over the Pacific, and
subtropical westerly jet streams in both hemispheres
intensify, as does the Pacific Hadley cell.

2 Variations in the circulation of the
northern hemisphere

The pressure and contour patterns during certain periods
of the year may be radically different from those indi-
cated by the mean maps (see Figures 7.3 and 7.4). Two
distinct kinds of variability are of especial importance.
One involves the zonal westerly circulation on a scale
of weeks and the other north—south oscillations in
pressure over the North Atlantic creating interannual
differences in climate.

a Zonal index variations

Variations of three to eight weeks’ duration are observed
in the strength of the zonal westerlies, averaged around
the hemisphere. They are rather more noticeable in the
winter months, when the general circulation is strongest.
The nature of the changes is illustrated schematically
in Figure 7.23. The mid-latitude westerlies develop
waves, and the troughs and ridges become accentuated,
ultimately splitting up into a cellular pattern with
pronounced meridional flow at certain longitudes.
The strength of the westerlies between 35° and 55°N
is termed the zonal index; strong zonal westerlies are
representative of a high index, and marked cellular
patterns occur with a low index (see Plate 15). A rela-
tively low index may also occur if the westerlies are well
south of their usual latitudes and, paradoxically, such
expansion of the zonal circulation pattern is associated
with strong westerlies in lower latitudes than usual.
Figures 7.24 and 7.25 illustrate the mean 700-mb
contour patterns and zonal wind speed profiles for two
contrasting months. In December 1957, the westerlies
were stronger than normal north of 40°N, and the
troughs and ridges were weakly developed, whereas
in February 1958 there was a low zonal index and an
expanded circumpolar vortex, giving rise to strong low-
latitude westerlies. The 700-mb pattern shows very
weak subtropical highs, deep meridional troughs and a
blocking anticyclone off Alaska (see Figure 7.25A). The
cause of these variations is still uncertain, although it
would appear that fast zonal flow is unstable and tends
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Figure 7.23 The index cycle. A schematic illustration of the
development of cellular patterns in the upper westerlies, usually
occupying three to eight weeks and being especially active in
February and March in the northern hemisphere. Statistical studies
indicate no regular periodicity in this sequence. (A) High zonal
index. The jet stream and the westerlies lie north of their mean
position. The westerlies are strong, pressure systems have a
dominantly east-west orientation, and there is little north—south
airmass exchange. (B) and (C) The jet expands and increases in
velocity, undulating with increasingly larger oscillations. (D) Low
zonal index. The latter is associated with a complete breakup
and cellular fragmentation of the zonal westerlies, formation of
stationary deep occluding cold depressions in lower mid-latitudes
and deep warm blocking anticyclones at higher latitudes. This
fragmentation commonly begins in the east and extends westward
at a rate of about 60° of longitude per week.

Source: After Namias; from Haltiner and Martin (1957).

to break down. This tendency is certainly increased
in the northern hemisphere by the arrangement of the
continents and oceans.

Detailed studies are now beginning to show that the
irregular index fluctuations, together with secondary
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circulation features, such as cells of low and high
pressure at the surface or long waves aloft, play a
major role in redistributing momentum and energy.
Laboratory experiments with rotating ‘dishpans’ of
water to simulate the atmosphere, and computer studies
using numerical models of the atmosphere’s behaviour,
demonstrate that a Hadley circulation cannot provide
an adequate mechanism for transporting heat polewards.
In consequence, the meridional temperature gradient
increases and eventually the flow becomes unstable
in the Hadley mode, breaking down into a number of
cyclonic and anticyclonic eddies. This phenomenon
is referred to as baroclinic instability. In energy terms,
the potential energy in the zonal flow is converted
into potential and kinetic energy of eddies. It is also
now known that the kinetic energy of the zonal flow is
derived from the eddies, the reverse of the classical
picture, which viewed the disturbances within the global
wind belts as superimposed detail. The significance
of atmospheric disturbances and the variations of
the circulation are becoming increasingly evident. The
mechanisms of the circulation are, however, greatly
complicated by numerous interactions and feedback
processes, particularly those involving the oceanic
circulation discussed below.

b North Atlantic Oscillation

The relative strength of the Icelandic low and Azores
high was first observed to fluctuate on annual to decadal
scales by Sir Gilbert Walker in the 1920s. Fifty years
later, van Loon and Rogers discussed the related west—
east ‘seesaw’ in winter temperatures between western
Europe and western Greenland associated with the
north—south change in pressure gradient over the North
Atlantic. The North Atlantic Oscillation (NAO) is a
north—south oscillation in the pressure field between the
Icelandic low (65°N) and the Azores high (40°N). The
relationship between the positive and negative modes
of the NAO noted by Walker, and the associated tem-
perature and other anomaly patterns, are shown in Plate
E. When the two pressure cells are well developed as in
January 1984, the zonal westerlies are strong. Western
Europe has a mild winter, while the intense Icelandic
low gives strong northerly flow in Baffin Bay, low tem-
peratures in western Greenland and extensive sea ice
in the Labrador Sea. In the negative phase the cells
are weak, as in January 1970, and opposite anomalies
are formed. In extreme cases, pressure can be higher
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Figure 7.24 (A) Mean 700-mb
contours (in tens of feet) for December
1957, showing a fast, westerly, small-
amplitude flow typical of a high
zonal index. (B) Mean 700-mb zonal
wind speed profiles (m s7') in the
western hemisphere for December
1957, compared with those of a nor-
mal December. The westerly winds
were stronger than normal and dis-
placed to the north.

Source: After Dunn (1957).
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near Iceland than to the south giving easterlies across
western Europe and the eastern North Atlantic.

The NAO appears to be the major component of
a wider pressure oscillation between the north polar
region and mid-latitudes — the Arctic Oscillation (AO).
However, the mid-latitude zone responds with varying
intensity both geographically and temporally. There is
a much weaker mid-latitude signature of the Arctic
Oscillation over the North Pacific Ocean than over the
North Atlantic. Nevertheless, in the southern hemi-
sphere there is a corresponding Antarctic Oscillation
between the polar region and southern mid-latitudes.
For this reason, some researchers consider the two
zonally symmetric modes to be more fundamental fea-
tures of the global circulation. They also extend upward
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throughout the troposphere. In the twentieth century,
the NAO index (of south—north pressure difference)
was generally low from 1925 to 1970. Air temperatures
in the northern hemisphere were above normal and
cyclones along the east coast of North America tended
to be located over the ocean, thus causing longer, drier
east coast summers. Prior to 1925, a regime of colder
climatic conditions was associated with a higher NAO
index. Since 1989, the NAO has been mostly positive,
except for the winters of 1995 to 1996 and 1996 to
1997. This recent phase has given rise to winters that,
compared to normal, are warmer over much of Europe,
wetter (drier) over northern Europe—Scandinavia
(southern Europe—Mediterranean), in association with
a northward shift of storm tracks.
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Figure 7.25 (A)Mean 700-mb contours
(in tens of feet) for February 1958. (B)
Mean 700-mb zonal wind speed profiles
(m s7') in the western hemisphere for
February 1958, compared with those of
a normal February. The westerly winds
were stronger than normal at low lati-
tudes, with a peak at about 33°N.

Source: After Klein (1958), by permission of
the American Meteorological Society.
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D OCEAN STRUCTURE AND processes is to produce a vertical oceanic layering that

CIRCULATION is of great climatic significance:

The oceans occupy 71 per cent of the earth’s surface, 1 At the ocean surface, winds produce a thermally
with over 60 per cent of the global ocean area in the mixed surface layer averaging a few tens of metres
southern hemisphere. Three-quarters of the ocean area deep poleward of latitude 60°, 400 m at latitude 40°
are between 3000 and 6000 m deep, whereas only 11 and 100 to 200 m at the equator.

per cent of the land area exceeds 2000 m altitude. 2 Below the relatively warm mixed layer is the

thermocline, a layer in which temperature decreases
and density increases (the pycnocline) markedly with
I Above the thermocline depth. The thermocline layer, within which stable
stratification tends to inhibit vertical mixing, acts as

a Vertical .

a barrier between the warmer surface water and the
The major atmosphere—ocean interactive processes colder deep-layer water. In the open ocean between
(Figure 7.26) involve heat exchanges, evaporation, latitudes 60° north and south the thermocline layer
density changes and wind shear. The effect of these extends from depths of about 200 m to a maximum
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Figure 7.26 Generalized depiction of the major atmosphere—ocean interaction processes. The sea ice thickness is not to scale.

Source: Modified from NASA (n.d.). Courtesy of NASA.

of 1000 m (at the equator from about 200 to 800 m;
at 40° latitude from about 400 to about 1100 m).
Poleward of 60° latitude, the colder deep-layer water
approaches the surface. The location of the steepest
temperature gradient is termed the permanent
thermocline, which has a dynamically inhibiting
effect in the ocean similar to that of a major inversion
in the atmosphere. However, heat exchanges take
place between the oceans and the atmosphere by
turbulent mixing above the permanent thermocline,
as well as by upwelling and downwelling.

During spring and summer in the mid-latitudes,
accentuated surface heating leads to the development
of a seasonal thermocline occur