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Preface

This book is an introduction to the theory of lattice-ordered rings. It

is suitable for graduate and advanced undergraduate students who have

finished an abstract algebra class. It can also be used as a self-study book

for one who is interested in the area of lattice-ordered rings.

The book mainly presents some foundations and topics in lattice-ordered

rings. Since we concentrate on lattice orders, most results are stated and

proved for such structures, although some of results are true for partially

ordered structures. This book considers general lattice-ordered rings. How-

ever I have tried to compare results in general lattice-ordered rings with

results in f -rings. Actually a lot of research work in general lattice-ordered

rings is to generalize the results of f -rings. I have also tried to make the

book self-contained and to give more details in the proofs of the results.

Because of elementary nature of the book, some results are given without

proofs. Certainly references are given for those results.

Chapter 1 consists of background information on lattice-ordered groups,

vector lattices, and lattice-ordered rings and algebras. Those results are

basic and fundamental. An important structure theory on lattice-ordered

groups and vector lattices presented in Chapter 1 is the structure the-

ory of lattice-ordered groups and vector lattices with a basis. Chapter

2 presents algebraic structure of lattice-ordered algebras with a distribu-

tive basis, which is a basis in which each element is a distributive element.

Chapter 3 concentrates on positive derivations of lattice-ordered rings. This

topic hasn’t been systematically presented before and I have tried to present

most of the important results in this area. In Chapter 4, some topics of

general lattice-ordered rings are considered. Section 4.1 consists of some

characterizations of lattice-ordered matrix rings with the entrywise order

over lattice-ordered rings with positive identity element. Section 4.2 gives

vii
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the algebraic structure of lattice-ordered rings with positive cycles. In gen-

eral lattice-ordered rings, f -elements often play important roles on their

structures. In Section 4.3 we present some result along this line. Section

4.4 is about extending lattice orders in an Ore domain to its quotient ring.

In Section 4.5 we consider how to generalize results on lattice-ordered ma-

trix algebras over totally ordered fields to lattice-ordered matrix algebras

over totally ordered integral domains. Section 4.6 consists of some results

on lattice-ordered rings in which the identity element may not be positive.

In Section 4.7, all lattice orders on 2× 2 upper triangular matrix algebras

over a totally ordered field are constructed, and some results are given for

higher dimension triangular matrix algebras. Finally in Chapter 5, proper-

ties and structure of ℓ-ideals of lattice-ordered rings with a positive identity

elements are presented.

I would like to thank Dr. K.K. Phua, the Chairman and Editor-in-Chief

of World Scientific Publishing, for inviting me to write this lecture notes vol-

ume. I also want to express my thanks to my colleague Ms. Judy Bergman,

University of Houston-Clear Lake, who has kindly checked English usage

and grammar of the book. I will certainly have full responsibility for mis-

takes in the book, and hopefully they wouldn’t give the reader too much

trouble to understand its mathematical contents.

Jingjing Ma

Houston, Texas, USA

December 2013
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Chapter 1

Introduction to ordered algebraic
systems

In this chapter, we introduce various ordered algebraic systems and present

some basic and important properties of these systems.

1.1 Lattices

For a nonempty set A, a binary relation ≤ on A is called a partial order on

A if the following properties are satisfied.

(1) (reflexivity) a ≤ a for all a ∈ A,

(2) (antisymmetry) a ≤ b, b ≤ a implies a = b for all a, b ∈ A,

(3) (transitivity) a ≤ b, b ≤ c implies a ≤ c, for all a, b, c ∈ A.

The set A under a partial order ≤ is called a partially ordered set. One

may write b ≥ a to denote a ≤ b, and a < b (or b > a) to mean that a ≤ b

and a ̸= b. If either a ≤ b or b ≤ a, then a and b are called comparable,

otherwise a and b are called incomparable. A partial order ≤ on a set A is

called a total order if any two elements in A are comparable. In the case

that ≤ is a total order, A is called a totally ordered set or a chain. Suppose

that two partial orders, ≤ and ≤′, are defined on the same set A. Then we

say that ≤′ is an extension of ≤ if, for all a, b ∈ A, a ≤ b implies a ≤′ b.

A partial order ≤ on A induces a partial order on any nonempty subset

B of A, that is, for any a, b ∈ B, define a ≤ b in B if a ≤ b with respect to

the original partial order of A. The induced partial order on B is denoted

by the same symbol ≤.

For a subset B of a partially ordered set A an upper bound (lower bound)

of B in A is an element x ∈ A (y ∈ A) such that b ≤ x (b ≥ y) for each

b ∈ B. We may simply denote that x ∈ A (y ∈ A) is an upper (lower) bound

of B by B ≤ x (B ≥ y). B is called bounded in A if B has both an upper

1
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bound and a lower bound in A. The set of all upper (lower) bounds of B

in A is denoted by UA(B) (LA(B)). If B = ∅, where ∅ denotes empty set,

then UA(B) = LA(B) = A. An element u ∈ B (v ∈ B) is called the least

element (greatest element) of B if u ≤ b (v ≥ b) for each b ∈ B. A subset

B of a partially ordered set may not have a least (greatest) element, but

if there exists one, then it is unique since partial orders are antisymmetric.

An element w ∈ B (z ∈ B) is called a minimal element (maximal element)

in B if for any b ∈ B, b ≤ w (b ≥ z) implies b = w (b = z), that is, no

element in B is strictly less (greater) than w (z). A subset of a partially

ordered set may contain more than one minimal or maximal element.

Suppose that L is a partially ordered set with a partial order ≤. The ≤
is called a lattice order and L is called a lattice under ≤ if for any a, b ∈ L,

the set UL({a, b}) has the least element and the set LL({a, b}) has the

greatest element, namely, for any a, b ∈ L, the subset {a, b} has the least

upper bound and greatest lower bound that are denoted respectively by

a ∨ b and a ∧ b

a ∨ b is also called the sup of a and b, and a ∧ b is also called the inf of a

and b. A nonempty subset B of a lattice L is called a sublattice of L if for

any a, b ∈ B, a ∨ b, a ∧ b ∈ B. A lattice L is called distributive if for all

a, b, c ∈ L,

a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) and a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c),

and L is called complete if each subset of L has both an inf and a sup in

L. In a lattice L, for any a, b, c ∈ L, by the definition of least upper bound

and greatest lower bound, we have

a ∨ (b ∨ c) = (a ∨ b) ∨ c and a ∧ (b ∧ c) = (a ∧ b) ∧ c.

This is true for any finitely many elements in L, and hence we just use

a1 ∨ · · · ∨ an and a1 ∧ · · · ∧ an to denote the sup and inf of a1, · · · , an,
respectively.

The following is an example that illustrates some concepts defined

above. More examples may be found in the exercises of this chapter.

Example 1.1. For a given set A, let PA = {B | B is a subset of A} be the

power set of A. For two subsets B,C of A, define B ≤ C if B ⊆ C, where

“B ⊆ C” means that B is a subset of C. Then ≤ is actually a lattice order

and for any B,C ∈ PA, B ∨ C = B ∪ C and B ∧ C = B ∩ C. Clearly ∅ is

the least element of PA and A is the greatest element of PA. Moreover, PA

is a distributive and complete lattice (Exercise 3).
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If A contains more than one element, then PA is not a totally ordered

set since for two different elements a, b ∈ A, the sets {a} and {b} are not

comparable. Also the subset B = {{a}, {b}} of PA has no least and greatest

element, and each element in B is a minimal element and a maximal element

since {a} and {b} are not comparable.

This is a suitable place to state Zorn’s lemma, which is equivalent to

Axiom of Choice. For the proof and other equivalent forms of the lemma,

see [Steinberg (2010)].

Theorem 1.1 (Zorn’s Lemma). Let A be a nonempty partially ordered

set. If each subset of A which is a chain has an upper bound in A, then A

contains a maximal element.

1.2 Lattice-ordered groups and vector lattices

In this section we introduce partially ordered groups, lattice-ordered groups,

vector lattices, and consider some basic properties of those ordered algebraic

systems. We will always use addition to denote group operation although

it may not be commutative. Certainly for a vector lattice, the addition on

it is commutative.

1.2.1 Definitions, examples, and basic properties

Definition 1.1. A partially ordered group G is a group and a partially

ordered set under a partial order ≤ such that G satisfies the following

monotony law: for any a, b ∈ G,

a ≤ b ⇒ c+ a ≤ c+ b and a+ c ≤ b+ c for all c ∈ G.

A partially ordered group G is a lattice-ordered group (ℓ-group) if the partial

order is a lattice order, and G is a totally ordered group (o-group) if the

partial order is a total order.

In a partially ordered group G, an element g is called positive if g ≥ 0,

where 0 is the identity element of G, and g is called strictly positive if g > 0.

The set G+ = {g ∈ G | g ≥ 0} is called the positive cone of G, and define

−G+ = {g ∈ G | −g ∈ G+} = {g ∈ G | g ≤ 0}, which is called negative cone

of G. G+ is a normal subsemigroup of G containing 0, but no other element
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along with its inverse, as shown in the following result. From the following

two theorems, positive cones characterize partially ordered groups.

Theorem 1.2. For a partially ordered group G, the positive cone G+ sat-

isfies the following three conditions:

(1) G+ +G+ ⊆ G+,

(2) g +G+ + (−g) ⊆ G+, for all g ∈ G,

(3) G+ ∩ −G+ = {0}.

Proof. (1) Let g, f ∈ G+. Then 0 ≤ f ≤ g + f , so 0 ≤ g + f . Thus

g + f ∈ G+.

(2) Let f ∈ G+. Then 0 = g+(−g) ≤ g+f+(−g), so g+f+(−g) ∈ G+.

(3) Clearly 0 ∈ G+ ∩ −G+. Suppose that g ∈ G+ ∩ −G+. Then g ≥ 0

and −g ≥ 0, so g ≥ 0 and g ≤ 0, and hence g = 0. �

Theorem 1.3. Let G be a group and P be a subset of G which satisfies the

following three conditions:

(1) P + P ⊆ P ,

(2) g + P + (−g) ⊆ P for all g ∈ G,

(3) P ∩ −P = {0}, where −P = {g ∈ G | − g ∈ P}.

For any a, b ∈ G, define a ≤ b if b − a ∈ P . Then ≤ is a partial order on

G and G becomes a partially ordered group with the positive cone P .

Proof. For any a ∈ G, a − a = 0 ∈ P implies a ≤ a, so ≤ is reflexive.

Suppose that for a, b ∈ G, a ≤ b and b ≤ a, then b−a, a−b ∈ P , so b−a ∈ P

and b− a = −(a− b) ∈ −P . Thus b− a = 0 by (3), and hence a = b, so ≤
is antisymmetric. Now assume that a ≤ b and b ≤ c for a, b, c ∈ G. Then

b − a, c − b ∈ P , so by (1) c − a = (c − b) + (b − a) ∈ P . Thus a ≤ c, so

≤ is transitive. Suppose that a ≤ b for a, b ∈ G and g ∈ G. Then from

b− a ∈ P and (2),

(g + b)− (g + a) = g + (b− a) + (−g) ∈ P,

so g + a ≤ g + b. Also

(b+ g)− (a+ g) = b+ g − g − a = b− a ∈ P,

so a+ g ≤ b+ g. Therefore G is a partially ordered group with respect to

the partial order ≤. Clearly G+ = {g ∈ G | g ≥ 0} = P . �

Theorem 1.4. Suppose that G is a partially ordered group with the positive

cone P .
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(1) G is an ℓ-group if and only if G = {a− b | a, b ∈ P} and P is a lattice

under the induced partial order from G.

(2) G is a totally ordered group if and only if G = P ∪ −P .

Proof. (1) Suppose that G is an ℓ-group. For g ∈ G, let f = g∧ 0. Then

−f ∈ P and g − f ∈ P . Since g = (g − f)− (−f), G = {a− b | a, b ∈ P}.
It is clear that for any a, b ∈ P , a ∨ b, a ∧ b ∈ P . Conversely, suppose

that G = {a − b | a, b ∈ P} and P is a lattice with respect to the induced

partial order from G. For any g ∈ G, let g = x− y, x, y ∈ P . Suppose that

z = x∨y ∈ P . We claim that g∨0 = z−y in G. It is clear that z−y ≥ 0, g.

Suppose that u ∈ G and u ≥ g, 0. Then u + y ≥ x, y and u + y ∈ P , so

u + y ≥ z. Then it follows that u ≥ z − y, and hence g ∨ 0 = z − y in G.

Similarly to show that g ∧ 0 exists in G. Generally for any g, f ∈ G, it is

straightforward to check that

g ∨ f = [(g − f) ∨ 0] + f and g ∧ f = [(g − f) ∧ 0] + f

(Exercise 5). Therefore G is a lattice, so G is an ℓ-group.

(2) If G = P ∪−P , then for any g, f ∈ G, either g − f ∈ P or −P , and
hence g ≥ f or g ≤ f . Thus G is a total order. The converse is clear. �

A partially ordered group is called directed if each element is a differ-

ence of two positive elements. An ℓ-group is directed by Theorem 1.4(1).

However a partially ordered group which is directed may not be an ℓ-group

as shown in Example 1.2(3). A partially ordered group G is said to be

Archimedean if for any a, b ∈ G+, na ≤ b for all n ∈ Z+ implies a = 0,

where Z+ is the set of all positive integers.

In this book we often use notation (G,P ) to denote a partially ordered

group or an ℓ-group with the positive cone P .

We illustrate partially ordered groups and ℓ-groups by a few examples.

P will always denote the positive cone of a partially ordered group.

Example 1.2.

(1) LetG be the additive group of Z orQ, or R with the usual order between

real numbers. Then G is an Archimedean totally ordered group.

(2) Consider the group direct product R × R. Let (x, y) belong to P if

either y > 0 or y = 0 and x ≥ 0. Then R×R is a totally ordered group

which is not Archimedean since for any n ∈ Z+, n(1, 0) ≤ (0, 1).

(3) Consider R × R again. Define (x, y) ∈ P if x > 0 and y > 0, or

(x, y) = (0, 0). Then R×R is an Archimedean partially ordered group

but not an ℓ-group. For instance, (1, 0) and (0, 0) have no least upper
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bound. We leave the verification of this fact as an exercise to the reader

(Exercise 6). We note that for any (x, y) ∈ R×R, (x, y) = (x, 0)+(0, y),

and (x, 0), (0, y) are either positive or negative, so (x, y) can be written

as a difference of two positive elements. Thus this partially ordered

group is directed.

Since in this book, we concentrate on lattice orders, in the following we

only prove some basic properties of ℓ-groups.

Theorem 1.5. Let G be an ℓ-group.

(1) For all a, b, c, d ∈ G, c + (a ∨ b) + d = (c + a + d) ∨ (c + b + d),

c+ (a ∧ b) + d = (c+ a+ d) ∧ (c+ b+ d).

(2) For all a, b ∈ G, −(a ∨ b) = (−a) ∧ (−b), −(a ∧ b) = (−a) ∨ (−b).
(3) As a lattice, G is distributive.

(4) For all a, b ∈ G, a − (a ∧ b) + b = a ∨ b. If G is commutative, then

a+ b = (a ∧ b) + (a ∨ b), for all a, b ∈ G.

(5) If na ≥ 0 for some positive integer n, then a ≥ 0.

(6) If x, y1, · · · , yn are positive elements such that x ≤ y1 + · · ·+ yn, then

x = x1+· · ·+xn for some positive elements x1, · · · , xn with xi ≤ yi, i =

1, · · · , n.
(7) If x, y1, · · · , yn are positive elements, then x ∧ (y1 + · · · + yn) ≤ (x ∧

y1) + · · ·+ (x ∧ yn).

Proof. (1) From a∨b ≥ a, b, we have c+(a∨b)+d ≥ (c+a+d), (c+b+d),

so

c+ (a ∨ b) + d ≥ (c+ a+ d) ∨ (c+ b+ d).

On the other hand, (c+ a+ d), (c+ b+ d) ≤ (c+ a+ d)∨ (c+ b+ d) implies

a, b ≤ −c+ (c+ a+ d) ∨ (c+ b+ d) + (−d),

and hence

a ∨ b ≤ −c+ (c+ a+ d) ∨ (c+ b+ d) + (−d).

Therefore c + (a ∨ b) + d ≤ (c + a + d) ∨ (c + b + d). We conclude that

c+(a∨ b)+ d = (c+a+ d)∨ (c+ b+ d). Similarly we have c+(a∧ b)+ d =

(c+ a+ d) ∧ (c+ b+ d).

(2) We have

a, b ≤ a ∨ b⇒ −(a ∨ b) ≤ −a,−b⇒ −(a ∨ b) ≤ −a ∧ −b,

and

−a ∧ −b ≤ −a,−b⇒ a, b ≤ −(−a ∧ −b) ⇒ a ∨ b ≤ −(−a ∧ −b),
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so −a∧−b ≤ −(a∨ b). Therefore −(a∨ b) = −a∧−b. Similarly −(a∧ b) =
−a ∨ −b.

(3) For a, b, c ∈ G, we show that a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c). Let

d = b ∨ c. Then a ∧ b ≤ a ∧ d implies 0 ≤ (a ∧ d)− (a ∧ b). Since
−d+ (a ∧ d) = (−d+ a) ∧ 0 ≤ (−b+ a) ∧ 0 = −b+ (a ∧ b),

we have 0 ≤ (a∧d)− (a∧ b) ≤ d− b. Similarly, 0 ≤ (a∧d)− (a∧ c) ≤ d− c.
Thus

0 ≤ [(a ∧ d)− (a ∧ b)] ∧ [(a ∧ d)− (a ∧ c)]
≤ (d− b) ∧ (d− c)

= d+ (−b ∧ −c)
= d− d

= 0,

so [(a∧d)−(a∧b)]∧[(a∧d)−(a∧c)] = 0. Hence (a∧d)−[(a∧b)∨(a∧c)] = 0,

that is, a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c).
The distributive property a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) can be proved

by replacing each element in a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c) with its additive

inverse.

(4) From (1) and (2),

a− (a ∧ b) + b = a+ (−a ∨ −b) + b = b ∨ a = a ∨ b,
and if G is commutative, it is clear that a+ b = (a ∨ b) + (a ∧ b).

(5) By (1) and mathematical induction,

n(a ∧ 0) = na ∧ (n− 1)a ∧ · · · ∧ a ∧ 0.

Since na ≥ 0, we have na ∧ 0 = 0, so

n(a ∧ 0) = (n− 1)a ∧ · · · ∧ a ∧ 0 = (n− 1)(a ∧ 0).

Adding the inverse of (n − 1)(a ∧ 0) to both sides, we get a ∧ 0 = 0 and

hence a ≥ 0.

(6) Suppose that x ≤ y1 + y2. Let x1 = x∧ y1 and x2 = −x1 + x. Then

x = x1 + x2, 0 ≤ x1 ≤ y1, and

0 ≤ x2 = −x1 + x = (−x ∨ −y1) + x = 0 ∨ (−y1 + x) ≤ y2.

Generally, x ≤ y1 + · · · + yn implies x = x1 + x′1 with 0 ≤ x1 ≤ y1 and

0 ≤ x′1 ≤ y2 + · · · + yn by previous argument. Continuing this process or

using mathematical induction, we will arrive at x = x1 + · · · + xn with

0 ≤ xi ≤ yi for i = 1, · · · , n.
(7) By (6) x ∧ (y1 + · · · + yn) = z1 + · · · + zn, where 0 ≤ zi ≤ yi for

i = 1, · · · , n. Then each zi ≤ z1 + · · · + zn ≤ x, so zi ≤ x ∧ yi, and hence

x ∧ (y1 + · · ·+ yn) ≤ (x ∧ y1) + · · ·+ (x ∧ yn). �
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Two strictly positive elements a, b of an ℓ-group G are called disjoint if

a∧ b = 0. A subset {a1, · · · , an} of G is called disjoint if each element in it

is strictly positive and ai ∧ aj = 0 for any i ̸= j.

Theorem 1.6. Let G be an ℓ-group and a, b, c, a1, · · · , an ∈ G.

(1) If a and b are disjoint, and c ≥ 0, then a ∧ (b+ c) = a ∧ c.
(2) If a ∧ b = a ∧ c = 0, then a ∧ (b+ c) = 0.

(3) If {a1, · · · , an} is a disjoint set, then a1 ∨ · · · ∨ an = a1 + · · ·+ an. In

particular, if a ∧ b = 0, then a + b = a ∨ b = b ∨ a = b + a, that is,

disjoint elements commute.

Proof. (1) Since a+ c ≥ a,

a ∧ c = a ∧ ((a ∧ b) + c) = a ∧ [(a+ c) ∧ (b+ c)] = a ∧ (b+ c).

(2) follows from (1).

(3) By (2), (a1 + · · ·+ an−1) ∧ an = 0, so

(a1 + · · ·+ an−1) ∨ an = a1 + · · ·+ an−1 + an

by Theorem 1.5(4). Continuing this process or using mathematical induc-

tion, we arrive at a1 ∨ · · · ∨ an−1 ∨ an = a1 + · · ·+ an−1 + an. �
Let G be an ℓ-group. For g ∈ G, the positive part g+, the negative part

g− and the absolute value |g| are defined as follows.

g+ = g ∨ 0, g− = (−g) ∨ 0, |g| = g ∨ (−g).
Since g + g− = g + (−g ∨ 0) = 0 ∨ g = g+, g = g+ − g−.

Theorem 1.7. Let G be an ℓ-group and f, g ∈ G.

(1) |g| = g+ + g−.

(2) g+ ∧ g− = 0.

(3) If f ∧ g = 0, then f = (f − g)+ and g = (f − g)−.

(4) ng+ = (ng)+, ng− = (ng)−, and n|g| = |ng| for any positive integer n.

(5) |f + g| ≤ |f |+ |g|+ |f |. If G is commutative, then |f + g| ≤ |f |+ |g|.

Proof. (1) |g| ≥ g,−g implies 2|g| ≥ 0. By Theorem 1.5(5), |g| ≥ 0.

Then by Theorem 1.5(1), we have

g+ + g− = (g ∨ 0) + (−g ∨ 0)

= [(g ∨ 0) + (−g)] ∨ (g ∨ 0)

= 0 ∨ (−g) ∨ g ∨ 0

= 0 ∨ |g|
= |g|.
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(2) Since G is a distributive lattice,

g+ ∧ g− = (g ∨ 0) ∧ (−g ∨ 0) = (g ∧ −g) ∨ 0 = −|g| ∨ 0 = 0,

by Theorem 1.5(2) and (3).

(3) If f ∧ g = 0, then −f ∨ −g = 0, and

f = f + 0 = f + (−f ∨ −g) = 0 ∨ (f − g) = (f − g)+

and g = (g − f)+ = (f − g)−.

(4) By (2) and Theorem 1.6(2), ng+ ∧ ng− = 0 (Exercise 7). Since

disjoint elements commute, −g− + g+ = g+ − g−, so

(ng)+ = (n(g+ − g−))+ = (ng+ − ng−)+ = ng+

by (3). Then ng− = n(−g)+ = (−ng)+ = (ng)−, and

n|g| = n(g+ + g−) = ng+ + ng− = (ng)+ + (ng)− = |ng|.

(5) Since |f |, |g| ≥ 0, f + g ≤ |f |+ |g| ≤ |f |+ |g|+ |f | and

−(f + g) = (−g) + (−f) ≤ |g|+ |f | ≤ |f |+ |g|+ |f |,

so

|f + g| = (f + g) ∨ −(f + g) ≤ |f |+ |g|+ |f |.

From the above argument, if G is commutative, then |f + g| ≤ |f |+ |g|. �

A subset C of an ℓ-group G is called convex if for all g ∈ G and c, d ∈ C,

c ≤ g ≤ d implies g ∈ C. A convex ℓ-subgroup of G is a subgroup of G

which is convex and a sublattice of G. Clearly G and {0} are convex ℓ-

subgroups of G, and the intersection of a family of convex ℓ-subgroups of

G is a convex ℓ-subgroup of G. For a subset X of G, the intersection

of all convex ℓ-subgroups containing X is the smallest convex ℓ-subgroup

that contains X, which is called the convex ℓ-subgroup generated by X and

denoted by CG(X) or just C(X).

One method of constructing convex ℓ-subgroups is by using a polar that

is defined as follows. For a subset X of an ℓ-group G, the polar of X is

X⊥ = {a ∈ G | |a| ∧ |x| = 0, ∀x ∈ X}

and the double polar of X is X⊥⊥ = (X⊥)⊥. Clearly X ⊆ X⊥⊥ and

X⊥⊥⊥ = X⊥ (Exercise 8). If X = {x}, then X⊥ and X⊥⊥ are denoted by

x⊥ and x⊥⊥.

Theorem 1.8. Let G be an ℓ-group.
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(1) A subgroup H of G is a convex ℓ-subgroup of G if and only if for any

a ∈ H,x ∈ G, |x| ≤ |a| implies x ∈ H.

(2) For each subset X of G, X⊥ is a convex ℓ-subgroup of G.

(3) C(X) = {g ∈ G | |g| ≤ |x1|+ · · ·+ |xn| for some x1, · · · , xn ∈ X}.
(4) The subgroup of G generated by a family of convex ℓ-subgroups is a

convex ℓ-subgroup of G.

Proof. (1) Suppose that H is a convex ℓ-subgroup of G and |x| ≤ |a|
for some a ∈ H and x ∈ G. Since H is a sublattice of G, a ∈ H implies

a+, a− ∈ H, and hence |a| = a+ + a− ∈ H. Then that H is convex

implies |x| ∈ H, so x+, x− ∈ H by the convexity of H again. Hence

x = x+ − x− ∈ H.

Conversely, let H be a subgroup with the given property. Let a, b ∈ H

and x ∈ G such that a ≤ x ≤ b. Then 0 ≤ x − a ≤ b − a ∈ H, so

x − a ∈ H, and x = (x − a) + a ∈ H. Thus H is convex. Let a, b ∈ H.

Then (b− a)+ ≤ |b− a| implies (b− a)+ ∈ H, so a ∨ b = (b− a)+ + a ∈ H.

Similarly a ∧ b ∈ H. Therefore H is a sublattice of G, and hence H is a

convex ℓ-subgroup of G.

(2) Let a, b ∈ X⊥. By Theorem 1.7(5) and Theorem 1.6(2), for any

x ∈ X,

|a− b| ∧ |x| ≤ (|a|+ | − b|+ |a|) ∧ |x| = (|a|+ |b|+ |a|) ∧ |x| = 0,

so |a− b| ∧ |x| = 0. Thus a− b ∈ X⊥, that is, X⊥ is a subgroup of G. Then

it is clear that X⊥ is a convex ℓ-subgroup by (1).

(3) Let

H = {g ∈ G | |g| ≤ |x1|+ · · ·+ |xn| for some x1, · · · , xn ∈ X}
and a, b ∈ H. By Theorem 1.7(5) again, |a−b| ≤ |a|+ |b|+ |a|, so a−b ∈ H,

that is, H is a subgroup of G. Then by (1), H is a convex ℓ-subgroup of

G. Clearly X ⊆ H and any convex ℓ-subgroup of G containing X contains

H. Hence C(X) = H.

(4) Let {Ci | i ∈ I} be a family of convex ℓ-subgroups of G and C

be the subgroup of G generated by {Ci | i ∈ I}. Suppose that |g| ≤ |c|
for some g ∈ G and c ∈ C. Let c =

∑n
j=1 cj with cj ∈ ∪{Ci | i ∈ I}.

Then by Theorem 1.7(5), |g| is less than or equal to a sum of elements from

∪{C+
i | i ∈ I}, so since g+, g− ≤ |g|, by Theorems 1.5(6), g+, g− can be

written as a sum of elements from ∪{C+
i | i ∈ I}, so g = g+ − g− ∈ C.

Thus by (1), C is a convex ℓ-subgroup of G. �
For an ℓ-groupG, we use C(G) to denote the set of all convex ℓ-subgroups

of G and partially order C(G) by set inclusion. It is well known and not
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hard to show that the set of all subgroups of a group is a lattice under set

inclusion. For any two subgroups A and B, A ∧ B = A ∩ B and A ∨ B is

the subgroup generated by A ∪B.

Theorem 1.9. Let G be an ℓ-group. C(G) is a complete distributive sub-

lattice of the lattice of subgroups of G. Moreover, if A, {Ai | i ∈ I} are

convex ℓ-subgroups of G, then A ∩ (∨i∈IAi) = ∨i∈I(A ∩Ai).

Proof. The intersection of a family of convex ℓ-subgroups is a convex

ℓ-subgroup, and by Theorem 1.8(4), the subgroup generated by a family

of convex ℓ-subgroups is also a convex ℓ-subgroup, so C(G) is a complete

sublattice of the lattice consisting of all subgroups of G.

Suppose that A,A1, A2 ∈ C(G). We show that

A ∨ (A1 ∩A2) = (A ∨A1) ∩ (A ∨A2).

Let C, C1, and C2 be the subgroup generated by A ∪ (A1 ∩ A2), A ∪ A1,

and A ∪A2 respectively. Since

A ∪ (A1 ∩A2) = (A ∪A1) ∩ (A ∪A2),

C ⊆ C1 ∩ C2. Let g ∈ C1 ∩ C2. By Theorem 1.8(3), we have

|g| ≤ |x1|+ · · ·+ |xn| and |g| ≤ |y1|+ · · ·+ |ym|

for some xi ∈ A ∪A1 and yj ∈ A ∪A2. Then

|g| ≤ (|x1| ∧ |y1|+ · · ·+ |x1| ∧ |ym|) + · · ·+ (|xn| ∧ |y1|+ · · ·+ |xn| ∧ |ym|)

by Theorem 1.5(7). If xi ∈ A or yj ∈ A, then |xi| ∧ |yj | ∈ A. Otherwise

xi ∈ A1 and yj ∈ A2 implies |xi| ∧ |yj | ∈ A1 ∩ A2. Thus each term

|xi|∧|yj | ∈ A∪(A1∩A2), so g ∈ C by Theorem 1.8(3). Hence C1∩C2 ⊆ C.

Therefore C = C1 ∩ C2, that is, A ∨ (A1 ∩A2) = (A ∨A1) ∩ (A ∨A2).

Finally it is clear that ∨i∈I(A∩Ai) ⊆ A∩(∨i∈IAi). If g ∈ A∩(∨i∈IAi),

then |g| ≤ |c1| + · · · + |cn| with ck ∈ ∪i∈IAi. By Theorem 1.5(6), |g| =
g1 + · · · + gn with 0 ≤ gk ≤ |ck| for k = 1, · · · , n. Then each gk ≤ |g|, so
gk ≤ |g| ∧ |ck| ∈ A ∩Aik for some Aik implies gk ∈ A ∩Aik . It follows that

g ∈ ∨i∈I(A ∩ Ai), and hence we also have A ∩ (∨i∈IAi) ⊆ ∨i∈I(A ∩ Ai).

Therefore A ∩ (∨i∈IAi) = ∨i∈I(A ∩Ai). �

Let G be an ℓ-group and {Ci | i ∈ I} be a family of convex ℓ-subgroups

of G. G is call a direct sum of {Ci | i ∈ I}, denoted by G = ⊕i∈ICi, if G is

generated by {Ci | i ∈ I} and Ci ∩ Cj = {0} for any i, j ∈ I with i ̸= j.

Theorem 1.10. Let G be an ℓ-group. Suppose that G is a direct sum of a

family of convex ℓ-subgroups {Ci | i ∈ I}.
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(1) If c1 + · · · + cn = 0, where ci ∈ Cki and k1, · · · , kn are distinct, then

each ci = 0.

(2) Each element 0 ̸= a ∈ G can be uniquely written as a = c1 + · · · + cn
with 0 ̸= ci ∈ Cki and k1, · · · , kn are distinct. Moreover a ≥ 0 if and

only if each ci ≥ 0.

Proof. (1) If c1 + · · ·+ cn = 0, then c1 = −cn − · · · − c2 implies that

c1 ∈ Ck1 ∩ (Ck2 ∨ · · · ∨ Ckn).

By Theorem 1.9,

c1 ∈ (Ck1 ∩ Ck2) ∨ · · · ∨ (Ck1 ∩ Ckn) = {0}.
Thus c1 = 0. Similarly c2 = · · · = cn = 0.

(2) For 0 ≤ a ∈ Ci and 0 ≤ b ∈ Cj with i ̸= j, since Ci ∩ Cj = {0},
a∧ b = 0, so a+ b = b+ a by Theorem 1.6(3). Thus elements in Ci and Cj

commute (Exercise 9). It follows then that each a ∈ G with a ̸= 0 can be

written as a = c1 + · · ·+ cn with 0 ̸= ci ∈ Cki and k1, · · · , kn are distinct.

The uniqueness follows from (1).

Clearly if each ci ≥ 0, then a ≥ 0. Suppose that a = c1 + · · ·+ cn ≥ 0.

Then −c1 ≤ c2+· · ·+cn ∈ Ck2∨· · ·∨Ckn implies (−c1)+ ≤ (c2+· · ·+cn)+ ∈
Ck2 ∨ · · · ∨ Ckn , so (−c1)+ ∈ Ck2 ∨ · · · ∨ Ckn . Then by Theorem 1.9, we

have

(−c1)+ ∈ (Ck1 ∩ Ck2) ∨ · · · ∨ (Ck1 ∩ Ckn) = {0},
so (−c1)+ = 0, and hence c1 ≥ 0. Similarly c2 ≥ 0, · · · , cn ≥ 0. �

Let G be an ℓ-group and N be a normal convex ℓ-subgroup of G. Define

the relation on the quotient group G/N by

x+N ≤ y +N if x ≤ y + z for some z ∈ N.

The relation is well-defined since if x1+N = x+N and y1+N = y+N , then

x = x1+c and y = y1+d for some c, d ∈ N , so x = x1+c ≤ y+z = y1+(d+z)

implies x1 ≤ y1 + (d+ z − c) with d+ z − c ∈ N . Thus x1 +N ≤ y1 +N .

It is clear that the relation defined above is reflexive and transitive.

Suppose that x+N ≤ y +N and y +N ≤ x+N for some x, y ∈ G. Then

x ≤ y + z and y ≤ x + w for some z, w ∈ N , so −y + x ≤ z ∈ N and

−x+ y ≤ w implies that

| − y + x| = (−y + x) ∨ (−x+ y) ≤ z ∨ w ∈ N.

It follows that −y+ x ∈ N , and hence x+N = y+N , that is, the relation

is also antisymmetric. Therefore it is a partial order on G/N .

Theorem 1.11. G/N is an ℓ-group with respect to the partial order defined

above.
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Proof. Suppose that x+N ≤ y+N and z+N ∈ G/N . Then x ≤ y+ a

for some a ∈ N . Since z + x ≤ (z + y) + a,

(z +N) + (x+N) ≤ (z +N) + (y +N),

and since

x+ z ≤ y + a+ z = (y + z) + (−z + a+ z)

with −z + a+ z ∈ N ,

(x+N) + (z +N) ≤ (y +N) + (z +N).

Hence G/N is a partially ordered group.

We show next that

(x+N) ∨ (y +N) = (x ∨ y) +N and (x+N) ∧ (y +N) = (x ∧ y) +N

for any x, y ∈ G. Clearly x+N, y+N ≤ (x∨y)+N . Let x+N, y+N ≤ z+N

for some z ∈ G. Then x ≤ z + a and y ≤ z + b for some a, b ∈ N , so

−z + x ≤ a and −z + y ≤ b and (−z + x) ∨ (−z + y) ≤ a ∨ b ∈ N . Then it

follows that x∨ y ≤ z + (a∨ b), and hence (x∨ y) +N ≤ z +N . Therefore

(x+N)∨ (y+N) = (x∨y)+N . Similarly (x+N)∧ (y+N) = (x∧y)+N .

Hence G/N is an ℓ-group. �

The ℓ-group G/N with the lattice order defined above is called the

quotient ℓ-group of G by N .

Let G and H be ℓ-groups. A group homomorphism f : G → H is

called an ℓ-homomorphism if f also preserves sup and inf, namely, for any

a, b ∈ G,

f(a ∨ b) = f(a) ∨ f(b) and f(a ∧ b) = f(a) ∧ f(b).

For example, for an ℓ-group G and a normal convex ℓ-subgroup N , it is

easy to check that the group homomorphism φ : G → G/N defined by

φ(a) = a + N is an ℓ-homomorphism called the projection (Exercise 11).

An ℓ-isomorphism is a group isomorphism that preserves sup and inf. If

there exists an ℓ-isomorphism between two ℓ-groups G and H, then they

are called ℓ-isomorphic and denoted by G ∼= H.

Theorem 1.12. Let G and H be ℓ-groups and f : G → H be a group

homomorphism. Then f is an ℓ-homomorphism if and only if x ∧ y = 0

(x ∨ y = 0) ⇒ f(x) ∧ f(y) = 0 (f(x) ∨ f(y) = 0) for all x, y ∈ G.
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Proof. Suppose that x ∧ y = 0 implies f(x) ∧ f(y) = 0 for all x, y ∈ G.

Let a, b ∈ G and a ∧ b = c. Then (a− c) ∧ (b− c) = 0 implies

f(a− c) ∧ f(b− c) = (f(a)− f(c)) ∧ (f(b)− f(c)) = 0,

so f(a) ∧ f(b) = f(c). We also have that

f(a ∨ b) = f(−(−a ∧ −b))
= −(f(−a ∧ −b))
= −(−f(a) ∧ −f(b))
= f(a) ∨ f(b).

�

A totally ordered field is a field whose additive group is a totally ordered

group and product of two positive elements is still positive. For instance,

the field Q of all rational numbers and the field R of all real numbers are

both totally ordered fields with respect to usual order between real numbers.

Let F be a totally ordered field and a ∈ F . Then either a ≥ 0 or a < 0, so

a2 ≥ 0 in either case. Thus the identity element 1 is positive since 1 = 12.

A consequence of this simple fact is that the field C of all complex numbers

cannot be made into a totally ordered field since i2 = −1, where i =
√
−1

is the imaginary unit.

Let F be a totally ordered field and V be a left (right) vector space

over F . V is called a vector lattice over F if V is an ℓ-group and for all

α ∈ F+ and v ∈ V +, αv ∈ V + (vα ∈ V +). We note that the addition on

V is commutative. In case that F = R, a vector lattice is usually called a

Rieze space. A convex vector sublattice W of V is a subspace of V and a

convex ℓ-subgroup of V . An element α ∈ F+ is called an f -element on V

if v ∧ u = 0 ⇒ αv ∧ u = 0 for all v, u ∈ V . More generally, for a unital

totally ordered ring T and a left (right) module M over T , M is called an

ℓ-module if its additive group is an ℓ-group and for any α ∈ T+, x ∈ M+,

αx ∈ M+ (xα ∈ M+). An ℓ-module is called an f -module if each element

in T+ is an f -element on M .

Theorem 1.13. Let V be a vector lattice over a totally ordered field F .

(1) Each positive element of F is an f -element on V , that is, V is an

f -module over F . Thus any polar is a convex vector sublattice.

(2) Suppose that v1, · · · , vk ∈ V are disjoint. Then for any α1, · · · , αk ∈ F ,

α1v1 + · · ·+ αkvk ≥ 0 if and only if each αi ≥ 0.

(3) Any disjoint subset of V is linear independent over F .
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Proof. (1) For any β ∈ F with β > 0, since F is totally ordered and

1 > 0, β−1 > 0. Suppose that 0 < α ∈ F . If v ∧ u = 0, for v, u ∈ V , then

0 ≤ (α+ 1)−1(αv ∧ u) ≤ (α+ 1)−1((α+ 1)v ∧ (α+ 1)u) ≤ v ∧ u = 0,

and hence (α + 1)−1(αv ∧ u) = 0 and αv ∧ u = 0. Therefore each positive

element of F is an f -element on V . For X ⊆ V , we already know that

X⊥ is a convex ℓ-subgroup. X⊥ is also a subspace of V over F since

∀α ∈ F, v ∈ V , |αv| = |α||v| (Exercise 17) and V is an f -module over F .

(2) If each αj ≥ 0, then α1v1 + · · · + αkvk ≥ 0. Conversely suppose

that α1v1 + · · · + αkvk ≥ 0 and suppose that α1 < 0, . . . , αn < 0, and

αn+1 ≥ 0, . . . , αk ≥ 0, where 1 ≤ n < k. Then −α1v1 − . . . − αnvn ≤
αn+1vn+1 + . . .+ αkvk, and hence by Theorem 1.5(7), we have

−α1v1 = (−α1v1) ∧ (−α1v1 − . . .− αnvn)

≤ (−α1v1) ∧ (αn+1vn+1 + . . .+ αkvk)

≤ (−α1v1 ∧ αn+1vn+1) + . . .+ (−α1v1 ∧ αkvk)

= 0

by (1) since v1 ∧ vn+1 = . . . = v1 ∧ vk = 0. Thus −α1v1 = 0, so α1 = 0,

which is a contradiction. Thus each αj ≥ 0.

(3) This is a direct consequence of (2). �

1.2.2 Structure theorems of ℓ-groups and vector lattices

In this section, we prove some algebraic structure theorems for ℓ-groups

and vector lattices that contain basic elements. This theory was initially

developed by P. Conrad and it plays important roles in study of ℓ-groups.

Let G be an ℓ-group. An element 0 < a ∈ G is called a basic element if

for any c, d ∈ G+, c, d ≤ a implies c and d are comparable, that is, either

c ≥ d or c ≤ d. A nonzero polar is called a minimal polar if it does not

contain any nonzero polar.

Theorem 1.14. Let G be an ℓ-group.

(1) For 0 < a ∈ G, a is basic if and only if a⊥⊥ is totally ordered.

(2) Let a, b be basic elements. Then either a ∧ b = 0 or a⊥⊥ = b⊥⊥, and

a⊥⊥ = b⊥⊥ if and only if a and b are comparable.

(3) For 0 < a ∈ G, a is a basic element if and only if for any 0 < b ≤ a,

b⊥⊥ = a⊥⊥.

(4) For 0 < a ∈ G, a is a basic element if and only if a⊥⊥ is a minimal

polar.
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Proof. We first note that for any x ∈ G, x⊥⊥ is a convex ℓ-subgroup by

Theorem 1.8(2).

(1) Suppose that a is basic. Let x, y ∈ a⊥⊥ and x ∧ y = 0. Then

(a∧x)∧ (a∧ y) = 0 implies that a∧x = 0 or a∧ y = 0 since a∧x and a∧ y
are comparable. Thus x ∈ a⊥ or y ∈ a⊥, so x = x∧x = 0 or y = y ∧ y = 0.

Hence a⊥⊥ is totally ordered (Exercise 12). Conversely, suppose that a⊥⊥

is totally ordered and let 0 ≤ x, y ≤ a. Then x, y ∈ a⊥⊥ implies that x and

y are comparable, so a is basic.

(2) Suppose that a ∧ b ̸= 0. Let 0 ≤ x ∈ a⊥⊥. Take 0 < y ∈ b⊥.

Then y ∧ b = 0 implies that (x ∧ y) ∧ (a ∧ b) = 0. Since x ∧ y and a ∧ b
are both in a⊥⊥ that is totally ordered by (1), we must have x ∧ y = 0 or

a∧ b = 0. Since a∧ b ̸= 0, x∧ y = 0, so x ∈ b⊥⊥ and a⊥⊥ ⊆ b⊥⊥. Similarly

b⊥⊥ ⊆ a⊥⊥. Therefore, a⊥⊥ = b⊥⊥.

If a⊥⊥ = b⊥⊥, then a, b ∈ a⊥⊥ implies that a and b are comparable by

(1). Conversely, if a and b are comparable, then a ∧ b ̸= 0, so a⊥⊥ = b⊥⊥.

(3) If a is basic and 0 < b ≤ a, then b is also basic, so b⊥⊥ = a⊥⊥.

Conversely, suppose that the condition is true and 0 < x, y ≤ a. Let

z = x− x∧ y and w = y− x∧ y. Then z ∧w = 0 and z, w ∈ a⊥⊥. Suppose

that z ̸= 0. Then 0 < z ≤ a implies that z⊥⊥ = a⊥⊥, so w ∈ z⊥⊥. On the

other hand, z ∧w = 0 implies that w ∈ z⊥, and hence w∧w = 0, so w = 0.

Thus y ≤ x. Similarly, if w ̸= 0, then x ≤ y. Therefore a is basic.

(4) Suppose that a⊥⊥ is a minimal polar and 0 < b ≤ a. Then 0 ̸=
b⊥⊥ ⊆ a⊥⊥, so b⊥⊥ = a⊥⊥. Therefore a is basic by (3). Now suppose that

a is basic and {0} ̸= X⊥ ⊆ a⊥⊥ for some X ⊆ G. Take 0 < x ∈ X⊥.

Then x ∈ a⊥⊥ implies that x is also basic. Thus x⊥⊥ = a⊥⊥ by (2). Hence

a⊥⊥ = x⊥⊥ ⊆ X⊥⊥⊥ = X⊥, so X⊥ = a⊥⊥. Therefore a⊥⊥ is a minimal

polar. �

Corollary 1.1. Let G be an ℓ-group and a ∈ G. If a is a basic element,

then a⊥⊥ is a maximal convex totally ordered subgroup in the sense that for

any convex totally ordered subgroup M of G if a⊥⊥ ⊆M , then M = a⊥⊥.

Proof. Suppose that M is a convex totally ordered subgroup containing

a⊥⊥ and 0 < g ∈ M . Since M is convex and totally ordered, g is basic

and hence a, g ∈ M implies that a⊥⊥ = g⊥⊥ by Theorem 1.14(2). Thus

g ∈ a⊥⊥, ∀g ∈M+, so M = a⊥⊥. �
Let G be an ℓ-group. A subset S of G is called a basis if

(i) each element in S is basic, and

(ii) S is a maximal disjoint set of G.



January 13, 2014 11:54 World Scientific Book - 9in x 6in l-ring

Introduction to ordered algebraic systems 17

Equivalently a subset S of G is a basis if S is a disjoint set of basic

elements with S⊥ = {0} (Exercise 13). In this book, terminology basis

means the basis defined above. For the basis of a vector space we always

call it a vector space basis.

Theorem 1.15. Let G be an ℓ-group.

(1) G has a basis if and only if G satisfies

(∗) each 0 < g ∈ G is greater than or equal to at least one basic

element.

(2) If G satisfies the following condition (C), then G has a basis.

(C) Each 0 < g ∈ G is greater than at most a finite number of

disjoint elements.

Proof. (1) If G = {0}, then the result is trivially true. Let G ̸= {0}.
Suppose that S is a basis for G. Then S ̸= ∅. For 0 < g ∈ G \ S, there is

an a ∈ S such that a∧ g > 0 since S⊥ = {0}. Then a∧ g is basic since a is

basic, and a ∧ g ≤ g. Conversely suppose that G satisfies (∗). Let

M = {A | A is a disjoint set of basic elements of G}.

Clearly M ̸= ∅ since if a is a basic element of G, then {a} ∈ M. M is

a partially ordered set with respect to set inclusion. Let {Ai | i ∈ I} be

a chain in M, then it is easy to check that ∪i∈IAi ∈ M. So by Zorn’s

Lemma, M has a maximal element, say S. We show that S is a basis. To

this end, we just need to show that S⊥ = {0}. Suppose that 0 < g ∈ S⊥

and g ≥ b for some basic element b. Then b ∈ S⊥, so S ( S ∪ {b} and

S∪{b} is disjoint, which contradicts with the fact that S is maximal in M.

Hence S⊥ = {0} and S is a basis of G.

(2) We show that (∗) in (1) is satisfied, so G has a basis. For 0 < g ∈ G,

consider T = {x ∈ G | 0 < x ≤ g}. If T contains no disjoint elements, then

T is totally ordered (Exercise 14), so g is basic. Suppose that T contains

n disjoint elements x1, · · · , xn and any n+1 elements in T are not disjoint

for some positive integer n. We claim that each xi is a basic element for

i = 1, · · · , n. Suppose that 0 ≤ y, z ≤ xi and y, z are not comparable. Let

y∧z = w. Then (y−w)∧(z−w) = 0 with (y−w) > 0 and (z−w) > 0, and

hence the set {(y − w), (z − w), x1, · · · , xi−1, xi+1, · · · , xn} ⊆ T is disjoint

since (y − w), (z − w) ≤ xi, which is a contradiction. Thus y, z must be

comparable, so xi is basic. Therefore each 0 < g ∈ G is greater than or

equal to a basic element. �
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For finite-dimensional vector lattices, condition (C) in Theorem 1.15 is

satisfied.

Corollary 1.2. Let V be a vector lattice over a totally ordered field F . If

V is finite-dimensional over F as a vector space, then V satisfies (C) in

Theorem 1.15, and hence V has a basis.

Proof. By Theorem 1.13(3), any disjoint subset of V is linearly inde-

pendent over F , then that V is finite-dimensional over F implies that V

contains at most a finite number of disjoint elements, so condition (C) in

Theorem 1.15 is satisfied. �

A vector lattice V over a totally ordered field F is called Archimedean

over F if for a, b ∈ V +, αa ≤ b for all α ∈ F+ implies that a = 0. Certainly

if V is Archimedean, then V is Archimedean over F (Exercise 15). However

if F is not a totally ordered Archimedean field, then the fact that V is

Archimedean over F may not imply that V is Archimedean. For instance,

any totally ordered field that is not Archimedean is an Archimedean vector

lattice over itself.

Theorem 1.16. Let G be an ℓ-group.

(1) If A and B are convex totally ordered subgroups of G, then A ⊆ B or

A ⊇ B or A ∩B = {0}.
(2) If A and B are maximal convex totally ordered subgroups of G, then

either A = B or A ∩B = {0}.

Proof. (1) Suppose A * B and A + B. Then there exist 0 < a ∈ A \ B
and 0 < b ∈ B \ A. Since A and B are convex, a ∧ b ∈ A ∩ B. Let

0 ≤ c ∈ A ∩ B. Since c, a ∈ A, c and a are comparable, so it follows from

a ̸∈ B that c ≤ a. Similarly, c ≤ b. Thus c ≤ a ∧ b for any 0 ≤ c ∈ A ∩ B.

Take c = 2(a ∧ b) ∈ A ∩B. Then 2(a ∧ b) ≤ (a ∧ b) implies that a ∧ b = 0,

so for any 0 ≤ c ∈ A ∩B, c = 0. Therefore A ∩B = {0}.
(2) If A and B are maximal convex totally ordered subgroups, then

A ⊆ B or A ⊇ B implies that A = B. Thus by (1), we have either A = B

or A ∩B = {0}. �

We note that Theorem 1.16 is true for convex totally ordered subspaces

of a vector lattice over a totally ordered field.

The following Theorem 1.17 is the structure theorem of vector lattices

we need when we consider the structure of a class of ℓ-algebras in chapter

2, and the result is actually true for ℓ-groups.
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For a vector lattice V over a totally ordered field F , let {Vi | i ∈ I} be

a family of convex vector sublattices of V over F . Define∑
i∈I

Vi = {v1 + · · ·+ vk | vj ∈ Vkj}.

We leave it as an exercise to verify that
∑

i∈I Vi is the convex vector sublat-

tice of V over F generated by {Vi | i ∈ I} (Exercise 18). The sum
∑

i∈I Vi
is called a direct sum, denoted by ⊕i∈IVi, if Vi ∩ Vj = {0},∀i ̸= j.

We have used the same symbol ⊕i∈I to denote the direct sum of convex

ℓ-subgroups of an ℓ-group before. Later we will also use it to denote the

direct sum of ℓ-ideals of an ℓ-ring. The reader should be able to tell the

meaning of the symbol from context without confusion.

Theorem 1.17. Let V be a vector lattice over a totally ordered field F . If

V satisfies condition (C) in Theorem 1.15 and no maximal convex totally

ordered subspace of V is bounded above, then V is a direct sum of maximal

convex totally ordered subspaces over F .

Proof. By Theorem 1.15(2), V has a basis S. For each s ∈ S, s⊥⊥ is

a maximal convex totally ordered subspace of V by Theorem 1.14(1) and

Corollary 1.1. We show that V is a direct sum of s⊥⊥, s ∈ S. Since for

s, t ∈ S, if s ̸= t, then s⊥⊥ ∩ t⊥⊥ = {0} by Theorems 1.14(2) and 1.16(2),

we just need to show that V is a sum of s⊥⊥, s ∈ S.

Let 0 < a ∈ V . By condition (C), we may assume that there are k

disjoint basic elements v1, · · · , vk less than or equal to a for some positive

integer k, and a is not greater than or equal to k+1 disjoint basic elements.

Since S⊥ = {0}, for each i = 1, · · · , k, there exists an si ∈ S such that

vi ∧ si ̸= 0. We show that a ∈ s⊥⊥
1 + · · · + s⊥⊥

k . For i = 1, · · · , k, each
s⊥⊥
i is a maximal convex totally ordered subspace of V , and hence there

exists 0 < x ∈ s⊥⊥
1 such that x ̸≤ a since s⊥⊥

1 is not bounded above.

Let a ∧ x = a1. Then (a − a1) ∧ (x − a1) = 0 and 0 < x − a1 ∈ s⊥⊥
1 , so

((a−a1)∧s1)∧(x−a1) = 0 implies (a−a1)∧s1 = 0 since (a−a1)∧s1 ∈ s⊥⊥
1

that is totally ordered. Let a− a1 = a′1. Then a = a1 + a′1 with a1 ∈ s⊥⊥
1

and a′1∧s1 = 0. Again there exists 0 < y ∈ s⊥⊥
2 such that y ̸≤ a′1. Suppose

that a′1∧y = a2. Then (a′1−a2)∧ (y−a2) = 0 with y−a2 > 0, so similarly

(a′1 − a2) ∧ s2 = 0. Let a′1 − a2 = a′2. We have a′1 = a2 + a′2 with a2 ∈ s⊥⊥
2

and a′2∧s2 = 0. Hence a = a1+a2+a
′
2 with a

′
2∧s1 = 0 and a′2∧s2 = 0 since

a′2 ≤ a′1. Continuing this progress, we have a = a1+a2+ · · ·+ak +a′k with

a′k ∧ s1 = · · · = a′k ∧ sk = 0. If a′k > 0, then there exists an element t ∈ S

such that a′k ∧ t ̸= 0, so a′k ∧ t ≤ a is a basic element. Thus (a′k ∧ t)∧ vj ̸= 0
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for some 1 ≤ j ≤ k. By Thoerem 1.14, (a′k ∧ t)⊥⊥ = v⊥⊥
j = s⊥⊥

j , and hence

a′k ∧ t and sj are comparable, which is a contradiction since a′k ∧ sj = 0.

Hence a′k = 0 and a = a1+a2+ · · ·+ak ∈ s⊥⊥
1 + · · ·+ s⊥⊥

k . This completes

the proof. �

1.3 Lattice-ordered rings and algebras

In this section, we introduce lattice-ordered rings, provide examples, and

prove basic properties of them. All rings are associative, and a ring may

not have the identity element with respect to its multiplication.

1.3.1 Definitions, examples, and basic properties

A partially ordered ring is a ring R whose additive group is a partially

ordered group and for any a, b ∈ R, if a ≥ 0 and b ≥ 0 then ab ≥ 0. The

positive cone of a partially ordered ring R is the positive cone of its additive

partially ordered group: R+ = {r ∈ R | r ≥ 0}. The following result is the

ring analogue of Theorems 1.2 and 1.3. We leave the proof as an exercise

(Exercise 19).

Theorem 1.18. Let R be a partially ordered ring with positive cone P =

R+. Then

(1) P + P ⊆ P ,

(2) PP ⊆ P ,

(3) P ∩ −P = {0}.

Conversely, if R is a ring and P is a subset that satisfies the above three

conditions, then the relation defined by for all x, y ∈ R, x ≤ y if y − x ∈ P

makes R into a partially ordered ring with positive cone P .

A partially ordered ring R is called a lattice-ordered ring (ℓ-ring), or a

totally ordered ring (o-ring) if the partial order on R is a lattice order, or

a total order. Certainly an o-ring is an ℓ-ring. A ring is called unital if

it has the multiplicative identity element, denoted by 1, and an ℓ-ring is

called ℓ-unital if it is unital and 1 > 0. We will see later that a unital ℓ-ring

may not be ℓ-unital. A lattice-ordered field (ℓ-field) or a totally ordered field

(o-field) is a field, and an ℓ-ring or an o-ring. Similarly a lattice-ordered

division ring or a totally ordered division ring is a division ring, and an

ℓ-ring or o-ring. Let F be a totally ordered field. A lattice-ordered algebra
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(ℓ-algebra) A over F is an algebra and an ℓ-ring such that for all α ∈ F ,

a ∈ A, α ≥ 0 and a ≥ 0 implies αa ≥ 0. So with respect to the addition and

scalar multiplication, A is a vector lattice over F . An ℓ-ideal of an ℓ-ring

is an ideal and a convex ℓ-subgroup. By Theorem 1.8(1), an ideal I of an

ℓ-ring R is an ℓ-ideal of R if and only if |r| ≤ |x|, for any x ∈ I and r ∈ R,

implies r ∈ I. Similarly define left ℓ-ideal and right ℓ-ideal for an ℓ-ring. It

is clear that an ℓ-ring itself and {0} are (left, right) ℓ-ideals. An ℓ-ring R is

called ℓ-simple if it contains no other ℓ-ideals except R, {0}, and R2 ̸= {0}.
An (left, right) ℓ-ideal of an ℓ-algebra A is an (left, right) ℓ-ideal of the

ℓ-ring A and also a subspace of A over F . Clearly the intersection of any

family of (left, right) ℓ-ideals is an (left, right) ℓ-ideal. Let X be a subset of

an ℓ-ring R, ⟨X⟩ denotes the intersection of all ℓ-ideals of R containing X

and ⟨X⟩ is called the ℓ-ideal generated by X. If X = {x}, then ⟨x⟩ is used

for ⟨X⟩.
For ℓ-rings R and S, an ℓ-homomorphism from R to S is a ring

homomorphism and a lattice homomorphism from R to S. For an ℓ-

homomorphism φ : R → S of two ℓ-rings, define the kernel of φ as

Ker(φ) = {r ∈ R | φ(r) = 0}. Then Ker(φ) is an ℓ-ideal of R. An ℓ-

isomorphism between two ℓ-rings is a one-to-one and onto ℓ-homomorphism,

and two ℓ-rings R and S are called ℓ-isomorphic, denoted by R ∼= S, if there

exists an ℓ-isomorphism between them. Let I be an ℓ-ideal of an ℓ-ring R.

Then R/I becomes an ℓ-ring and the elements in R/I are denoted by a+I,

a ∈ R (Exercise 20). The projection π : R → R/I is an ℓ-homomorphism

between two ℓ-rings. An ℓ-ring R is called Archimedean if its additive ℓ-

group is Archimedean, and an ℓ-algebra A over a totally ordered field F is

called Archimedean over F if A is Archimedean over F as a vector lattice

over F .

For a family of ℓ-rings {Ri | i ∈ I}, the cartesian product Πi∈IRi =

{{ai} | ai ∈ Ri}, where {ai} denotes a function from I to ∪Ri that maps

each i to ai, becomes an ℓ-ring with respect to the addition:

{ai}+ {bi} = {ai + bi},
the multiplication:

{ai}{bi} = {aibi},
and the order:

{ai} ≥ 0 if each ai ≥ 0 in Ri.

Then Πi∈IRi, together with those operations, is called the direct product of

the family {Ri | i ∈ I}. The direct sum of {Ri | i ∈ I} is ⊕i∈IRi = {{ai} ∈
Πi∈IRi | only finitely many ai ̸= 0}.
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The following result gives us simple methods to construct lattice orders

on rings to make them into ℓ-rings and to construct new lattice orders from

existing lattice orders. For a unital ring R, an element u is called a unit if

u has an inverse with respect to the multiplication of R.

Theorem 1.19.

(1) Let A be an algebra over a totally ordered field F and let B be a vector

space basis of A over F . If for all a, b ∈ B, ab is a linear combination

of elements in B with positive scalars in F , then A can be made into

an ℓ-algebra by defining an element of A is positive if each scalar in its

unique linear combination of distinct elements in B is positive.

(2) Suppose that R is a unital ℓ-ring (ℓ-algebra) with positive cone P and

u > 0 is a unit. Then uP is the positive cone of a lattice order on R

to make it into an ℓ-ring (ℓ-algebra).

Proof. (1) A linear combination of vectors over F is called a positive

linear combination if each scalar in the combination belongs to F+. Let

P consist of all positive linear combinations of vectors in B. Then three

conditions in Theorem 1.18 are satisfied, and F+P ⊆ P . For a ∈ A, a can

be uniquely written as a = α1v1+ · · ·+αkvk for distinct vi ∈ B, and scalars

αi ∈ F . Then it is straightforward to verify that

a ∧ 0 = (α1 ∧ 0)v1 + · · ·+ (αk ∧ 0)vk

and

a ∨ 0 = (α1 ∨ 0)v1 + · · ·+ (αk ∨ 0)vk

(Exercise 21). Thus the order is a lattice order and A is an ℓ-algebra over

F .

(2) Obviously uP is closed under the addition of R, and since u ∈ P , uP

is also closed under the multiplication of R. Finally that uP ⊆ P implies

(uP ) ∩ −(uP ) = {0}. Thus R is a partially ordered ring with the positive

cone uP . To see that uP is the positive cone of a lattice order, we consider

the mapping f : R → R defined by for all a ∈ R, f(a) = ua. Since u is a

unit, f is a group isomorphism of the additive group of R. For any a, b ∈ R,

a ∧(uP ) b = f(f−1(a) ∧P f
−1(b)) = u(u−1a ∧P u

−1b),

where a ∧(uP ) b is the greatest lower bound of a and b with respect to uP ,

and u−1a∧P u
−1b is the greatest lower bound of u−1a and u−1b with respect

to P (Exercise 22). Similarly,

a ∨(uP ) b = f(f−1(a) ∨P f
−1(b)) = u(u−1a ∨P u

−1b).
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Finally it is clear that if P is the positive cone of an ℓ-algebra, then uP is

also closed under positive scalar multiplication. �

A vector space basis B of an algebra is called a multiplicative basis if for

any a, b ∈ B, ab ∈ B or ab = 0. By Theorem 1.19(1), if an algebra A has

a multiplicative basis, then A can be made into an ℓ-algebra in which B is

a basis, that is, B is a disjoint set of basic elements with B⊥ = {0}. For

instance, standard matrix units eij , 1 ≤ i, j ≤ n is a multiplicative basis

for matrix algebra Mn(F ) over a totally ordered field F .

More generally, for an algebra A over a totally ordered field F , a vector

space basis B is called a multiplicative basis over F+ if for any a, b ∈ B,

ab = αc for some α ∈ F+ and c ∈ B. Similarly by Theorem 1.19(1) again,

if A has a multiplicative basis over F+, A can be made into an ℓ-algebra

over F with B as a basis. For instance, in the field A = Q[
√
2], B = {1,

√
2}

is a multiplicative basis over Q+.

An important application of Theorem 1.19(2) is constructing lattice

orders on an ℓ-unital ℓ-ring such that 1 is not positive. For an ℓ-unital

ℓ-ring R, take a positive unit u such that u−1 is not positive. Then R is an

ℓ-ring with the positive cone uR+ and since u−1 ̸∈ R+, 1 ̸∈ uR+, so R is

not ℓ-unital with respect to this lattice order.

Now we present some examples of ℓ-rings.

Example 1.3.

(1) Suppose that R is an ℓ-ring and Mn(R) is the n × n matrix ring over

R with n ≥ 2. Define a matrix (aij) ≥ 0 if each aij ≥ 0 in R. Clearly

three conditions in Theorem 1.18 are satisfied and the product of a

positive scalar and a positive matrix is still positive. It is easily verified

that for any two matrices (aij) and (bij),

(aij) ∧ (bij) = (aij ∧ bij) and (aij) ∨ (bij) = (aij ∨ bij).

Hence Mn(R) is an ℓ-ring with positive cone Mn(R
+). This lattice

order on Mn(R) is called the entrywise order. Clearly if R is ℓ-unital,

then identity matrix is positive with respect to the entrywise order. For

a totally ordered field F , Mn(F ) is an ℓ-algebra over F with respect to

the entrywise order.

Let eij be the standard matrix units in matrix rings, namely, the (i, j)th

entry in eij is 1 and other entries in eij are zero. As we mentioned

before, {eij | i, j = 1, · · · , n} is multiplicative and hence it is a basis of

Mn(F ) over F with respect to the entrywise order.
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Let f be the matrix f = e11 + e12 + e21 + e33 + · · · + enn. Then

f ∈ Mn(F
+) and f−1 = e12 + e21 − e22 + e33 + · · · + enn ̸∈ Mn(F

+).

Thus by Theorem 1.19(2), fMn(F
+) is the positive cone of an ℓ-algebra

Mn(F ) over F in which 1 ̸> 0.

(2) Suppose that G is a group (semigroup) and F is a totally ordered field.

Let F [G] = {
∑
αigi | αi ∈ F, gi ∈ G} be the group (semigroup) algebra

over F . In this case the operation on G is written as multiplication.

Define
∑
αigi ≥ 0 if each αi ≥ 0, that is, the positive cone is F+[G].

Then F [G] is an ℓ-algebra over F , and the lattice order is called the

coordinatewise order. Clearly 1G = {1g | g ∈ G}, where 1 is the identity
element of F , is a basis and also a vector space basis of F [G] over F .

A difference between examples (1) and (2) is that the identity matrix

in Mn(F ) is not a basic element but the identity element in F [G] is

basic.

(3) Let F be a totally ordered field and R = F [x] be the polynomial ring

over F . Except the lattice order on R defined in (2), we consider some

other lattice orders on R. Let p(x) = anx
n+· · ·+akxk ∈ R with ai ∈ F ,

0 ≤ k ≤ n, and ak, an ̸= 0. If we define p(x) > 0 by an > 0, then R is a

totally ordered algebra and the ordering is called lexicographic ordering.

If we define p(x) > 0 by ak > 0, then R is also a totally ordered algebra

and the ordering is called antilexicographic ordering. Both total orders

are not Archimedean over F (Exercise 23).

Let’s construct more lattice orders on R = F [x]. Fix a positive integer

n, define the positive cone Pn on R as follows. For a polynomial p(x) =

akx
k + · · · + a0 of degree k. If k ≤ n, define p(x) ≥ 0 if ak > 0

and a0 ≥ 0, and if k > n, then define p(x) ≥ 0 if ak > 0. Then

three conditions in Theorem 1.18 are satisfied and F+Pn ⊆ Pn, so

R is a partially ordered algebra over F . Moreover, for a polynomial

p(x) = akx
k + ak−1x

k−1 + · · ·+ a1x+ a0 of degree k,

p(x) ∨ 0 =



p(x), if k > n, ak > 0,

0, if k > n, ak < 0,

p(x), if k ≤ n, ak > 0, a0 ≥ 0,

0, if k ≤ n, ak < 0, a0 ≤ 0,

p(x)− a0, if k ≤ n, ak > 0, a0 < 0,

a0, if k ≤ n, ak < 0, a0 > 0.

We leave the verification of these facts to the reader (Exercise 24).
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Then R becomes an ℓ-algebra over F that has squares positive in the

sense that for each r ∈ R, r2 ≥ 0.

1.3.2 Some special ℓ-rings

Let R be an ℓ-ring. An element a ∈ R+ is called a d-element if

for all x, y ∈ R, x ∧ y = 0 ⇒ ax ∧ ay = xa ∧ ya = 0,

and a is called an f -element if

for all x, y ∈ R, x ∧ y = 0 ⇒ ax ∧ y = xa ∧ y = 0.

Each f -element is clearly a d-element. An ℓ-ring R is called a d-ring (f -ring)

if each element in R+ is a d-element (f -element). Define

d(R) = {a ∈ R+ | a is a d-element}

and

f(R) = {a ∈ R | |a| is an f -element}.

We may also define left and right d-element. An element a ∈ R+ is

called a left d-element (right d-element) if

for all x, y ∈ R, x ∧ y = 0 ⇒ ax ∧ ay = 0 (xa ∧ ya = 0).

Example 5.1 shows that generally a left d-element may not be a right d-

element. Left and right f -element may be defined similarly.

Theorem 1.20. Let R be an ℓ-ring.

(1) An element a ∈ R+ is a d-element if and only if for all x, y ∈ R,

a(x ∧ y) = ax ∧ ay and (x ∧ y)a = xa ∧ ya.
(2) Suppose that a ∈ R+ is invertible, then a is a d-element if and only if

a−1 ∈ R+.

(3) For all x, y ∈ R, |xy| ≤ |x||y|, and the equality holds if and only if R

is a d-ring.

(4) The d(R) is a convex subset of R that is closed under the multiplication

of R, but generally d(R) is not closed under the addition of R.

(5) f(R) is a convex ℓ-subring of R and an f -ring.

(6) R is an f -ring if and only if for each a ∈ R, a⊥ is an ℓ-ideal of R.

(7) If R is a d-ring (f -ring) and I is an ℓ-ideal of R, then R/I is a d-ring

(f -ring).
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Proof. (1) Suppose that a is a d-element. Let x, y ∈ R. Then (x− (x ∧
y)) ∧ (y − (x ∧ y)) = 0 implies

a(x− (x ∧ y)) ∧ a(y − (x ∧ y)) = (x− (x ∧ y))a ∧ (y − (x ∧ y))a = 0,

so ax ∧ ay = a(x ∧ y) and xa ∧ ya = (x ∧ y)a by Theorem 1.5(1). The

converse is trivial.

(2) Let 1 be the identity element of R. Suppose that a is a d-element.

We have a((−1) ∨ 0) = (−a) ∨ 0 = 0 implies that (−1) ∨ 0 = 0, so 1 =

1+ − 1− = 1+ ≥ 0. Then a(a−1 ∧ 0) = 1 ∧ 0 = 0 implies that a−1 ∧ 0 = 0,

that is, a−1 ≥ 0. Conversely, suppose a and a−1 are both positive. If

x ∧ y = 0 for x, y ∈ R, then

0 ≤ a−1(ax ∧ ay) ≤ (a−1ax ∧ a−1ay) = x ∧ y = 0,

so ax ∧ ay = 0. Similarly xa ∧ ya = 0. Thus a is a d-element.

(3)

|xy| = |(x+ − x−)(y+ − y−)|
= |x+y+ − x−y+ − x+y− + x−y−|
≤ x+y+ + x−y+ + x+y− + x−y−

= |x||y|.

Suppose that R is a d-ring. For x, y ∈ R, since

0 ≤ (x+y+ + x−y−) ∧ (x−y+ + x+y−)

≤ (x+y+ ∧ x−y+) + (x+y+ ∧ x+y−) + (x−y− ∧ x−y+) + (x−y− ∧ x+y−)
= (x+ ∧ x−)y+ + x+(y+ ∧ y−) + x−(y− ∧ y+) + (x− ∧ x+)y−

= 0,

we have

|xy| = |(x+y+ + x−y−)− (x−y+ + x+y−)|
= (x+y+ + x−y−) + (x−y+ + x+y−)

= |x||y|,

by Theorem 1.7(1) and (3).

Conversely suppose that |xy| = |x||y| for all x, y ∈ R. If z ∧ w = 0 for

some z, w ∈ R, then |z−w| = z+w by Theorem 1.7(1) and (3), so for any

a ∈ R+, |a(z − w)| = |a||z − w| = a(z + w) = az + aw implies az ∧ aw = 0

(Exercise 25). Similarly z ∧w = 0 implies za∧wa = 0. Thus R is a d-ring.

(4) Suppose that a, b ∈ d(R) and c ∈ R with a ≤ c ≤ b. If x ∧ y = 0 for

x, y ∈ R, then 0 ≤ ax ∧ ay ≤ cx ∧ cy ≤ ax ∧ ay = 0 implies cx ∧ cy = 0.
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Similarly xc ∧ yc = 0. Thus c ∈ d(R). It is clear that d(R) is closed under

the multiplication in R by the definition of d-element. In the Example

1.3(1), each standard matrix unit eij is a d-element, but the sum of two d-

elements may not be a d-element. For example, e12+e11 is not a d-element

since e12 ∧ e22 = 0, but

(e12 + e11)e12 ∧ (e12 + e11)e22 = e12 ∧ e12 ̸= 0.

(5) Let a, b ∈ f(R) and x∧y = 0 for x, y ∈ R. Then by Theorems 1.7(5)

and 1.5(7),

0 ≤ |a− b|x ∧ y ≤ (|a|+ |b|)x ∧ y ≤ (|a|x ∧ y) + (|b|x ∧ y) = 0,

so |a− b|x∧ y = 0. Similarly, x|a− b| ∧ y = 0. Thus |a− b| is an f -element

and hence a− b ∈ f(R). We also have

0 ≤ |ab|x ∧ y ≤ (|a||b|)x ∧ y = 0,

so |ab|x ∧ y = 0. Similarly, x|ab| ∧ y = 0. Thus |ab| is an f -element and

hence ab ∈ f(R). Finally if |x| ≤ |a| for some a ∈ f(R), x ∈ R, then clearly

|x| is an f -element, so x ∈ f(R). Hence f(R) is a convex ℓ-subring of R

and an f -ring.

(6) Suppose that R is an f -ring and a ∈ R. We already know that

a⊥ is a convex ℓ-subgroup of the additive ℓ-group of R. Let b ∈ a⊥ and

r ∈ R, then |b| ∧ |a| = 0 implies |r||b| ∧ |a| = |b||r| ∧ |a| = 0, and hence

|rb| ∧ |a| = |rb| ∧ |a| = 0 by (3). Thus rb, br ∈ a⊥ and a⊥ is an ℓ-ideal

of R. Conversely suppose that for each a ∈ R, a⊥ is an ℓ-ideal of R. Let

x ∧ y = 0 for x, y ∈ R and r ∈ R+. Then x ∈ y⊥ implies rx, xr ∈ y⊥, so

rx ∧ y = xr ∧ y = 0, namely r is an f -element of R for each r ∈ R+.

(7) Let R be a d-ring and I be an ℓ-ideal of R. Suppose that (x+ I) ∧
(y+ I) = 0 and z+ I ≥ 0. We may assume that z ≥ 0. Then x∧ y = w ∈ I

implies that (x− w) ∧ (y − w) = 0, and hence

z(x− w) ∧ z(y − w) = 0 and (x− w)z ∧ (y − w)z = 0.

Thus

(z + I)(x+ I) ∧ (z + I)(y + I) = 0, (x+ I)(z + I) ∧ (y + I)(z + I) = 0

in R/I, that is, R/I is a d-ring. Similarly to show that if R is an f -ring,

then R/I is an f -ring. �

Some fundamental properties of f -rings are summarized in the following

results. An ℓ-ring R is said to be a subdirect product of the family of ℓ-rings

{Ri | i ∈ I} if R is an ℓ-subring of the direct product Πi∈IRi such that
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πk(R) = Rk for every k ∈ I, where πk : Πi∈IRi → Rk is the canonical

ℓ-epimorphism, that is, for {ai} ∈ Πi∈IRi, πk({ai}) = ak. An ℓ-ring R is

called subdirectly irreducible if R contains a smallest nonzero ℓ-ideal, that

is, the intersection of all nonzero ℓ-ideals is a nonzero ℓ-ideal. For instance,

ℓ-simple ℓ-rings are subdirectly irreducible.

Lemma 1.1. Let R be an ℓ-ring and a ∈ R.

(1) ⟨a⟩ = {x ∈ R | |x| ≤ n|a|+ r|a|+ |a|s+ t|a|u, n ∈ Z+, r, s, t, u ∈ R+}.
(2) If R is commutative, then ⟨a⟩ = {x ∈ R | |x| ≤ n|a|+ r|a|, n ∈ Z+, r ∈

R+}.
(3) If R is ℓ-unital, then ⟨a⟩ = {x ∈ R | |x| ≤ t|a|u, t, u ∈ R+}.
(4) Suppose that R is an f -ring. If x ∧ y = 0 for any x, y ∈ R, then

⟨x⟩ ∩ ⟨y⟩ = {0}.

Proof. (1) Let

I = {x ∈ R | |x| ≤ n|a|+ r|a|+ |a|s+ t|a|u, n ∈ Z+, r, s, t, u ∈ R+}.
Suppose that x, y ∈ I. Then

|x| ≤ n|a|+ r|a|+ |a|s+ t|a|u and |y| ≤ n1|a|+ r1|a|+ |a|s1 + t1|a|u1,
where n, n1 ∈ Z+, r, r1, s, s1, t, t1, u, u1 ∈ R+. Thus

|x−y| ≤ |x|+ |y| ≤ (n+n1)|a|+(r+r1)|a|+ |a|(s+s1)+(t+ t1)|a|(u+u1),
so x− y ∈ I. Hence I is a subgroup of R. It is clear that for any x ∈ I and

r ∈ R, rx, xr ∈ I. It follows that I is an ideal. If |r| ≤ |x| for some r ∈ R

and x ∈ I, then clearly r ∈ I by the definition of I. Hence I is an ℓ-ideal.

Since a ∈ I and every ℓ-ideal containing a contains I, we have ⟨a⟩ = I.

(2) and (3) are direct consequences of (1).

(4) Let 0 ≤ a ∈ ⟨x⟩ ∩ ⟨y⟩. Then
a ≤ nx+ rx+ xs+ uxv and a ≤ n1y + r1y + ys1 + u1yv1

for some r, r1, s, s1, u, u1, v, v1 ∈ R+ and positive integers n, n1. Since R is

an f -ring, x ∧ y = 0 implies

(rx+ xs+ uxv + nx) ∧ (r1y + ys1 + u1yv1 + n1y) = 0,

by Theorem 1.5(7), so a = 0. Thus ⟨x⟩ ∩ ⟨y⟩ = {0}. �

Theorem 1.21.

(1) An ℓ-ring R is ℓ-isomorphic to a subdirect product of a family of ℓ-rings

{Ri | i ∈ I} if and only if there is a family of ℓ-ideals {Ji | i ∈ I} such

that R ∼= Rk/Jk for each k ∈ I and the intersection of {Ji | i ∈ I} is

zero.
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(2) A subdirectly irreducible f -ring is totally ordered.

(3) An �-ring is an f -ring if and only if it is a subdirect product of totally

ordered rings.

Proof. (1) We may assume that R is a subdirect product of a family of

�-rings {Ri | i ∈ I}. Define Ji = Ker(πi)∩R. Then Ji is an �-ideal of R and

R/Ji ∼= Ri for each i ∈ I. Suppose that {ai} ∈ ∩i∈IJi. Then πk({ai}) =
ak = 0 for all k ∈ I, so {ai} = 0, that is, ∩i∈IJi = {0}. Conversely suppose

there is a family of �-ideals {Ji | i ∈ I} of R such that ∩i∈IJi = {0} and

R/Ji ∼= Ri. Then the �-ring {{a+ Ji}i∈I | a ∈ R} is a subdirect product of

the family of �-rings {R/Ji | i ∈ I} and R ∼= {{a+Ji}i∈I | a ∈ R} (Exercise

27).

(2) Let R be a subdirectly irreducible f -ring. Suppose that x ∧ y = 0,

for x, y ∈ R. By Lemma 1.1 〈x〉 ∩ 〈y〉 = {0}, and hence either 〈x〉 = {0} or

〈y〉 = {0}, so either x = 0 or y = 0. Hence for any x ∈ R, either x− = 0 or

x+ = 0 since x+ ∧ x− = 0, that is, R is totally ordered.

(3) Let R be an f -ring. For each element a ∈ R, a �= 0, define

Ma = {I | I is an �-ideal and a �∈ I}.
Then Ma �= ∅ since {0} is in Ma. Ma is a partially ordered set by set

inclusion. For a subset {Ik} ofMa that is totally ordered, the union ∪kIk is

an �-ideal of R with a �∈ ∪kIk. Thus by Zorn’s Lemma, Ma has a maximal

element, denoted by Ia. The quotient �-ring R/Ia is subdirectly irreducible

with the smallest nonzero �-ideal 〈a+ Ia〉, so by Theorem 1.20(7) and (2),

R/Ia is totally ordered. Consider

x ∈ J =
⋂

0�=a∈R

Ia.

If x �= 0, then J ⊆ Ix implies x ∈ Ix, which is a contradiction. Thus

J = {0}, and hence by (1), R is a subdirect product of totally ordered

rings {R/Ia | a ∈ R, a �= 0}. The converse is trivial (Exercise 29). �

An important method of proving properties of f -rings is first to consider

totally ordered rings and then use the fact that an f -ring is a subdirect

product of totally ordered rings.

Theorem 1.22. Let R be an f -ring.

(1) If a ∧ b = 0 for a, b ∈ R, then ab = 0. Thus R has squares positive.

(2) If R is Archimedean, then R is commutative.

(3) If R is unital, then each idempotent element of R is in the center of R.
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(4) If R is unital and an = 1 for some a ∈ R+ and some positive integer

n, then a = 1.

Proof. (1) If a ∧ b = 0, then ab ∧ b = 0, and ab ∧ ab = 0, so ab = 0. For

any x ∈ R,

x2 = (x+ − x−)2 = (x+)2 − x+x− − x−x+ + (x−)2 = (x+)2 + (x−)2 ≥ 0,

since x+ ∧ x− = 0 implies x+x− = x−x+ = 0.

(2) We show that given a, b ≥ 0, for any positive integer n, n|ab− ba| ≤
a2 + b2. We first assume that R is totally ordered with a > b. Since R is

Archimedean, there exists an integer k such that ka ≤ nb < (k + 1)a. Let

nb = ka+ r with 0 ≤ r < a. We have

n|ab− ba| = |a(ka+ r)− (ka+ r)a| = |ar − ra| ≤ a2 ≤ a2 + b2.

If R is an f -ring, then R is ℓ-isomorphic to a subdirect product of totally

ordered rings, so by Theorem 1.21(1), there exist ℓ-ideals Ik such that each

R/Ik is a totally ordered ring and intersection of Ik is equal to zero. Given

0 ≤ a, b ∈ R and a positive integer n, by previous argument we have

n|(a+ Ik)(b+ Ik)− (b+ Ik)(a+ Ik)| ≤ (a+ Ik)
2 + (b+ Ik)

2

in R/Ik for each k. Then

n|ab− ba|+ Ik = (n|ab− ba|+ Ik) ∧ (a2 + b2 + Ik)

in R/Ik for each k, so

n|ab− ba| − (n|ab− ba| ∧ (a2 + b2)) ∈ Ik

for each k. Thus n|ab − ba| − (n|ab − ba| ∧ (a2 + b2)) = 0, and hence

n|ab−ba| ≤ a2+b2 in R for any positive integer n. It follows that ab−ba = 0

since R is Archimedean, so ab = ba for a, b ≥ 0. Since each element in an

ℓ-ring is a difference of two positive elements, R is commutative.

(3) We notice that a unital f -ring must be ℓ-unital by (1). First suppose

that R is totally ordered and e ∈ R is an idempotent element. Since e is

idempotent, 1 − e is also idempotent. By (1) each idempotent element is

positive, so e, 1− e ≥ 0. If e ≤ 1− e, then e = e2 ≤ (1− e)e = 0, so e = 0.

If 1− e ≤ e, then 1− e = 0, so e = 1. Therefore we have proved that in a

unital totally ordered ring, there exist only two idempotent elements, that

is, 1 and 0.

Suppose now that R is an f -ring. Then there are ℓ-ideals {Ik} of R

such that ∩kIk = {0} and each R/Ik is a totally ordered ring. Let e be
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an idempotent of R, by the above argument, since R/Ik is a unital totally

ordered ring, e+ Ik = 0 + Ik or 1 + Ik in R/Ik, so for any a ∈ R,

(e+ Ik)(a+ Ik) = (a+ Ik)(e+ Ik)

in R/Ik, that is, (ea− ae) ∈ Ik for each k. Hence ea− ae = 0, and ea = ae

for each a ∈ R. Therefore e is in the center of R.

(4) As we have done before, we first assume that R is totally ordered. If

1 < a, then 1 < a ≤ a2 ≤ · · · ≤ an = 1, which is a contradiction. Similarly,

a ̸< 1. Thus a = 1. So the result is true in a unital totally ordered ring. For

an f -ring R, there are ℓ-ideals {Jk} of R such that ∩kJk = {0} and each

R/Jk is a totally ordered ring. Let a ∈ R+ with an = 1. Then for each k,

(a + Jk)
n = 1 + Jk in R/Jk and a + Jk ∈ (R/Jk)

+, so a + Jk = 1 + Jk in

R/Jk for each k. Thus a− 1 ∈ Jk for each k, so a− 1 = 0, a = 1. �

An ℓ-ring R is called an almost f -ring if for all a, b ∈ R, a ∧ b = 0 ⇒
ab = 0, or equivalently x+x− = 0 for all x ∈ R. By Theorem 1.22(1), each

f -ring is an almost f -ring and each almost f -ring has squares positive.

The following are two immediate consequences of Theorem 1.22. (1)

Any n× n matrix ring over any unital ring cannot be made into an f -ring

if n ≥ 2 since it contains idempotent elements that are not in the center.

(2) Any nontrivial finite group algebra F [G] over a totally ordered field F

cannot be made into an f -ring such that (G \ {e}) ∩ F [G]+ ̸= ∅ since for

any element g in G there exists a positive integer n such that gn = e, where

e is the identity element of group G. In particular F [G] cannot be made

into a totally ordered ring with the exception when G is a trivial group.

However, a finite group algebra F [G] may be made into an f -ring with

(G \ {e}) ∩ F [G]+ = ∅ as shown in the following example.

Example 1.4. Consider R = Q[G] with G = {e, a} and a2 = e. Define

u = 1
2 (e+ a) and v = 1

2 (e− a). Then u2 = u, v2 = v, uv = 0, and {u, v} is

linearly independent over Q. Thus P = Q+u+Q+v is the positive cone of

a lattice order. Clearly u and v are both f -elements, so R is an f -ring. We

note that 1 = u+ v and a = u− v ̸> 0.

A group ring of an infinite group may be made into a totally ordered

ring. The simplest example will be the group ring F [G] of an infinite cyclic

group G = {gn | n ∈ Z}. Define an element
∑n

i=−m αig
i ≥ 0 if αn > 0.

Then F [G] is a totally ordered ring with

· · · < g−2 < g−1 < 1 < g < g2 < · · · .
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By Theorem 1.22, an Archimedean f -ring is commutative. But an f -

algebra over a totally ordered field F that is Archimedean over F may not

be commutative. For instance, any totally ordered division algebra that

is Archimedean over its center is such an example. However if a totally

ordered division ring is algebraic over its center, then it is commutative by

Albert’s Theorem. We refer the reader to [Steinberg (2010)] for the proof

of Albert’s Theorem.

Theorem 1.23 (Albert’s Theorem). Let D be a totally ordered division

ring. If a ∈ D is algebraic over the center of D, then a is in the center.

In the following we consider some properties of ℓ-ideals of an ℓ-ring.

Suppose that R is an ℓ-ring and I1, · · · , In be ℓ-ideals of R. Define

I1 + · · ·+ In = {a ∈ R | a = a1 + · · ·+ an, ai ∈ Ii}.

Theorem 1.24. Let R be an ℓ-ring and I1, · · · , In, I be ℓ-ideals of R.

(1) I1 + · · · + In is an ℓ-ideal of R which is the ℓ-ideal generated by

{I1, · · · , In}.
(2) (I1 + · · ·+ In) ∩ I = (I1 ∩ I) + · · ·+ (In ∩ I).
(3) Each ℓ-ideal of R/I is of the form J/I, where J is an ℓ-ideal of R

containing I, and the mapping J → J/I is a one-to-one correspondence

between the set of all ℓ-ideals of R which contain I and the set of all

ℓ-ideals of R/I.

Proof. (1) It is clear that I1 + · · · + In is an ideal of R. Suppose that

|x| ≤ |a1+ · · ·+an| for some x ∈ R and ai ∈ Ii. Then |x| ≤ |a1|+ · · ·+ |an|
implies that |x| = x1 + · · ·+ xn with 0 ≤ xi ≤ |ai|, and hence |x| ∈ I since

each xi ∈ Ii. Then similarly 0 ≤ x+, x− ≤ |x| implies that x+, x− ∈ I.

Thus x = x+ − x− ∈ I and I is an ℓ-ideal.

(2) This follows from Theorem 1.9. It can be proved directly as follows.

Clearly

(I1 + · · ·+ In) ∩ I ⊇ (I1 ∩ I) + · · ·+ (In ∩ I).
Take 0 ≤ a ∈ (I1+ · · ·+ In)∩ I. Then a = a1+ · · ·+an, where each ai ∈ Ii.

Then a = |a| ≤ |a1| + · · · + |an| implies that a = x1 + · · · + xn, where

0 ≤ xi ≤ |ai|. Since xi ≤ a ∈ I, each xi ∈ I. Hence each xi ∈ Ii∩I and a ∈
(I1∩I)+ · · ·+(In∩I). Since each element in (I1+ · · ·+In)∩I is a difference

of two positive elements, we have (I1+ · · ·+In)∩I ⊆ (I1∩I)+ · · ·+(In∩I).
Therefore (I1 + · · ·+ In) ∩ I = (I1 ∩ I) + · · ·+ (In ∩ I).

(3) The proof of these facts is the same to the similar results in general

ring theory, so we omit the proof. �
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There are some other properties on ℓ-ideals that are similar to the prop-

erties on ideals in general ring theory. For example, if I, J are ℓ-ideals of

an ℓ-ring R, then

I/(I ∩ J) ∼= (I + J)/J and (R/I)/(J/I) ∼= R/J if I ⊆ J.

We leave the verification to the reader.

1.3.3 ℓ-radical and ℓ-prime ℓ-ideals

Suppose that R is an ℓ-ring and I, J are ℓ-ideals of R. The ring theoretical

product IJ is not an ℓ-ideal of R in general. We use ⟨IJ⟩ to denote the

ℓ-ideal generated by IJ . An ℓ-ideal I is called nilpotent if In = {0} for some

positive integer n, and if In = {0} and Ik ̸= {0} for any positive integer

k < n, then n is called nilpotent of index. If I, J are both nilpotent ℓ-ideals,

then I + J is also a nilpotent ℓ-ideal by (I + J)/I ∼= J/I ∩ J (Exercise 30).

Definition 1.2. The ℓ-radical of an ℓ-ring R is the set

ℓ-N(R) = {a ∈ R | x0|a|x1|a| · · ·xn−1|a|xn = 0 for some n = n(a) and

for all x0, · · · , xn ∈ R}.

Theorem 1.25. Suppose that R is an ℓ-ring.

(1) ℓ-N(R) is an ℓ-ideal, which is the union of all of the nilpotent ℓ-ideals

of R. Each element in ℓ-N(R) is nilpotent.

(2) If R is commutative, then ℓ-N(R) = {a ∈ R | |a| is nilpotent}.
(3) If R is an ℓ-ring which satisfies the ascending or descending chain con-

dition on ℓ-ideals, then ℓ-N(R) is nilpotent.

Proof. (1) If I is an nilpotent ℓ-ideal, then evidently each element in I is

contained in ℓ-N(R). Conversely suppose a ∈ R and there exists a positive

integer n such that x0|a|x1|a| · · ·xn−1|a|xn = 0 for all x0, · · · , xn ∈ R.

Then

(|a|R)n+1 = (R|a|)n+1 = (R|a|R)n = (|a|+ |a|R+R|a|+R|a|R)2n+1 = 0

implies the ℓ-ideal generated by a is nilpotent. Thus ℓ-N(R) is the union of

all of the nilpotent ℓ-ideals. ℓ-N(R) is closed under the addition of R since

the sum of two nilpotent ℓ-ideals is still nilpotent. Clearly a2n(a)+1 = 0, for

each element a in ℓ-N(R).

(2) Let x ∈ R and |x| is nilpotent. Then by Lemma 1.1,

⟨x⟩ = {u ∈ R | |u| ≤ n|x|+ r|x|, for some n ≥ 1 and r ∈ R+}.
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Since R is commutative and |x| is nilpotent, 〈x〉 is nilpotent, so x ∈ �-N(R)

(Exercise 31).

(3) If R satisfies the ascending chain condition on �-ideals, then it con-

tains a maximal nilpotent �-ideal M . For any nilpotent �-ideal I, M + I

is nilpotent and M ⊆ M + I implies M = M + I, so I ⊆ M . Thus

�-N(R) =M is nilpotent.

Suppose that R satisfies the descending chain condition on �-ideals. We

denote �-N(R) just by N . For an �-ideal H of R, define H(2) = 〈H2〉,
H(3) = 〈HH(2)〉, and H(n) = 〈HH(n−1)〉 for any n ≥ 2. Then N (n) are �-

ideals and N ⊇ N (2) ⊇ · · · ⊇ N (n) ⊇ · · · , so by descending chain condition

on �-ideals, we have N (k) = N (k+1) = N (k+2) = · · · for some positive

integer k. Let M = N (k). Then M = M (2) = M (3) = · · · . Assume that

M �= {0}. Then the set

N = {I ∈ R | I is an �-ideal of R, I ⊆M,MIM �= {0}}
is not empty since M (3) = M , so there exists a minimal element K in N .

Take 0 < a ∈ K with MaM �= {0} and define

J = {c ∈ R | |c| ≤ uav, u, v ∈M+}.
Then J is an �-ideal of R with {0} �= J ⊆ K and MJM �= {0} (Exercise

32). So J ∈ N , and hence J = K. Thus a ≤ uav for some u, v ∈ M+.

Therefore a ≤ uav ≤ u2av2 ≤ · · · ≤ unavn = 0 for some positive integer

n since M ⊆ �-N(R) and each element in �-N(R) is nilpotent, so a = 0,

which is a contradiction. Hence we must have M = {0}, so N (k) = {0}
implies that (�-N(R))k = {0}. �

Let R be an �-ring. An �-ideal I is called proper if I �= R. An �-ideal

P is called an �-prime �-ideal of R if P is proper and for any two �-ideals

I, J of R, IJ ⊆ P implies I ⊆ P or J ⊆ P . For �-ideals I, J , it is clear

that IJ ⊆ P if and only if 〈IJ〉 ⊆ P , so the definition of �-prime �-ideal is

independent of the choice of IJ ⊆ P or 〈IJ〉 ⊆ P .

An �-ring R is called �-prime if {0} is an �-prime �-ideal. It is clear that

a proper �-ideal I of R is �-prime if and only if R/I is an �-prime �-ring.

A ring R is called a domain if a, b ∈ R, a �= 0 and b �= 0 implies ab �= 0,

and an �-ring R is called an �-domain if for any a, b ∈ R, a > 0 and b > 0

implies ab > 0. Certainly if an �-ring is a domain then it is an �-domain,

but an �-domain may not be a domain as shown by the following example.

However, an f -ring is a domain if and only if it is an �-domain by Theorem

1.20(3).
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Example 1.5. Let S = {a, b} be the semigroup with the multiplication

ab = ba = a2 = b2 = a, and R[S] be the semigroup ℓ-algebra with real

coefficients defined in example 1.3(2). Then R[G] is an ℓ-domain (Exercise

33). Since (a − b)2 = 0, R[G] is not a domain. We notice that R[G] is an

Archimedean and commutative ℓ-ring in which the square of each element

is positive since (αa+ βb)2 = (α+ β)2a ≥ 0.

A nonempty subset M of an ℓ-ring R is called an m-system if M ⊆ R+

and for any a, b ∈ M there is an x ∈ R+ such that axb ∈ M . A nonempty

subset S of R is called multiplicative closed if for any a, b ∈ S, ab ∈ S. It

is clear that if S ⊆ R+ is a multiplicative closed subset of R, then S is an

m-system.

Theorem 1.26. Let R be an ℓ-ring.

(1) Suppose that P is an ℓ-prime ℓ-ideal and I is an ℓ-ideal of R. If In ⊆ P

for some positive integer n, then I ⊆ P .

(2) A proper ℓ-ideal P of R is ℓ-prime if and only if a, b ∈ R+ and aR+b ⊆
P ⇒ a ∈ P or b ∈ P . In particular, if R is commutative, then a proper

ℓ-ideal is ℓ-prime if and only if a, b ∈ R+, ab ∈ P ⇒ a ∈ P or b ∈ P .

(3) A proper ℓ-ideal of R is ℓ-prime if and only if R+ \ P is an m-system.

(4) Suppose that M is an m-system of R and I is an ℓ-ideal of R with

I∩M = ∅. Then I is contained in an ℓ-prime ℓ-ideal P with P∩M = ∅.

Proof. (1) Since In ⊆ P , I⟨In−1⟩ ⊆ P (Exercise 34), and hence I ⊆ P

or In−1 ⊆ P . If In−1 ⊆ P , by continuing the above procedure, we will

eventually have I ⊆ P .

(2) Suppose that P is ℓ-prime and aR+b ⊆ P , for some a, b ∈ R+.

Then ⟨R+aR+⟩⟨R+bR+⟩ ⊆ P , so ⟨R+aR+⟩ ⊆ P or ⟨R+bR+⟩ ⊆ P . If

⟨R+aR+⟩ ⊆ P , then ⟨a⟩3 ⊆ P , and hence ⟨a⟩ ⊆ P by (1). Hence a ∈ P .

Similarly if ⟨R+bR+⟩ ⊆ P , then b ∈ P . Conversely suppose that the given

condition is true, and suppose that I, J are ℓ-ideals of R with IJ ⊆ P and

I ̸⊆ P . Then there is 0 ≤ a ∈ I \ P . For any 0 ≤ b ∈ J , aR+b ⊆ IJ ⊆ P

implies b ∈ P . Thus J ⊆ P , so P is ℓ-prime.

Suppose that R is commutative. Let P be an ℓ-prime ℓ-ideal of R and

ab ∈ P for some a, b ∈ R+. Then aR+b = R+(ab) ⊆ P implies that a ∈ P

or b ∈ P . Conversely let P be a proper ℓ-ideal of R and for any a, b ∈ R+,

ab ∈ P implies that a ∈ P or b ∈ P . Let I, J be ℓ-ideals of R with IJ ⊆ P .

If I ̸⊆ P , then there exists 0 ≤ a ∈ I \ P , so for any 0 ≤ b ∈ J , ab ∈ P

implies that b ∈ P . Thus J ⊆ P and P is ℓ-prime.

(3) follows immediately from (2).
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(4) Let

N = {J | J is an ℓ-ideal, I ⊆ J, and J ∩M = ∅}.

Then I ∈ N . If {Ji} is a chain in N , then ∪Ji is an ℓ-ideal and (∪Ji)∩M =

∅. By Zorn’s Lemma, N has a maximal element P . We show that P is

ℓ-prime. Let a, b ∈ R+, aR+b ⊆ P , and a, b ̸∈ P . Then ⟨P, a⟩∩M ̸= ∅. Let
z1 ∈ ⟨P, a⟩ ∩M . Then

z1 ≤ n1a+ r1a+ as1 + u1av1 + p1, n1 ≥ 0, r1, s1, u1, v1 ∈ R+, p1 ∈ P+.

Similarly there exists z2 ∈ ⟨P, b⟩ ∩M . Then

z2 ≤ n2b+ r2b+ bs2 + u2bv2 + p2, n2 ≥ 0, r2, s2, u2, v2 ∈ R+, p2 ∈ P+.

Since M is an m-system, there is x ∈ R+ such that z1xz2 ∈ M . On the

other hand,

z1xz2 ≤ (n1a+ r1a+ as1 + u1av1 + p1)x(n2b+ r2b+ bs2 + u2bv2 + p2)

implies z1xz2 ∈ P since aR+b ⊆ P , which contradicts with P ∩M = ∅.
Thus aR+b ⊆ P implies a ∈ P or b ∈ P , so P is ℓ-prime by (2). �

Theorem 1.27. Let R be an f -ring.

(1) For each k ≥ 1, Nk = {a ∈ R | ak = 0} is a nilpotent ℓ-ideal of R.

Thus ℓ-N(R) = {a ∈ R | a is nilpotent}.
(2) If R is ℓ-prime, then R is a totally ordered domain.

(3) A proper ℓ-ideal P of R is ℓ-prime if and only if for any a, b ∈ R,

ab ∈ P implies that a ∈ P or b ∈ P .

(4) A proper ℓ-ideal P of R is ℓ-prime if and only if for any a, b ∈ R,

a ∧ b ∈ P implies that a ∈ P or b ∈ P and for any c ∈ R, c2 ∈ P

implies that c ∈ P .

Proof. (1) We first assume that R is totally ordered. Let a, b ∈ Nk.

Then |a− b| ≤ |a|+ |b| ≤ 2|a| or 2|b|, and hence |a− b|k = 0, (a− b)k = 0,

that is, (a − b) ∈ Nk. If |x| ≤ |a| for some a ∈ Nk and x ∈ R, then

|xk| = |x|k ≤ |a|k = |ak| = 0, so xk = 0 and x ∈ Nk. Take 0 ≤ a ∈ Nk and

0 ≤ x ∈ R. Without loss of generality, suppose ax ≤ xa. Then

0 ≤ (ax)k ≤ (xa)k = x(ax)k−1a ≤ x(xa)k−1a ≤ · · · ≤ xkak = 0,

and similarly

0 ≤ (xa)k = x(ax)k−1a ≤ x(xa)k−1a = x2(ax)k−2a2 ≤ · · · ≤ xkak = 0,

so (ax)k = (xa)k = 0. Thus Nk is an ℓ-ideal, and it is clear that (Nk)
k = 0.
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Since an f -ring is a subdirect product of totally ordered rings, Nk is

also an nilpotent ℓ-ideal of it. We leave the verification of this fact as an

exercise (Exercise 35).

(2) Suppose that T is an ℓ-prime f -ring and x ∈ T . Since x+x− = 0

and T contains no nonzero nilpotent element, (x−R+x+)2 = {0} implies

x−R+x+ = {0}. Then T is ℓ-prime implies that x− = 0 or x+ = 0, that

is, R is totally ordered. Let ab = 0 for some a, b ∈ R. Then |a||b| = 0, so

|a|2 = 0 or |b|2 = 0 since |a| ≤ |b| or |b| ≤ |a|. Therefore a = 0 or b = 0 and

R is a domain.

(3) Suppose that P is an ℓ-prime ℓ-ideal of R. Then R/P is an ℓ-prime

f -ring, and hence by (2) ab ∈ P implies that a ∈ P or b ∈ P . The converse

is clearly true.

(4) If P is ℓ-prime, then R/P is totally ordered by (2). Since a ∧ b = 0

in R implies that (a + P ) ∧ (b + P ) = 0 in R/P , a + P = 0 or b + P = 0,

so a ∈ P or b ∈ P . Conversely suppose that a ∧ b ∈ P implies that a ∈ P

or b ∈ P and c2 ∈ P implies that c ∈ P , for a, b, c ∈ R. Assume that

xy ∈ P for some x, y ∈ R. Then since (|x| ∧ |y|)2 ≤ |x||y| = |xy| ∈ P ,

(|x| ∧ |y|)2 ∈ P , so |x| ∧ |y| ∈ P and hence |x| ∈ P or |y| ∈ P . Hence x ∈ P

or y ∈ P , that is, P is ℓ-prime. �

For an ℓ-ring R, its p-radical, denoted by ℓ-P (R), is the intersection of

all of the ℓ-prime ℓ-ideals of R. A ring is called reduced if it contains no

nonzero nilpotent element, and an ℓ-ring is called ℓ-reduced if it contains

no nonzero positive nilpotent element.

Theorem 1.28. Let R be an ℓ-ring.

(1) ℓ-N(R) ⊆ ℓ-P (R) and each element of ℓ-P (R) is nilpotent. If R is

commutative or an f -ring, then ℓ-N(R) = ℓ-N(P ).

(2) The p-radical of R/ℓ-P (R) is zero.

(3) ℓ-N(R) = {0} if and only if ℓ-P (R) = {0}.
(4) Suppose that ℓ-N(R) = {0}. If R is a d-ring or an almost f -ring, then

R is a reduced f -ring.

Proof. (1) Since every nilpotent ℓ-ideal is contained in each ℓ-prime ℓ-

ideal by Theorem 1.26, ℓ-N(R) ⊆ ℓ-P (R). Suppose that a ∈ R is not

nilpotent. Then |a| is not nilpotent and {|a|n | n ≥ 1} is an m-system not

containing zero, so Theorem 1.26(4) implies that there exists an ℓ-prime

ℓ-ideal I such that {|a|n | n ≥ 1} ∩ I = ∅, and hence a ̸∈ I, so a ̸∈ ℓ-P (R).

Thus each element in ℓ-P (R) is nilpotent.
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If R is commutative or an f -ring, then ℓ-N(R) = {x ∈ R | |x| is

nilpotent}, so ℓ-P (R) ⊆ ℓ-N(R).

(2) Each ℓ-ideal of R/I can be expressed as J/I, where J is an ℓ-ideal

of R containing I. Also J/I is ℓ-prime in R/I if and only if J is ℓ-prime in

R (Exercise 36). Hence ℓ-P (R/ℓ-P (R)) = {0}.
(3) Suppose that ℓ-N(R) = {0}. If ℓ-P (R) ̸= {0}, take 0 < a0 ∈ ℓ-P (R).

Then ⟨a0⟩n ̸= {0} for any positive integer n, so ⟨R+a0R
+⟩2 ̸= {0} since

⟨a0⟩3 ⊆ ⟨R+a0R
+⟩, and hence there is b0 ∈ R+ such that a1 = a0b0a0 ̸=

0. Similarly, there is b1 ∈ R+ such that a2 = a1b1a1 ̸= 0. Continuing

inductively, we obtain an = an−1bn−1an−1 ̸= 0 for all n ≥ 1. It follows that

{ai | i ≥ 0} is an m-system not containing 0 (Exercise 37), so by Theorem

1.26(4) there is an ℓ-prime ℓ-ideal P such that P ∩ {ai | i ≥ 0} = ∅. Thus

a0 ̸∈ P , which is a contradiction, and hence ℓ-P (R) = {0}.
(4) Suppose first that R is a d-ring. Since ℓ-N(R) = {0}, by (3) R is

a subdirect product of ℓ-prime ℓ-rings which are d-rings (Exercise 38). We

show that an ℓ-prime d-ring D is a totally ordered domain. Let a ∈ D+

with aD+ = {0} or D+a = {0}. Then aD+a = {0}, so D is ℓ-prime implies

a = 0. Let x ∧ y = 0 for x, y ∈ D and c, d ∈ D+. Then

0 ≤ d(cx ∧ y) = (dcx ∧ dy) ≤ (dc+ d)x ∧ (dc+ d)y = 0

implies d(cx∧y) for all d ∈ D+, and hence cx∧y = 0. Similarly, xc∧y = 0.

Hence D is an f -ring. Thus by Theorem 1.27(4), D is totally ordered and

a domain. Therefore, R is a reduced f -ring.

Now suppose that R is an ℓ-prime almost f -ring. We first show that if

a ∈ R+ and a2 = 0, then a = 0. Let z ∈ R+. We claim that aza = 0.

Suppose that x = az − za. If x+ = 0, then az ≤ za implies aza ≤ za2 = 0,

so aza = 0. Similarly x− = 0 implies aza = 0. In the following we

assume that x+ ̸= 0 and x− ̸= 0. Then x+x− = x−x+ = 0 implies for

any y, w ∈ R+, (x−yx+)2 = (x+wx−)2 = 0. By Theorem 1.22(1), for each

element u ∈ R, u2 ≥ 0, so (x−yx+ − a)2 ≥ 0 implies that

0 ≤ ax−yx+ + x−yx+a ≤ (x−yx+)2 + a2 = 0.

Thus ax−yx+ = 0 for all y ∈ R+. It follows that ax− = 0 since x+ ̸= 0 and

R is ℓ-prime. Similarly, (x+wx−)2 = 0 and a2 = 0 for all w ∈ R+ implies

ax+ = 0. Thus ax = ax+−ax− = 0, so a(az−za) = 0, and hence aza = 0.

Therefore in any case we have aza = 0 for any z ∈ R+, that is, aR+a =

{0}. It follows that a = 0 since R is ℓ-prime. Hence R contains no nonzero

positive nilpotent element, that is, R is ℓ-reduced. Now let a, b ∈ R+ with

ab = 0. Then for any z ∈ R+, (bza)2 = 0, so bza = 0, that is, bR+a = {0}.
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Thus a = 0 or b = 0, and R is an ℓ-domain. Therefore x+ = 0 or x− = 0

for any x ∈ R since x+x− = 0. Hence R is totally ordered and a domain.

If R is an almost f -ring with ℓ-N(R) = {0}, then R is a subdirect

product of ℓ-prime almost f -rings, and hence it is a subdirect product of

totally ordered domains. Therefore R is a reduced f -ring. �
By Theorem 1.28(4), a reduced almost f -ring is an f -ring. Interestingly

a reduced partially ordered ring satisfying a similar relation to almost f -

rings is also an f -ring.

Theorem 1.29. For a reduced partially ordered ring R, if for any a ∈ R,

there exist a1, a2 ∈ R+ such that a = a1 − a2 and a1a2 = a2a1 = 0, then R

is an f -ring.

Proof. We fist show that zero is the greatest lower bound of a1, a2. Sup-

pose that c ≤ a1, a2 and c = c1 − c2 with c1, c2 ∈ R+ and c1c2 = c2c1 = 0.

Then 0 ≤ c21 = c1(c1 + c2) = c1c ≤ c1a1 and 0 ≤ c21 ≤ a2c1 implies that

0 ≤ c41 ≤ c1a1a2c1 = 0, and hence c41 = 0 and c1 = 0 since R is reduced.

Thus c = −c2 ≤ 0.

Next we show that a1 = a ∨ 0. Clearly a1 ≥ a, 0. Suppose that b ≥ a, 0

for some b ∈ R. Then

a1 − b ≤ a1, a2 ⇒ a1 − b ≤ 0,

so a1 ≤ b. Thus a1 = a ∨ 0. It is straightforward to check that for any

a, b ∈ R, a ∨ b = [(a − b) ∨ 0] + b, and hence the partial order is a lattice

order.

Now it is easy to check that R is an almost f -ring, so it is an f -ring.�
An ℓ-prime ℓ-ideal P of an ℓ-ring R is called minimal if any ℓ-ideal of

R properly contained in P is not an ℓ-prime ℓ-ideal of R. For instance, in

an ℓ-domain, {0} is the unique minimal ℓ-prime ℓ-ideal.

Theorem 1.30. Let R be an ℓ-ring.

(1) Each ℓ-prime ℓ-ideal of R contains a minimal ℓ-prime ℓ-ideal.

(2) An ℓ-prime ℓ-ideal P is minimal if and only if any m-system properly

containing R+ \ P contains 0.

(3) If R is ℓ-reduced, then an ℓ-prime ℓ-ideal P is minimal if and only if

for each x ∈ P with x ≥ 0, there exists y ̸∈ P with y ≥ 0 such that

xy = 0.

(4) If R is ℓ-reduced, then for each minimal ℓ-prime ℓ-ideal P , R/P is an

ℓ-domain. Thus an ℓ-ring is ℓ-reduced if and only if it is a subdirect

product of ℓ-domains.
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Proof. (1) Let P be an ℓ-prime ℓ-ideal. Consider

M = {N | N ⊆ P and N is an ℓ-prime ℓ-ideal}.

Then P ∈ M. Partially order M by set inclusion. For a chain {Pi | i ∈
I} ⊆ M, By Theorem 1.26(3), J = ∩i∈IPi is an ℓ-prime ℓ-ideal since

R+ \J = ∪i∈I(R
+ \Pi) is an m-system. By Zorn’s Lemma (or Exercise 4),

M has a minimal element, which is a minimal ℓ-prime ℓ-ideal contained in

P .

(2) Suppose that P is a minimal ℓ-prime ℓ-ideal and (R+ \ P ) (M for

some m-system M . If 0 ̸∈ M , then by Theorem 1.26(4) there exists an ℓ-

prime ℓ-ideal I such thatM∩I = ∅. It follows that I ⊆ P , and hence I = P .

Then M ⊆ R+ \ P , which is a contradiction. Thus 0 ∈ M . Conversely,

suppose that I is an ℓ-prime ℓ-ideal and I ⊆ P . Then (R+ \P ) ⊆ (R+ \ I),
and if this inclusion is proper, then 0 ∈ R+ \ I, which is a contradiction.

Hence we must have R+ \ P = R+ \ I, and hence I = P . Therefore P is a

minimal ℓ-prime ℓ-ideal.

(3) “⇐” Let P be an ℓ-prime ℓ-ideal. By (1), there is a minimal ℓ-prime

ℓ-ideal Q such that Q ⊆ P . If Q ̸= P , then take 0 < x ∈ P \ Q. By

the assumption, we can find y ̸∈ P and y ≥ 0 such that xy = 0. Then

(yR+x)2 = 0 and R is ℓ-reduced implies yR+x = 0, and hence y ∈ Q ⊆ P ,

which is a contradiction. Therefore we must have Q = P , so P is minimal.

“⇒” Let P be a minimal ℓ-prime ℓ-ideal of R and 0 ≤ a ∈ P . Define

S = {a1aa2a · · · anaan+1 | n ≥ 1, ai ∈ R+ \ P} ∪ (R+ \ P ).

Then (R+\P ) ( S since, for instance, a1aa2 ∈ P∩S, and S is anm-system,

so by (2), 0 ∈ S. Thus a1aa2a · · · anaan+1 = 0 for some n ≥ 1.

We observe that if uv = 0 for u, v ∈ R+, then (vu)2 = 0 implies

vu = 0 since R is ℓ-reduced, and hence (uxv)2 = 0 for any x ∈ R+.

Thus uxv = 0. This observation tells us that if uv = 0, then we may

insert any x ≥ 0 between them to get uxv = 0. We use this basic

fact to show that if x1 · · ·xixi+1 · · ·xk = 0, for some k ≥ 2 and each

xj ∈ R+, then x1 · · ·xi+1xi · · ·xk = 0. In fact, by inserting the terms

xi+1, (xi+2 · · ·xk)(x1 · · ·xi−1), xi into x1 · · ·xixi+1 · · ·xk = 0, we get

x1 · · ·xi−1(xi+1)xi(xi+2 · · ·xk)(x1 · · ·xi−1)xi+1(xi)xi+2 · · ·xk = 0,

so R is ℓ-reduced and [(x1 · · ·xi−1(xi+1)xi(xi+2 · · ·xk)]2 = 0 imply

x1 · · ·xi−1xi+1xi · · ·xk = 0. This analysis shows that in a zero product

of positive elements, we may interchange the order of two elements and

the product is still zero. Using this idea, from a1aa2a · · · anaan+1 = 0, we
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have a1 · · · an+1a
n = 0. Since a1, a2 ∈ R+ \ P , a1x1a2 ∈ R+ \ P for some

x1 ∈ R+, and hence a1x1a2x2a3 ∈ R+ \ P for some x2 ∈ R+. Continuing

this process, we have

a1x1a2x2a3x3 · · · anxnan+1 ∈ R+ \ P

for some x1, · · · , xn ∈ R+. Now a1aa2a · · · anaan+1 = 0 implies

a1a2 · · · anan+1a
n = 0 ⇒ a1x1a2x2a3x3 · · · anxnan+1a

n = 0.

Let y = a1x1a2x2 · · · anxnan+1. Then 0 ≤ y ̸∈ P and yan = 0, so (ay)n = 0.

Therefore ay = 0.

(4) Suppose that P is a minimal ℓ-prime ℓ-ideal of R and suppose that

a + P ∈ R/P with a ∈ R+ \ P . We assume that a2 ∈ P . Then there

exists 0 ≤ y ̸∈ P such that a2y = 0, and hence (aya)2 = (aya)(aya) = 0,

so aya = 0. It follows that (ay)2 = 0, so ay = 0. Then (yR+a)2 = 0, and

hence yR+a = 0. Now P is ℓ-prime implies a ∈ P or y ∈ P , which is a

contradiction. Therefore a2 ̸∈ P and hence R/P is ℓ-reduced. Since R/P

is ℓ-prime and ℓ-reduced, R/P is an ℓ-domain (Exercise 39).

If R is ℓ-reduced, then the intersection of all minimal ℓ-prime ℓ-ideals

of R is zero by Theorem 1.28(3), and hence R is isomorphic to a subdirect

product of ℓ-domains by previous argument. It is clear that the subdirect

product of ℓ-domains is ℓ-reduced. �

In the following we consider the ℓ-radical of an ℓ-algebra over a totally

ordered field F . The main result is to show that if the ℓ-radical is zero,

then a finite-dimensional ℓ-algebra is Archimedean over F . Clearly, for an

ℓ-algebra A over a totally ordered field F , ℓ-N(A) is closed under the scalar

multiplication, that is, ℓ-N(A) is an ℓ-ideal of ℓ-algebra A. Let V be a

vector lattice over a totally ordered field F . An element a ∈ V + is called

a strong unit of V over F if for every x ∈ V , there is an αx ∈ F such that

x ≤ αxa.

Theorem 1.31.

(1) Every finite-dimensional vector lattice V has a strong unit.

(2) Let A be an ℓ-algebra over a totally ordered field F with strong unit.

The set

i(A) = {a ∈ A | α|a| ≤ u for every strong unit u and every α ∈ F+}

is an ℓ-ideal of A, called i-ideal, and i(A) contains no strong unit of A

over F . A is Archimedean over F if and only if i(A) = {0}.
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(3) If A is finite-dimensional, then ℓ-ideal i(A) is nilpotent. Thus if ℓ-

N(A) = {0}, then A is Archimedean over F .

Proof. (1) Let v1, · · · , vn be a vector space basis of V over F for some

positive integer n. Then u = |v1| + · · · + |vn| is a strong unit. In fact, for

any v ∈ V , v = α1v1 + · · ·+ αnvn, αi ∈ F , implies

v ≤ |v| ≤ |α1||v1|+ · · ·+ |αn||vn| ≤ (|α1|+ · · ·+ |αn|)u.
(2) Let x, y ∈ i(A). For α ∈ F+ and a strong unit u,

2α|x− y| ≤ 2α|x|+ 2α|y| ≤ u+ u = 2u

implies α|x− y| ≤ u, so x− y ∈ i(A). Clearly for any a ∈ i(A) and α ∈ F ,

αa ∈ i(A), and |y| ≤ |x| with y ∈ A and x ∈ i(A) implies that y ∈ i(A).

Thus i(A) is a convex vector sublattice of A. Suppose x ∈ i(A) and a ∈ A.

For a strong unit u, |a|u ≤ βu for some 0 < β ∈ F . Hence for any α ∈ F+,

αβ|ax| ≤ αβ|a||x| ≤ |a|u ≤ βu, so α|ax| ≤ u. Thus ax ∈ i(A). Similarly

xa ∈ i(A). Thus i(A) is an ℓ-ideal of A. Finally for a strong unit u of A,

2u ̸≤ u implies u ̸∈ i(A).

If A is Archimedean over F , then clearly i(A) = {0}. Suppose i(A) =

{0} and αx ≤ y for some x, y ∈ A+ and all α ∈ F+. For any strong unit

u, there is β ∈ F+ such that y ≤ βu, so αx ≤ u for all α ∈ F+. Thus

x ∈ i(A), and hence x = 0. Therefore A is Archimedean over F .

(3) Let I = i(A). As we have done before, define I(2) = ⟨I2⟩, I(3) =

⟨II(2)⟩, · · · , I(n) = ⟨II(n−1)⟩ for any n ≥ 2. Clearly In ⊆ I(n) for any

n ≥ 2. We show that if I(k) ̸= 0, then I(k+1) is properly contained in I(k)

for k ≥ 2. Since I(k) is finite-dimensional as a vector lattice over F , by (1)

I(k) will have a strong unit uk. Let u be a strong unit of A. If a ∈ I(k+1),

then |a| ≤
∑

|xiyi|, where xi ∈ I and yi ∈ I(k). Then for some β, γ ∈ F+

we have |xi| ≤ βu1 and |yi| ≤ γuk, so |xiyi| ≤ |xi||yi| ≤ βγu1uk. Since I
(k)

is an ℓ-ideal of A, uuk ∈ I(k), so uuk ≤ δuk for some δ ∈ F+. Hence for all

α ∈ F+,

βγδα|xiyi| ≤ βγδα|xi||yi| ≤ αβ2γ2δu1uk ≤ βγuuk ≤ βγδuk,

so α|xiyi| ≤ uk for all α ∈ F+. Let vk be an arbitrary strong unit of

I(k). Then uk ≤ λvk for some 0 < λ ∈ F+. Thus for all α ∈ F+,

λα|xiyi| ≤ uk ≤ λvk, and hence α|xiyi| ≤ vk. Thus |xiyi| ∈ i
(
I(k)

)
, so∑

|xiyi| ∈ i
(
I(k)

)
. Therefore a ∈ i

(
I(k)

)
and I(k+1) ⊆ i

(
I(k)

)
( I(k) by

(2).

Now sinceA is finite-dimensional over F , there must be a positive integer

k such that I(k) = {0}, so Ik = 0. It follows that I = i(A) ⊆ ℓ-N(A), and

hence if ℓ-N(A) = {0}, then i(A) = {0}, so by (2) A is Archimedean over

F . �
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The following result is a direct consequence of Theorems 1.31 and 1.17.

Corollary 1.3. Suppose that A is a finite-dimensional ℓ-algebra over a

totally ordered field F . If A is Archimedean over F , then as a vector lattice

over F , A is a finite direct sum of maximal convex totally ordered subspaces

of A over F . In particular, if ℓ-N(A) = {0}, then A is a finite direct sum

of maximal convex totally ordered subspaces of A over F .

Proof. If A is Archimedean over F , then A has no maximal convex totally

ordered subspace that is bounded above. Since that A is finite-dimensional

implies that condition (C) in Theorem 1.15 is satisfied, Theorem 1.17 ap-

plies. �

The following result gives the further relation between f -elements and

d-elements in an ℓ-unital ℓ-domain.

Theorem 1.32. Let R be an ℓ-unital ℓ-domain.

(1) If a is a d-element, then either a is an f -element or a ∧ 1 = 0.

(2) If a is a d-element, then either the set {an | n ≥ 0}, where a0 = 1, is

disjoint or ak is an f -element for some k ≥ 1.

(3) If for 0 < a ∈ R, ak is an f -element, then a is a d-element and a basic

element.

Proof. We first notice that since R is an ℓ-domain, f(R) is a totally

ordered domain.

(1) Suppose that a ∧ 1 = b > 0. Then b is an f -element since b ≤ 1.

Let x, y ∈ R such that x ∧ y = 0. Then 0 ≤ ax ∧ by ≤ ax ∧ ay = 0 since

b ≤ a and a is a d-element. Then ax ∧ by = 0 implies bax ∧ by = 0, so

b(ax∧y) = 0. Hence ax∧y = 0 since R is an ℓ-domain and b > 0. Similarly,

xa ∧ y = 0. Therefore a is an f -element.

(2) Suppose that for any n ≥ 1, an is not an f -element. Then by (1),

an ∧ 1 = 0 for any n ≥ 1. Thus for any positive integer i, j with 1 ≤ i < j,

aj ∧ ai = ai(aj−i ∧ 1) = 0, so the set {an | n ≥ 0} is disjoint.

(3) If x ∧ y = 0, then ak−1(ax ∧ ay) ≤ akx ∧ aky = 0, so ax ∧ ay = 0.

Similarly xa ∧ ya = 0. Thus a is a d-element. Let 0 ≤ b, c ≤ a. Then

0 ≤ ak−1b, ak−1c ≤ ak ∈ f(R) which is totally ordered, so ak−1b and ak−1c

are comparable. Thus b, c are comparable, that is, a is a basic element. �

As an application of Theorem 1.32, we determine all the lattice orders

on polynomial ring F [x], where F is a totally ordered field, such that x is

a d-element.
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Corollary 1.4. Let R = F [x] be an ℓ-algebra over F in which x is a d-

element. Then either R+ = F+[x] or f [R] = F [xk] for some k ≥ 1, and

R = f(R) + f(R)x + · · · + f(R)xk−1 with R+ = f(R)+ + f(R)+x + · · · +
f(R)+xk−1.

Proof. Since x is a d-element, (−1∨0)x = −x∨0 = 0 implies 1− = 0, so

1 > 0. By Theorem 1.32(2), either {xn | n ≥ 0} is disjoint or there exists

positive integer k such that xk ∈ f(R). In the first case, it is clear that

R+ = F+[x]. In the second case, suppose that k is the smallest positive

integer such that xk ∈ f(R). Then by Theorem 1.32(1), {1, x, · · · , xk−1}
is a disjoint set. Let E = F [xk]. Then R = E + Ex + · · · + Exk−1 and

R+ = E+ + E+x + · · · + E+xk−1 since E+ consists of f -elements. Then

E = f(R). �

Exercises

(1) Let (A,≤) be a partially ordered set with the partial order ≤. Using

Zorn’s Lemma to show that ≤ can be extended to a total order on A,

that is, there exists a total order on A which is an extension of ≤.

(2) Let A be a nonempty set. Define ≤ on A by ∀a, b ∈ A, a ≤ b if a = b.

Show that ≤ is a partial order on A and if A has more than one element,

then it is not a lattice order.

(3) Prove that the power set PA of a set A is a complete distributive lattice

under the partial order of set inclusion defined in Example 1.1.

(4) Let (A,≤) be a nonempty partially ordered set. Prove, by Zorn’s

Lemma, that if each subset of A that is a chain has a lower bound

in A, then A contains a minimal element.

(5) Let G be a partially ordered group. Suppose that g ∨ 0 exists for any

g ∈ G. Prove that G is an ℓ-group and for any f, g ∈ G,

f ∨ g = [(f − g) ∨ 0] + g and f ∧ g = g − [(−f + g) ∨ 0].

(6) Verify Example 1.2(2) and (3).

(7) Let G be an ℓ-group and a∧ b = 0 for a, b ∈ G. Prove that na∧mb = 0

for any positive integers n and m.

(8) Let G be an ℓ-group and X ⊆ G. Prove that X ⊆ X⊥⊥ and X⊥⊥⊥ =

X⊥.

(9) Let G be an ℓ-group and G1, G2 be distinct convex ℓ-subgroups of G.

Prove that if for any a ∈ G+
1 , b ∈ G+

2 , a + b = b + a, then for any

x ∈ G1, y ∈ G2, x+ y = y + x.
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(10) For an ℓ-group G and a normal convex ℓ-subgroup N of G, prove that

if x+N = x1 +N and y +N = y1 +N , then

(x ∨ y) +N = (x1 ∨ y1) +N and (x ∧ y) +N = (x1 ∧ y1) +N.

(11) Prove that the projection π : G→ G/N , where G is an ℓ-group and N

is a normal convex ℓ-subgroup of G, preserves sup and inf.

(12) Let G be an ℓ-group. Prove that if ∀x, y ∈ G, x ∧ y = 0 ⇒ x = 0 or

y = 0, then G is totally ordered.

(13) Let G be an ℓ-group and S be a subset of G. Then S is a basis of G if

and only if S is a disjoint set of basic elements and S⊥ = {0}.
(14) Let G be an ℓ-group and 0 < g ∈ G. Define T = {x ∈ G | 0 < x ≤ g}.

Suppose that for any x, y ∈ T , x∧ y ̸= 0. Prove that any two elements

in T are comparable.

(15) Let V be a vector lattice over a totally ordered field F . Prove that if

V is Archimedean, then V is Archimedean over F .

(16) Let V be a vector lattice over a totally ordered Archimedean field F .

Prove that if V is Archimedean over F , then V is Archimedean.

(17) Let V be a vector lattice over a totally ordered field F . Prove that

∀α ∈ F, v ∈ V , |αv| = |α||v|.
(18) Let V be a vector lattice over a totally ordered field F and {Vi | i ∈ I}

be a collection of convex vector sublattices of V . Prove∑
i∈I

Vi = {v ∈ V | v = v1 + · · ·+ vk, vj ∈ Vkj}

is a convex vector sublattice of V and
∑

i∈I Vi is the convex vector

sublattice generated by the family {Vi | i ∈ I}.
(19) Prove Theorem 1.18.

(20) Let R be an ℓ-ring and I be an ℓ-ideal. Prove that R/I is an ℓ-ring

with respect to the partial order a + I ≤ b + I if a ≤ b + c for some

c ∈ I.

(21) Verify a ∧ 0 and a ∨ 0 in Theorem 1.19(1).

(22) Suppose that R is an ℓ-ring with the positive cone P and u ∈ P is a

unit. Prove that uP is the positive cone of an ℓ-ring R.

(23) Prove both total orders defined in Example 1.3(3) are not Archimedean

over F .

(24) For the polynomial algebra R = F [x] over a totally ordered field F , fix

a positive integer n ≥ 2. Define p(x) = akx
k + · · · + a1x + a0 ≥ 0 if

k > n and ak > 0, or if k ≤ n and ak > 0, a0 ≥ 0. Prove that R is an

ℓ-ring with squares positive.
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(25) Let R be an ℓ-ring and x, y ∈ R+. Prove that |x − y| = x + y if and

only if x ∧ y = 0.

(26) Let φ : R → S be an ℓ-homomorphism of the two ℓ-rings R and S.

Show that Ker(φ) is an ℓ-ideal of R.

(27) Let R be an ℓ-ring and {Ji | i ∈ I} be a family of ℓ-ideals of R with

∩i∈IJi = {0}. Prove that {{a + Ji}i∈I | a ∈ R} is an ℓ-subring of the

direct product Πi∈IR/Ji, and R ∼= {{a+ Ji}i∈I | a ∈ R}.
(28) Let π : R → R/I be the projection. Prove that if N is an ℓ-ideal of

R/I, then there exists an ℓ-ideal J ⊇ I such that π(J) = N . Thus each

ℓ-ideal of R/I can be written as J/I for some ℓ-ideal J ⊇ I in R.

(29) Prove that if an ℓ-ring R is a subdirect product of totally ordered rings,

then R is an f -ring.

(30) Let R be an ℓ-ring and I, J nilpotent ℓ-ideals of R. Show that I + J is

also nilpotent.

(31) For a commutative ℓ-ring R and a nilpotent element x, prove ⟨x⟩ is a

nilpotent ℓ-ideal of R.

(32) Prove that the J defined in Theorem 1.25(3) is an ℓ-ideal.

(33) Verify that the semigroup ℓ-ring in Example 1.5 is an ℓ-domain.

(34) Let I and P be ℓ-ideals of an ℓ-ring R. Prove if In ⊆ P for some

positive integer n, then I⟨In−1⟩ ⊆ P .

(35) For an f -ring R, prove that Nk = {a ∈ R | ak = 0} is an ℓ-ideal of R.

(36) For an ℓ-ring R and a proper ℓ-ideal I, if J is an ℓ-ideal containing I,

then J/I is ℓ-prime in R/I if and only if J is ℓ-prime in R.

(37) Verify that {ai | i ≥ 0} in Theorem 1.28(3) is an m-system.

(38) Let R be a d-ring or an almost f -ring. Prove that for any ℓ-ideal I of

R, R/I is also a d-ring or an almost f -ring.

(39) Prove that an ℓ-prime and ℓ-reduced ℓ-ring is an ℓ-domain, and an

ℓ-reduced o-ring is a domain.

(40) Consider the polynomial ring R = R[x]. Prove that if R is an ℓ-ring

with squares positive, x ∈ R+, and 1 ∧ xn = 0, for a fixed positive

integer n, then the lattice order on R is Pn defined in Example 1.3(3).

(41) Consider the field Q[
√
2] = {α + β

√
2 | α, β ∈ Q}. Prove that the

positive cone of an ℓ-field Q[
√
2] in which 1 ̸> 0 is equal to uP , where

P is the positive cone of an ℓ-field Q[
√
2] with 1 > 0 and u ∈ P is

invertible with u−1 ̸∈ P .

(42) Describe all the lattice orders on group algebra R[G], where G is a

group of order 2.

(43) Consider ring R = R × R. Define the positive cone on R by P =

{(a, b) | b > 0} ∪ {(0, 0)}. Prove that (R,P ) is a partially ordered ring,
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but not an ℓ-ring.

(44) Consider n×n matrix algebraMn(R) (n ≥ 2). Define the positive cone

P = {(aij) | anj = 0, j = 1, · · · , n− 1 and ann > 0} ∪ {(0, 0)}.

Prove that (Mn(R), P ) is a partially ordered ring, however it is not an

ℓ-ring.

(45) Consider polynomial ring R[x]. Define the positive cone

P = {f(x) | each coefficient of f(x) is strictly positive} ∪ {0}.

Prove that (R[x], P ) is a partially ordered ring, but not an ℓ-ring.

(46) Prove that a unital d-ring must be an f -ring.

(47) LetR = xR[x] be the ring of polynomials with zero constant over R. Or-

der R lexicographically by defining anx
n+· · ·+a1x > 0 if an > 0. Then

R is a totally ordered ring. Define A = {(x, a, y, z) | a ∈ R, x, y, z ∈ R}
with the coordinatewise addition and following multiplication

(x, a, y, z)(x′, a′, y′, z′) =

(2xx′ + ax′ + a′x, aa′, x(y′ + z′) + x′(y + z) + a′y + ay′,

x(y′ + z′) + x′(y + z) + a′z + az′).

Then A becomes a ring with identity (0, 1, 0, 0). Define the positive

cone as (x, a, y, z) ≥ 0 if

x > 0, or x = 0 and a > 0, or x = a = 0, and y ≥ 0 and z ≥ 0.

Prove that A is a commutative ℓ-ring in which the identity element is a

weak unit in the sense that 1∧ a = 0 implies that a = 0 for any a ∈ A,

however A is not an f -ring.

(48) Prove that an ℓ-ring R is an almost f -ring if and only if for any a ∈ R,

|a|2 = a2.

(49) Prove that an ℓ-ring is an f -ring if and only if for any a, b ∈ R+,

⟨a ∧ b⟩ = ⟨a⟩ ∩ ⟨b⟩.
(50) Let R be an ℓ-ring and I be an ℓ-ideal of R. I is called ℓ-semiprime if

for any ℓ-ideal H of R, Hk ⊆ I for some positive integer implies that

H ⊆ I. Prove that an ℓ-ideal I is ℓ-semiprime if and only if for any

a ∈ R+, aR+a ⊆ I implies that a ∈ I.
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Chapter 2

Lattice-ordered algebras with a
d-basis

In this chapter we present the structure theory of unital finite-dimensional

Archimedean ℓ-algebras over a totally ordered field with a d-basis. The

structure theory on this class of ℓ-algebras is similar to Wedderburn’s struc-

ture theory of finite-dimensional algebras in general ring theory.

2.1 Examples and basic properties

G. Birkhoff and R. S. Pierce started a systematic study of ℓ-rings in their

paper “Lattice-ordered Rings” published in 1956. Based on their study of

various examples of ℓ-rings, they observed that since “in general, lattice-

ordered algebras can be quite pathological”, general structure theorems are

very difficult to find. Therefore, they suggested studying special classes

of ℓ-rings. One class in particular has been studied intensively is that of

f -rings, whose general structure is much better understood today.

However, M. Henriksen pointed out that the class of f -rings excludes

many important examples of ℓ-rings and ℓ-algebras [Henriksen (1995)]. For

instance, neither matrix and triangular matrix ℓ-algebras with the entrywise

order nor group ℓ-algebras and polynomial ℓ-rings with the coordinatewise

order are f -rings. Henriksen’s observations prompted researchers to look

beyond f -rings, for new classes of ℓ-rings and ℓ-algebras that contain these

important examples and, at the same time, maintain good structure theory.

In particular, Henriksen suggested the following problem as a place to start

(Problem 4, [Henriksen (1995)]):

Develop a structure theory for a class of lattice-ordered rings

that include semigroup algebras over R. If S is a multiplicative

semigroup, s1, s2, ..., sn ∈ S and a1, a2, ..., an ∈ R, let
∑
aisi ≥ 0

49
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if ai ≥ 0 for 1 ≤ i ≤ n. Do this at least for a class of semigroups

large enough to include {1, x, ..., xn, ...} and the semigroup of unit

matrices {Eij} (where Eij has a 1 in row i and column j, and zeros

elsewhere for 1 ≤ i ≤ n and 1 ≤ j ≤ n).

For general ℓ-rings there is no good structure theory because the defining

condition (a, b ≥ 0 ⇒ ab ≥ 0) that relates the order and the multiplication

is pretty loose. The challenge is then to find appropriate stronger condi-

tions. One way of keeping some of the advantages of f -rings and d-rings

while at the same time broadening the class of ℓ-rings and ℓ-algebras un-

der consideration is the following thoughts. We know that a d-ring is an

ℓ-ring whose positive cone consists entirely of d-elements. We may broaden

the condition by requiring only that the positive cone be generated by d-

elements. This modification motivates the following definition.

Definition 2.1. Let R be an ℓ-ring. A subset S of R is called a d-basis if

S is a basis of the additive ℓ-group of R, defined in Chapter 1, and each

element in S is a d-element of R.

In this chapter we will study algebraic structure of unital finite-

dimensional Archimedean ℓ-algebra over a totally ordered field with a d-

basis. This class of ℓ-rings contains rich examples. Before we provide some

examples, we prove that the identity element in such ℓ-algebras must be

positive. Throughout this chapter F always denotes a totally ordered field

and all ℓ-rings and ℓ-algebras are nontrivial. Recall the condition (C) for

an ℓ-group G from Theorem 1.15.

(C) Each 0 < g ∈ G is greater than at most a finite number of disjoint

elements.

Theorem 2.1. Let A be a unital Archimedean ℓ-algebra over F with a

d-basis and satisfy condition (C).

(1) Each basic element of A is a d-element.

(2) The identity element 1 > 0.

Proof. Let S be a d-basis of A. By Theorem 1.17, A is the direct sum of

s⊥⊥, s ∈ S, considered as a vector lattice over F .

(1) Let x be a basic element. Then x ∈ s⊥⊥
j for some sj ∈ S. Since A

is Archimedean over F , there exists α ∈ F+ such that αsj � x, so x ≤ αsj
since s⊥⊥

j is totally ordered. Thus x is a d-element, so each basic element

of A is a d-element.
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(2) Suppose that 1 = x1 + . . .+ xk, where x1 ∈ s⊥⊥
i1
, . . . , xk ∈ s⊥⊥

ik
and

si1 , · · · , sik are distinct basic elements. If xj > 0, since xj is basic, xj is a

d-element, then (1−)xj = (−1 ∨ 0)xj = −xj ∨ 0 = 0, and if xj < 0, then

(1−)(−xj) = 0 by the above argument. Thus in both cases, (1−)xj = 0, for

j = 1, . . . , k, so

1− = (1−)1 = (1−)(x1 + . . .+ xk) = (1−)x1 + . . .+ (1−)xk = 0.

Thus 1 = 1+ − 1− = 1+ > 0. �

For a unital finite-dimensional Archimedean ℓ-algebra A over F with

a d-basis, since a disjoint subset of A must be linearly independent by

Theorem 1.13, a d-basis must be finite. We also notice that a d-basis of an

ℓ-algebra may not be a vector space basis since it may not span the whole

space.

Now we provide some examples of ℓ-rings and ℓ-algebras that have a

d-basis.

Example 2.1.

(1) Any totally ordered ring has a d-basis with one element, and any f -ring

or d-ring has a d-basis if and only if their additive ℓ-group has a basis.

(2) The matrix ℓ-algebra Mn(F ) with the entrywise order has a d-basis

{eij | 1 ≤ i, j ≤ n}, where eij are standard matrix units. Similarly, let

Tn(F ) be the n× n upper triangular matrix ℓ-algebra over F with the

entrywise order. Then Tn(F ) also has a d-basis consisting of standard

matrix units {eij : 1 ≤ i ≤ j ≤ n}.
(3) Let F [G] be the group ℓ-algebra of a group G with the coordinatewise

order. Then 1G = {1g | g ∈ G}, where 1 is the identity element of

F , is a d-basis. Moreover, let S be a semigroup satisfying cancellation

law, namely, for any r, s, t ∈ S, rs = rt or sr = tr implies s = t. Then,

using the coordinatewise order, the semigroup algebra F [S] becomes an

ℓ-algebra over F with 1S as a d-basis. Especially, polynomial rings over

F in one or more variables are ℓ-algebras with a d-basis with respect

to the coordinatewise order.

It is easily seen that the d-bases in the previous examples are also

vector space bases over F . This is not always the case, as example (4)

illustrates.

(4) Let F [[x]] = {
∑

i≥0 αix
i | αi ∈ F} be the ring of formal power series

over F . Then it is an ℓ-algebra over F with respect to the coordi-

natewise order. The set {xn | n ≥ 0} is a d-basis, but not a vector
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space basis over F since the set does not span F [[x]] as a vector space

over F . Similarly consider the field F ((x)) of all formal Laurent series

f(x) =
∑∞

−∞ αix
i, where among the coefficients αi ∈ F with i < 0,

only finitely many can be nonzero. Again, with respect to the coordi-

natewise order, F ((x)) becomes an ℓ-field with the d-basis {xn : n ∈ Z}
which is not a vector space basis over F .

(5) Let K = Q(b) be the finite extension field of Q, where 0 < b ∈ R
satisfies an irreducible polynomial xn − α over Q with 0 < α ∈ Q.

Then K = {α0 + α1b + ... + αn−1b
n−1 | αi ∈ Q} with respect to the

coordinatewise order, is an ℓ-field since bn = α > 0. Since b is a d-

element by Theorem 1.32(3), {1, b, · · · , bn−1} is a d-basis of K as well

as a vector space basis over Q.

Next we list all 2-dimensional and 3-dimensional unital ℓ-algebras with

a d-basis which is also a vector space basis. For simplicity, F is assumed to

be a totally ordered subfield of R.

Example 2.2. Let A be a unital ℓ-algebra over F with a d-basis D con-

taining two elements that is also a vector space basis of A over F .

(1) If 1 is not basic, then A is a 2-dimensional f-algebra. Therefore A ∼=
F ⊕ F .

(2) If 1 is basic, then we may assume that 1 ∈ D. Let 1 and 0 < a ∈ A

form a d-basis for A. Then a2 = α1 + βa for some α, β ∈ F+. Since

1 ∧ a = 0, a ∧ a2 = 0. We must have β = 0. Thus a2 = α1 with α ≥ 0.

(a) If α = 0, then A = 1F ⊕ aF as a vector lattice over F with a2 = 0.

Now suppose α > 0.

(b) If
√
α ∈ F , let b = (

√
α)−1a. Then b2 = 1 and A = 1F⊕bF ∼= F (G),

where G is a cyclic group of order 2.

(c) If
√
α ̸∈ F , let

√
α = b ∈ R. Then A = 1F ⊕ aF ∼= F (b), where F (b)

is the quadratic extension field of F with the coordinatewise order

defined in Example 2.1(5).

Example 2.3. Let A be a unital ℓ-algebra over F with a d-basis D contain-

ing three elements that is also a vector space basis. Then A is isomorphic

to one of the following ℓ-algebras over F . The verification of this fact is left

to the reader (Exercise 1).

(1) F ⊕ F ⊕ F , a direct sum of three copies of F , so it is an f -algebra.

(2) T2(F ), where T2(F ) is the 2× 2 upper triangular matrix ℓ-algebra.
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(3) Fe ⊕ Ff ⊕ Fa, as a vector lattice with 1 = e + f , fa = af = a and

a2 = 0.

(4) F ⊕ F [G], where G is a cyclic group of order 2.

(5) F ⊕ F (b), where 0 < b ∈ R \ F , b2 ∈ F , and F (b) is the ℓ-field in

Example 2.1(5).

(6) F1⊕ Fa⊕ Fb, as a vector lattice where a2 = b2 = ab = ba = 0.

(7) F1⊕ Fa⊕ Fa2, as a vector lattice with a3 = 0.

(8) F [G], where G is a cyclic group of order 3.

(9) F (b), where 0 < b ∈ R \ F and b3 ∈ F , F (b) is the ℓ-field in Example

2.1(5).

In all of above examples, each d-basis, joint with 0, forms a semigroup

with 0, that is, the product of two basic elements is either zero or again a

basic element. However this observation is not true in general, as shown in

the following example.

Example 2.4. Let A be the 4-dimensional vector space over F with the

vector space basis {1, a, b, c}. With the coordinatewise order, A is a vector

lattice over F . The multiplication table of the basis is defined as follows.

1 a b c

1 1 a b c

a a b+ c 0 0

b b 0 0 0

c c 0 0 0

Then A is an ℓ-algebra over F with {1, a, b, c} as a d-basis, and a2 = b+ c

is not basic (Exercise 2). We note that M = Fa + Fb + Fc is the unique

maximal ℓ-ideal of A, so A is not ℓ-simple. If A is ℓ-simple, then, by Lemma

2.3, the product of two basic elements is either zero or a basic element.

We next present some properties of a unital Archimedean ℓ-algebra A

over F with a d-basis that satisfies condition (C). By Theorem 1.17 as a

vector lattice, A is a direct sum of maximal convex totally ordered subspaces

of A over F . Since 1 > 0, 1 = c1+· · ·+cn, where {c1, · · · , cn} is a disjoint set
of basic elements for some positive integer n. Since ci ≤ 1 for i = 1, · · · , n,
each ci is an f -element, so ci ∧ cj = 0 implies cicj = cicj ∧ cicj = 0 for

i ̸= j. Then for each i = 1, · · · , n, ci = 1ci = (c1 + · · · + cn)ci = c2i . That

is, each ci is idempotent.

Theorem 2.2. Let A be a unital Archimedean ℓ-algebra over F with a d-

basis and let A satisfy condition (C). Suppose 1 = c1+ · · ·+cn where n ≥ 1
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and {c1, · · · , cn} is a disjoint set of basic elements.

(1) For each basic element a ∈ A, there exists ci such that cia = a and

cka = 0 for k ̸= i. Similarly, there exists cj such that acj = a and

ack = 0 for k ̸= j.

(2) For each basic element a ∈ A,

(i) a is nilpotent; or

(ii) there exists a positive integer na such that 0 ̸= ana ∈ c⊥⊥
i for

some ci; or

(iii) the set {am | m ≥ 1} is disjoint and am ∧ 1 = 0 for each m ≥ 1.

(3) For each i = 1, · · · , n, c⊥⊥
i is a convex totally ordered subalgebra and a

domain with identity element ci, and f(A) = c⊥⊥
1 + · · ·+c⊥⊥

n . If x ∈ A

is a basic element and an idempotent f -element, then x = ci for some

i = 1, · · · , n.
(4) Let I be a right (left) ℓ-ideal of A. Then ciI (Ici) is a right (left)

ℓ-ideal of A and ciI (Ici) ⊆ I.

Proof. (1) Since a = 1a = c1a + · · · + cna and a is a basic element,

cia and cka are comparable. On the other hand, since a is a d-element by

Theorem 2.1(1), ci∧ ck = 0 implies cia∧ cka = 0 for i ̸= k. Thus if cia ̸= 0,

then cka = 0 for any k ̸= i, and hence a = cia. The other conclusion can

be proved similarly.

(2) We do some analysis first. Suppose that am ̸= 0 for some positive

integer m. Then am =
∑r

t=1 at, where {a1, · · · , ar} is a disjoint set of basic

elements. Suppose that cia = a for some i = 1, · · · , n. Then ciam = am, so

ciat = at for each t = 1, · · · , r since at ≤ am. Take cj ̸= ci. If at ∧ cj ̸= 0,

then at and cj are comparable by Theorem 1.14(2) since they are both basic

elements. If at ≤ cj then at = ciat ≤ cicj = 0, which is a contradiction. If

cj ≤ at, then cj = c2j ≤ cjat = cjcia = 0, which is again a contradiction.

Thus at ∧ cj = 0 for any t = 1, · · · , r and j ̸= i.

If for each t = 1, · · · , r, we also have at ∧ ci = 0, then at ∧ 1 = 0 for

each t, and hence am ∧ 1 = 0. On the other hand, suppose that for some

s = 1, · · · , r, as ∧ ci ̸= 0, then as ∈ c⊥⊥
i by Theorem 1.14. We claim that

am = as. We first notice that as ∈ c⊥⊥
i implies asci = as by an argument

similar to that in the previous paragraph. For any t ̸= s, at∧as = 0 implies

0 ≤ atas ∧ asat ≤ ata
m ∧ asam = 0

since a is a d-element implies am is a d-element, so atas ∧ asat = 0. Then

as ∈ c⊥⊥
i and A is Archimedean over F imply ci ≤ αas for some 0 < α ∈ F ,
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and hence atci ∧ ciat = 0. It follows from ciat = at that atci ∧ at = 0, so

atci ∧ atci = 0 since ci is an f -element. Thus atci = 0 for t ̸= s, and hence

am = amci = (a1 + · · ·+ ar)ci = asci = as.

So far we have proved that for a positive integer m, if am ̸= 0, then

either am ∧ 1 = 0 or am ∈ c⊥⊥
i for some ci.

Hence if (i) and (ii) are not true, that is, if a is not nilpotent and

am ̸∈ c⊥⊥
i for any m ≥ 1 and any ci, then by above argument, am ∧ 1 = 0

for any positive integer, so a is a d-element implies for r < s, as ∧ ar =

ar(as−r)∧1 = 0, and hence the set {am | m ≥ 1} is disjoint and am∧1 = 0

for all m ≥ 1. That is, (iii) is true. We leave it as an exercise for the reader

to show that any two statements of (i), (ii), (iii) cannot be both true.

(3) We know that c⊥⊥
i is a convex totally ordered subspace for each

i = 1, · · · , n. Let 0 ≤ x, y ∈ c⊥⊥
i . Since A is Archimedean over F and c⊥⊥

i

is totally ordered, there exists 0 < α ∈ F such that x ≤ αci. It follows

that x is an f -element and hence xy ∈ c⊥⊥
i . Therefore each c⊥⊥

i is a convex

totally ordered subalgebra. Suppose a2 = 0 for some 0 < a ∈ c⊥⊥
i . Again A

is Archimedean implies ci ≤ βa for some 0 < β ∈ F , so ci = c2i ≤ β2a2 = 0,

which is impossible. Thus c⊥⊥
i contains no nonzero nilpotent element and

hence it is a domain (Exercise 39, Chapter 1).

Let 0 < x ∈ c⊥⊥
i , i = 1, . . . , n. Since c⊥⊥

i is totally ordered and A is

Archimedean, there exists 0 < α ∈ F such that 0 < x ≤ αci, so x is an

f -element. Thus each c⊥⊥
i ⊆ f(A), and hence c⊥⊥

1 + . . . + c⊥⊥
n ⊆ f(A).

Let 0 < x ∈ f(A). Then x = x1 = xc1 + . . . + xcn. Since x is an f -

element, xci ∈ c⊥⊥
i , i = 1, . . . , n. Thus x ∈ c⊥⊥

1 + . . . + c⊥⊥
n , and hence

f(A) ⊆ c⊥⊥
1 + . . .+ c⊥⊥

n . Therefore f(A) = c⊥⊥
1 + . . .+ c⊥⊥

n .

Let x ∈ A be a basic element and an idempotent f -element. Then

x ∈ c⊥⊥
i for some i. It follows from x2 = x that x = ci since c⊥⊥

i is a

domain.

(4) Clearly ciI is a right ideal of A and a sublattice of A since ci is an

f -element. Let a ∈ A+ and b ∈ I+ with a ≤ cib. We show that a ∈ ciI.

First we assume that b is a basic element. From (1), we have cib = 0 or

cib = b, and hence a ∈ I in either case. For any j ̸= i, cja ≤ cjcib = 0

implies cja = 0, so a = 1a = (c1 + · · · + cn)a = cia ∈ ciI. In general

case, let b = b1 + · · · + bk, where b1, · · · , bk ∈ I are basic elements, and

a ≤ cib1 + · · · + cibk. Thus a = a1 + · · · + ak with 0 ≤ at ≤ cibt for

some a1, · · · , ak ∈ A+ by Theorem 1.5. From the previous argument, each

at ∈ ciI, so a ∈ ciI. Therefore ciI is a right ℓ-ideal of A. Finally ciI ⊆ I

because of cix = 0 or x for each basic element x in I by (1). �
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Theorem 2.3. Let A be a unital Archimedean ℓ-algebra over F with a d-

basis and let A satisfy condition (C). For a convex ℓ-subalgebra H and an

ℓ-ideal I, H and R/I are Archimedean ℓ-algebras with a d-basis satisfying

condition (C).

Proof. Suppose that S is a d-basis of A. Then H ∩ S is a d-basis and H

is Archimedean over F and satisfies condition (C) (Exercise 3).

Let I be an ℓ-ideal of A. For each a ∈ A, write ā = a+ I ∈ A/I. Let S

be a d-basis for A. We show that V = {s̄ | s ∈ S \ I} is a d-basis for A/I.

Let 0 ≤ ā, b̄ ≤ s̄ ∈ V . Since ā, b̄ are positive, we may assume that a ≥ 0,

and b ≥ 0. Then we have ā = ā∧s̄ = a ∧ s, so a−(a∧s) = a1 ∈ I. Similarly,

b− (b∧ s) = b1 ∈ I. Hence a− a1 = (a∧ s) ≤ s and b− b1 = (b∧ s) ≤ s, so

s is basic implies that a− a1 and b− b1 are comparable. If a− a1 ≤ b− b1,

then ā = a− a1 ≤ b− b1 = b̄. Similarly b− b1 ≤ a− a1 implies that b̄ ≤ ā.

Thus s̄ is basic in A/I. Now let ā ∧ b̄ = 0. Then a ∧ b = c ∈ I, and hence

(a− c) ∧ (b− c) = 0. It follows that

s(a− c) ∧ s(b− c) = 0 ⇒ sa ∧ sb = sc ∈ I.

Thus s̄ā∧ s̄b̄ = 0 in R/I. Similarly, ās̄∧ b̄s̄ = 0, that is, s̄ is a d-element in

A/I. Since A is a direct sum of s⊥⊥, s ∈ S, A/I is a direct sum of si
⊥⊥,

where si ∈ V , which implies that V is a d-basis of A/I and A/I satisfies

condition (C).

Finally we show that A/I is Archimedean over F . To this end we just

need to show that each si
⊥⊥ is Archimedean over F for si ∈ V (Exercise

4). Let 0 < ā, b̄ ∈ si
⊥⊥ with 0 < a, b ∈ A. Then a = a1 + · · · + am,

where a1, · · · , am are disjoint basic elements, and b = b1 + · · · + bℓ, where

b1, · · · , bℓ are disjoint basic elements. Since a, b ̸∈ I, we may assume that

a1, b1 ̸∈ I. For any at, 1 < t ≤ m, at ∧ a1 = 0 implies that at ∧ a1 = 0. It

follows that at = 0 since a is basic and a = a1 + · · · + am. Thus a = a1
and a1, si are comparable. Similarly b = b1 and b1, si are comparable.

Now 0 < a1, b1 ∈ s⊥⊥
i and s⊥⊥

i is totally ordered and Archimedean over F

implies that there exist 0 < α, β ∈ F such that a1 ≤ αb1 and b1 ≤ βa1.

Hence a = a1 ≤ αb1 = αb and b = b1 ≤ βa1 = βa. Therefore si
⊥⊥ is

Archimedean over F . �
A nonzero left (right) ℓ-ideal I is called minimal if for any nonzero left

(right) ℓ-ideal J , J ⊆ I implies that J = I.

Theorem 2.4. Let A be a unital finite-dimensional Archimedean ℓ-algebra

over F with a d-basis and 1 = c1 + · · ·+ cn, where n ≥ 1 and {c1, · · · , cn}
is a disjoint set of basic elements.
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(1) For i = 1, · · · , n, c⊥⊥
i is a totally ordered field.

(2) If a, b are basic elements such that ab ̸= 0 and one of them is not

nilpotent, then ab is basic.

(3) Let I be a minimal right (left) ℓ-ideal of A. Then either I2 = {0} or

I = ciA (Aci) for some i = 1, · · · , n.

Proof. (1) From Theorem 2.2(3) we know that c⊥⊥
i is a convex totally

ordered subalgebra and a domain. If A is finite-dimensional over F , then

c⊥⊥
i is also finite-dimensional over F , which implies c⊥⊥

i is a totally ordered

division algebra over F . Now by Theorem 1.23, c⊥⊥
i is commutative and

hence it is a totally ordered field.

(2) We first notice that since A is finite-dimensional and a disjoint set of

A must be linearly independent over F by Theorem 1.13(3), the case (iii) in

Theorem 2.2(2) cannot happen. Without loss of generality, we may assume

that a is not nilpotent. Then, by Theorem 2.2(2), there exists a positive

integer na such that 0 ̸= ana ∈ c⊥⊥
i for some ci, so cia = aci = a. Because

of ab ̸= 0, cib = b. Otherwise cjb = b for some cj ̸= ci and ab = acicjb = 0.

Assume that ab = a1+ · · ·+ar, where {a1, · · · , ar} is a disjoint set of basic

elements and r ≥ 1. We claim that r = 1. Suppose r > 1. We have

anab = ana−1a1 + · · ·+ ana−1ar,

and ana ∈ c⊥⊥
i is an f -element. Thus anab ∈ b⊥⊥ and anab is a basic

element, so ana−1a1 and ana−1a2 are comparable. On the other hand,

a1 ∧ a2 = 0 and a is a d-element implies ana−1a1 ∧ ana−1a2 = 0. Therefore

we must have ana−1a1 = 0 or ana−1a2 = 0. It follows that a1 = 0 or a2 = 0

(Exercise 5), which is a contradiction. Hence r = 1 and ab = a1 is basic.

(3) We first notice that since A is finite-dimensional over F , each nonzero

right ℓ-ideal contains a minimal right ℓ-ideal. Suppose that I2 ̸= 0. Then

there exists a basic element x ∈ I such that xI ̸= 0. Define

J = {a ∈ A | |a| ≤ xr for some 0 < r ∈ I}.
Then J is a right ℓ-ideal (Exercise 6) and J ⊆ I. It follows from xI ̸= 0

that J ̸= 0. Thus by minimality of I, J = I, so x ≤ xr for some 0 < r ∈ I.

Let r = r1+ ...+rm, where m ≥ 1 and r1, ..., rm are disjoint basic elements.

Since r ∈ I, each rj ∈ I, and since x is a d-element, xri ∧ xrj = 0 for

i ̸= j. Then x ≤ xr1 + ... + xrm and x is basic imply that x ≤ xrj for

some j = 1, ...,m (Exercise 7). It follows from the fact that A is finite-

dimensional over F that either rj is nilpotent or 0 ̸= r
nj

j = w ∈ c⊥⊥
i for

some ci, nj ≥ 1. If ruj = 0 for some positive integer u, then

x ≤ xrj ≤ xr2j ≤ ... ≤ xruj = 0
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implies that x = 0, which is a contradiction. Thus rj is not nilpotent.

Consequently r
nj

j = w ∈ I and ci ∈ I by ci ≤ αw for some 0 < α ∈ F .

Hence ciA ⊆ I, then I = ciA from the minimality of I and that ciA is a

right ℓ-ideal implies I = ciA. �

Corollary 2.1. Let A be a unital finite-dimensional ℓ-algebra over F with

a d-basis and ℓ-N(A) = {0}. Suppose 1 = c1 + · · · + cn, where n ≥ 1 and

{c1, · · · , cn} is a disjoint set of basic elements. Then each ciA (Aci) is a

minimal right (left) ℓ-ideal of A.

Proof. By Theorem 1.31(3), A is Archimedean over F . Let I ⊆ ciA be

a minimal right ℓ-ideal of A. Since ℓ-N(A) = {0}, I2 ̸= {0} (Exercise 8),

and hence I = cjA for some cj by Theorem 2.4(3). Then cjA ⊆ ciA implies

i = j, that is, ciA is a minimal right ℓ-ideal of A. �

2.2 Structure theorems

In this section, we consider the structure of a unital finite-dimensional

Archimedean ℓ-algebra over F with a d-basis.

2.2.1 Twisted group ℓ-algebras

Definition 2.2. Let G be a group. A function t : G×G→ F \{0} is called

a positive twisting function if t satisfies the following conditions,

(1) t(g, h) > 0, for all g, h ∈ G,

(2) t(gh, f)t(g, h) = t(g, hf)t(h, f), for all f, g, h ∈ G,

(3) t(g, e) = t(e, g) = 1, where e is the identity element of G, for all g ∈ G.

In the case that G is an abelian group, t is also commutative, that is,

(4) t(g, h) = t(h, g), for all g, h ∈ G.

Define

F t[G] = {
n∑

i=1

αigi | αi ∈ F, gi ∈ G}.
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With respect to the following operations, F t[G] becomes a vector lattice

over F (Exercise 9). For
∑n

i=1 αigi,
∑n

i=1 βigi ∈ F t[G], α ∈ F ,

n∑
i=1

αigi +

n∑
i=1

βigi =

n∑
i=1

(αi + βi)gi, (2.1)

α
n∑

i=1

αigi =
n∑

i=1

(ααi)gi, (2.2)

n∑
i=1

αigi ≥ 0 if each αi ∈ F+. (2.3)

Define multiplication in F t[G] by

(
n∑

i=1

αigi)(
m∑
j=1

βjhj) =
n∑

i=1

m∑
j=1

(αiβj)t(gi, hj)(gihj),

where (gihj) is the product of gi, hj in the group G. The multiplication

defined above is associative by Definition 2.2(2) and multiplication is dis-

tributive over the addition in F t[G] is clear by the definition. Thus F t[G]

is an algebra over F . The condition (1) in Definition 2.2 implies the prod-

uct of two positive elements is also positive, so F t[G] is an ℓ-algebra over

F , called twisted group ℓ-algebra of G over F . In this book, F t[G] always

denotes the ℓ-algebra with the coordinatewise order defined above. If G is

abelian, then F t[G] is commutative by Definition 2.2(4). It is clear that

1G = {1g | g ∈ G} is a d-basis of the ℓ-algebra F t[G] over F . The identity

element of F t[G] is 1e, where 1 is the identity element of F . Sometimes we

just identify 1G with G, so e is the identity element of F t[G] under this

assumption.

Certainly if t(g, h) = 1 for all g, h ∈ G, then F t[G] = F [G] is the group

ℓ-algebra. As an example, the ℓ-field Q[
√
2] with the coordinatewise order

may be considered as a twisted group ℓ-algebra with G = {e, g} being a

cyclic group of order 2, and the twisting function t defined by

t(e, e) = t(e, g) = t(g, e) = 1 and t(g, g) = 2.

We leave the verification of it as an exercise (Exercise 10).

Theorem 2.5. F t[G] is an ℓ-simple ℓ-algebra over F .

Proof. Let I be a nonzero ℓ-ideal of F t[G] and 0 < a =
∑n

i=1 αigi ∈ I

with αi ̸= 0. Then each αi > 0, so 0 < α1g1 ≤ a implies α1g1 ∈ I. Suppose

that g ∈ G such that g1g = e in G. Then e = (α1g1)(α
−1
1 t(g1, g)

−1g) ∈ I.

Therefore I = F t[G]. �
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Some other properties of F t[G] include that the identity element is basic

and it is an ℓ-domain (Exercise 11).

In the following section, we prove that a unital finite-dimensional ℓ-

simple ℓ-algebra over F with a d-basis is ℓ-isomorphic to a matrix ℓ-algebra

with the entrywise order over a twisted group ℓ-algebra of a finite group.

For more information on general twisted group rings, the reader is ref-

ereed to [Passman (2011)].

2.2.2 ℓ-simple case

Theorem 2.6. Let A be a unital finite-dimensional ℓ-algebra over a totally

ordered field F with a d-basis. If A is ℓ-simple, then A is ℓ-isomorphic to

the matrix ℓ-algebra Mn(K
t[G]) with the entrywise order, where n ≥ 1, K

is a totally ordered field and a finite-dimensional ℓ-algebra over F , G is a

finite group, t is a positive twisting function on G, and Kt[G] is the twisted

group ℓ-algebra of G over K.

We prove the result by a series of steps. Since A is ℓ-simple, ℓ-N(A) =

{0}, so A is Archimedean over F by Theorem 1.31(3) and A is a finite

direct sum of maximal convex totally ordered subspaces of A over F by

Corollary 1.3. Let S be a d-basis of A over F . Then S is finite. Suppose

that 1 = c1 + . . .+ cn with n ≥ 1 and c1, . . . , cn are disjoint basic elements.

For each i = 1, . . . , n, define Ki = c⊥⊥
i and Hi = ciAci. Then each Ki is

a totally ordered field and finite-dimensional ℓ-algebra over F by Theorem

2.4(1), and each Hi is a convex ℓ-subalgebra of A over F (Exercise 12) with

Ki ⊆ Hi, i = 1, · · · , n.

Lemma 2.1. For i = 1, · · · , n, Hi = ciAci is ℓ-reduced.

Proof. Suppose that there exists 0 < x ∈ Hi = ciAci with xk = 0 for

some positive integer k. Consider

I = {a ∈ A | |a| ≤ xr for some r ∈ A+}.
Then I is the right ℓ-ideal generated by x. Since x ∈ ciAci ⊆ ciA, I ⊆ ciA,

and since x ∈ I, I ̸= 0. Thus I = ciA because ciA is a minimal right ℓ-ideal

by Corollary 2.1. So there exists r ∈ A+ such that ci ≤ xr. It follows

from x ∈ ciAci that xci = x, so ci ≤ xr implies that x = xci ≤ x2r. Then

multiplying x from the left and r from the right of the inequality, we have

x ≤ x2r ≤ x3r2 ≤ ... ≤ xkrk−1 = 0,

which is a contradiction. Thus Hi = ciAci is ℓ-reduced. �
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Lemma 2.2. For each i = 1, . . . , n, Ki is contained in the center of Hi.

Proof. Let 0 < z ∈ Ki. To show that z is in the center of Hi, we just

need to verify that az = za for each basic element a ∈ Hi. By Lemma

2.1, a is not nilpotent, so by Theorem 2.2, there exists a positive integer

na ≥ 1 such that ana = w ∈ Ki with w ̸= 0. If az = 0 or za = 0, then

wz = 0 or zw = 0, which contradicts with the fact that Ki is a field. Thus

az ̸= 0 and za ̸= 0. By Theorem 2.4(2), az and za are both basic elements.

If az ∧ za = 0, then z is an f -element implies that zaz ∧ zaz = 0, and

hence zaz = 0, which is a contradiction. Thus az and za are comparable.

If az < za, then a < zaz−1, where z−1 is the inverse of z in Ki. Hence

w = ana ≤ ana−1(zaz−1) ≤ (zaz−1)na−1(zaz−1) = zanaz−1 = w.

From w = ana−1(zaz−1), we have wa = aw = w(zaz−1), and hence

w(az) = w(za), so az = za, which contradicts with the fact that az < za.

Similarly, za < az is not possible. Thus az = za for each basic element

a ∈ Hi. Since each positive element in Hi is a sum of disjoint basic ele-

ments in Hi and each element in Hi is a difference of two positive elements

in Hi, z commutes with each element of Hi, that is, z is in the center of

Hi. Therefore Ki is contained in the center of Hi. �

For two basic elements a, b ∈ Hi, define a ∼ b if a = zb for some z ∈ Ki.

Then ∼ is an equivalence relation on Hi (Exercise 13). For a basic element

a ∈ Hi, a
′ denotes its equivalence class and define

Gi = {a′ | a ∈ Hi is a basic element}

with the operation a′b′ = (ab)′. Since Hi is ℓ-reduced, if a, b ∈ Hi are basic

elements, then ab is still a basic element by Theorem 2.4. It is clear that

the operation is well-defined and associative with c′i as the identity element

(Exercise 14). For a′ ∈ Gi, by Theorem 2.2(2), there exists a positive

integer na such that ana ∈ Ki. Thus (a′)na = c′i. It follows that Gi is a

group for i = 1, · · · , n.
Let Si be a d-basis for Hi. For a basic element a ∈ Hi, a is comparable

with some s ∈ Si. We claim that a′ = s′. Since A is Archimedean over F ,

there exists 0 < α ∈ F such that a ≤ αs. By Theorem 2.2, there exists a

positive integer ns such that 0 < sns = u ∈ Ki, and hence asns−1 ≤ αsns =

αu implies that asns−1 = v ∈ Ki. Thus au = vs. By Lemma 2.2, u is in

the center of Hi, so we have

a = u−1(ua) = u−1(au) = u−1(vs) = (u−1v)s
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and u−1v ∈ Ki. Therefore a ∼ s, that is, a′ = s′. This shows that

Gi = {s′ | s ∈ Si}. Hence Gi is a finite group with the order |Si|.
Let G = G1 = {s′1, . . . , s′k}, where {s1, · · · , sk} is a d-basis of H1, and

let K = K1. For s′i and s′j , let s
′
is

′
j = s′u. Then sisj = zijsu for some

0 < zij ∈ K. Define t : G × G → K \ {0} by t(s′i, s
′
j) = zij . It is routine

to verify that t is a positive twisting function (Exercise 15). Now we first

form the twisted group ℓ-algebra Kt[G], and then form matrix ℓ-algebra

Mn(K
t[G]) with the entrywise order. ThenMn(K

t[G]) is an ℓ-algebra over

F and we show that A and Mn(K
t[G]) are ℓ-isomorphic as ℓ-algebras over

F .

Lemma 2.3. For a basic element a ∈ ciAcj, 1 ≤ i, j ≤ n, there exists a

basic element b ∈ cjAci such that ab = ci and ba = cj. As a consequence,

the product of two basic elements is either zero or a basic element.

Proof. Since A is ℓ-simple, A = ⟨a⟩, and hence there exist r, s ∈ A+ such

that ci ≤ ras. Suppose that r = r1 + · · ·+ rk, where r1, · · · , rk are disjoint

basic elements, and s = s1 + · · · + sℓ, where s1, · · · , sℓ are disjoint basic

elements. Then

ci ≤
∑

1≤u≤k,1≤v≤ℓ

ruasv ⇒ ci =
∑

1≤u≤k,1≤v≤ℓ

buv

with 0 ≤ buv ≤ ruasv. Since ci is basic, any two of buv, 1 ≤ u ≤ k, 1 ≤
v ≤ ℓ, are comparable. We may assume bu1v1 is the largest one among buv,

1 ≤ u ≤ k, 1 ≤ v ≤ ℓ, so ci ≤ (k + ℓ)bu1v1 ≤ (k + ℓ)ru1asv1 . Thus we

have that ci ≤ waz for some basic elements w and z. Then ciw = w and

zci = z by Theorem 2.2. Suppose that x is a basic element with x ≤ waz

and x ∧ ci = 0. Then cix = xci = x, and waz is a d-element implies that

x = xci ∧ cix ≤ x(waz) ∧ ci(waz) = 0,

which is a contradiction. Thus, since each positive element in A is a sum of

disjoint basic elements, waz must be basic, and hence ci ≤ (waz) implies

that waz = y ∈ Ki = c⊥⊥
i by Theorem 1.14(2). From waz ̸= 0 and cia = a,

we have wci = w, so w ∈ Hi. By Lemma 2.1, w is not nilpotent, and hence

there exists a positive integer nw such that wnw = q ∈ Ki. Then

waz = y ⇒ q(az) = wnw(az) = wnw−1y = ywnw−1,

since Ki is contained in the center of Hi, so q(azw) = ywnw = yq = qy.

Thus azw = y, and a(zwy−1) = ci, where y
−1 is the inverse of y in Ki. Let

b = zwy−1. Then ab = ci and b is a basic element by Theorem 2.4 since w

is not nilpotent.
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It is clear that b ∈ cjAci. Then by a similar argument, there exists a

basic element c such that bc = cj . Thus c ∈ ciAcj , and

a = acj = a(bc) = (ab)c = cic = c.

Therefore ab = ci and ba = cj .

Let x and y both be basic elements, and xy ̸= 0. Suppose that 0 ≤
u, v ≤ xy. Let x ∈ ciAcj . Then there exists a basic element x1 ∈ cjAci
such that xx1 = ci and x1x = cj , so 0 ≤ x1u, x1v ≤ x1(xy) = y. Thus

x1u and x1v are comparable, and hence u = x(x1u) and v = x(x1v) are

comparable. Therefore, xy is basic. �

Since A is ℓ-simple, A = ⟨ci⟩ for each i = 1, . . . , n. Using the same

argument as in the proof of Lemma 2.3, c1 ≤ aicifi for some basic element

ai and fi. Since each ai ∈ c1Aci is basic, by Lemma 2.3, there exist basic

elements bi ∈ ciAc1 such that

a1b1 = c1, b1a1 = c1
a2b2 = c1, b2a2 = c2

...

anbn = c1, bnan = cn

Recall that S = S1 is a d-basis for the convex ℓ-subalgebra H1 = c1Ac1,

and K = K1 = c⊥⊥
1 .

Lemma 2.4. For each basic element x of A, x = bi(zs)aj for some 1 ≤
i, j ≤ n, z ∈ K and s ∈ S. Moreover if x = bu(wt)av, where w ∈ K and

t ∈ S, then u = i, v = j, w = z and t = s.

Proof. We may assume that x ∈ ciAcj for some i and j. Then aixbj ∈
c1Ac1 is basic and aixbj ∼ s for some s ∈ S, that is, aixbj = zs for some

0 < z ∈ K. Hence x = bi(zs)aj .

If x = bu(wt)av for some w ∈ K and t ∈ S. Then clearly u = i and

v = j, so zs = wt. If s ̸= t, then s ∧ t = 0, and hence zs ∧ wt = 0 since

z, w both are f -elements. This is a contradiction. Thus s = t, and we have

(z − w)s = 0, so z = w. �

Now we show that a unital finite-dimensional ℓ-simple ℓ-algebra with a

d-basis is ℓ-isomorphic to Mn(K
t[G]). For z ∈ K and s′ ∈ G, eij(zs

′) =

(zs′)eij denotes the matrix with ijth entry equal to zs′ and other entries

equal to zero, 1 ≤ i, j ≤ n.

Define the mapping φ : A → Mn(K
t[G]) as follows. Define φ(0) = 0.

For a basic element x of A, by Lemma 2.4, we may uniquely express x as
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x = bi(zs)aj , where z ∈ K and s ∈ S, 1 ≤ i, j ≤ n. Define φ(x) = eij(zs
′).

For 0 < a ∈ A, a can be uniquely expressed as a sum of disjoint basic

elements, that is, a = a1 + . . . + am, where a1, . . . , am are disjoint basic

elements. Then define φ(a) = φ(a1) + . . . + φ(am). Finally for each 0 ̸=
a ∈ A, φ(a) = φ(a+)− φ(a−).

If x and y in A are comparable basic elements. Then we must have

x = bi(z1s)aj and y = bi(z2s)aj and z1, z2 are comparable. Then x± y =

bi((z1 ± z2)s)aj implies that

φ(x± y) = eij((z1 ± z2)s
′) = eij(z1s

′)± eij(z2s
′) = φ(x)± φ(y).

Thus it follows that φ preserves addition on A (Exercise 16).

Now consider the multiplication. Let x = bi(zs1)aj and y = bu(ws2)av
be two basic elements in A. If u ̸= j, then ajbu = 0 implies that xy = 0, so

φ(xy) = 0. On the other hand, φ(x)φ(y) = eij(zs1)euv(ws2) = 0. If u = j,

then xy = bi((zw)s1s2)av, where s1s2 = t(s1, s2)(s1s2) with t(s1, s2) ∈ K

and (s1s2) ∈ S, and hence

φ(xy) = eiv(zwt(s1, s2)(s1s2)
′)

= eiv((zs
′
1)(ws

′
2))

= eij(zs
′
1)euv(ws

′
2)

= φ(x)φ(y)

where the product (zs′1)(ws
′
2) is in the twisted group ℓ-algebraKt[G]. Thus

it follows that φ preserves multiplication on A (Exercise 17). It is clear that

φ is one-to-one and onto, and for any a ∈ A, α ∈ F , φ(αa) = αφ(a), and

hence φ is an isomorphism between algebras A and Mn(K
t[G]) over F .

Finally, for any a ∈ A, φ(a) ≥ 0 if and only if a ≥ 0 (Exercise 18), therefore

φ is an ℓ-isomorphism between ℓ-algebras A and Mn(K
t[G]) over F . This

completes the proof of Theorem 2.6.

In Corollaries 2.2 and 2.3 we consider some special cases of Theorem

2.6.

Corollary 2.2. Let A be a unital finite-dimensional ℓ-simple ℓ-algebra over

F . Then A is ℓ-isomorphic to the matrix ℓ-algebra Mn(F
t[G]) with the

entrywise order, where n ≥ 1, G is a finite group, t is a positive twisting

function on G, and F t[G] is the twisted group ℓ-algebra of G over F , if and

only if A contains a d-basis that is also a vector space basis of A over F .

Proof. “⇒” It is clear that {eij(s) | 1 ≤ i, j ≤ n, s ∈ G} is a d-basis and

a vector space basis of A over F (Exercise 19).
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“⇐” By Theorem 2.6, A is ℓ-isomorphic to the ℓ-algebra Mn(K
t[G]),

where K is a totally ordered field and a finite-dimensional ℓ-algebra over

F . Let S be a d-basis of A that is also a basis of A as a vector space over

F , and let 0 < x, y ∈ K. Since x, y are basic, there exist s, t ∈ S such that

x = αs and y = βt for some 0 < α, β ∈ F . Then the fact that x and y

are comparable implies that s = t. Therefore K = Fs, for some s ∈ S, is

one-dimensional over F , and hence Mn(K
t[G]) ∼=Mn(F

t[G]). �

Corollary 2.3. Let A be a unital finite-dimensional ℓ-simple ℓ-algebra over

F with a d-basis.

(1) If 1 is basic or A is ℓ-reduced, then A is ℓ-isomorphic to the twisted

group ℓ-algebra Kt[G], where K is a totally ordered field and a finite-

dimensional ℓ-algebra over F , G is a finite group, and t is a positive

twisting function.

(2) If A is an f -algebra, then A is ℓ-isomorphic to a finite-dimensional

totally ordered extension field of F .

(3) If A is commutative, then A is ℓ-isomorphic to Kt[G] as in (1) with G

being a finite commutative group.

Proof. From Theorem 2.6, A is ℓ-isomorphic to the ℓ-algebraMn(K
t[G]).

(1) If 1 is basic or A is ℓ-reduced, then n = 1.

(2) If A is an f -algebra, then n = 1 and G = {e}.
(3) If A is commutative, then n = 1 and G is commutative. �
We next consider Theorem 2.6 when F = R. First we state a well-

known result that each unital finite-dimensional algebra can be considered

as a subalgebra of a full matrix algebra.

Lemma 2.5. Let B be a unital n-dimensional algebra over a field L. Then

B can be considered as a subalgebra of Mn(L) with the identity matrix as

the identity element of B.

Proof. Let {v1, · · · , vn} be a basis of B over L. For each b ∈ B, bvi is

a unique linear combination of {v1, · · · , vn}, so there exists a unique n× n

matrix fb ∈Mn(L) such that bv1
...

bvn

 = fb

 v1
...

vn

 .

Define ϕ : B → Mn(L) by ϕ(b) = fTb , where fTb is the transpose of the

matrix fb. It is straightforward to check that ϕ is one-to-one and an algebra
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homomorphism (Exercise 20). Clearly ϕ maps the identity element of B to

the identity matrix. �

Corollary 2.4. Let A be a unital finite-dimensional ℓ-simple ℓ-algebra over

R with a d-basis, then A is ℓ-isomorphic to the ℓ-algebra Mn(R[H]) where

n ≥ 1, H is a finite group, and R[H] is the group ℓ-algebra of H over R.

Proof. By Theorem 2.6, A is ℓ-isomorphic to the ℓ-algebra Mn(K
t[G])

over R, where K is a totally ordered field and finite-dimensional ℓ-algebra

over R. If dimRK > 1, then K is isomorphic to the field C of complex

numbers, which is impossible since C cannot be a totally ordered field.

Thus dimRK = 1 and A is ℓ-isomorphic to the ℓ-algebra Mn(Rt[G]).

We show that ℓ-algebra Rt[G] is actually a group ℓ-algebra R[H]. Sup-

pose that G contains k elements. Since G is a vector space basis of Rt[G]

over R, we may consider Rt[G] as a subalgebra of Mk(R) containing the

identity matrix by Lemma 2.5. For a ∈ G, since a is not nilpotent, by The-

orem 2.2 there exists a positive integer na such that ana = αae for some

0 < αa ∈ R, where e is the identity element of G. Then αa = (βa)
na for

some 0 < βa ∈ R. It follows that (β−1
a a)na = e. Let ā = β−1

a a and define

H = {ā | a ∈ G}. We check that H is a group. For gi, gj ∈ H, gigj = αgk
for some 0 < α ∈ R and gk ∈ H, so det(gi)det(gj) = αkdet(gk), where

det(g) denotes the determinant of a matrix g. For g ∈ H, since gm = e for

some m ≥ 1, (det(g))m = 1. It follows from det(g) ∈ R that det(g) = ±1.

Hence det(gi)det(gj) = αkdet(gk) implies that αk = 1, so α = 1 since

α > 0. Therefore gigj = gk ∈ H, so H is a finite group. Clearly H is

also a d-basis for Rt[G], and hence Rt[G] = R[H]. Therefore the ℓ-algebra

Mk(Rt[G]) is equal to the ℓ-algebra Mk(R[H]). �
A totally ordered field F is called real closed if any proper algebraic ex-

tension field of F cannot be made into a totally ordered field. For instance,

R is a real closed field. Corollary 2.4 is actually true for any real closed

field.

Now we consider the uniqueness of the ℓ-isomorphism in Theorem 2.6.

Theorem 2.7. Suppose that ℓ-algebras Mn1(K
t1
1 [G1]) and Mn2(K

t2
2 [G2])

are ℓ-isomorphic ℓ-algebras over F , where n1, n2 are positive integers,

K1,K2 are totally ordered fields and finite-dimensional ℓ-algebras over F ,

G1, G2 are finite groups, and t1 : G1 × G1 → K1 \ {0}, t2 : G2 × G2 →
K2 \ {0} are positive twisting functions. Then n1 = n2 and ℓ-algebras

Kt1
1 [G1] and K

t2
2 [G2] are ℓ-isomorphic. Moreover, K1, K2 are ℓ-isomorphic

ℓ-algebras over F , and G1, G2 are isomorphic groups.
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Proof. For simplicity of notation, let B = Mn1(K
t1
1 [G1]) and C =

Mn2(K
t2
2 [G2]). In B,

1B = e11(e1) + · · ·+ en1n1(e1),

where 1B is the identity matrix in B, eii(e1) is the n1 × n1 matrices with

the iith entry equal to the identity element e1 of G1 and other entries equal

to zero, i = 1, . . . , n1. By Theorem 2.2(3), B has at most n1 basic elements

that are also idempotent f -elements. Similarly, C has at most n2 basic

elements that are also idempotent f -elements. Therefore, that B and C

are ℓ-isomorphic implies that n1 = n2.

Let n = n1 = n2 and φ : B → C be an ℓ-isomorphism between ℓ-

algebras B and C. Since 1B = e11(e1) + · · ·+ enn(e1), we have

1C = φ(1B)

= φ(e11(e1)) + · · ·+ φ(enn(e1))

= e11(e2) + · · ·+ enn(e2),

where 1C is the identity matrix of C and e2 is the identity element of G2.

Then, since {e11(e2), . . . , enn(e2)} and {φ(e11(e1)), . . . , φ(enn(e1))} both

are disjoint sets of basic elements that are also idempotent f -elements of

C, we must have

φ(e11(e1)) = ei1i1(e2), . . . , φ(enn(e1)) = einin(e2),

where {i1, . . . , in} is a permutation of {1, . . . , n}. Let

E1 = e11(e1)Be11(e1), E2 = ei1i1(e2)Cei1i1(e2).

It is clear that φ|E1
: E1 → E2 is an ℓ-isomorphism of the two ℓ-algebras

(Exercise 21). Define f : Kt1
1 [G1] → E1 by f(x) = e11(x) for all x ∈

Kt1
1 [G1]. Then it is straightforward to verify that f is an ℓ-isomorphism

of two ℓ-algebras (Exercise 22). Similarly Kt2
2 [G2] is ℓ-isomorphic to E2.

Therefore Kt1
1 [G1] and K

t2
2 [G2] are ℓ-isomorphic ℓ-algebras.

We also use φ to denote the ℓ-isomorphism from Kt1
1 [G1] to K

t2
2 [G2].

By a direct calculation, we have K2 = e⊥⊥
2 = φ(e⊥⊥

1 ) = φ(K1) (Exercise

23), so K1
∼= K2. Moreover G1 and G2 have the same number of elements.

Suppose that G1 = {g1, · · · , gk} and G2 = {h1, · · · , hk}. Since φ(gj) is a

basic element, φ(gj) = ujhij for unique 0 < uj ∈ K2 and hij ∈ G2. Define

θ : G1 → G2 by θ(gj) = hij . For gr, gs ∈ G1, suppose that grgs = gt and

φ(gr) = αrhir , φ(gs) = αshis . Then φ(grgs) = φ(gr)φ(gs) implies that

αthit = (αrhir )(αshis), and hence hirhis = hit in G2. Hence θ(grgs) =

θ(gr)θ(gs), so θ is an isomorphism from G1 to G2. �
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2.2.3 General case

In this section we consider unital finite-dimensional Archimedean ℓ-algebras

A with a d-basis over F that may not be ℓ-simple. We first consider the

case that ℓ-N(A) = {0}. We notice that the results in Theorem 1.28 are

true for ℓ-algebras.

Theorem 2.8. Let A be a unital finite-dimensional ℓ-algebra over F with

a d-basis. If ℓ-N(A) = {0}, then A is ℓ-isomorphic to a finite direct sum

of unital finite-dimensional ℓ-simple ℓ-algebras over F with a d-basis. Thus

A is ℓ-isomorphic to a direct sum of matrix ℓ-algebras with the entrywise

order over twisted group ℓ-algebras of finite groups over F .

Proof. If ℓ-N(A) = {0}, then A is Archimedean over F , and hence A

is a direct sum of maximal convex totally ordered subspaces of A over F .

Also by Theorem 1.28, the intersection of ℓ-prime ℓ-ideals is zero. Since

A is finite-dimensional, we may choose a finite number of ℓ-prime ℓ-ideals

P1, · · · , Pk such that P1 ∩ · · · ∩ Pk = {0} (Exercise 24). We may also

assume that the family {P1, · · · , Pk} is minimal in the sense that no proper

sub-family of it has intersection {0}.
We show that each ℓ-prime ℓ-ideal P is a maximal ℓ-ideal. Suppose that

P ⊆ I and P ̸= I for some ℓ-ideal I of A. Define J = {a ∈ A | aI ⊆ P}.
Clearly J is an ideal of A. Suppose that |b| ≤ |a| for some a ∈ J and b ∈ A.

Let x ∈ I be a basic element. Since x is a d-element, |bx| = |b|x ≤ |a|x =

|ax| ∈ P implies bx ∈ P . Then since each strictly positive element in I is a

sum of disjoint basic elements in I, we have bI ⊆ P , that is, b ∈ J . Hence

J is an ℓ-ideal of A. By the definition of J , JI ⊆ P , so J ⊆ P since P is

ℓ-prime and I ̸⊆ P .

Suppose that 1 = c1+· · ·+cn, where n ≥ 1 and {c1, · · · , cn} is a disjoint

set of basic elements. If ciI = {0}, then ci ∈ J ⊆ P ⊆ I implies that

ci = c2i = 0, which is a contradiction. Thus for any ci, {0} ̸= ciI ⊆ ciA.

From Theorem 2.2 and Corollary 2.1, ciI is a right ℓ-ideal and ciA is a

minimal right ℓ-ideal, and hence ciI = ciA ⊆ I for each i = 1, · · · , n. Then
A = c1A + · · · + cnA implies A ⊆ I. Hence I = A and P is a maximal

ℓ-ideal of A.

Since each Pi is a maximal ℓ-ideal of A, Pi + (∩j ̸=iPj) = A. Construct

the direct sum A/P1 ⊕ · · · ⊕A/Pk, each A/Pi is an ℓ-simple ℓ-algebra, and

define the mapping φ : a → (a + P1, · · · , a + Pk). Clearly φ is one-to-one

and an ℓ-homomorphism between two ℓ-algebras. For ai ∈ A, ai = xi + yi,

where xi ∈ Pi, yi ∈ ∩j ̸=iPj , 1 ≤ i ≤ k. Let a = y1 + · · · + yk. Then
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φ(a) = (a1 + P1, · · · , ak + Pk), that is, φ is also onto. Therefore φ is an

ℓ-isomorphism between the two ℓ-algebras. �

We would like to present another proof of the result in Theorem 2.8

and further characterize those ℓ-simple components in the direct sum of

Theorem 2.8.

Let R be an ℓ-ring and M be an ℓ-group that is also a right (left)

R-module. Then M is called a right (left) ℓ-module over R if xr ∈ M+

(rx ∈ M+) whenever x ∈ M+, r ∈ R+. For ℓ-modules M and N , an ℓ-

isomorphism φ is a module isomorphism from M to N such that for any

x, y ∈M , φ(x ∨ y) = φ(x) ∨ φ(y) and φ(x ∧ y) = φ(x) ∧ φ(y).
Let A be a unital finite-dimensional ℓ-algebra with a d-basis. Suppose

that ℓ-N(A) = 0 and 1 = c1 + ... + cn, where n ≥ 1, and c1, . . . , cn are

disjoint basic elements. By Corollary 2.1, {c1A, ..., cnA} consists of all

the minimal right ℓ-ideals of A. For i = 1, ..., n, define Ai as the sum of all

minimal right ℓ-ideals of A which are ℓ-isomorphic to ciA as right ℓ-modules

over A.

Theorem 2.9. Let A be a unital finite-dimensional ℓ-algebra with a d-basis.

Suppose that ℓ-N(A) = 0 and 1 = c1 + ...+ cn, where n ≥ 1, and c1, . . . , cn
are disjoint basic elements.

(1) For a minimal right ℓ-ideal I of A and a basic element x, if xI ̸= 0,

then xI is also a minimal right ℓ-ideal of A.

(2) For each i = 1, ..., n, Ai is an ℓ-ideal of A.

(3) For 1 ≤ i, j ≤ n, if ciA and cjA are not ℓ-isomorphic as right ℓ-modules

over A, then AiAj = 0.

(4) Each Ai is ℓ-simple and A = A1 ⊕ · · · ⊕ Ak for some positive integer

k ≤ n.

Proof. (1) Since A = c1A+· · ·+cnA and xI is a right ℓ-ideal by Theorem

2.2,

xI = A ∩ xI = (c1A ∩ xI) + · · ·+ (cnA ∩ xI)

by Theorem 1.9. Then since each ciA is a minimal right ℓ-ideal, we have

either ciA ∩ xI = {0} or ciA ∩ xI = ciA. It follows that xI is a direct

sum of some right ℓ-ideals in {c1A, · · · , cnA}. Since there exists a unique

cj such that cjx = x, we must have that xI = cjA, so xI is a minimal right

ℓ-ideal of A.

(2) Since Ai is a right ℓ-ideal of A, it is sufficient to show that if I is

a minimal right ℓ-ideal of A with I ∼= ciA as right ℓ-modules of A, then
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xI ⊆ Ai for each basic element x of A. Suppose that xI ̸= 0. Then by (1)

xI is a minimal right ℓ-ideal of A. Define φ : I → xI by φ(a) = xa, ∀a ∈ I.

Then φ is a homomorphism between right A-modules I and xI. Since x is

a d-element, for any a, b ∈ I,

φ(a ∧ b) = x(a ∧ b) = (xa) ∧ (xb) = φ(a) ∧ φ(b).

Similarly φ(a ∨ b) = φ(a) ∨ φ(b). Thus φ is an ℓ-homomorphism between

ℓ-modules I and xI over A. Let H be the kernel of φ, that is, H = {a ∈
I | xa = 0}. Clearly H is a right ideal of A. Now let b ∈ A and a ∈ H with

|b| ≤ |a|. Then b ∈ I and

|xb| = x|b| ≤ x|a| = |xa| = 0,

so xb = 0 and hence b ∈ H. Therefore H is a right ℓ-ideal of A. It follows

from the fact that I is a minimal right ℓ-ideal that either H = I or H = 0.

If H = I, then xI = 0, which is a contradiction. Hence H = 0, so φ is

one-to-one. It is clear that φ is onto. Therefore xI ∼= I ∼= ciA as right

ℓ-modules over A, so xI ⊆ Ai. Hence Ai is also a left ideal of A. This

completes the proof of (2).

(3) Suppose that I = ciA and J = cjA are not ℓ-isomorphic. To show

that AiAj = 0, it is enough to show that IJ = 0 (Exercise 25). If IJ ̸= 0,

then there exists a basic element x ∈ I such that xJ ̸= 0. By (1), xJ is a

minimal right ℓ-ideal and by the proof of (2), J ∼= xJ as right ℓ-modules

over A. On the other hand, xJ ⊆ I since x ∈ I and I is a right ℓ-ideal.

Then xJ = I, so J ∼= xJ = I, which is a contradiction. Hence IJ = 0.

(4) We may assume that c1A, · · · , ckA are pairwise nonisomorphic ℓ-

modules over A for some 1 ≤ k ≤ n, and for each j = 1, · · · , n, cjA
is ℓ-isomorphic to one of c1A, · · · , ckA as ℓ-modules over A. Then A =

A1 ⊕ · · · ⊕Ak as the direct sum of ℓ-ideals A1, · · · , Ak (Exercise 26).

Finally we show that each Ai, i = 1, ..., k, is an ℓ-simple ℓ-algebra. In

fact, let H ̸= 0 be an ℓ-ideal of Ai. Then H is an ℓ-ideal of A, so H contains

a minimal right ℓ-ideal I of A, and hence I ⊆ Ai. Thus I ∼= ciA. Let J be a

minimal right ℓ-ideal of A and J ∼= ciA. Then J ∼= I. Suppose that I = cvA

for some v = 1, ..., n and φ : I → J be an ℓ-isomorphism of ℓ-modules over

A. Then cvI = I, so

J = φ(I) = φ(cvI) = φ(cv)I ⊆ φ(cv)H ⊆ H,

since H is an ℓ-ideal of A. Hence Ai ⊆ H by the definition of Ai, so

H = Ai. Therefore Ai has no other ℓ-ideal except {0} and Ai, that is, each

Ai is ℓ-simple. �
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Finally consider a unital finite-dimensional Archimedean ℓ-algebra A

over F with a d-basis. We show that A = ℓ-N(A)+H, where H is a convex

ℓ-subalgebra of A over F and ℓ-N(A) ∩H = {0}. The proof of this result

is based on the following characterization for basic elements that are not in

ℓ-N(A).

Lemma 2.6. Let A be a unital finite-dimensional Archimedean ℓ-algebra

over F with a d-basis, and 1 = c1 + · · ·+ cn, where n ≥ 1 and {c1, · · · , cn}
is a disjoint set of basic elements. Suppose that x ̸∈ ℓ-N(A) is a basic

element. Then there exists a basic element y such that xy = cs and yx = ct
for some cs, ct.

Proof. We first assume that ℓ-N(A) = {0}. By Theorem 2.8, A is ℓ-

isomorphic to the ℓ-algebra B = Mn1(K
t1
1 [G1]) ⊕ · · · ⊕Mnk

(Ktk
k [Gk]) for

some positive integer k, where each Kti
i [Gi] is a twisted group ℓ-algebra

with the coordinatewise order and Mni(K
ti
i [Gi]) is the matrix ℓ-algebra

with entrywise order. For a basic element x in B, x is in some direct

summand Mni(K
ti
i [Gi]) with the form est(αg), where 0 < α ∈ Ki, g ∈ Gi,

and est(αg) is the matrix with stth entry equal to αg and other entries equal

to zero. Take y = ets(α
−1ti(g

−1, g)−1g−1). Then we have xy = ess(ei) and

yx = ett(ei) are both basic elements and idempotent f -elements in B,

where ei is the identity element of Gi. By Theorem 2.2(3), ess(ei) = cs and

ett(ei) = ct for some 1 ≤ s, t ≤ n.

For the general case, let A = A/ℓ-N(A). We have ℓ-N(A) = {0}. For

any element a ∈ A, denote a = a + ℓ-N(A) ∈ A. Then 1 = c1 + ... + cn.

For a basic element x ̸∈ ℓ-N(A), 0 < x is basic in A (Exercise 27), and

hence by the previous paragraph there exists a basic element y ∈ A such

that xy = cs and yx = ct. We may assume that y is basic in A.

From xy− cs ∈ ℓ-N(A), we have that xy− cs is nilpotent. Suppose that

(xy− cs)
ℓ = 0 and ℓ is an odd positive integer. Then cs(xy) = (xy)cs = xy

implies that 0 = (xy− cs)ℓ = xd− cs for some d ∈ A, and hence cs = |cs| =
|xd| = x|d| since x is a d-element. Let |d| = d1 + · · ·+ dt, where d1, · · · , dt
are disjoint basic elements. It follows from cs is basic that cs = xdm for

some basic element dm. Take z = dm, then xz = cs, and z ̸∈ ℓ-N(A). Since

xct = x, xz ̸= 0 implies ctz = z. By the same argument used above, there

is a basic element w such that zw = ct. Then we have

x = xct = x(zw) = (xz)w = csw = w

since csw ̸= 0. Hence xz = cs and zx = ct. �
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Theorem 2.10. Let A be a unital finite-dimensional Archimedean ℓ-algebra

over F with a d-basis. Then A = ℓ-N(A) + H, where H is a convex ℓ-

subalgebra of A and ℓ-N(A) ∩H = {0}.

Proof. As before assume that 1 = c1 + · · · + cn, where n ≥ 1 and

{c1, · · · , cn} is a disjoint set of basic elements. Define

H = {a ∈ A | |a| ≤
k∑

i=1

ai, a1, · · · , ak ̸∈ ℓ-N(A)},

and {a1, · · · , ak} is a disjoint set of basic elements. If two basic elements

x and y are comparable, then x⊥⊥ = y⊥⊥ implies that x+ y is also basic.

Based on this fact, it is straightforward to check that H is a convex vector

sublattice of A (Exercise 28). We show that ℓ-N(A) ∩H = {0}. Suppose

not, then ℓ-N(A) ∩ H contains a basic element x. Since x ∈ H, x ≤ y

for some basic element y ̸∈ ℓ-N(A). By Lemma 2.6, there exists a basic

element z such that yz = ci and zy = cj for some ci, cj , and hence x ≤ y

implies xz ≤ ci. Let xz = c. We have 0 ̸= c ∈ c⊥⊥
i which is a field by

Theorem 2.4, and x = xcj = xzy = cy. Hence c−1x = c−1cy = ciy = y,

which implies that y ∈ ℓ-N(A) since x ∈ ℓ-N(A). This is a contradiction.

Therefore ℓ-N(A) ∩H = {0}.
Finally we show that H is closed under the multiplication of A. To this

end, we show that for basic elements x, y ̸∈ ℓ-N(A) with xy ̸= 0, xy is also

a basic element not in ℓ-N(A). By Lemma 2.6, there exists a basic element

w such that xw = cs and wx = ct for some cs, ct, and hence csx = x and

xct = x. Since xy ̸= 0, cty = y. Suppose that xy = b1 + · · · + bk, where

k ≥ 1 and b1, · · · , bk are disjoint basic elements. We have

y = cty = (wx)y = wb1 + · · ·+ wbk and wbi ∧ wbj = 0, i ̸= j,

since w is a d-element. It follows that y = wbu and wbv = 0 for any v ̸= u,

so csbv = (xw)bv = 0. Since

cs(xy) = csb1 + · · ·+ csbk = xy = b1 + · · ·+ bk,

csbv = bv (Exercise 29), and hence bv = 0 for any v ̸= u. Hence xy = bu is

a basic element. If xy ∈ ℓ-N(A), then w(xy) = cty = y ∈ ℓ-N(A), which is

a contradiction. Hence xy ̸∈ ℓ-N(A). Therefore H is a convex ℓ-subalgebra

of A. �
The following special cases are immediate consequence of Theorem 2.10.

The verification is left to the reader (Exercise 35).

Theorem 2.11. Let A be a unital finite-dimensional ℓ-algebra over F with

a d-basis.
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(1) If A is Archimedean over F and commutative, then A = ℓ-N(A) +H,

where H is ℓ-isomorphic to a direct sum of twisted group ℓ-algebras of

finite abelian groups.

(2) If A is ℓ-reduced, then A is ℓ-isomorphic to a direct sum of twisted

group ℓ-algebras of finite groups.

Exercises

(1) Verify Example 2.3.

(2) Verify that the ℓ-algebra A in Example 2.4 has a d-basis {1, a, b, c}.
(3) Let A be a unital Archimedean ℓ-algebra over F with a d-basis S and

satisfies condition (C). Prove that if H is a convex ℓ-subalgebra of A,

then H ∩ S is a d-basis for H.

(4) Let V be a vector lattice over F which is a direct sum of maximal

convex totally ordered subspaces over F . Prove that V is Archimedean

over F if and only if each direct summand is Archimedean over F .

(5) Prove that in Theorem 2.4(2), ana−1a1 = 0 or ana−1a2 = 0 implies that

a1 = 0 or a2 = 0.

(6) Let A be an ℓ-algebra over F and I be a right ℓ-ideal of A. Take

0 < x ∈ I. Prove J = {a ∈ A | |a| ≤ xr for some 0 < r ∈ I} is a right

ℓ-ideal of A.

(7) Let G be an ℓ-group and x be a basic element. If x ≤ x1 + · · · + xm,

where {x1, · · · , xm} is a disjoint subset of G, then x ≤ xi for some

i = 1, · · · ,m.

(8) Let R be an ℓ-ring and I be a nilpotent right (left) ℓ-ideal of R. Then

I ⊆ ℓ-N(R).

(9) Verify F t[G] as defined after Definition 2.2 is a vector lattice over F .

(10) Prove that ℓ-field Q[
√
2] with the entrywise order may be considered

as a twisted group ℓ-algebra over Q.

(11) Prove F t[G] is an ℓ-domain and its identity element is basic.

(12) Let A be an ℓ-unital ℓ-algebra over F and 1 = a+ b, where a ∧ b = 0.

Prove that aAa is a convex ℓ-subalgebra of A.

(13) Prove that the relation ∼ defined in the proof of Theorem 2.6 is an

equivalence relation.

(14) Prove that the operation (ab)′ = a′b′ defined on Gi in Theorem 2.6 is

well-defined, associative, and ci is the identity element.

(15) Check that t as defined in Theorem 2.6 is a positive twisting function.

(16) Prove that the map φ defined in Theorem 2.6 preserves the addition
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on A, that is, for any a, b ∈ A, φ(a+ b) = φ(a) + φ(b).

(17) Prove that the map φ defined in Theorem 2.6 preserves the multiplica-

tion on A, that is, for any a, b ∈ A, φ(ab) = φ(a)φ(b).

(18) Prove that the φ defined in Theorem 2.6 preserves order, that is, for

any a ∈ A, φ(a) ≥ 0 if and only if a ≥ 0.

(19) Verify that {eij(s) | 1 ≤ i, j ≤ n, s ∈ H} is a d-basis for the ℓ-algebra

Mn(F
t[H]).

(20) Prove that the mapping ϕ : B → Mn(L) in Lemma 2.5 is one-to-one

and preserves addition and multiplication on B.

(21) Prove that φ|E1 : E1 → E2 defined in Theorem 2.7 is an ℓ-isomorphism

between ℓ-algebras E1 and E2.

(22) Verify that f : Kt1
1 [G1] → E1 is an ℓ-isomorphism between the two

ℓ-algebras in Theorem 2.7.

(23) Prove that K2 = e⊥⊥
2 = φ(e⊥⊥

1 ) = φ(K1) in Theorem 2.7.

(24) Suppose that A is a finite-dimensional ℓ-algebra over F . Prove that if

the intersection of all the ℓ-prime ℓ-ideals is zero, then there exists a

finite number of ℓ-prime ℓ-ideals such that the intersection of them is

also zero.

(25) Prove that in Theorem 2.9(3) if (ciA)(cjA) = {0}, then AiAj = {0}.
(26) Let A be an ℓ-algebra over a totally ordered field F and A1, · · · , Ak

be ℓ-ideals of A. A is the direct sum of A1, · · · , Ak, denoted by A =

A1 ⊕ · · · ⊕ Ak, if A = A1 + · · · + Ak and Ai ∩ Aj = {0}, 1 ≤ i, j ≤ n

and i ̸= j. Prove Theorem 2.9(4).

(27) Let R be an ℓ-ring and 0 < x ̸∈ ℓ-N(R). Prove that if x is basic in R,

then x̄ = x+ ℓ-N(R) is basic in R/ℓ-N(R).

(28) Prove that the H as define in Theorem 2.10 is a convex vector sublat-

tice.

(29) Suppose that R is an ℓ-ring and a > 0 is an f -element of R. Prove that

if x1, · · · , xk are disjoint elements and

ax1 + · · ·+ axk = x1 + · · ·+ xk,

then axi = xi for i = 1, · · · , k.
(30) Prove Theorem 2.11.

(31) An ℓ-ring is called a quasi d-ring if each nonzero positive element can

be written as a sum of disjoint basic elements that are also d-element.

Prove that a unital quasi d-ring is ℓ-unital.

(32) Let R be an ℓ-unital ℓ-ring and M,N be ℓ-modules over R. Prove that

a module isomorphism from M to N is an ℓ-isomorphism if and only if

for any x, y ∈M , φ(x ∨ y) = φ(x) ∨ φ(y) or φ(x ∧ y) = φ(x) ∧ φ(y).



January 13, 2014 11:54 World Scientific Book - 9in x 6in l-ring

Lattice-ordered algebras with a d-basis 75

(33) Let G be a group and t : G × G → F \ {0} be a positive twisting

function. Prove that for any g ∈ G, t(g, g−1) = t(g−1, g).

(34) Prove that any two statements of (i), (ii), (iii) in Theorem 2.2(2) cannot

be true at the same time.

(35) Prove Theorem 2.11.
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Chapter 3

Positive derivations on ℓ-rings

In this chapter, we study positive derivations for various ℓ-rings. In section

1 some examples and basic properties are presented. Section 2 is devoted

to f -ring and its generalizations. We study positive derivations on matrix

ℓ-rings in section 3, and section 4 consists of some results on the kernel of

positive derivations of ℓ-rings.

For a ring B, a function D : B → B is called a derivation on B if for

any a, b ∈ B

D(a+ b) = D(a) +D(b) and D(ab) = aD(b) +D(a)b.

If L is an algebra over a field T , then a derivation on L is called a T-

derivation if T is also a linear transformation, that is, D(αa) = αD(a) for

all α ∈ T and all a ∈ L.

Now let R be a partially ordered ring. A derivation on R is called

positive if for all x ∈ R+, D(x) ≥ 0, and similarly an F -derivation on a

partially ordered algebra A over a totally ordered field F is called positive

if for all x ∈ A+, D(x) ≥ 0.

3.1 Examples and basic properties

The following are some examples of positive derivations. Clearly the map

that sends each element to zero is a positive derivation which is called trivial

derivation. Throughout this chapter F denotes a totally ordered field.

Example 3.1.

(1) Let R = F [x] be the polynomial ℓ-algebra over F with the coordi-

natewise order. For f(x) = anx
n + · · · + a1x + a0 with an ̸= 0, the

usual derivative of f(x) is defined as f ′(x) = nanx
n−1 + · · ·+ a1. Fix

77
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a polynomial 0 < g(x) ∈ R. Define D : R → R by for any f(x) ∈ R,

D(f(x)) = f ′(x)g(x). It is clear that D is a positive F -derivation on

R. On the other hand, if D is a positive F -derivation on R, then it

is easily checked that D(xn) = nxn−1D(x). Hence for any f(x) ∈ R,

D(f(x)) = f ′(x)D(x) and D(x) is a positive polynomial (Exercise 1).

From Example 1.3(3), R = F [x] can be made into a totally ordered

algebra over F in two ways. One total order on R is to define a

polynomial positive if the coefficient of the highest power is positive.

With respect to this total order, the derivation introduced above is

still a positive derivation. Another total order on R is to define a

polynomial positive if the coefficient of the lowest power is positive.

In this case, for any positive polynomial f(x), f(x) ≤ α1, for some 0 <

α ∈ F , implies that for any positive F -derivation D, 0 ≤ D(f(x)) ≤
αD(1) = 0, so D(f(x)) = 0. Therefore D(R) = {0}. Namely the

trivial derivation is the only positive F -derivation in this case. In

Lemma 3.6, it is shown that for an ℓ-unital ℓ-algebra A over F , each

positive derivation on A is an F -derivation. Thus with respect to this

total order on R, the trivial derivation is the only positive derivation

on R.

(2) For a ring B and b ∈ B, define mapping Db : B → B by for any x ∈ B,

Db(x) = xb − bx. Then Db is a derivation on B (Exercise 2) and Db

is called the inner derivation determined by b.

Consider 2×2 upper triangular matrix ℓ-algebra T2(F ) over F with the

entrywise order. Take a = (aij) ∈ T2(F ) with a11 ≤ a22 and a12 = 0.

Then it is easy to see that for each 0 ≤ x ∈ T2(F ), Da(x) = xa−ax ≥ 0

(Exercise 3). For instance, if a = e22, then Da is a positive derivation.

(3) Let R be an ℓ-ring and a ∈ R+ with aR = 0. Then inner derivation

Da(x) = xa − ax = xa is a positive derivation. Similarly if Ra = 0,

then x→ ax is a positive derivation on R.

We first show that a positive derivation will map positive nilpotent

elements and positive idempotent elements to nilpotent elements.

Lemma 3.1. Suppose that R is a partially ordered ring and D is a positive

derivation on R.

(1) For a ∈ R+, if am = 0 for some positive integer m, then (D(a))m = 0.

(2) For a ∈ R+, if a2 = ka for some positive integer k, then (D(a))3 = 0.
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Proof. (1) From am = 0, we have

0 = D(0) = D(am) = D(a)am−1 + aD(am−1),

and hence D(a)am−1 = 0 since D(a)am−1 ≥ 0 and aD(am−1) ≥ 0. It

follows that

0 = D(0) = D(D(a)am−1) = D(D(a))am−1 +D(a)D(am−1),

so

0 = D(a)D(am−1) = D(a)(D(a)am−2 + aD(am−2)).

Therefore we have (D(a))2am−2 = 0. Continuing this process we obtain

(D(a))m = 0.

(2) From a2 = ka, we have

aD(a) +D(a)a− kD(a) = D(a2)− kD(a) = D(a2 − ka) = 0.

By multiplying the equation on the left by a, we obtain a2D(a)+aD(a)a−
kaD(a) = 0. It follows that aD(a)a = 0 since a2 = ka. Then

0 = D(aD(a)a) = aD(D(a)a) +D(a)D(a)a

implies (D(a))2a = 0, and hence

0 = D((D(a))2a) = D(a)3 +D((D(a))2)a,

so D(a)3 = 0. �

The following result, which will be used later, characterizes minimal

ℓ-prime ℓ-ideals for commutative ℓ-rings.

Lemma 3.2. Let R be a commutative ℓ-ring and P be an ℓ-prime ℓ-ideal of

R. Then P is a minimal ℓ-prime ℓ-ideal if and only if for each 0 ≤ x ∈ P

there exists 0 ≤ y ̸∈ P such that xy is a nilpotent element.

Proof. Suppose that P ̸= {0} is a minimal ℓ-prime ℓ-ideal. Let 0 < x ∈ P

and consider the set

S = {xna | n ≥ 1, a ∈ R+ \ P} ∪ (R+ \ P ).

Then S is an m-system properly containing R+ \ P (Exercise 4). By The-

orem 1.30(2), 0 ∈ S, and hence xny = 0 for some y ∈ R+ \ P and positive

integer n. Hence (xy)n = 0. Conversely suppose that P is an ℓ-prime ℓ-

ideal which satisfies the given condition and Q is a minimal ℓ-prime ℓ-ideal

contained in P . If Q ̸= P , then there exists 0 ≤ x ∈ P \ Q, and hence xy

is nilpotent for some 0 ≤ y ̸∈ P . Then xy ∈ Q implies that x ∈ Q or y ∈ Q

by Theorem 1.26, which is a contradiction. Thus P = Q and hence P is a

minimal ℓ-prime ℓ-ideal. �
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Lemma 3.3. Let R be an Archimedean ℓ-ring in which the square of each

element is positive.

(1) If x ∈ R+ and x2 = 0, then xR = Rx = {0}.
(2) ℓ-N(R) = {x ∈ R | |x| is nilpotent} and R2(ℓ-N(R)) = (ℓ-N(R))R2 =

R(ℓ-N(R))R = {0}.
(3) If R is an f -ring, then R(ℓ-N(R)) = (ℓ-N(R))R = 0.

Proof. (1) For any y ∈ R+ and positive integer n, (nx− y)2 ≥ 0 implies

n(xy) ≤ n(xy) + n(yx) ≤ (nx)2 + y2 = y2,

and hence xy = 0 since R is Archimedean. Similarly yx = 0. Thus xR =

Rx = {0}.
(2) We first show that if x ∈ R+ is nilpotent, then x3 = 0. Suppose

that xn = 0 with n ≥ 4. Then 2n − 4 ≥ n, so (xn−2)2 = 0, and hence by

(1) xn−1 = xxn−2 = 0. Continuing this process we eventually get x3 = 0.

Now suppose |x| is a nilpotent element and y ∈ R+. For any positive

integer n, 0 ≤ (n|x| − y)2 implies that n|x|y ≤ n2|x|2 + y2, and hence

nz|x|y ≤ n2z|x|2 + zy2 and n|x|yz ≤ n2|x|2z + y2z,

for any z ∈ R+. But (|x|2)2 = 0 implies z|x|2 = |x|2z = 0 by (1), so that

R is Archimedean implies z|x|y = |x|yz = 0 for all y, z ∈ R+. By the

definition of ℓ-N(R) and R+|x|R+ = {0}, we have x ∈ ℓ-N(R), and hence

ℓ-N(R) = {x ∈ R | |x| is nilpotent}. And then |x|yz = 0 and z|x|y = 0

for any x ∈ ℓ-N(R) and y, z ∈ R+ imply that (ℓ-N(R))R2 = {0} and

R(ℓ-N(R))R = {0}. Similarly, R2(ℓ-N(R)) = {0}.
(3) Suppose that R is an f -ring and 0 ≤ x ∈ ℓ-N(R). By (2), x3 = 0.

For a positive integer n, consider nx2 and x. If R is totally ordered, then

nx2 ≤ x (Exercise 5). Then nx2 ≤ x is true in an f -ring since it is a

subdirect product of totally ordered rings, and hence x2 = 0. Therefore by

(1), xR = Rx = {0}, that is, R(ℓ-N(R)) = (ℓ-N(R))R = {0}. �

Corollary 3.1. Let R be an Archimedean ℓ-ring in which the square of

each element is positive.

(1) For a positive derivation D on R, D(ℓ-N(R)) ⊆ ℓ-N(R).

(2) R/ℓ-N(R) is also Archimedean.

Proof. (1) Let x ∈ ℓ-N(R). Then |x| is nilpotent by Lemma 3.3, so

D(|x|) is also nilpotent by Lemma 3.1. It follows that D(|x|) ∈ ℓ-N(R) by

Lemma 3.3 again, and since |D(x)| ≤ D(|x|) (Exercise 6), D(x) ∈ ℓ-N(R).

Therefore D(ℓ-N(R)) ⊆ ℓ-N(R).
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(2) Take 0 ≤ a+ ℓ-N(R), 0 ≤ b+ ℓ-N(R) ∈ R/ℓ-N(R) and suppose that

n(a + ℓ-N(R)) ≤ (b + ℓ-N(R)) for all positive integer n. We may assume

a, b ∈ R+. Then

na+ ℓ-N(R) = (na+ ℓ-N(R)) ∧ (b+ ℓ-N(R))

implies that na− na ∧ b = an ∈ ℓ-N(R), and hence na ≤ b+ an. It follows

that na3 ≤ a2b since a2an ∈ R2(ℓ-N(R)) = {0} by Lemma 3.3. Then R

is Archimedean implies that a3 = 0, and hence a ∈ ℓ-N(R) by Lemma 3.3

again, that is, a+ ℓ-N(R) = 0. Hence R/ℓ-N(R) is Archimedean. �

3.2 f-ring and its generalizations

Positive derivations on ℓ-rings were first studied for f -rings. We will present

the results for f -rings first below.

Lemma 3.4. Let T be a totally ordered domain and D be a positive deriva-

tion on T . Given a ∈ T+, for any positive integer n,

nD(a2) ≤ a2D(a) +D(a)a2 +D(a).

Proof. If D(a) = 0, then the inequality is clearly true since D(a2) =

D(a)a+ aD(a) = 0. Suppose that D(a) > 0 and n is a positive integer. If

na ≤ a2, then

nD(a2) = naD(a) + nD(a)a ≤ a2D(a) +D(a)a2.

In the following, we consider the case a2 < na. First we show that

2ma2 ≤ na for any positive integer m by mathematical induction. If

aD(a) ≤ D(a)a, then

2aD(a) ≤ D(a)a+ aD(a) = D(a2) ≤ nD(a),

and hence 2a2D(a) ≤ (na)D(a). Thus 2a2 ≤ na since T is a totally ordered

domain. Similarly if D(a)a ≤ aD(a), then

2D(a)a ≤ D(a)a+ aD(a) = D(a2) ≤ nD(a)

implies 2a2 ≤ na. Thus 2ma2 ≤ na is true when m = 1. Now suppose that

2ka2 ≤ na and we show that ak+1a2 ≤ na, k ≥ 1. If aD(a) ≤ D(a)a, then

2k+1aD(a) ≤ 2k(D(a)a+ aD(a)) = 2kD(a2) ≤ nD(a)

implies 2k+1a2D(a) ≤ (na)D(a), so 2k+1a2 ≤ na. Similarly if D(a)a ≤
aD(a), then

2k+1D(a)a ≤ 2k(D(a)a+ aD(a)) = 2kD(a2) ≤ nD(a)
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implies 2k+1D(a)a2 ≤ nD(a)a, so 2k+1a2 ≤ na. In any case, 2k+1a2 ≤ na,

and hence by the induction, 2ma2 ≤ na for all positive integer m. Choose

m such that n2 ≤ 2m, we get na2 ≤ a, and hence nD(a2) ≤ D(a).

Therefore for any case we have proved that nD(a2) ≤ a2D(a)+D(a)a2+

D(a) for a ∈ T+. �

We note that Lemma 3.4 is also true for a reduced f -ring since it is a

subdirect product of totally ordered domains. We leave the verification of

this fact to the reader (Exercise 7).

Theorem 3.1. Let R be an Archimedean f -ring and D be a positive deriva-

tion on R. Then D(R) ⊆ ℓ-N(R) and D(R2) = {0}. Thus if ℓ-N(R) = {0},
then the only positive derivation on R is the trivial derivation.

Proof. We note that R is commutative by Theorem 1.22. Let P be a

minimal ℓ-prime ℓ-ideal of R and 0 ≤ x ∈ P . From Lemma 3.2, there

exists 0 ≤ y ̸∈ P such that (xy)k = 0 for some positive integer k. Then by

Lemma 3.1, (D(xy))k = 0, and hence D(xy) = xD(y)+D(x)y implies that

(D(x)y)k = 0. Thus D(x)y ∈ P and y ̸∈ P imply D(x) ∈ P by Theorem

1.27. We have proved that D(P ) ⊆ P for each minimal ℓ-prime ℓ-ideal P .

Then D induces a positive derivation DP on R/P = {a = a+P | a ∈ R}
by defining DP (a) = D(a) (Exercise 8). Since R/P is a totally ordered

domain by Theorem 1.27, using Lemma 3.4, for a ∈ R+ and any positive

integer n,

nDP (a
2) ≤ a2DP (a) +DP (a)a

2 +DP (a),

that is, for each minimal ℓ-prime ℓ-ideal P ,

nD(a2) + P ≤ (a2D(a) +D(a)a2 +D(a)) + P

in R/P . Hence

nD(a2) + ℓ-N(R) ≤ (a2D(a) +D(a)a2 +D(a)) + ℓ-N(R)

in R/ℓ-N(R) since ℓ-N(R) is the intersection of all minimal ℓ-prime ℓ-ideals

by Theorem 1.28.

By Corollary 3.1, R/ℓ-N(R) is Archimedean. Then

n(D(a2) + ℓ-N(R)) ≤ (a2D(a) +D(a)a2 +D(a)) + ℓ-N(R)

implies D(a2) + ℓ-N(R) = {0}, that is, D(a2) ∈ ℓ-N(R). By Corollary 3.1,

D(D(a2)) ∈ ℓ-N(R). Hence

(D(a))2 ≤ (D(a))2 + aD(D(a)) = D(aD(a)) ≤ D(D(a2))
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further implies (D(a))2 ∈ ℓ-N(R). Thus D(a) ∈ ℓ-N(R) for each a ∈ R+

by Lemma 3.3. It follows that D(R) ⊆ ℓ-N(R).

Finally for all x, y ∈ R, D(xy) = xD(y) + D(x)y ∈ R(ℓ-N(R)) + (ℓ-

N(R))R = {0} by Lemma 3.3. Hence D(R2) = {0}. �
Theorem 3.1 was originally proved by P. Colville, G. Davis and K.

Keimel [Colville, Davis and Keimel (1977)]. The proof presented here was

due to M. Henriksen and F. A. Smith [Henriksen and Smith (1982)] be-

cause of elementary and general nature in their proof. We would like to

present the proof in [Colville, Davis and Keimel (1977)] based on Theorem

3.2 for Archimedean f -rings whose proof will be omitted, and the reader is

referred to [Bigard and Keimel (1969)] for more details. Let R be an f -ring.

A positive orthomorphism φ of R is an endomorphism of the additive group

of R such that for any x, y ∈ R, x ∧ y = 0 ⇒ x ∧ φ(y) = 0. Define

Orth(R) = {φ− ψ | φ,ψ are positive orthomorphisms of R}.
Then Orth(R) is a partially ordered ring with respect to the positive cone

Orth(R)+ = {φ | φ is a positive orthomorphism of R}
(Exercise 9).

Theorem 3.2. Let R be an Archimedean and reduced f -ring. Then

Orth(R) is a unital Archimedean f -ring.

Another proof of Theorem 3.1 First suppose that ℓ-N(R) = {0},
that is, R contains no nonzero nilpotent element. Let D be a positive

derivation on A and x ∧ y = 0 for some x, y ∈ R. Then xy = 0 implies

that xD(y) + D(x)y = 0, and hence xD(y) = 0 = D(x)y. Therefore

(x ∧D(y))2 = 0, so x ∧D(y) = 0. Hence D is a positive orthomorphism of

R.

For any a ∈ R+, define φa : R→ R by φa(x) = ax. Since R is an f -ring,

x∧ y = 0 ⇒ x∧φa(y) = x∧ ay = 0. Thus φa is a positive orthomorphism.

Then D and φa commute since Orth(R) is an Archimedean f -ring implies

that it is commutative. For a, b ∈ R+,

D(ab) = D(φa(b)) = (Dφa)(b) = (φaD)(b) = φa(D(b)) = aD(b)

and D(ab) = aD(b) +D(a)b imply that D(a)b = 0, especially (D(a))2 = 0

when set b = D(a). Thus D(a) = 0 for all a ∈ R+ since R is reduced.

Therefore D(R) = 0.

For the general case, we consider R = R/ℓ-N(R). Then R is an

Archimedean f -ring with ℓ-N(R) = {0}. By Corollary 3.1, D(ℓ-N(R)) ⊆ ℓ-

N(R), so we can define a positive derivation D of R by D(x + ℓ-N(R)) =
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D(x) + ℓ-N(R). From the above argument, we have D = 0. Therefore,

D(R) ⊆ ℓ-N(R). Since R(ℓ-N(R)) = (ℓ-N(R))R = {0} by Lemma 3.3, for

any a, b ∈ R, D(ab) = aD(b)+D(a)b = 0, so D(R2) = {0}. This completes

the proof.

A ring B is called von Neumann regular if for each a ∈ B there is an

x ∈ B for which axa = a and B is called strongly regular if for each a ∈ B

there is an x ∈ B for which a2x = a.

Theorem 3.3.

(1) A ring B is strongly regular if and only if B is regular and reduced.

(2) Every regular f -ring is strongly regular.

(3) If D is a positive derivation on a regular f -ring, then D = 0.

Proof. (1) Suppose that B is strongly regular. For a ∈ B, if a2 = 0,

then there is an x ∈ B for which a2x = a, so a = 0. Thus B is reduced.

For a ∈ B, there is an x ∈ B such that a2x = a. Then (axa − a)2 = 0,

so axa = a. Conversely if B is regular and reduced, then for each a ∈ B,

there is an x ∈ B for which axa = a. Thus (a2x− a)2 = 0, so a2x = a.

(2) By (1), it is sufficient to show that R is reduced. Let a ∈ R with

a2 = 0. Then there is an x ∈ R for which axa = a, and hence (ax)2 = ax.

Since a ∈ ℓ-N(R) by Theorem 1.27, ax ∈ ℓ-N(R), so ax is nilpotent. Hence

ax = 0, so a = axa = 0.

(3) We first notice that if L is a totally ordered division ring and D is a

positive derivation on L, then for 0 < a ∈ L, a−1 > 0 and 1 = aa−1 imply

that 0 = D(1) = aD(a−1) + D(a)a−1. Thus D(a)a−1 = 0 and D(a) = 0,

so D = 0.

Suppose that R is a regular f -ring and D is a positive derivation of

R. By (2) R is strongly regular and reduced. Let P be a minimal ℓ-prime

ℓ-ideal and 0 ≤ x ∈ P . By Theorem 1.30(3), there is a 0 ≤ y ̸∈ P such that

xy = 0. Then xD(y)+D(x)y = 0, so D(x)y = 0. It follows that D(x) ∈ P .

Thus D(P ) ⊆ P for each minimal ℓ-prime ℓ-ideal P , so D induces a positive

derivation DP on R/P defined by DP (x+ P ) = D(x) + P . Since R/P is a

totally ordered domain by Theorem 1.27(2) and strongly regular, R/P is a

totally ordered division ring (Exercise 10). It follows that DP = 0 for each

minimal ℓ-prime ℓ-ideal of R, and hence for any x ∈ R, D(x) is contained

in each minimal ℓ-prime ℓ-ideal. Therefore D(x) = 0 for any x ∈ R since

R is reduced, so D(R) = 0. �
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In the following, we consider generalization of Theorem 3.1 to various

classes of ℓ-rings. First consider almost f -rings.

Theorem 3.4. Let R be an Archimedean almost f -ring and D be a positive

derivation of R. Then D(R) ⊆ ℓ-N(R) and D(R3) = {0}.

Proof. Since R is an Archimedean almost f -ring, R/ℓ-N(R) is also

Archimedean by Corollary 3.1 and R/ℓ-N(R) is an almost f -ring (Exer-

cise 11). From Theorem 1.28, R/ℓ-N(R) is an Archimedean f -ring and

reduced, so ℓ-N(R) consists of all the nilpotent elements of R. By Corol-

lary 3.1, D(ℓ-N(R)) ⊆ ℓ-N(R). Thus D induces a positive derivation D

on R/ℓ-N(R) defined by D(x+ ℓ-N(R)) = D(x) + ℓ-N(R). It follows from

Theorem 3.1 that D = 0, so D(R) ⊆ ℓ-N(R). Let x, y, z ∈ R, since the

square of each element in R is positive, using Lemma 3.3, we have

D(xyz) = xD(yz) = x(yD(z) +D(y)z) = xyD(z) + xD(y)z = 0.

Hence D(R3) = {0}. �

The following example shows that in Theorem 3.4, D(R3) = {0} cannot

be replaced by D(R2) = {0} for an Archimedean almost f -ring.

Example 3.2. Let R = Z × Z with the coordinatewise addition and or-

dering. Define the multiplication by (a, b)(c, d) = (0, ac). Then R is

an ℓ-ring (Exercise 12). Since (a, b) ∧ (c, d) = 0 implies that ac = 0,

(a, b)(c, d) = 0, and hence R is an almost f -ring. Define D : R → R

by D(a, b) = (a, 2b). Then D is a positive derivation on R (Exercise 12)

and D((1, 0)(1, 0)) = D(0, 1) = (0, 2) ̸= 0, so D(R2) ̸= {0}.

Next we consider positive derivations on Archimedean d-rings.

Lemma 3.5. Let R be an Archimedean d-ring. Then ℓ-N(R) = {a ∈
R | a3 = 0}.

Proof. We show that for any nilpotent element a ∈ R, a3 = 0. Since

|xy| = |x||y| for any x, y ∈ R, we may assume that a ≥ 0. Suppose that

ak = 0 for some positive integer k ≥ 4, we derive that ak−1 = 0. Let n be

a positive integer and let (na)k−2 ∧ (na)k−3 = zn. Since ((na)k−2 − zn) ∧
((na)k−3 − zn) = 0, a+ a2 is a d-element implies that

(a+ a2)((na)k−2 − zn) ∧ (a+ a2)((na)k−3 − zn) = 0.

Thus

a((na)k−2 − (na)k−2 ∧ (na)k−3) ∧ a2((na)k−3 − (na)k−2 ∧ (na)k−3) = 0,
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that is,

(nk−2ak−1−nk−2ak−1∧nk−3ak−2)∧ (nk−3ak−1−nk−2ak ∧nk−3ak−1) = 0.

Hence ak = 0 implies that

(nk−2ak−1 − nk−2ak−1 ∧ nk−3ak−2) ∧ nk−3ak−1 = 0.

It follows that

(nk−2ak−1 − nk−2ak−1 ∧ nk−3ak−2) ∧ nk−2ak−1 = 0,

so nk−2ak−1−nk−2ak−1 ∧nk−3ak−2 = 0, and nk−2ak−1 ≤ nk−3ak−2. Con-

sequently nak−1 ≤ ak−2, and hence ak−1 = 0 since R is Archimedean.

By Theorem 1.25, each element in ℓ-N(R) is nilpotent. By Theorems

1.27 and 1.28, ℓ-P (R) = {a ∈ R | a is a nilpotent} (Exercise 13). Let

0 ≤ a, b, c ∈ ℓ-P (R). From the above argument, abc ≤ (a+b+c)3 = 0 since

a+ b+ c ∈ ℓ-P (R), that is, (ℓ-P (R))3 = 0. Thus ℓ-P (R) ⊆ ℓ-N(R). It then

follows that ℓ-N(R) = ℓ-P (R) = {a ∈ R | a3 = 0}. �

Theorem 3.5. Let R be an Archimedean d-ring. Then R/ℓ-N(R) is a

reduced Archimedean f -ring.

Proof. We only need to show that R/ℓ-N(R) is Archimedean. Suppose

that 0 ≤ a+ ℓ-N(R), b+ ℓ-N(R) ∈ R/ℓ-N(R) with n(a+ ℓ-N(R)) ≤ (b+ ℓ-

N(R)) for all positive integer n. We may assume that a, b ∈ R+. Then

n(a+ ℓ-N(R)) = n(a+ ℓ-N(R)) ∧ (b+ ℓ-N(R))

implies that na−na∧ b ∈ ℓ-N(R). By Lemma 3.5, (na−na∧ b)3 = 0, and

by a direct calculation we have

0 = n3a3 − n2(na ∧ b)a2 − n2a(na ∧ b)a+ n(na ∧ b)2a− n2a2(na ∧ b) +
n(na ∧ b)a(na ∧ b) + na(na ∧ b)2 − (na ∧ b)3.

Thus

n3a3 ≤ n2(na ∧ b)a2 + n2a(na ∧ b)a+ n2a2(na ∧ b) + (na ∧ b)3

≤ n2ba2 + n2aba+ n2a2b+ b3

≤ n2(ba2 + aba+ a2b+ b3),

and hence na3 ≤ (ba2 + aba+ a2b+ b3) for all positive integer n. Therefore

a3 = 0 since R is Archimedean, so a ∈ ℓ-N(R) and a+ ℓ-N(R) = 0. �

Theorem 3.6. Let R be an Archimedean d-ring and D be a positive deriva-

tion on R. Then D(R) ⊆ ℓ-N(R).
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Proof. By Lemma 3.1, for any positive nilpotent element a, D(a) is also

nilpotent. Thus D(ℓ-N(R)) ⊆ ℓ-N(R), so D induces a positive derivation

D on R/ℓ-N(R) defined by D(x+ℓ-N(R)) = D(x)+ℓ-N(R) for any x ∈ R.

By Theorem 3.5 R/ℓ-N(R) is an Archimedean f -ring and reduced, which

implies that D = 0, so D(R) ⊆ ℓ-N(R). �

The following is an example of an Archimedean d-ring with a positive

derivation D such that D(Rn) ̸= {0} for any positive integer n.

Example 3.3. Let A = R4 be the column vector lattice over R with the

coordinatewise addition and ordering, and the multiplication is defined as

follows. 
α1

α2

α3

α4



β1
β2
β3
β4

 =


α1β1
α1β2
α3β1
α3β2

 .

Then A is an Archimedean d-algebra over R (Exercise 14) with

ℓ-N(A) =




0

α2

α3

α4

 ∣∣ α2, α3, α4 ∈ R

 .

Define D : A→ A by

D


α1

α2

α3

α4

 =


0

α2

0

0

 .

It is straightforward to check that D is a positive derivation on A. For

a =


1

1

0

0

 , D(a) =


0

1

0

0

 .

Since a is an idempotent element, D(an) = D(a) ̸= 0 for any n ≥ 1. Thus

D(An) ̸= {0} for any positive integer n.

The above example also shows that there are nilpotent elements x in an

Archimedean d-ring such that x2 ̸= 0. Certainly x3 = 0 by Lemma 3.5.
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Now we consider Archimedean ℓ-rings with squares positive. For an

ℓ-ring R and a ∈ R,

r(a) = {x ∈ R | |a||x| = 0} and ℓ(a) = {x ∈ R | |x||a| = 0}

are right and left ℓ-annihilator of a, respectively. Clearly r(a) is a right

ℓ-ideal and ℓ(a) is a left ℓ-ideal of R.

Theorem 3.7. Let R be an Archimedean ℓ-ring with squares positive and

D be a positive derivation on R. If R contains an idempotent element e with

r(e) ⊆ ℓ-N(R) or ℓ(e) ⊆ ℓ-N(R), then D(R) ⊆ ℓ-N(R) and D(R3) = {0}.

Proof. First assume that ℓ-N(R) = {0}. Without loss of generality, we

may also assume that r(e) = {0}. By Lemma 3.3, R is ℓ-reduced. Since

e2 = e, (D(e))3 = 0 by Lemma 3.1, so D(e) = 0 since R is ℓ-reduced. For

a ∈ R+ and a positive integer n, 0 ≤ (ne−a)2 implies that nea ≤ n2e2+a2,

and hence

nD(ea) ≤ n2D(e2) +D(a2) = n2(eD(e) +D(e)e) +D(a2) = D(a2).

Then R is Archimedean implies D(ea) = 0. Thus eD(a) + D(e)a = 0, so

eD(a) = 0. It follows from r(e) = {0} that D(a) = 0 for each a ∈ R+.

Therefore D = 0.

For the general case, by Corollary 3.1, D(ℓ-N(R)) ⊆ ℓ-N(R). Thus D

induces a positive derivation D on R = R/ℓ-N(R) defined by D(x + ℓ-

N(R)) = D(x) + ℓ-N(R). R is also Archimedean by Corollary 3.1. From

r(e) ⊆ ℓ-N(R) or ℓ(e) ⊆ ℓ-N(R), we have r(e + ℓ-N(R)) = 0 or ℓ(e + ℓ-

N(R)) = 0 in R (Exercise 15). By the above argument, D = 0 and hence

D(R) ⊆ ℓ-N(R). Using Lemma 3.3 again, we have D(R3) = {0}. �

We notice that the ℓ-ring in Example 1.5 satisfies the conditions in

Theorem 3.7. Next we show that Theorem 3.3(3) can be generalized to

partially ordered rings with squares positive.

Theorem 3.8. Suppose that R is a partially ordered strongly regular ring

in which for each x ∈ R, x2 ≥ 0. Then trivial derivation is the only positive

derivation on R.

Proof. Suppose that D is a positive derivation on R. We first show that

for each x ∈ R+, D(x) = 0. Since R is strongly regular, there exists a y ∈ R

such that x2y = x, and hence xyx = x by Theorem 3.3(1). Thus xy is an

idempotent and hence D(xy) = 0 by Lemma 3.1 and that R is reduced.
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Similarly D(yx) = 0, so D(y)x+ yD(x) = 0 and xD(y)x = −(xy)D(x) ≤ 0

since xy = (xy)2 ≥ 0. From xy2 ≥ 0, we have

D(xy2) = (xy)D(y) +D(xy)y = (xy)D(y) ≥ 0.

Multiplying on both sides of the above inequality by x, we obtain

x2yD(y)x ≥ 0, so xD(y)x ≥ 0. Hence xD(y)x = 0 and (xy)D(x) = 0.

Then x = xyx implies that D(x) = (xy)D(x) +D(xy)x = 0.

Now for any z ∈ R, z2 ≥ 0 implies that D(z2) = 0. Suppose z2w = z for

some w ∈ R. Thus,D(z) = z2D(w)+D(z2)w = z2D(w). As in the previous

paragraph, wz is idempotent implies that 0 = D(wz) = wD(z) + D(w)z.

Consequently,

D(z)z = z2D(w)z = −z2wD(z) = −zD(z).

Hence

0 ≤ (zD(z))2 = z(D(z)z)D(z) = −z2D(z)2 ≤ 0,

so (zD(z))2 = 0 and zD(z) = 0 since R is reduced. Since zw is also

idempotent, 0 = D(zw) = zD(w)+D(z)w, so zD(w) = −D(z)w. Therefore

D(z) = z2D(w) = z(zD(w)) = −zD(z)w = 0.

Therefore D(z) = 0 for all z ∈ R. �

For the ℓ-field F ((x)) of Laurent series with the coordinatewise order in

Example 2.1, the usual derivative defined by D(
∑∞

i=n aix
i) =

∑∞
i=n iaix

i−1

is a nontrivial positive derivation. Therefore the condition that R is a

partially ordered ring with squares positive cannot be omitted in Theorem

3.8.

In the following we show that for a unital finite-dimensional

Archimedean ℓ-algebra A over a totally ordered field F with a d-basis, if D

is a positive derivation on A, then D(A) ⊆ ℓ-N(A). First we show that for

any ℓ-unital ℓ-algebra over F , positive derivation and positive F -derivation

coincide.

Lemma 3.6. Suppose that A is an ℓ-unital ℓ-algebra over F . If D is a

positive derivation on A, then D is an F -derivation.

Proof. Suppose that 1 is the identity element of A. Let 0 < r ∈ F . Then

0 < r−1 ∈ F , and hence r1 > 0 and r−11 > 0. Then

0 = D(1) = D(r1r−11) = D(r1)(r−11) + (r1)D(r−11)
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implies D(r1)r−11 = 0 and D(r1) = 0. If r < 0, then −r > 0 and since

D is a group-homomorphism, D(r1) = −D(−r1) = 0 by above argument.

Therefore for any r ∈ F , D(r1) = 0, and hence for any a ∈ A, r ∈ F ,

D(ra) = D((r1)a) = (r1)D(a) +D(r1)a = rD(a),

that is, D is an F -derivation. �

Theorem 3.9. Let A be a unital finite-dimensional Archimedean ℓ-algebra

over F with a d-basis and D be a positive derivation on A. Then D(A) ⊆ ℓ-

N(A).

Proof. From Theorem 2.10, A = ℓ-N(A) + H, where H is a convex ℓ-

subalgebra of A, and ℓ-N(A) ∩H = {0}. Suppose that 1 = c1 + · · · + cn,

where {c1, · · · , cn} are disjoint basic elements, n ≥ 1. Then 0 = D(1) =

D(c1) + · · · + D(cn) implies that D(ci) = 0 for each i = 1, · · · , n. For a

basic element x ∈ H, by Lemma 2.6, there exists a basic element y such

that xy = ci and yx = cj for some i, j. Then 0 = D(ci) = D(xy) =

xD(y) +D(x)y implies that D(x)y = 0, so D(x)(yx) = D(x)cj = 0. From

yx = cj , we have x = xcj . Thus

D(x) = D(xcj) = xD(cj) +D(x)cj = 0.

Since each strictly positive element in H is a sum of disjoint basic elements

in H, we have D(H) = {0}.
Take a basic element a in ℓ-N(A) and suppose that D(a) > 0. Then

D(a) = x1+· · ·+xk, where k ≥ 1 and x1, · · · , xk are disjoint basic elements.

If some xj ̸∈ ℓ-N(A), then by Lemma 2.6 again, there exists a basic element

z such that xjz = ct for some t. Thus ct ≤ D(a)z ≤ D(az). Then az ∈ ℓ-

N(A) implies that az is nilpotent, so D(az) is nilpotent by Lemma 3.1.

Therefore ct is nilpotent, which is a contradiction. Then each xi in D(a) =

x1 + · · · + xk belongs to ℓ-N(A), and hence D(a) ∈ ℓ-N(A). Thus D(ℓ-

N(A)) ⊆ ℓ-N(A). Therefore D(A) ⊆ ℓ-N(A). �

3.3 Matrix ℓ-rings

In this section, we consider positive derivations on matrix ℓ-rings and upper

triangular matrix ℓ-rings with the entrywise order. For an ℓ-algebra A over

a totally ordered field F , an element u ∈ A+ is called a strong unit if for

any x ∈ A, there exists α ∈ F such that x ≤ αu.

Theorem 3.10. Let A be a unital ℓ-algebra over a totally ordered field F

and D be a positive F -derivation.
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(1) If A contains a strong order u such that u ≤ u2 ≤ αu with 1 ≤ α < 2,

then D must be the trivial derivation.

(2) If A contains a strong order u such that u ≤ u2 ≤ 2u, then (D(x))2 = 0

for each x ∈ A.

Proof. (1) We show that D(x) = 0 for all x ∈ A+. Since u ≤ u2 ≤ αu,

we have 0 ≤ D(u) ≤ uD(u) +D(u)u ≤ αD(u), so u2D(u)u + uD(u)u2 ≤
α(uD(u)u). It follows from u ≤ u2 that

2uD(u)u ≤ u2D(u)u+ uD(u)u2 ≤ α(uD(u)u),

and hence (α− 2)(uD(u)u) ≥ 0. Thus uD(u)u ≤ 0 since α− 2 < 0. Hence

uD(u)u = 0.

Suppose that 1 ≤ βu for some β ∈ F+. Then

D(u) ≤ β(uD(u)) ≤ β2(uD(u)u) = 0

implies that D(u) = 0. Hence for each x ∈ A+, x ≤ αu for some α ∈ F+

implies D(x) ≤ αD(u) = 0. Thus D(x) = 0 for x ∈ A+ and D(A) = {0}.
(2) We first show that (D(u))2 = 0. By a similar calculation as in (1),

we have

2uD(u)u ≤ u2D(u)u+ uD(u)u2 ≤ 2uD(u)u,

so 2uD(u)u = u2D(u)u+ uD(u)u2. Thus

0 ≤ (u2 − u)D(u)u = uD(u)(u− u2) ≤ 0

implies that (u2 − u)D(u)u = 0. Since (u2 − u)D(u) ≥ 0 and βu ≥ 1 for

some β > 0 in F , (u2 − u)D(u) = 0. It follows that

0 = D((u2 − u)D(u)) = (u2 − u)D(D(u)) +D(u2 − u)D(u),

and hence (u2−u)D(D(u)) = D(u2−u)D(u) = 0. So (D(u2)−D(u))D(u) =

0 implies that

(uD(u) +D(u)u)D(u) = u(D(u))2 +D(u)uD(u) = (D(u))2.

Multiplying the above equation by u from the left, we obtain

u2(D(u))2 + (uD(u))2 = u(D(u))2 ≤ u2(D(u))2.

Consequently, (uD(u))2 = 0 and hence (D(u))2 = 0 since u ≥ β1.

For an arbitrary x ∈ A, |x| ≤ αu for some 0 < α ∈ F , so

|(D(x))2| ≤ |D(x)|2 ≤ (D(|x|))2 ≤ α2(D(u))2 = 0

implies that (D(x))2 = 0. �
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Let’s consider some applications of Theorem 3.10. For the n×n matrix

algebra Mn(F ) over a totally ordered field F , Mn(F
+) is the positive cone

of the entrywise order onMn(F ). By Theorem 1.19, for an invertible matrix

f ∈Mn(F
+), fMn(F

+) is the positive cone of a lattice order on Mn(F ) to

make it into an ℓ-algebra over F .

Theorem 3.11. For any invertible matrix f ∈ Mn(F
+), the only positive

F -derivation on the ℓ-algebra (Mn(F ), fMn(F
+)) is the trivial derivation.

Proof. Suppose that f = (fij). Define α =
∑n

i=1

∑n
j=1 fij , g = (gij) ∈

Mn(F ) with each gij = α−1, and u = fg. For x ∈ Mn(F ), let 0 < αx ∈ F

be greater than each entry in the matrix f−1x. Then since (ααx)g−f−1x ∈
Mn(F

+),

(ααx)u− x = f((ααx)g − f−1x) ≥ 0

with respect to the lattice order fMn(F
+). Thus x ≤ (ααx)u for each

x ∈ Mn(F
+), so u is a strong unit. As well, a direct calculation shows

that gfg = g (Exercise 16) and hence u2 = u. By Theorem 3.10(1), the

ℓ-algebra (Mn(F ), fMn(F
+)) has no nontrivial positive F -derivation. �

For a totally ordered subfield F of R, each ℓ-algebra Mn(F ) over F is ℓ-

isomorphic to the ℓ-algebra (Mn(F ), fMn(F
+)) for some invertible matrix

f ∈ Mn(F
+) [Steinberg (2010)]. As a direct consequence of this fact and

Theorem 3.11, any ℓ-algebra Mn(F ) over F has no nontrivial positive F -

derivation.

The following example is related to Theorem 3.10(2).

Example 3.4. Consider the following set of upper triangular matrices

A = {
(
a b

0 a

)
| a, b ∈ R}.

We leave it to the reader to check that A is an ℓ-algebra over R with the

entrywise order and u = e11+ e12+ e22 is a strong order with u ≤ u2 ≤ 2u.

Clearly D defined by

D

(
a b

0 a

)
=

(
0 b

0 0

)
is a positive derivation on A. Since D ̸= 0, the condition that u ≤ u2 ≤ αu

for some 1 ≤ α < 2 in Theorem 3.10(1) is not satisfied by A. Clearly

(D(x))2 = 0 for any x ∈ A.
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For an ℓ-unital ℓ-ring R and the matrix ℓ-ring Mn(R) over R with

the entrywise order, we show that positive derivations on R and positive

derivations on Mn(R) are in one-to-one correspondence.

For a ring B and the matrix ringMn(B), if D is a derivation on B, then

we may use D to define a derivation Dn on Mn(B) by Dn(a) = (D(aij)),

for any a = (aij) ∈Mn(B).

For a = (aij), b = (bij) ∈ Mn(R), clearly Dn(a + b) = Dn(a) + Dn(b).

Let ab = (cij), where cij =
∑

1≤k≤n aikbkj . Then

Dn(ab) = (D(cij))

= (
∑

1≤k≤n

(aikD(bkj) +D(aik)bkj))

= (aij)(D(bkj)) + (D(aik))(bkj)

= aDn(b) +Dn(a)b.

Thus Dn is indeed a derivation on Mn(B) and Dn is called the induced

derivation on Mn(B) by D.

Theorem 3.12. Suppose that R is an ℓ-unital ℓ-ring and Mn(R) is the

matrix ℓ-ring over R with the entrywise order.

(1) D is a positive derivation on R if and only if Dn is a positive derivation

on Mn(R).

(2) If D′ is a positive derivation on Mn(R), then there exists a positive

derivation D on R such that D′ = Dn.

Thus positive derivations on Mn(R) and positive derivations on R are in

one-to-one correspondence.

Proof. (1) is clear.

(2) Let 1 denote the identity matrix and eij be the standard matrix units

of Mn(R). Since 0 = D′(1) = D′(e11)+ · · ·+D′(enn) and each D′(eii) ≥ 0,

we have each D′(eii) = 0. For any a ∈ R,

D′(ae11) = D′(ae11e11) = D′(ae11)e11 + (ae11)D
′(e11) = D′(ae11)e11,

and similarly D′(ae11) = e11D
′(ae11). Consequently D′(ae11) = be11 for

some b ∈ R. Define D : R→ R for any a ∈ R, D(a) = b, where D′(ae11) =

be11. Then D is a positive derivation on R (Exercise 17).

We show that Dn = D′. First we notice that for any 1 ≤ i ≤ n,

eii = ei1e1i implies that

0 = D′(eii) = ei1D
′(e1i) +D′(ei1)e1i,
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so ei1D
′(e1i) = 0 and D′(ei1)e1i = 0. Hence e11D

′(e1i) = 0 and

D′(ei1)e11 = 0. Now for a = (aij) ∈ Mn(R), suppose that D(aij) = bij .

Then by the definition for D, D′(aije11) = bije11, and Dn(a) = (D(aij)) =

(bij). On the other hand,

D′(a) = D′(
∑

1≤i,j≤n

aijeij) =
∑

1≤i,j≤n

D′(aijeij)

and

D′(aijeij) = D′(ei1(aije11)e1j)

= D′(ei1)((aije11)e1j) + ei1D
′((aije11)e1j)

= ei1D
′((aije11)e1j) (since D′(ei1)e11 = 0)

= ei1D
′(aije11)e1j + ei1(aije11)D

′(e1j)

= ei1D
′(aije11)e1j

= ei1(bije11)e1j (since e11D
′(e1j) = 0)

= bijeij .

Therefore D′(a) = (bij) = Dn(a) for all a ∈Mn(R), and hence D′ = Dn.

Thus the mapping D → Dn from positive derivations of R to positive

derivations of Mn(R) is subjective. It is also injective (Exercise 18). This

completes the proof. �
Next we consider upper triangular matrix ℓ-ring Tn(R) with the entry-

wise order over an ℓ-unital commutative ℓ-ring R. In this case each positive

derivation on Tn(R) is a sum of an induced positive derivation by a positive

derivation on R and a positive inner derivation.

Theorem 3.13. Let R be an ℓ-unital commutative ℓ-ring and Tn(R) be the

upper triangular matrix ℓ-ring with the entrywise order. Suppose that D′ is

a positive derivation on Tn(R).

(1) D′ = Dn + Dz, where Dn is the induced derivation by a positive

derivation D on R and Dz is the positive inner derivation deter-

mined by z ∈ Tn(R), where z ∈ Tn(R) is a diagonal matrix with

z11 ≤ z22 ≤ · · · ≤ znn.

(2) If D′ = En + Dw, where En is the induced derivation by a positive

derivation E on R and Dw is the positive inner derivation determined

by w ∈ Tn(R), then D = E and Dz = Dw.

Proof. (1) As in Theorem 3.12, D′(1) = 0 implies that D′(eii) = 0 for

i = 1, · · · , n. For 1 ≤ i < j ≤ n,

D′(eij) = D′(eiieij) = D′(eii)eij + eiiD
′(eij) = eiiD

′(eij),
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and similarly D′(eij) = D′(eij)ejj . Thus for 1 ≤ i < j ≤ n, D′(eij) =

aijeij , where aij ∈ R+ since D′ is positive.

Suppose that 1 < r < s ≤ n, we claim that a1r ≤ a1s. In fact, e1s =

e1rers implies that

D′(e1s) = D′(e1rers) = e1rD
′(ers) +D′(e1r)ers,

and hence

a1se1s = e1r(arsers) + (a1re1r)ers.

Hence a1s = ars + a1r ≥ a1r.

Define z = (zij) ∈ Mn(R) with zij = 0 if i ̸= j and zii = a1i for

i = 1, · · · , n. It is straightforward to check that the inner derivation Dz,

defined by Dz(x) = xz − zx for any x ∈ Tn(R), is positive.

Now defineH = D′−Dz. ThenH is also a derivation of Tn(R) (Exercise

19). For 1 < r ≤ n,

H(e1r) = D′(e1r)− (e1rz − ze1r) = a1re1r − a1re1r + a11e1r = 0,

since a11 = D′(e11) = 0. For 1 < i < j ≤ n,

H(eij) = eiiH(eij)ejj

= eiiD
′(eij)ejj − eii(eijz)ejj + eii(zeij)ejj

= aijeij − a1jeij + a1ieij

= 0,

since a1j = aij + a1i, for any 1 < i < j ≤ n. Consequently H(eij) = 0 for

1 ≤ i ≤ j ≤ n.

Let r ∈ R. For i = 1, · · · , n, H(reii) = H(r1)eii = eiiH(r1) implies that

H(r1) is a diagonal matrix, and for 1 ≤ i ≤ j ≤ n, H(reij) = H(r1)eij =

eijH(r1) implies that H(r1) is a scalar matrix (Exercise 20). Hence for any

r ∈ R, H(r1) = r̄1 for some r̄ ∈ R. Since H = D′ −Dz,

H(r1) = D′(r1)− ((r1)z − z(r1)) = D′(r1) ≥ 0, whenever r ≥ 0.

Therefore if r ∈ R+, then r̄ ∈ R+.

If we define D : R→ R by for any r ∈ R, D(r) = r̄, whenever H(r1) =

r̄1, then D is a positive derivation on R (Exercise 21). And for any x =
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(xij) ∈Mn(R),

(D′ −Dz)(x) = H(x)

= H

 ∑
1≤i≤j≤n

(xij1)eij


=

∑
1≤i≤j≤n

H(xij1)eij since H(eij) = 0

=
∑

1≤i≤j≤n

(x̄ij1)eij

= (x̄ij)

= (D(xij))

= Dn(x).

Therefore we have D′ −Dz = Dn, that is, D
′ = Dn +Dz.

(2) From Dn +Dz = En +Dw and Dn(eij) = En(eij) = 0 for 1 ≤ i ≤
j ≤ n, we have Dz(eij) = Dw(eij) for any 1 ≤ i ≤ j ≤ n, that is,

eijz − zeij = eijw − weij and hence eij(z − w) = (z − w)eij .

Thus z − w is a scalar matrix, so Dz = Dw (Exercise 22). Consequently

Dn = En and D = E. �

Since an Archimedean f -ring is commutative, we have the following

consequence of Theorems 3.13 and 3.1.

Corollary 3.2. Let R be a unital reduced Archimedean f -ring and Tn(R)

be the ℓ-ring with the entrywise order. Then each positive derivation on

Tn(R) is an inner derivation.

3.4 Kernel of a positive derivation

Let R be an ℓ-ring and D, E positive derivations on R. The composition of

D and E is defined as DE(x) = D(E(x)) for any x ∈ R. Generally DE is

not a derivation (Exercise 23) although DE is still a positive endomorphism

of the additive ℓ-group of R. When D = E, we use D2 to denote DD, and

Dn = Dn−1D for any n ≥ 2.

Theorem 3.14. Let R be an ℓ-reduced ℓ-ring and D be a positive deriva-

tion.

(1) If Dn = 0 for some positive integer n, then D = 0.



January 13, 2014 11:54 World Scientific Book - 9in x 6in l-ring

Positive derivations on ℓ-rings 97

(2) For x ∈ R+, if D(xn) = 0 for some positive integer n, then D(x) = 0.

Proof. (1) For x ∈ R+,

Dn(xn) = 0 ⇒ Dn−1(xn−1D(x) +D(xn−1)x) = 0

⇒ Dn−1(xn−1D(x)) = 0

⇒ Dn−2(D(xn−1)D(x) + xn−1D2(x)) = 0

⇒ Dn−2(D(xn−1)D(x)) = 0

⇒ Dn−2(xn−2(D(x))2) = 0

...

⇒ D(x(D(x))n−1) = 0

⇒ (D(x))n = 0.

Thus D(x) = 0 for each x ∈ R+ since R is ℓ-reduced. Therefore D = 0.

(2) The proof of this fact is similar to (1) and Lemma 3.1(1). We leave

it as an exercise (Exercise 24). �

For an ℓ-group G, a convex ℓ-subgroup H of G is called a band whenever

for any subset X of H if X has the least upper bound in G, then the least

upper bound of X belongs to H. Clearly G itself and trivial subgroup

{0} are band. If S is a subset of G, the intersection of all the bands in

G containing S is also a band (Exercise 25), which is the smallest band

containing S. To construct more bands we prove a general property for

ℓ-groups. For a unital f -ring R, u(R) denotes the smallest band containing

the units of R.

Theorem 3.15. Let G be an ℓ-group. For any subset {xi} of G, if ∨xi
exists, then for each y ∈ G, ∨(y ∧ xi) exists and

y ∧ (∨xi) = ∨(y ∧ xi).

Proof. Let x = ∨xi. Then ∨(xi − x) = 0. For any y ∈ G and any i,

y ∧ xi ≤ y ∧ x, so y ∧ x is an upper bound of {y ∧ xi}. Let z ∈ G with

z ≥ y ∧ xi, for any i. Since y ∧ xi ≥ (xi − x) + y ∧ x, we have

z ≥ y ∧ xi ≥ (xi − x) + y ∧ x,

and hence z−(y∧x) ≥ xi−x for each i. Therefore z−(y∧x) ≥ ∨(xi−x) = 0

and z ≥ y ∧ x. Hence y ∧ x = ∨(y ∧ xi). �

An immediate corollary of Theorem 3.15 is that x⊥ is a band for each

x in an ℓ-group.
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Lemma 3.7. Suppose R is a reduced f -ring and D is a positive derivation

on R.

(1) If a ∧ b = 0, for a, b ∈ R+, then D(a) ∧D(b) = 0.

(2) For any a ∈ R, D(|a|) = |D(a)|.

Proof. (1) We first notice that in a reduced f -ring, for any a, b ∈ R+,

a ∧ b = 0 if and only if ab = 0 (Exercise 26). If a ∧ b = 0, then ab = 0

implies that aD(b) +D(a)b = 0, so aD(b) = 0. It follows that D(a)D(b) +

aD(D(b)) = 0, and hence D(a)D(b) = 0. Therefore D(a) ∧D(b) = 0.

(2) Let a ∈ R and a = a+ − a−. Then D(a) = D(a+) − D(a−) and

D(a+) ∧D(a−) = 0 by (1). Therefore

|D(a)| = D(a+) +D(a−) = D(a+ + a−) = D(|a|).
�

For a derivation D on R, the kernel of D is defined as KerD = {a ∈
R | D(a) = 0}.

Theorem 3.16. Suppose R is a totally ordered domain and D is a positive

derivation on R. Then KerD is a band and u(R) ⊆ KerD if R contains

the identity element.

Proof. Suppose that X is a nonempty subset of KerD and x = supX

in R. For any a ∈ X, x ≥ a and D is a positive derivation imply that

D(x) ≥ D(a) = 0. Take an element 0 ̸= z ∈ X. Then x − |z| < x implies

that x−|z| is not an upper bound for X, and hence there exists an element

w ∈ X such that x − |z| < w since R is totally ordered. It follows that

D(x) −D(|z|) ≤ D(w) and D(x) ≤ 0. Therefore we must have D(x) = 0,

that is, x ∈ KerD.

Suppose a ∈ R is a unit. Then aa−1 = 1 implies that |a||a−1| = 1,

and D(|a||a−1|) = D(1) = 0 implies that D(|a|)|a−1|+ |a|D(|a−1|) = 0. So

D(|a|)|a−1| = 0, and hence D(|a|) = 0. Therefore D(a) = 0, that is, a ∈
KerD. Since each unit of R is in KerD and KerD is a band, we conclude

that u(R) ⊆ KerD. �

An element b ∈ R is called almost bounded if |b| = ∨(|b| ∧ n1), where n
runs through all positive integers and 1 is the identity element of R. Let

ab(R) denotes the set of almost bounded elements of R.

Theorem 3.17. Let R be a reduced unital f -ring and D be a positive

derivation on R. Then ab(R) ⊆ KerD.
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Proof. For a reduced unital f -ring, there exist minimal ℓ-prime ℓ-ideals

Pi such that ∩Pi = {0} by Theorem 1.28. Suppose that |b| = ∨(|b| ∧ n1),
where n runs through all positive integers. Consider the following collection

of minimal ℓ-prime ℓ-ideals.

M = {Pj | |b|+ Pj ≤ k1 + Pj in R/Pj for some k ≥ 1}.

We show that I = ∩Pj = {0} for Pj ∈ M. Suppose I ̸= {0} and take

0 < x ∈ I. Then 0 < y = x ∧ 1 ≤ 1 and y ∈ I. For any P ∈ M,

(|b| − y) + P = |b|+ P ≥ (|b| ∧ n1) + P in R/P.

For any minimal ℓ-prime ℓ-ideal Q ̸∈ M, (|b|− y)+Q ≥ n1+Q in R/Q for

all positive integer n. Otherwise R/Q is a totally ordered domain implies

that (|b| − y) +Q ≤ k1 +Q for some positive integer k, and hence

|b|+Q ≤ (y +Q) + (k1 +Q) ≤ (k + 1)1 +Q,

which is a contradiction. Thus (|b| − y) + J ≥ (|b| ∧ n1) + J for all positive

integer n, and all minimal ℓ-prime ℓ-ideals J . Hence |b|−y ≥ |b|∧n1 in R for

all positive integers n, which contradicts with the fact that |b| = ∨(|b|∧n1).
Therefore we must have I = {0}.

For each minimal ℓ-prime ℓ-ideal P , if 0 ≤ x ∈ P , then there exists

0 ≤ y ̸∈ P such that xy = 0, and hence D(x)y = 0, so D(x) ∈ P . Thus, as

we did before, D induces a positive derivation DP on R/P by DP (a+P ) =

D(a) + P for any a ∈ R. If P ∈ M, then |b| + P ≤ k1 + P in R/P

for some positive integer k. It follows that DP (|b| + P ) = 0 in R/P , and

hence D(|b|) + P = 0, that is, D(|b|) ∈ P for each P ∈ M. Consequently

D(|b|) = 0 since I = {0}, and hence |b| ∈ KerD. Therefore b ∈ KerD and

ab(R) ⊆ KerD. �

In a unital f -ring R, an element a ∈ R is called bounded if |a| ≤ n1 for

some positive integer n. It is clear that each bounded element is almost

bounded. A unital f -ring is said to have bounded inversion property if each

element x ≥ 1 is a unit.

Theorem 3.18. Let R be a unital f -ring with bounded inversion property.

Then the trivial derivation is the only positive derivation on R.

Proof. Suppose that D is a positive derivation on R. Take x ∈ R with

x ≥ 1. Then x has the inverse x−1. From xx−1 = 1, we have x|x−1| = 1,

so x−1 = |x−1| ≥ 0. Thus x ≥ 1 implies 1 ≥ x−1, and hence D(x−1) = 0.

Therefore

0 = D(1) = D(xx−1) = xD(x−1) +D(x)x−1 = D(x)x−1
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implies that D(x)x−1 = 0 and D(x) = 0 for any x ≥ 1. Now for y ∈ R+,

0 ≤ y ≤ (1 + y), so 0 ≤ D(y) ≤ D(1 + y) = 0. Hence D(y) = 0 for all

y ∈ R+, so D = 0. �

Theorem 3.19. Let R be an ℓ-ring and D be a positive derivation. Suppose

that for z ∈ R, zD(a) = D(a)z for any a ∈ R.

(1) If R is a domain and D ̸= 0, then z is contained in the center of R.

(2) If R is a reduced f -ring, then (az − za) ∈ KerD for every a ∈ R.

Proof. (1) Suppose that z is not in the center of R. We derive a con-

tradiction. For any u, v ∈ R, [u, v] = uv − vu is the commutator of

u, v. For all x, y ∈ R, we have [z,D(xy)] = 0 by the hypothesis. Since

D(xy) = D(x)y + xD(y), we have

[z, x]D(y) +D(x)[z, y] = 0.

Since z is not in the center, [z, x0] ̸= 0 for some x0 ∈ R, and hence for

any a ∈ R, [z,D(a)] = 0 implies that [z, x0]D(D(a)) = 0 from the above

equation with x = x0, y = D(a). Thus D(D(a)) = 0 for all a ∈ R since R

is a domain. Therefore D2 = 0, which is a contradiction by Theorem 3.14.

Hence z must be in the center of R.

(2) Since R is reduced, the intersection of minimal ℓ-prime ℓ-ideals is

zero. Let P be a minimal ℓ-prime ℓ-ideal. As we did before, D induces a

positive derivation DP on R/P by DP (x+ P ) = D(x) + P for any x ∈ R.

Since zD(a) = D(a)z for any a ∈ R,

(z + P )DP (a+ P ) = DP (a+ P )(z + P )

for all a + P . If DP ̸= 0, then R/P is a totally ordered domain implies

that z + P is in the center of R/P by (1), so za − az ∈ P for all a ∈ R.

Then D(za − az) ∈ P . If DP = 0, then D(w) ∈ P for all w ∈ R. Then

D(za − az) ∈ P . Therefore for any a, D(za − az) is in every minimal

ℓ-prime ℓ-ideal, so we must have D(za − az) = 0 for all a ∈ R, and hence

za− az ∈ KerD for all a ∈ R. �

For an ℓ-ring R, let

I0(R) = {r ∈ R | n|r| ≤ x for some x ∈ R+ and n = 1, 2, · · · }.

Then I0(R) is an ℓ-ideal of R and R is Archimedean if and only if I0(R) =

{0} (Exercise 27).

Theorem 3.20. Let R be a reduced f -ring and D be a positive derivation

on R.
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(1) D(R2) ⊆ I0(R).

(2) If R is unital, then D(R) ⊆ I0.

(3) If R is unital with I0(R) ⊆ KerD, then D = 0.

Proof. (1) For any x, y ∈ R, |xy| = |x||y| ≤ (|x| ∨ |y|)2 implies that for

any positive integer n,

n|D(xy)| ≤ nD(|xy|)
≤ nD((|x| ∨ |y|)2)
≤ (|x| ∨ |y|)2D(|x| ∨ |y|) +D(|x| ∨ |y|)(|x| ∨ |y|)2 +D(|x| ∨ |y|),

by Lemma 3.4 and Exercise 7, and hence D(xy) ∈ I0(R). Therefore

D(R2) ⊆ I0(R).

(2) We first claim that for any x ∈ R, xD(x) ≥ 0. This fact is clearly

true when R is totally ordered, and we leave general case as an exercise

(Exercise 28). Then for any positive integer n, (y − n1)D(y − n1) ≥ 0

implies that nD(y) ≤ yD(y) for any y ∈ R+. Thus D(y) ∈ I0(R) for any

y ∈ R+. Therefore D(R) ⊆ I0(R).

(3) By (2), D2(R) = D(D(R)) ⊆ D(I0(R)) = {0} implies that D2 = 0.

Hence D = 0 by Theorem 3.14. �

Exercises

(1) Let R = F [x] be the polynomial ℓ-ring with the coordinatewise order.

(a) Prove that usual derivative f ′(x) is a positive F -derivation on R

over the totally ordered field F .

(b) Prove that if D is a positive F -derivation on R, then for any f(x) ∈
R, D(f(x)) = f ′(x)D(x) and D(x) is a positive polynomial in R.

(2) For a ring B and an element b ∈ B, prove the mapping Db : B → B

defined by Db(x) = xb− bx is a derivation on B.

(3) Prove that Da defined in Example 3.1(2) is a positive derivation.

(4) Let R be a commutative ℓ-ring and P be an ℓ-prime ℓ-ideal of R. Define

S = {xna | n ≥ 0, a ∈ R+ \ P} with 0 < x ∈ P . Prove that S is an

m-system properly containing R+ \ P .
(5) Let R be a totally ordered ring and x ∈ R with x3 = 0. Then for any

positive integer n, nx2 ≤ x.

(6) Let R be an ℓ-ring and D be a positive derivation on R. Show |D(x)| ≤
D(|x|) for any x ∈ R.

(7) Let R be a reduced f -ring and D be a positive derivation on R. Prove
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that for a ∈ R+ and n ≥ 1,

nD(a2) ≤ a2D(a) +D(a)a2 +D(a).

(8) Let R be an ℓ-ring and D be a positive derivation on R. Suppose that

I is an ℓ-ideal of R such that D(I) ⊆ I. Define DI : R/I → R/I by

DI(ā) = D(a), where ā = a + I ∈ R/I. Prove that DI is a positive

derivation on R/I.

(9) For an ℓ-ring R, prove Orth(R) is a partially ordered ring with the

positive cone Orth(R)+ = {φ | φ is a positive orthomorphism of R}.
(10) Prove that a strongly regular totally ordered domain is a totally ordered

division ring.

(11) Let R be an Archimedean almost f -algebra. Prove that R/ℓ-N(R) is

an Archimedean f -algebra and reduced.

(12) Verify that R as defined in Example 3.2 is an ℓ-ring and D is a positive

derivation.

(13) Prove that in a d-ring R, ℓ-P (R) = {a ∈ R | a is nilpotent}.
(14) Verify the ℓ-ring A in Example 3.3 is an Archimedean d-ring.

(15) Let R be an Archimedean ℓ-ring with squares positive and e ∈ R+ be

an idempotent element. Prove that if r(e) ⊆ ℓ-N(R), then r(e + ℓ-

N(R)) = {0} in R/ℓ-N(R).

(16) Verify gfg = g in Theorem 3.11.

(17) Prove that D : R→ R defined in Theorem 3.12(2) is a positive deriva-

tion.

(18) Prove that the mapping D → Dn from positive derivations of R to

positive derivations of Mn(R) in Theorem 3.12 is injective.

(19) For two positive derivations on an ℓ-ring, prove that the sum of them

is also a positive derivation.

(20) Prove that for H defined in Theorem 3.13(1), H(r1) is a scalar matrix,

for any r ∈ R.

(21) Prove that the function D : R → R defined in Theorem 3.13(1) by

D(r) = r̄1, for any r ∈ R, is a positive derivation on R.

(22) Prove that Dz = Dw in Theorem 3.13(2).

(23) Provide an example in which the composition of two positive derivations

is not a derivation.

(24) For an ℓ-reduced ℓ-ring R and a positive derivation D on R, prove that

if D(xn) = 0 for some x ∈ R+ and positive integer n, then D(x) = 0.

(25) Let G be an ℓ-group. Prove the intersection of a family of bands is also

a band.

(26) Let R be a reduced f -ring. Prove that for any a, b ∈ R+, a ∧ b = 0 if

and only if ab = 0.
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(27) Let R be an ℓ-ring. Prove that R is Archimedean if and only if I0(R) =

{0}.
(28) Let R be a reduced f -ring. Prove that for any x ∈ R, xD(x) ≥ 0.

(29) Let R be an ℓ-unital ℓ-ring (R may not be commutative) and T2(R)

be the 2 × 2 upper triangular matrix ℓ-ring with the entrywise order

over R. Prove that each positive derivation on T2(R) is the sum of a

derivation induced by a positive derivation on R and an inner derivation

on T2(R).

(30) Let R be an ℓ-unital ℓ-ring (R may not be commutative). Prove that

if the trivial derivation is the only positive derivation on R, then each

positive derivation on the ℓ-ring Tn(R) with the entrywise order is an

inner derivation.
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Chapter 4

Some topics on lattice-ordered rings

In this chapter we present some topics of lattice-ordered rings. In section

1, some characterizations of matrix ℓ-rings over ℓ-unital ℓ-rings with the

entrywise order are given. In section 2 we study matrix ℓ-rings containing

positive cycles. Nonzero f -elements in ℓ-rings could play an important role

for the structure of the ℓ-rings. Some topics along this line are presented in

section 3. Section 4 is about extending lattice orders on a lattice-ordered

Ore domain to its quotient ring. Section 5 contains results on matrix ℓ-

algebras over totally ordered integral domains. They generalize results for

matrix ℓ-algebras over totally ordered fields. For a unital ℓ-ring in which

1 ̸> 0, 1 still satisfies the definition of f -element given in chapter 1. In

section 6, we study d-elements that are not positive. Finally in section 7,

we consider lattice-ordered triangular matrices. All lattice orders on 2× 2

triangular matrix algebras over totally ordered fields are determined.

4.1 Recognition of matrix ℓ-rings with the entrywise order

In this section, we present some recognition theorems for matrix ℓ-rings

with the entrywise order. For an ℓ-unital ℓ-ring R, two right ℓ-ideals I and

J are called ℓ-isomorphic if I and J are ℓ-isomorphic right ℓ-modules over

R. R is a direct sum of right ℓ-ideals I1, · · · , Ik, denoted by R = I1⊕· · ·⊕Ik,
if R = I1 + · · ·+ Ik and Ii ∩ Ij = {0} for 1 ≤ i, j ≤ n, i ̸= j.

For a unital ring B, the elements in {aij | 1 ≤ i, j ≤ n} ⊆ B are called

matrix units if

aijakℓ = δjkaiℓ, and a11 + · · ·+ ann = 1,

105
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where δjk is called Kronecker delta which is defined as

δjk =

{
1, if j = k,

0, if j ̸= k.

Lemma 4.1. Let R be an ℓ-unital ℓ-ring and {aij | 1 ≤ i, j ≤ n} ⊆ R+ be

a set of matrix units. Then each aij is a d-elements of R.

Proof. From a11 + · · ·+ ann = 1 and 0 ≤ aii ≤ 1, i = 1, · · · , n, we have

that each aii is an f -element of R. To see that aij is a d-element, we just

need to show aijx∨ 0 = aij(x∨ 0) and xaij ∨ 0 = (x∨ 0)aij , for any x ∈ R.

Clearly aijx∨ 0 ≤ aij(x∨ 0). We show that aij(x∨ 0) is the sup of aijx, 0.

Let z ≥ aijx, 0. Then

ajiz ≥ ajiaijx, 0 ⇒ ajiz ≥ ajjx, 0

⇒ ajiz ≥ ajjx ∨ 0

⇒ ajiz ≥ ajj(x ∨ 0) (since ajj is an f -element)

⇒ aijajiz ≥ aijajj(x ∨ 0)

⇒ aiiz ≥ aij(x ∨ 0),

so z ≥ aiiz ≥ aij(x∨ 0) since 1 ≥ aii. Thus aijx∨ 0 = aij(x∨ 0). Similarly

xaij ∨ 0 = (x ∨ 0)aij . Thus each aij is a d-element of R. �

The following result is fundamental.

Theorem 4.1. Let R be an ℓ-unital ℓ-ring and n ≥ 2 be a fixed integer.

The following statements are equivalent.

(1) R is ℓ-isomorphic to a matrix ℓ-ring Mn(T ) with the entrywise order,

where T is an ℓ-unital ℓ-ring.

(2) R contains a subset of matrix units {aij | 1 ≤ i, j ≤ n} in which each

aij is a d-element of R.

(3) RR = I1 ⊕ . . . ⊕ In, where I1, . . . , In are mutually ℓ-isomorphic right

ℓ-ideals of R.

Proof. (1) ⇒ (3) Let {eij | 1 ≤ i, j ≤ n} be the standard matrix units in

Mn(T ), that is, ij
th entry in eij is 1 and other entries in eij are zero. Define

Ii = eiiMn(T ), i = 1, . . . , n. Then I1, . . . , In are right ℓ-ideals of Mn(T ),

Mn(T ) = I1 ⊕ . . . ⊕ In as the direct sum of right ℓ-ideals, and I1, . . . , In
are mutually ℓ-isomorphic right ℓ-modules over Mn(T ) (Exercise 1). Since

ℓ-rings R and Mn(T ) are ℓ-isomorphic, (3) is true.
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(3) ⇒ (2) Let 1 = a1 + . . . + an, where 0 < ai ∈ Ii. Then ai < 1

and ai ∧ aj = 0 with i ̸= j implies that each ai is an idempotent f -

element, and aiaj = 0 with i ̸= j. Thus each aiR ⊆ Ii is a right ℓ-

ideal and RR = a1R ⊕ . . . ⊕ anR, so aiR = Ii for i = 1, . . . , n (Exercise

2). For any 1 ≤ i ≤ n, let θi : a1R → aiR be an ℓ-isomorphism of

the right ℓ-modules over R. Then 0 < bi1 = θi(a1) ∈ aiRa1. Similarly,

0 < b1i = θ−1
i (ai) ∈ a1Rai. Hence

a1 = θ−1
i θi(a1) = θ−1

i (bi1) = θ−1
i (aibi1) = θ−1

i (ai)bi1 = b1ibi1,

and similarly bi1b1i = ai for i = 1, · · · , n. Define aij = bi1b1j , 1 ≤ i, j ≤ n.

Clearly aijakℓ = δjkaiℓ (Exercise 3), and aii = ai implies that a11 + . . . +

ann = 1.

Thus 0 ≤ aij , 1 ≤ i, j ≤ n, are matrix units, and hence by Lemma 4.1,

each aij is a d-element.

(2) ⇒ (1) Define

T = {x ∈ R | aijx = xaij , 1 ≤ i, j ≤ n},

which is called the centralizer of {aij | 1 ≤ i, j ≤ n}. Since each aij
is a d-element, x ∈ T implies that aij |x| = |aijx| = |xaij | = |x|aij , so

|x| ∈ T . Thus T is an ℓ-unital ℓ-subring of R. For an element x ∈ R, define

αij =
∑n

u=1 auixaju for i, j = 1, · · · , n. For any ars,

arsαij = arsasixajs = arixajs and αijars = arixajrars = arixajs,

so each αij ∈ T , 1 ≤ i, j ≤ n. Also

n∑
i,j=1

αijaij =

n∑
i,j=1

(

n∑
u=1

auixaju)aij

=
n∑

i,j=1

aiixajj

= (a11 + · · ·+ ann)x(a11 + · · ·+ ann)

= x,

that is, x =
∑n

i,j=1 αijaij with αij ∈ T . Suppose that x =
∑n

i,j=1 βijaij ,

where βij ∈ T . Then it is straightforward to check that βij = αij , i, j =

1, · · · , n (Exercise 4).

Define φ : R→Mn(T ) by φ(x) =
∑n

i,j=1 αijeij , for x =
∑n

i,j=1 αijaij ∈
R. We leave it as an exercise for the reader to verify that φ is one-to-

one, onto, and preserves addition (Exercise 5). In the following, we check
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that φ preserves the multiplication and order. For x, y ∈ R, suppose that

αij =
∑n

u=1 auixaju and α′
ij =

∑n
u=1 auiyaju. Then

φ(x)φ(y) = (

n∑
i,j=1

αijeij)(

n∑
i,j=1

α′
ijeij)

=
n∑

i,j=1

(
n∑

v=1

αivα
′
vj)eij ,

where
n∑

v=1

αivα
′
vj =

n∑
v=1

(a1ixavvyaj1 + · · ·+ anixavvyajn)

= a1i(xy)aj1 + · · ·+ ani(xy)ajn

=
n∑

u=1

aui(xy)aju.

Thus φ(x)φ(y) = φ(xy). For x =
∑n

i,j=1 αijaij ∈ R, where αij =∑n
u=1 auixaju, if φ(x) ≥ 0, then each αij ≥ 0, so x ≥ 0. Conversely if

x =
∑
αijaij ≥ 0, then each αij ≥ 0, and hence φ(x) =

∑
αijeij ≥ 0.

Therefore φ is an ℓ-isomorphism between two ℓ-rings. �

Corollary 4.1. Let A, B be ℓ-unital ℓ-rings and f : A → B be an ℓ-

homomorphism with f(1A) = 1B. If A is ℓ-isomorphic to an n× n (n ≥ 2)

matrix ℓ-ring with the entrywise order over an ℓ-unital ℓ-ring, then B is

also ℓ-isomorphic to an n × n matrix ℓ-ring with the entrywise order over

an ℓ-unital ℓ-ring.

In particular, if an ℓ-unital ℓ-ring A contains an ℓ-unital ℓ-subring with

the same identity which is ℓ-isomorphic to Mn(S) with the entrywise order,

where S is an ℓ-unital ℓ-ring, then A ∼= Mn(T ) with the entrywise order,

where T is an ℓ-unital ℓ-ring and T ⊇ S.

Proof. Let {aij | 1 ≤ i, j ≤ n} be a set of n×n matrix units in A. Then

{f(aij) | 1 ≤ i, j ≤ n} is a set of n× n matrix units in B contained in B+.

By Lemma 4.1, each f(aij) is a d-element. Now Theorem 4.1(2) applies.�

We characterize a bit more the centralizer of those matrix units in The-

orem 4.1. Suppose that R is an ℓ-unital ℓ-ring and a ∈ R+ is an f -element

and an idempotent. Then aR is an ℓ-subring of R since for any r ∈ R,

|ar| = a|r|. Define

EndR(aR, aR) = {φ | φ is an endomorphism of right R-module aR}.
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Then EndR(aR, aR) is a ring with respect to the usual addition and com-

position of two functions (Exercise 6). For θ ∈ EndR(aR, aR), define θ ≥ 0

if θ(x) ≥ 0 for each 0 ≤ x ∈ aR. It is straightforward to check that

EndR(aR, aR) is a partially ordered ring with respect to this order (Exer-

cise 7).

Theorem 4.2. Let R be an ℓ-unital ℓ-ring and 0 < a ∈ R be an f -element

and idempotent.

(1) EndR(aR, aR) is an ℓ-ring with respect to the partial order defined

above, and EndR(aR, aR) ∼= aRa as ℓ-rings.

(2) Let 0 ≤ aij, 1 ≤ i, j ≤ n, be n×n matrix units and T be the centralizer

of {aij | 1 ≤ i, j ≤ n}. Then T and aiiRaii are ℓ-isomorphic ℓ-rings.

Proof. (1) We first note that, for θ ∈ EndR(aR, aR), θ ≥ 0 if and only

if θ(a) ≥ 0. In fact, suppose that θ(a) ≥ 0. Then for any 0 ≤ x ∈ aR,

θ(x) = θ(ax) = θ(a)x ≥ 0, so θ ≥ 0.

For θ ∈ EndR(aR, aR), define θ
′(x) = (θ(a) ∨ 0)x, for x ∈ aR. Clearly

θ′ ∈ EndR(aR, aR) and θ
′ ≥ 0. Since

(θ′ − θ)(a) = (θ(a) ∨ 0)a− θ(a)

= (θ(a)a ∨ 0)− θ(a)

= (θ(a2) ∨ 0)− θ(a)

= (θ(a) ∨ 0)− θ(a)

≥ 0,

θ′ ≥ θ. Let τ ∈ EndR(aR, aR) with τ ≥ θ, 0. Then τ(a) ≥ θ(a), 0, and

hence τ(a) ≥ θ(a) ∨ 0. Thus for 0 ≤ x ∈ aR+,

(τ − θ′)(x) = (τ(a)− θ′(a))x = (τ(a)− (θ(a) ∨ 0))x ≥ 0,

so τ ≥ θ′. Therefore θ′ = θ ∨ 0 for each θ ∈ EndR(aR, aR). Hence

EndR(aR, aR) is an ℓ-ring.

Now map φ : aRa→ EndR(aR, aR) by φ(x) = ℓx, where ℓx : aR→ aR

is the left multiplication by x, that is, for any z ∈ R, ℓx(z) = xz. Then φ

is a ring isomorphism. For x ∈ aRa,

x ≥ 0 ⇔ ℓx(a) ≥ 0 ⇔ ℓx ≥ 0,

and hence φ is an ℓ-isomorphism between two ℓ-rings.

(2) Define φ : aiiRaii → T by for any x ∈ aiiRaii, φ(x) =
∑n

u=1 auixaiu.

Then similar to the argument in the proof of Theorem 4.1, φ is an ℓ-

isomorphism between two ℓ-rings (Exercise 8). �
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Remark 4.1. In the proof of Theorem 4.2(1), it seems we only need to

assume that a is a d-element. However the following result shows that each

idempotent d-element in an ℓ-unital ℓ-ring must be an f -element.

Lemma 4.2. Let R be an ℓ-unital ℓ-ring and a ∈ R+ be a d-element with

a2 = a. Then a ≤ 1 and hence a is an f -element.

Proof. Consider 1 ∧ a = b. We show that a = b. Since a2 = a is a

d-element,

a = a ∧ a2 = a(1 ∧ a) = ab = (1 ∧ a)a = ba.

From 0 ≤ b ≤ 1, b is an f -element, so 1 ∧ a = b implies that b ∧ ba = b2,

and b ≤ a = ba implies that b = b2. Then a direct calculation shows that

(a− b)2 = −(a− b), so a− b = 0 and a = b. �

Theorem 4.3. Let R be an ℓ-unital ℓ-ring and n ≥ 2 be a fixed integer.

Then the following statements are equivalent:

(1) R is ℓ-isomorphic to a matrix ℓ-ring Mn(T ) with the entrywise order,

where T is an ℓ-unital ℓ-ring.

(2) There exist positive elements b, f, g ∈ R such that fn = gn = 0 and

bgn−1 + fbgn−2 + f2bgn−3 + . . .+ fn−1b is a unit and a d-element.

(3) There exist positive elements a, f ∈ R such that fn = 0 and afn−1 +

fafn−2 + f2afn−3 + . . .+ fn−1a = 1.

(4) There exist positive elements a, f ∈ R such that fn = 0 and afn−1 +

fafn−2 + f2afn−3 + . . .+ fn−1a is a unit and a d-element.

(5) For any unit and d-element u, there exist positive elements b, f, g ∈ R

such that fn = gn = 0 and u = bgn−1+fbgn−2+f2bgn−3+ . . .+fn−1b.

Proof. (1) ⇒ (2) Let f = g = e21+. . .+en,n−1 and b = e1n be inMn(T ).

Then a direct calculation shows that fn = gn = 0 and

bgn−1 + fbgn−2 + f2bgn−3 + · · ·+ fn−1b = 1.

(2) ⇒ (3) Let u = bgn−1 + fbgn−2 + f2bgn−3 + . . . + fn−1b and let

v = u−1. Then

fu = fbgn−1 + f2bgn−2 + · · ·+ fn−1bg = ug

implies that vf = gv. It follows that vfk = gkv, k = 1, · · · , n − 1, and

hence u = bgn−1 + fbgn−2 + f2bgn−3 + . . .+ fn−1b implies that

1 = uv

= bgn−1v + fbgn−2v + f2bgn−3v + . . .+ fn−1bv

= (bv)fn−1 + f(bv)fn−2 + f2(bv)fn−3 + . . .+ fn−1(bv).
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Since b ≥ 0, b = |b| = |(bv)u| = |bv|u since u is a d-element, so bv = |bv| ≥ 0.

Let a = bv. Then a is positive and 1 = afn−1 + fafn−2 + f2afn−3 + . . .+

fn−1a.

(3) ⇒ (1) We show that Theorem 4.1(3) is true. For each t = 1, . . . , n,

let gt = f t−1afn−1. We first claim that R = g1R + g2R + . . . + gnR is a

direct sum of right ideals of R and g1R ∼= gtR as right R-modules. Since

fn−1 = fn−1(afn−1 + fafn−2 + f2afn−3 + . . .+ fn−1a) = fn−1afn−1,

afn−1 is idempotent. Thus the map g1R→ gtR given by left multiplication

by f t−1 has an inverse map gtR → g1R given by left multiplication by

afn−t. Therefore g1R ∼= gtR as right R-modules.

Suppose that I = g1R + · · · + gnR. If g1x1 + · · · + gnxn = 0 for some

xi ∈ R, then by multiplying the equality from the left by f i−1afn−i in turn,

i = 1, · · · , n − 1, we have each gjxj = 0 for j = 1, · · · , n. Thus the sum

g1R+ g2R+ . . .+ gnR is a direct sum. We verify that I = R. To this end,

we show that 1 ∈ I by showing fk ∈ I for each positive integer k. Note

fn−1 = gn ∈ I. Suppose that fs ∈ I for all positive integers s > r. We

show fr ∈ I. In fact, since frafn−1 = gr+1 ∈ I and fr+1, · · · , fn−1 ∈ I,

fr = frafn−1 + fr+1afn−2 + · · ·+ fn−1afr ∈ I.

Hence f, · · · , fn−1 ∈ I by the induction, so

1 = afn−1 + fafn−2 + f2afn−3 + . . .+ fn−1a ∈ I,

since afn−1 = g1 ∈ I. Therefore R = g1R+ · · ·+ gnR.

We next show that for any x ∈ R, if x = x1 + x2 + . . . + xn, where

xt ∈ gtR, then x ≥ 0 if and only if each xt ≥ 0, t = 1, . . . , n. It is clear that

if each xt ≥ 0, then x ≥ 0. To show if x ≥ 0, then xi ≥ 0, we first consider

the identity element 1.

Let S(a, f) be the semigroup generated by a and f with respect to the

multiplication of R and let dt = f t−1afn−t, t = 1, . . . , n. We show that for

t = 1, . . . , n, dt = g1at1 + g2at2 + . . .+ gnatn, where each of at1, at2, . . . , atn
is a sum of elements from S(a, f). Since fn−1 = fn−1afn−1, dn = fn−1a =

gna. Suppose that it is true for all ds with n ≥ s > t ≥ 1. We claim that

it is also true for dt. From 1 = afn−1 + fafn−2 + f2afn−3 + . . .+ fn−1a,

we have

f t−1 = f t−1afn−1 + f tafn−2 + . . .+ fn−1af t−1,

so

dt = f t−1afn−t

= (f t−1afn−1 + f tafn−2 + . . .+ fn−1af t−1)afn−t

= gt(af
n−t) + dt+1(f

t−1afn−t) + . . .+ dn(f
t−1afn−t).
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Thus dt = g1at1+g2at2+ . . .+gnatn, where each of at1, at2, . . . , atn is a sum

of elements from S(a, f). Since 1 = d1 + d2 + . . .+ dn, 1 = g1α1 + g2α2 +

. . . + gnαn, where each of α1, α2, . . . , αn is a sum of elements in S(a, f),

and hence each of α1, α2, . . . , αn is positive in R. Now for 0 ≤ x ∈ R,

x = g1α1x+ g2α2x+ . . .+ gnαnx with xt = gtαtx ≥ 0, t = 1, . . . , n.

We finally show that each gt = f t−1afn−1 is a d-element, t = 1, . . . , n.

Let x ∈ R, and let gtx, 0 ≤ z for some z ∈ R. Then

afn−tgtx, 0 ≤ afn−tz ⇒ afn−1x, 0 ≤ afn−tz (afn−1 is idempotent)

⇒ afn−1(x ∨ 0) ≤ afn−tz (afn−1 is an f -element)

⇒ f t−1afn−1(x ∨ 0) ≤ f t−1afn−tz

⇒ gt(x ∨ 0) ≤ f t−1afn−tz

⇒ gt(x ∨ 0) ≤ z (f t−1afn−t ≤ 1).

Therefore (gtx)∨ 0 = gt(x∨ 0). Similarly we also have (xgt ∨ 0) = (x∨ 0)gt
and we leave the verification as an exercise (Exercise 9). Hence each gt is

a d-element, t = 1, . . . , n.

Let x ∈ R and |x| ≤ |y| for some y ∈ gtR. Then y = gtr for some r ∈ R,

so |x| ≤ gt|r|. Let |x| = x1 + . . .+ xn with xi ∈ giR. Then each xi ≥ 0 and

0 ≤ (−x1) + . . . + (gt|r| − xt) + . . . + (−xn) implies that xi = 0 for i ̸= t.

Hence |x| = xt ∈ gtR. Since 0 ≤ x+, x− ≤ |x|, similar argument gives that

x+, x− ∈ gtR, and hence x = x+ − x− ∈ gtR. Therefore gtR is a right ℓ-

ideal of R, t = 1, . . . , n. Since f t−1 ≥ 0 and afn−t ≥ 0, the R-isomorphisms

defined before for g1R and gtR are actually now ℓ-isomorphisms over R.

Thus Theorem 4.1(3) is true, so (1) is true.

(3) ⇒ (4) is clear.

(4) ⇒ (5) Given u, let

afn−1 + fafn−2 + f2afn−3 + · · ·+ fn−1a = v.

Define b = av−1u and g = (v−1u)−1f(v−1u). Then g ≥ 0 by Theorem 1.20,

gn = 0 and u = bgn−1 + fbgn−2 + f2bgn−3 + . . .+ fn−1b. Thus (5) is true.

(5) ⇒ (2) is clear.

This completes the proof. �
By using three elements with an additional condition, the equation in

Theorem 4.3(3) can be shortened.

Lemma 4.3. Let R be an ℓ-unital ℓ-ring and n ≥ 2. Then R is ℓ-

isomorphic to Mn(T ) with the entrywise order, where T is an ℓ-unital ℓ-

ring, if and only if R contains positive elements a, b and a d-element f such

that fn = 0 and afn−1 + fb = 1.
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Proof. “⇒” Let {eij | 1 ≤ i, j ≤ n} be the standard n× n matrix units

of R. Take a = e1n,

b = e12 + e23 + · · ·+ en−1,n and f = e21 + e32 + · · ·+ en,n−1.

We leave it as an exercise to verify fn = 0 and afn−1 + fb = 1 (Exercise

10). Since (e1n + f)n = 1, e1n + f is a d-element by Theorem 1.20, and

hence f is a d-element.

“⇐” For r = 1, . . . , n, define gr = fr−1afn−1. Then right ideals

g1R, · · · , gnR are mutually isomorphic, and their sum is a direct sum and

equals R. The verification of these facts is similar to the proof of (3) ⇒ (1)

in Theorem 4.2, so we leave it as an exercise (Exercise 11).

Similar to the proof of Theorem 4.2, we show that Theorem 4.1(3) is

true under the given conditions. Let x = x1 + . . . + xn, where xr ∈ grR,

r = 1, . . . , n. We claim that x ≥ 0 if and only if each xr ≥ 0. As before,

we just need to show that 1 is a sum of positive elements. Since 1 =

afn−1 + fb = g1 + fb, we only need to show that f is a sum of positive

elements. First, fn−1 = gn. Now suppose that for any n ≥ s > r ≥ 1, fs

is a sum of positive elements from g1R, . . . , gnR. Then fr = gr+1 + fr+1b

implies that fr = y1 + . . . + yn, where 0 ≤ yr ∈ grR. Thus it is true that

f is a sum of positive elements in g1R, · · · , gnR, and hence 1 is a sum of

positive elements of g1R, . . . , gnR.

Since f is a d-element and afn−1 is an f -element, each gr = fr−1afn−1

is a d-element, r = 1, . . . , n. Thus each grR is a right ℓ-ideal and R =

g1R + · · · + gnR is a direct sum of right ℓ-ideals of R with giR ∼= gjR, for

any i and j. �

Theorem 4.4. For an ℓ-unital ℓ-ring R and positive integers m and n, the

following conditions are equivalent:

(1) R is ℓ-isomorphic to a matrix ℓ-ring Mm+n(T ) with the entrywise or-

der, where T is an ℓ-unital ℓ-ring.

(2) R contains positive elements a, b, and a d-element f such that fm+n =

0, and afm + fnb = 1.

Proof. (1) ⇒ (2). Consider the following elements

a = e1,m+1 + e2,m+2 + . . .+ en,m+n

b = e1,n+1 + e2,n+2 + . . .+ em,m+n

f = e21 + e32 + . . .+ em+n,m+n−1

inMm+n(T ) with the entrywise order. Then a, b, f are all positive, fm+n =

0, and afm + fnb = 1 (Exercise 12). Let e = f + e1,m+n. Then that e ≥ 0
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and em+n = 1, where 1 is the identity matrix, implies that e is a d-element

by Theorem 1.20, so f is also a d-element since 0 ≤ f ≤ e.

(2) ⇒ (1). Suppose that there exist positive elements a, b, f such that

fm+n = 0, 1 = afm + fnb, and f is a d-element. Then

1 = afm−1(1− fnb)f + fnb+ fn−1bf − (1− afm)fn−1bf

= (afm−1a)fm+1 + fn−1(fb+ bf − (fb)fn−1(bf))

= a′fm+1 + fn−1b′,

where a′ = afm−1a ≥ 0 and b′ = fb+ bf − (fb)fn−1(bf). Now we use the

condition that f is a d-element. Since

1 = |1| = |a′fm+1 + fn−1b′| ≤ a′fm+1 + |fn−1b′| = a′fm+1 + fn−1|b′|,

we have 1 = x + y, where 0 ≤ x ≤ a′fm+1 and 0 ≤ y ≤ fn−1|b′|. Then

xfn−1 = 0 and fm+1y = 0, and hence 1 = a′fm+1 + fn−1b′ implies that

x = xa′fm+1 and y = fn−1b′y. Let a1 = xa′ and b1 = |b′y|. Then

y = |y| = fn−1|b′y| = fn−1b1, so 1 = x + y = a1f
m+1 + fn−1b1 with

a1 ≥ 0, b1 ≥ 0. Continuing the above procedure, we have

1 = a1f
m(1− fn−1b1)f + fn−1b1 + fn−2b1f − (1− a1f

m+1)fn−2b1f

= (a1f
ma1)f

m+2 + fn−2(fb1 + b1f − (fb1)f
n−2(b1f))

= a′′fm+2 + fn−2b′′,

where a′′ = a1f
ma1 ≥ 0 and b′′ = fb1+b1f−(fb1)f

n−2(b1f). Similar to the

argument before, 1 = a2f
m+2 + fn−2b2 with a1 ≥ 0 and b2 ≥ 0. Repeating

this process, we will eventually arrive at 1 = an−1f
m+n−1 + fbn−1 with

an−1 ≥ 0 and bn−1 ≥ 0. Now by Lemma 4.3, R is ℓ-isomorphic to the

ℓ-ring Mm+n(T ) with the entrywise order, where T is an ℓ-unital ℓ-ring.�

Another characterization of matrix ℓ-rings with entrywise order is given

below.

Theorem 4.5. For an ℓ-unital ℓ-ring R and n ≥ 2, the following are equiv-

alent:

(1) R ∼=Mn(T ) with the entrywise order, where T is an ℓ-unital ℓ-ring.

(2) There exist positive elements x, y ∈ R such that xn−1 ̸= 0, xn = y2 = 0,

x+y has the positive inverse and ℓ(xn−1)∩Ry = {0}, where ℓ(xn−1) =

{a ∈ R | |a|xn−1 = 0}.

Proof. (1) ⇒ (2) Let x = e12+ . . .+en−1,n and y = en1. Then x
n−1 ̸= 0,

xn = y2 = 0. Since (x + y)n = 1, (x + y)−1 = (x + y)n−1 > 0. Since

xn−1 = e1n, it is clear that ℓ(x
n−1) ∩Ry = {0}.
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(2) ⇒ (1) Let r be the inverse of x+ y. We note that since x+ y and r

are both positive, they are d-elements by Theorem 1.20, and hence x, y are

also d-elements. Since x is a d-element, ℓ(xn−1) = {a ∈ R | axn−1 = 0}.
Define aij = rn−i(ry)xn−j , i, j = 1, · · · , n. We show that {aij | 1 ≤

i, j ≤ n} is a set of n× n matrix units of R by two steps.

(i) yrky = 0 and yrkxj = 0 for 2 ≤ k ≤ n, k ≤ j ≤ n.

First we show that it is true for k = 2. From that r is an inverse of x+y,

we have 1 = rx + ry, so y = yrx + yry and (1 − yr)y = yrx ∈ Rx ∩ Ry.
Since xn = 0, Rx ⊆ ℓ(xn−1). Thus Rx ∩Ry ⊆ ℓ(xn−1) ∩Ry = {0} implies

that yrx = 0. By 1 = rx + ry and xn = 0, we have xn−1 = ryxn−1, and

hence

yr2yxn−1 = (yr)(ryxn−1) = yrxn−1 = 0,

since n ≥ 2. Therefore yr2y ∈ ℓ(xn−1) ∩ Ry = {0} implies that yr2y = 0.

Then yr = yr2x + yr2y = yr2x implies that yr2x2 = yrx = 0, and hence

for any j ≥ 2, yr2xj = 0. Hence (i) is true when k = 2.

Now suppose that yriy = 0, yrixj = 0 for 2 ≤ i < k, i ≤ j. We prove

that yrky = 0, yrkxj = 0 for k ≤ j. From xn−1 = rxn + ryxn−1 = ryxn−1

and the inductive assumption, we have

yrkyxn−1 = yrk−1(ryxn−1) = yrk−1xn−1 = 0,

so yrky ∈ ℓ(xn−1)∩Ry = {0} implies that yrky = 0. Finally from yrk−1 =

yrkx+ yrky = yrkx and yrk−1xj = 0, we have yrkxj+1 = 0. Thus yrkxj =

yrkxj+1 + yrkyxj = 0 for any k ≤ j. Therefore (i) is true.

(ii) ryxirjry = δijry for all 0 ≤ i, j ≤ n− 1, where δij is the Kroneker

delta.

From yry = y and yrky = 0 for k ≥ 2 by (i), the equation is true when

i = 0. Now

1 = xr + yr ⇒ xi−1ri−1 = xiri + xi−1yri, 1 ≤ i ≤ n− 1

⇒ xi−1riy = xiri+1y + xi−1yri+1y = xiri+1y,

since yri+1y = 0 by (i). Thus xi−1ri−1(ry) = xiri(ry), for any i =

1, · · · , n− 1. Then

xn−1rn−1(ry) = xn−2rn−2(ry) = · · · = xr(ry) = ry (⋆),

and hence (ry)xiri(ry) = (ry)2 = ry for 1 ≤ i ≤ n− 1. So the equation (ii)

is true when 1 ≤ i = j ≤ n− 1.

For i > j,

xirjry = xi−jxjrj(ry) = xi−j(ry) by (⋆),
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so xi−jry = 0 since xry = (1− xr)x ∈ Rx∩Ry = {0}. Hence the equation

(ii) is true for this case.

For 1 ≤ i < j and 0 < t ≤ i, 1 = xr + yr implies

xi−tri−trj−iry = xi−t+1ri−t+1rj−iry + xi−tyrj−t+1y

= xi−t+1ri−t+1rj−iry

since 2 ≤ j − t+ 1 ≤ n implies yrj−t+1y = 0 by (i). Let t = 1, · · · , i in the

above equation, we have

xirirj−iry = xi−1ri−1rj−iry = · · · = rj−iry,

and hence ryxirjry = ryrj−iry = 0 since 2 ≤ j − i + 1 ≤ n. Thus the

equation (ii) is true also for this case.

By (ii), aijars = rn−i(ry)xn−jrn−r(ry)xn−s = δjrais. Since 1 = rx+ry,

rn−ixn−i = rn−i+1xn−i+1 + rn−i(ry)xn−i implies

n∑
i=1

aii =
n−1∑
i=1

aii + ry

=
n−1∑
i=1

rn−i(ry)xn−i + ry

=
n−1∑
i=1

(rn−ixn−i − rn−i+1xn−i+1) + ry

= −rnxn + rx+ ry

= 1.

Hence aij , 1 ≤ i, j ≤ n, are n× n matrix units.

Finally since x, y and r are all d-elements, each aij = rn−i(ry)xn−j is

a d-element, so Theorem 4.1 applies.

We also note that since Ry = R(ry) and ann = ry, Ry is a left ℓ-ideal

of R. �

The following result is an immediate consequence of Theorem 4.5.

Corollary 4.2. Let R be an ℓ-unital ℓ-ring. If there exist positive elements

x, y ∈ R such that x2 = y2 = 0 and x + y has the positive inverse, then

R ∼=M2(T ) with the entrywise order, where T is an ℓ-unital ℓ-ring.

Proof. We just need to show that ℓ(x) ∩ Ry = {0}. If a ∈ ℓ(x) ∩ Ry,
then a = by for some b ∈ R, so |a| = |b|y since y is a d-element. It follows

from y2 = 0 that |a|(x+ y) = 0. Thus |a| = 0, so ℓ(x) ∩Ry = {0}. �
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Let F be a totally ordered field and Mn(F ) (n ≥ 2) be an n×n matrix

ℓ-ring. Using previous results, various conditions may be obtained such

that Mn(F ) is ℓ-isomorphic to Mn(F ) with the entrywise order. We state

one such result below.

Theorem 4.6. Let F be a totally ordered field and let Mn(F ) (n ≥ 2) be

an ℓ-algebra. If there are positive elements a, f such that

fn = 0 and 1 = afn−1 + fafn−2 + · · ·+ fn−1a,

then Mn(F ) is ℓ-isomorphic to the ℓ-algebra Mn(F ) with the entrywise

order.

Proof. By Theorem 4.3(3), Mn(F ) contains a set of n × n matrix units

{aij | 1 ≤ i, j ≤ n} and each aij is a d-element. Let S be the centralizer of

aij . Then F1 ⊆ S. Since aij , 1 ≤ i, j ≤ n, are linearly independent, they

form a basis for Mn(F ) as a vector space over F , so each standard matrix

unit ers is a linear combination of aij over F . Thus each matrix in S is

in the centralizer of ers, 1 ≤ r, s ≤ n, and hence each matrix in S must

be scalar matrix. Therefore S = F1 and Mn(F ) is ℓ-isomorphic to Mn(F )

with the entrywise order by the proof of Theorem 4.3. �

4.2 Positive cycles

In this section, we consider the structure of ℓ-unital ℓ-rings with positive

elements of finite order. For a unital ring R, an element e is said to have

finite order if em = 1 for some positive integer m. For an element e with

finite order, the order of e is the smallest positive integer n such that en = 1.

Lemma 4.4. Let R be a unital ℓ-ring with a positive element e of order

n ≥ 2 and M be a maximal convex totally ordered subgroup of its additive

ℓ-group. Then eiMej is a maximal convex totally ordered subgroup for

1 ≤ i, j ≤ n.

Proof. Clearly eiMej is a totally ordered subgroup. Suppose that

0 < b ≤ eiaej for some 0 ≤ a ∈ M . Then 0 ≤ en−iben−j ≤ a implies

that en−iben−j ∈ M , so b ∈ eiMej . Therefore eiMej is convex. As-

sume that eiMej ⊆ N for some convex totally ordered subgroup N . Then

from M ⊆ en−iNen−j and en−iNen−j is convex totally ordered, we have

M = en−iNen−j , and hence eiMej = N . �
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Theorem 4.7. Let R be a unital ℓ-ring with a positive element e of order

n ≥ 2. Suppose that R satisfies the following conditions.

(1) R contains a basic element a ≤ 1 such that a ∧ (1− a) = 0.

(2) 1 ∈
∑n

i,j=1 e
iMej, where M = a⊥⊥.

Let k ≥ 2 be the smallest positive integer with eka = aek. Then B =

{eiaen−j | 1 ≤ i, j ≤ k} is a disjoint set of basic d-elements and also a set

of matrix units. Therefore R is ℓ-isomorphic to the matrix ℓ-ring Mk(T )

with the entrywise order, where T is the centralizer of B in R.

Proof. We first note that en = 1 implies that e is a d-element by Theorem

1.20 and a∧(1−a) = 0 implies that a(1−a) = 0, since a, 1−a are f -element,

so a = a2.

Since a is basic, M is a maximal convex totally ordered subgroup by

Corollary 1.1. We claim that the sum

(eMe+ · · ·+ eMen) + · · ·+ (ekMe+ · · ·+ ekMen)

is a direct sum. Since each eiMej is a maximal convex totally ordered

subgroup by Lemma 4.4, by Theorem 1.16, any two terms in the sum are

either disjoint or equal. Consider the following array and we claim that any

two different terms cannot be equal.

eMe eMe2 · · · eMen

e2Me e2Me2 · · · e2Men

...
... · · ·

...

ekMe ekMe2 · · · ekMen

Suppose that for some positive integer m with 1 ≤ m < n, emM = M .

Then for any 0 ≤ x ∈ M , emx and x are comparable. If x < emx, then

x < emx < e2mx < · · · < enmx = x, which is a contradiction. Similarly

emx ̸≤ x. Thus we must have emx = x, and hence for each z ∈M , emz = z.

From 1 ∈
∑n

i,j=1 e
iMej , 1 =

∑
i,j e

ixije
j , where xij ∈M , and hence

em = em
∑
i,j

eixije
j =

∑
i,j

ei(emxij)e
j =

∑
i,j

eixije
j = 1,

which is a contradiction. Hence n is the smallest positive integer such

that enM = M , and similarly n is the smallest positive integer such that

Men =M . Therefore any two terms in the same row or column of the above

array are different. Suppose that for 1 ≤ s < k, 1 ≤ t < n, esMet = M ,

then esM = Men−t. Similar to the above proof, esa = aen−t. We show

thatMes =Men−t. IfMes ̸=Men−t, thenMes∩Men−t = {0}, and hence
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aes ∧ aen−t = 0. Thus a is an f -element implies that aesa ∧ aen−t = 0, so

since e is a d-element, we have

(a2 ∧ a)en−t = a2en−t ∧ aen−t = aesa ∧ aen−t = 0.

It follows that a2 ∧ a = 0, and hence a = 0 since a2 = a, which is a

contradiction. Thus Mes = Men−t, then Mes+t = M implies n | (s + t),

and hence s+ t = n since s+ t < 2n. Hence esM =Mes, which contradicts

the fact that 1 ≤ s < k and k is the smallest positive integer satisfying

ekM = Mek. This proves that esMet ̸= M for 1 ≤ s < k, 1 ≤ t < n.

Therefore the sum ∑
1≤i≤k,1≤j≤n

eiMej

is a direct sum (Exercise 13).

We next show that 1 = a + eaen−1 + . . . + ek−1aen−k+1. Since 1 is a

sum of disjoint basic elements and 1 = a+(1−a) implies that 1 = eien−i =

eiaen−i + ei(1− a)en−i, 1 ≤ i < k, we have a, eaen−1, . . . , ek−1aen−k+1 are

all in the sum for 1 (Exercise 14). By condition (2), each basic element

in the sum for 1 is equal to c = esxet ≤ 1 for some 0 < x ∈ M and

1 ≤ s ≤ k, 1 ≤ t ≤ n. Then esxetesxet = esxet implies that xes+tx = x.

Suppose xevx = x with 0 < v < n. Since M ∩Mev = {0}, x ∧ xev = 0. If

x ≤ a, then x is an f -element, so x∧ xevx = 0 implies that x = 0, which is

impossible. Hence a < x. Since x = en−scen−t is a d-element, x ∧ xev = 0

implies that x2 ∧ xevx = 0, so x2 ∧ x = 0. Then a = a2 ∧ a ≤ x2 ∧ x = 0,

which is a contradiction. Therefore there is no positive integer v < n such

that xevx = x. It follows from xes+tx = x that we must have s + t = n,

and hence c = esxen−s, 1 ≤ s ≤ k and x is idempotent. From

1 = c+ (1− c) = esxen−s + (1− esxen−s)

and

c ∧ (1− c) = esxen−s ∧ (1− esxen−s) = 0,

we have 1 = x + (1 − x) and x ∧ (1 − x) = 0. Since we also have 1 =

a + (1 − a) with a ∧ (1 − a) = 0, we must have x = a since a, x ∈ M .

Therefore c = esaen−s, 1 ≤ s ≤ k, and hence 1 = a + eaen−1 + . . . +

ek−1aen−k+1. Then {a, eaen−1, . . . , ek−1aen−k+1} is a disjoint set implies

that eiaen−iejaen−j = 0 for i ̸= j.

For 1 ≤ i ≤ k, 1 ≤ j ≤ k, define cij = eiaen−j . It is clear that

each cij is d-element since a is an f -element and e is a d-element, and

{cij | 1 ≤ i, j ≤ k} is a set of k × k matrix units, that is, cijcrs = δjrcis,



January 13, 2014 11:54 World Scientific Book - 9in x 6in l-ring

120 Algebraic Structure of Lattice-Ordered Rings

where δjr is the Kronecker delta, and c11 + . . .+ ckk = 1 (Exercise 15). Let

T = {x ∈ R | xcij = cijx, 1 ≤ i, j ≤ k} be the centralizer of {cij | 1 ≤ i, j ≤
k} in R. By Theorem 4.1, R is ℓ-isomorphic to the matrix ℓ-ring Mk(T )

with the entrywise order. This completes the proof. �

For a ring R and x ∈ R, we define i(x) = {a ∈ R | ax = xa = a}.
Clearly i(x) is a subring of R and if R is an algebra over F then i(x) is a

subalgebra of R over F .

Theorem 4.8. Let A be a unital finite-dimensional Archimedean ℓ-algebra

over a totally ordered field F . Suppose that A contains a positive element e

with order n ≥ 2 and dimF i(e) = 1. Then A is ℓ-isomorphic to Mk(F [G])

as the ℓ-algebra over F with the entrywise order, where k | n, G is a finite

cyclic group of order n/k, and F [G] is the group ℓ-algebra of G over F with

the coordinatewise order.

Proof. We first show conditions in Theorem 4.7 are satisfied and then

we determine the ℓ-unital ℓ-ring T in Theorem 4.7. Since A is finite-

dimensional and Archimedean over F , by Corollary 1.3, A is a finite direct

sum of maximal convex totally ordered subspaces over F . Then 1 is a sum

of disjoint basic elements, and hence there exists a basic element a such

that a ≤ 1 and a ∧ (1 − a) = 0, that is, condition (1) in Theorem 4.7 is

satisfied.

LetM = a⊥⊥ and x =
∑n

i,j=1 e
iaej . Then ex = xe = x implies that x ∈

i(e), so x = α(1+e+· · ·+en−1) for some 0 < α ∈ F since dimF i(e) = 1 and

1+e+· · ·+en−1 ∈ i(e). It follows that 1 ≤ α−1x ∈
∑n

i,j=1 e
iMej , and hence

1 ∈
∑n

i,j=1 e
iMej , that is, condition (2) in Theorem 4.7 is also satisfied.

We note that above arguments have actually proved A =
∑n

i,j=1 e
iMej .

Otherwise there is a maximal convex totally ordered subspace N that is not

contained inH =
∑n

i,j=1 e
iMej , thenH∩J = {0}, where J =

∑n
i,j=1 e

iNej

(Exercise 16). On the other hand, by a similar argument we have 1 ∈ J ,

which is a contradiction. Therefore A =
∑n

i,j=1 e
iMej .

Suppose that k is the smallest positive integer with eka = aek and

k ≥ 2. By Theorem 4.7, {cij = eiaen−j | 1 ≤ i, j ≤ k} is a disjoint set of

basic d-elements and a set of k × k matrix units, and A ∼=Mk(T ) with the

entrywise order, where

T = {x ∈ A | xcij = cijx, 1 ≤ i, j ≤ k}

is an ℓ-unital ℓ-ring. Also from the proof of Theorem 4.7, A =∑
1≤i≤k,1≤j≤n e

iMej is a direct sum as a vector lattice.
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We prove that dimFM = 1. Let u, v ∈ M be linearly independent

over F . Define x =
∑

1≤i≤k,1≤j≤n e
iuej and y =

∑n
1≤i≤k,1≤j≤n e

ivej . If

αx+ βy = 0 for some α, β ∈ F , then∑
1≤i≤k,1≤j≤n

ei(αu+ βv)ej = 0,

and hence αu+ βv = 0, so α = β = 0. It follows that x and y are linearly

independent. On the other hand, x, y ∈ i(e) implies that they are linearly

dependent since dimF i(e) = 1. This contradiction shows that dimFM = 1,

and hence M = Fa.

Since eka = aek, ek, e2k, · · · , eℓk ∈ T , where n = ℓk. We prove that

T = {α0 + α1e
k + · · ·+ αℓ−1e

(ℓ−1)k | αi ∈ F, 0 ≤ i ≤ ℓ− 1}.
Suppose that x ∈ T . Since A is a direct sum of ei(Fa)ej , 1 ≤ i ≤ k, 1 ≤
j ≤ n, a direct calculation shows that x =

∑
1≤i,j≤k vijcij , where vij ∈

F + Fek + · · ·+ Fe(ℓ−1)k, then {cij} is a set of k × k matrix units implies

that vij = 0 if i ̸= j and v11 = · · · = vkk. Hence

x = v11(c11 + · · ·+ ckk) = v111 = v11

(Exercise 17), so T = F + Fek + · · · + Fe(ℓ−1)k. For an element x =

α0 +α1e
k + · · ·+αℓ−1e

(ℓ−1)k in T , it is clear that x ≥ 0 if and only if each

αi ≥ 0, and hence T is a group ℓ-algebra of a finite cyclic group of order

ℓ = n/k over F with the coordinatewise order.

If k = 1, that is, ea = ae, then A is ℓ-isomorphic to the group ℓ-algebra

F [G] of a cyclic group of order n over F . The verification of this fact is left

to the reader (Exercise 78). This completes the proof of Theorem 4.8. �
An n-cycle (i1i2 · · · in) on the set {1, · · · , n} is a permutation which

sends i1 → i2, · · · , in−1 → in, and in → i1. The permutation matrix

ei1i2 + · · · + ein−1in + eini1 , where (i1i2 · · · in) is an n-cycle, is called an

n-cycle in matrix ring Mn(R) over a unital ring R.

Lemma 4.5. Let T be a unital ring and e be an n-cycle in Mn(T ). For

x ∈ Mn(T ), if ex = xe, then x = α01 + α1e + · · · + αn−1e
n−1 for some

αi ∈ T , where 1 is the identity matrix.

Proof. First we assume that e = e12+ e23+ · · ·+ en1. Let x = (xij). For

1 ≤ k ≤ n, a direct calculation shows that

ek = e1,k+1 + e2,k+2 + · · ·+ en−k,n + · · ·+ en,k

and

x1,k = x2,k+1 = · · · = xn−k,n−1 = xn−k+1,n = · · · = xn,k−1
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(Exercise 18), and hence x = x111 + x12e+ x13e
2 + · · ·+ x1ne

n−1.

Now suppose that e′ = ei1i2 + ei2i3 + · · · + eini1 . Define d = e1i1 +

e2i2 + · · · + enin . Then d−1 = ei11 + ei22 + · · · + einn and de′d−1 = e. If

xe′ = e′x, then (dxd−1)(de′d−1) = (de′d−1)(dxd−1), and hence, by previous

argument, there exist α0, · · · , αn−1 ∈ T such that

dxd−1 = α01 + α1e+ · · ·+ αn−1e
n−1

= α01 + α1(de
′d−1) + · · ·+ αn−1(de

′d−1)n−1

= d(α01 + α1e
′ + · · ·+ αn−1(e

′)n−1)d−1,

since each entry in d is either 0 or 1 implies αd = dα for α ∈ T . Therefore

x = α0 + α1e
′ + · · ·+ αn−1(e

′)n−1. �

Theorem 4.9. Let T be a unital totally ordered ring, and R =Mn(T ) (n ≥
2) be an ℓ-ring and f -bimodule over T with respect to left and right scalar

multiplication. Assume that R is a direct sum of convex totally ordered

subgroups and contains a positive n-cycle. Then R is ℓ-isomorphic to the

ℓ-ring Mn(T ) with the entrywise order.

Proof. Let e be a positive n-cycle. Since each entry in e is either 1 or

0, for any α ∈ T , αe = eα. From 1 = en > 0, 1 is a sum of disjoint basic

elements, so there is a basic element a such that a ≤ 1 and a∧ (1− a) = 0.

Hence the condition (1) in Theorem 4.7 is satisfied.

LetM = a⊥⊥ andH =
∑n

i,j=1 e
iMej . We claim that R = H. If R ̸= H,

then there exists a maximal convex totally ordered subgroup N that is

not in the sum of H, and hence H ∩ J = {0}, where J =
∑n

i,j=1 e
iNej .

Take 0 < x ∈ N and consider z =
∑n

i,j=1 e
ixej . Then ez = ze = z, so

z = α(1 + e+ . . .+ en−1) for some 0 < α ∈ T by Lemma 4.5. On the other

hand, if w =
∑n

i,j=1 e
iaej , then ew = we = w, so w = β(1+ e+ . . .+ en−1)

for some 0 < β ∈ T . Thus β1 ∈ H and α1 ∈ J , which implies that

0 < min{β, α}1 ∈ H ∩ J , which is a contradiction. Therefore we must

have R = H =
∑n

i,j=1 e
iMej , so 1 ∈

∑n
i,j=1 e

iMej , and condition (2) in

Theorem 4.7 is satisfied.

Suppose that eia = aei for some 1 ≤ i ≤ n− 1, then R =
∑n

i,j=1 e
iMej

implies that ei is in the center of R, which is a contradiction (Exercise 19).

Hence n is the smallest positive integer with ena = aen, then by Theorem

4.7, R is ℓ-isomorphic to the ℓ-ring Mn(S) with the entrywise order, where

S is the centralizer of {cij = eiaen−j | 1 ≤ i, j ≤ n} in R. We show that S

consists of all scalar matrices over T .

Let 0 < α ∈ T . To show that α1 ∈ S, it is sufficient to show that

(α1)a = a(α1) since α1 commutes with e. From 1 = a+eaen−1+. . .+en−1ae
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and α1 = 1α, we have

αa+ αeaen−1 + . . .+ αen−1ae = aα+ eaen−1α+ . . .+ en−1aeα.

SinceMn(T ) is an f -bimodule over T , a∧eiaen−i = 0 for any i = 1, . . . , n−1

implies that αa ∧ eiaen−iα = 0, so

αa = αa ∧ (αa+ αeaen−1 + . . .+ αen−1ae)

= αa ∧ (aα+ eaen−1α+ . . .+ en−1aeα)

≤ (αa ∧ aα) + (αa ∧ eaen−1α) + . . .+ (αa ∧ en−1aeα)

= αa ∧ aα
≤ aα.

Similarly, aα ≤ αa, so αa = aα. Thus T1 ⊆ S.

Now let 0 < x ∈ S. Then x commutes with e since

e = e1 = ea+ e2aen−1 + . . .+ ae = c1n + c21 + c32 + . . .+ cn,n−1,

and hence x = α01+α1e+ . . .+αn−1e
n−1 for some αi ∈ T , i = 0, . . . , n−1

by Lemma 4.5. Since a = cnn, xa = ax, and hence

α0a+ α1ea+ . . .+ αn−1e
n−1a = α0a+ α1ae+ . . .+ αn−1ae

n−1

implies that αie
ia = 0 for any i = 1, · · · , n − 1. Hence αia = 0 for i =

1, · · · , n since en = 1. We claim that each αi = 0, i = 1, · · · , n. Suppose

that αk ̸= 0 for some k. We may assume that αk > 0. Since a∧ (1−a) = 0

and Mn(T ) is an f -bimodule over T , we have a ∧ αk(1− a) = a ∧ αk1 = 0,

and hence a∧1 = 0, which is a contradiction. Thus αi = 0 for i = 1, · · · , n.
Therefore x = α01 ∈ T1. This proves that S = T1, that is, S consists

of all the scalar matrices over T . Since for any α ∈ T , α ≥ 0 in T if and

only if α1 ≥ 0 in S, S and T are ℓ-isomorphic ℓ-rings. Therefore Mn(T ) is

ℓ-isomorphic to the ℓ-ring Mn(T ) with the entrywise order. This completes

the proof. �

A unital domain R is called a left (right) Ore domain if R can be

embedded in a division ring Q such that

Q = {a−1x | a, x ∈ R, a ̸= 0} (Q = {xa−1 | a, x ∈ R, a ̸= 0}).

The Q is called the classical left (right) quotient ring of R. Theorem 4.9

is true when R is a unital ℓ-simple totally ordered left (right) Ore domain.

We will first prove the following result.

Lemma 4.6. Suppose that R is a unital totally ordered ring.
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(1) R contains a unique maximal (left, right) ℓ-ideal.

(2) If R is a domain, then the unique maximal left (right) ℓ-ideal of R is

a maximal ℓ-ideal.

(3) If R is ℓ-simple, then R is a domain and R and {0} are the only left

(right) ℓ-ideals of R.

Proof. (1) Since R is unital, by Zorn’s Lemma R contains a maximal

ℓ-ideal. Suppose that M , N are maximal ideals and M ̸= N . Then R =

M + N implies that 1 = x + y for some x ∈ M and y ∈ N . It follows

from 1 > 0 that 1 = |1| = |x+ y| ≤ |x|+ |y|, and hence 1 = a+ b for some

0 ≤ a ≤ |x| and 0 ≤ b ≤ |y|. Hence we have a ∈ M and b ∈ N . Now that

R is totally ordered implies that a ≤ b or b ≤ a, so 1 ≤ 2b or 2a implies

that 1 ∈ N or 1 ∈M , which is a contradiction. Similarly there is a unique

maximal left ℓ-ideal and a unique maximal right ℓ-ideal.

(2) Let I be the unique maximal left ℓ-ideal. Consider the ℓ-ideal ⟨I⟩
generated by I. Then

⟨I⟩ = {x ∈ R | |x| ≤ ar, a ∈ I+, r ∈ R+}.

If ⟨I⟩ = R, then 1 ≤ ar for some a ∈ I+ and r ∈ R+, and hence ra ≤ (ra)2.

Then that R is a totally ordered domain implies 1 ≤ ra ∈ I, so 1 ∈ I, which

is a contradiction. Therefore ⟨I⟩ ̸= R, so ⟨I⟩ is contained in a maximal left

ℓ-ideal by a standard argument using Zorn’s Lemma, and hence ⟨I⟩ ⊆ I.

Thus I = ⟨I⟩ is an ℓ-ideal.
(3) If R is ℓ-simple, then ℓ-N(R) = {0}, and R is reduced by Theorem

1.28. It follows that R is a domain since R is totally ordered. Let I ̸= {0}
be a left ℓ-ideal of R. Then ⟨I⟩ = R. By a similar argument in (2), we

must have 1 ∈ I, so I = R. �

Corollary 4.3. Let R be a unital ℓ-simple totally ordered left (right) Ore

domain andMn(R) (n ≥ 2) be an ℓ-ring and f -bimodule over R with respect

to left and right scalar multiplication. If ℓ-ring Mn(R) contains a positive

n-cycle, then it is ℓ-isomorphic to the ℓ-ring Mn(R) with the entrywise

order.

Proof. Let Q be the classical left quotient ring of R. Then Mn(R) ⊆
Mn(Q). ConsiderMn(R) (Mn(Q)) as a left module over R (Q) by left scalar

multiplication. Since Mn(Q) is an n2-dimensional vector space over the

division ring Q and matrices in Mn(R) that are linearly independent over

R are also linearly independent over Q (Exercise 20),Mn(R) has at most n2

linearly independent matrices over R. Suppose that {fi | i ∈ I} ⊆ Mn(R)
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is a disjoint set. Then it is linearly independent over R by a similar proof

of Theorem 1.13 since R is a domain and Mn(R) is a left f -module over

R (Exercise 21). Therefore R does not contain any infinite set of disjoint

elements, so condition (C) in Theorem 1.15 is satisfied.

We next show that Mn(R) contains no maximal convex totally ordered

subgroup that is bounded above. Suppose that M is a maximal convex

totally ordered subgroup of Mn(R) and 0 < a ∈Mn(R) such that x ≤ a for

all x ∈M . For 0 < y ∈M , y⊥⊥ =M . Since Mn(R) is a left f -module over

R, for any 0 < α ∈ R, αy ∈ y⊥⊥ implies that αy ≤ a for all 0 ≤ α ∈ R.

Thus for all 0 < α ∈ R,

α
n∑

i,j=1

eiyej = αβ(1 + e+ . . .+ en−1) ≤
n∑

i,j=1

eiaej = γ(1 + e+ . . .+ en−1),

for some 0 < β, γ ∈ R. Therefore αβ ≤ γ for all α ∈ R. Let I be

the left ℓ-ideal generated by β in R. By Lemma 4.6, I = R, so γ ≤
δβ for some δ ∈ R+, which contradicts with αβ ≤ γ for all α ∈ R+.

Hence Mn(R) has no maximal convex totally ordered subgroup bounded

above. By Theorem 1.17, Mn(R) is a direct sum of convex totally ordered

subgroups, so Theorem 4.9 applies. This completes the proof. �
Let’s consider two important cases that Corollary 4.3 applies. For a

totally ordered subring R of R, each 0 < α ∈ R is less than k1 for some

positive integer k. Thus an ℓ-algebra Mn(R) over R is an f -bimodule over

R, so if Mn(R) contains a positive n-cycle, then it is ℓ-isomorphic to the

ℓ-algebraMn(R) with the entrywise order. If R is a totally ordered division

ring, then each ℓ-module over R is an f -module, so if Mn(R) is an ℓ-ring

and ℓ-bimodule over R and contains a positive n-cycle, then Mn(R) is ℓ-

isomorphic to the ℓ-ring Mn(R) with the entrywise order.

4.3 Nonzero f-elements in ℓ-rings

For an ℓ-ring R with nonzero f -elements, for instance, an ℓ-unital ℓ-ring,

properties of R are affected by f(R). In this section we present some results

in this direction. Recall that f(R) = {a ∈ R | |a| is an f -element of R}.
For an ℓ-ring R, let Uf = Uf (R) be the upper bound of f(R), that is,

Uf = {x ∈ R | |x| ≥ a, for each a ∈ f(R)}.

Lemma 4.7. Let R be an ℓ-ring and f(R) ̸= 0 be totally ordered. Then

R = Uf ∪ (f(R) ⊕ f(R)⊥), where the direct sum is regarded as the direct

sum of convex ℓ-subgroups, and Uf ∩ (f(R)⊕ f(R)⊥) = ∅.
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Proof. Suppose that a ∈ R and a ̸∈ Uf . Then there exists an f -element

b > 0 such that |a| ̸≥ b, and hence |a|∧b < b. Consider a1 = |a|−|a|∧b and
b1 = b−|a|∧b. We have a1∧b1 = 0, so (a1∧e)∧b1 = 0, where 0 < e ∈ f(R).

Since 0 < b1, a1 ∧ e ∈ f(R) and f(R) is totally ordered, we must have

a1 ∧ e = 0, that is, a1 ∈ f(R)⊥. Thus |a| = (|a| ∧ b) + a1 ∈ f(R) + f(R)⊥.

It follows from 0 ≤ a+, a− ≤ |a| that a+, a− ∈ f(R) + f(R)⊥, and hence

a = a+ − a− ∈ f(R) + f(R)⊥. It is clear that f(R) ∩ f(R)⊥ = {0}.
Suppose that x ∈ Uf ∩ (f(R) ⊕ f(R)⊥). Then x = x1 + y1, x1 ∈

f(R), y1 ∈ f(R)⊥. Thus 2|x1| ≤ |x| ≤ |x1| + |y1|, and hence x1 = 0.

Therefore x ∈ f(R)⊥ which implies f(R) = {0}, which is a contradiction.

Therefore we have Uf ∩ (f(R)⊕ f(R)⊥) = ∅. �

We provide an application of the decomposition in Lemma 4.7. For an

ℓ-ring R, an element e is called f -superunit if e is an f -element and for any

x ∈ R+, ex ≥ x and xe ≥ x.

For a ring B and an element a ∈ B, if ab = ba = nb for some integer

n and all b ∈ B, then a is called an n-fier and n is said to have an n-fier

a in B. Define K = {n ∈ Z | n has an n-fier in B}. Then K is an ideal

of Z (Exercise 22). The ideal K is called the modal ideal of B and its

nonnegative generator is called the mode of B.

Lemma 4.8.

(1) If R is an f -ring with mode k > 0, then R has a unique k-fier x ≥ 0.

(2) Let R be an ℓ-ring with an f -superunit and f(R) is totally ordered.

Then mode of R and the mode of f(R) are the same, and if k is the

mode of R, then the k-fier of R is equal to the k-fier of f(R).

Proof. (1) If x, y both are k-fier, then kx = xy = ky implies that x = y.

Thus there is only one k-fier x. From xb = bx = kb for any b ∈ R and

R is an f -ring, we have |x|a = a|x| = ka for each a ∈ R+, and hence

|x|b = b|x| = kb for each b ∈ R. Therefore the uniqueness of x implies that

x = |x| ≥ 0.

(2) Let e be an f -superunit of R, n be the mode of R, and m be the

mode of f(R). If x is an m-fier of f(R), then xa = ax = ma for each

a ∈ f(R), especially xe = ex = me. Thus for each b ∈ R, (bx)e = (mb)e,

so bx = mb since e is an f -superunit. Similarly xb = mb. Therefore n | m.

Now let y be an n-fier in R. We show that y ∈ f(R). By Lemma 4.7,

R = Uf ∪ (f(R) ⊕ f(R)⊥). If y ∈ Uf , then we have ne = |ey| = e|y| ≥
|y| ≥ (n+1)e, which is a contradiction. Thus y = z+w with z ∈ f(R) and
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w ∈ f(R)⊥ implies that ne = ey = ez + ew, and hence ew = 0. Therefore

w = 0 and y ∈ f(R). Hence m | n, so n = m.

Suppose that k is the mode of R, by the above argument, a k-fier of R

is also a k-fier of f(R), so by (1) R has a unique k-fier x ≥ 0. �

Let R = {(n, r) | n ∈ Z, r ∈ R}. Then R becomes a ring having

identity element (1, 0) with respect to the coordinatewise addition and the

multiplication

(n, r)(m, s) = (nm,ns+mr + rs).

It is well known that a → (0, a) is a one-to-one ring homomorphism from

R to R. So R may be considered as a subring of R.

Suppose that k > 0 is the mode of R and x is the unique k-fier of R.

Let I(k, x) = {n(k,−x) | n ∈ Z}. Then I(k, x) is an ideal of R (Exercise

24). Define R1 = R/I(k, x) as the quotient ring with identity (1, 0) and

a→ (0, a) from R to R1 which is a one-to-one ring homomorphism from R

to R1. Hence R can be considered as a subring of R1.

We need the following result in the proof of Theorem 4.10.

Lemma 4.9. Let R be an ℓ-ring with a ∈ R and 0 ≤ e ∈ f(R). Then

|ae+ ea| = |a|e+ e|a|.

Proof. Since a+ ∧ a− = 0,

ea+ ∧ ea− = ea+ ∧ a−e = a+e ∧ a−e = a+e ∧ ea− = 0,

so (a+e+ ea+) ∧ (a−e+ ea−) = 0. Thus

|ae+ ea| = |a+e− a−e+ ea+ − ea−|
= |(a+e+ ea+)− (a−e+ ea−)|
= (a+e+ ea+) + (a−e+ ea−)

= |a|e+ e|a|. �

Theorem 4.10. Let R be an ℓ-ring with an f -superunit and f(R) be totally

ordered. Suppose that R1 is defined as above. Then R can be embedded in

an ℓ-unital ℓ-rings R1 such that f(R) ⊆ f(R1) and f(R1) is totally ordered.

Moreover if R is ℓ-simple or R is squares positive, so is R1.

Proof. Before we proceed with the proof, we comment that the following

proof works for R and we leave the verification of it to the reader.

By Lemma 4.7, R = Uf ∪ (f(R)⊕ f(R)⊥). Let e be an f -superunit and

A = {ne + ae | n ∈ Z, a ∈ R} be the subring generated by e and Re. We
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first show that A is an ℓ-subring of R. Let ne + ae ∈ A, where n ∈ Z and

a ∈ R. We consider two cases.

(1) a ∈ f(R)⊕f(R)⊥. Suppose that a = b+c with b ∈ f(R), c ∈ f(R)⊥.

Then

(ne+ ae)+ = (ne+ be+ ce)+ = (ne+ be)+ + (ce)+ = (ne+ be)+ + c+e

and (ne + be)+ = ne + be or 0 since f(R) is totally ordered. Therefore

(ne+ ae)+ = ne+ be+ c+e or c+e, so (ne+ ae)+ ∈ A.

(2) a ∈ Uf . Since a = a+ − a− and a+ ∧ a− = 0, we must have one of

a+, a− ∈ Uf , but not both of them (Exercise 23). Suppose that a+ ∈ Uf .

Then a+ ∧ a− = 0 implies that a− ∈ f(R)⊥. Since e is an f -superunit,

ne+ a+e ≥ ne+ a+ ≥ 0, and hence

0 ≤ (ne+a+e)∧a−e ≤ (|n|e+a+e)∧a−e ≤ (|n|e∧a−e)+(a+e∧a−e) = 0,

since a−e ∈ f(R)⊥ and |n|e ∈ f(R). Hence (ne+ a+e) ∧ a−e = 0 and

(ne+ ae)+ = (ne+ a+e− a−e)+ = ne+ a+e ∈ A.

If a− ∈ Uf , then a
+ ∈ f(R)⊥. Since −ne+ a−e ≥ −ne+ a− ≥ 0,

0 ≤ (−ne+a−e)∧a+e ≤ (|n|e+a−e)∧a+e ≤ (|n|e∧a+e)+(a−e∧a+e) = 0,

so (−ne+ a−e) ∧ a+e = 0 and

(ne+ ae)+ = (ne+ a+e− a−e)+ = (a+e− (−ne+ a−e))+ = a+e ∈ A.

Thus in any case, (ne+ ae)+ ∈ A, and hence A is an ℓ-subring of R.

Define φ : R1 → A by φ((n, a)) = ne + ae. It is left to the reader to

check that φ is a well-defined isomorphism between two additive groups of

R1 and A (Exercise 25). Now we define an element (n, a) ≥ 0 if φ((n, a)) =

ne+ae ≥ 0 in A. Since A is an ℓ-ring, R1 becomes an ℓ-group with respect

to its addition, and φ becomes an ℓ-isomorphism of two additive ℓ-groups.

We show that the product of two positive elements of R1 is also positive.

Suppose that (n, a), (m, b) ≥ 0. Then ne+ ae,me+ be ≥ 0 in A, and hence

e is an f -superunit implies that ne+ ea,me+ eb ≥ 0. Thus

(ne+ ea)(me+ be) = e(nme+mae+ nbe+ abe) ≥ 0,

implies that

φ((n, a)(m, b)) = φ((nm,ma+ nb+ ab)) = nme+ (ma+ nb+ ab)e ≥ 0.

Hence the product of (n, a) and (m, b) is positive in R1. Therefore R1 is an

ℓ-unital ℓ-ring.
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Wemay directly check that an element (n, a) ∈ R1 is in f(R1) if and only

if ne+ ae ∈ f(R). Suppose that (n, a) ∈ R1 is an f -element, and x, y ∈ R

with x∧y = 0. Then xe∧ye = 0 implies that (0, x)∧ (0, y) = 0 ∈ R1. Then

(0, x)(n, a) ∧ (0, y) = 0 ⇒ (0, nx+ xa) ∧ (0, y) = 0

⇒ (nx+ xa)e ∧ ye = 0

⇒ x(ne+ ae) ∧ y = 0 (e is an f -superunit).

Now we show that (ne+ae)x∧y = 0. From x∧y = 0 and e is an f -element,

we have ex ∧ y = 0, so (0, ex) ∧ (0, y) = 0 implies

(n, a)(0, ex) ∧ (0, y) = 0 ⇒ (0, nex+ aex) ∧ (0, y) = 0

⇒ (nex+ aex)e ∧ ye = 0

⇒ (nex+ aex) ∧ y = 0 (e is an f -superunit).

⇒ (ne+ ae)x ∧ y = 0.

Thus ne + ae ∈ f(R). Similarly to show that if ne + ae ∈ f(R), then

(n, a) ∈ f(R1). We leave the verification of it to the reader (Exercise 26).

Now a → (0, a) is a one-to-one ring homomorphism with a ≥ 0 in R if

and only if (0, a) ≥ 0 in R1. Thus we may consider R as an ℓ-subring of R1

and write R1 = Z+R. Then f(R) ⊆ f(R1) and f(R1) = {n+a | a ∈ f(R)}
is totally ordered.

Suppose that R is ℓ-simple. For an ℓ-ideal I of R1. That I ∩ R is an

ℓ-ideal of R implies that I ∩ R = R or I ∩ R = {0}. If I ∩ R = R, then

e ∈ I and 1 ≤ e implies that 1 ∈ I, and hence I = R1. If I ∩R = {0}, then
IR = {0}, and hence I = {0} since e ∈ R is an f -superunit of R. Therefore

R1 is ℓ-simple.

Finally we suppose that R has squares positive. For n+a ∈ R1 = Z+R,
first assume that a ∈ Uf . For any 0 ≤ m ∈ Z, 0 ≤ (me ± a)2 and Lemma

4.9 yield

me|a|+m|a|e = |mea+mae| ≤ m2e2 + a2 ≤ m|a|e+ a2,

since me ≤ |a|. Hence m|a| ≤ me|a| ≤ a2. Therefore, for any n ∈ Z,
(n + a)2 = n2 + 2na + a2 ≥ 0 in R1. Now suppose that a = x + y with

x ∈ f(R) and y ∈ f(R)⊥. Then

(n+ a)2 = n2 + 2na+ a2 = n2 + 2nx+ 2ny + x2 + xy + yx+ y2.

Since n+ x ∈ f(R1), n
2 + 2nx+ x2 = (n+ x)2 ≥ 0. For any 0 ≤ d ∈ f(R),

|y|d ≤ |y|d+ d|y| = |yd+ dy| ≤ y2 + d2
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implies that

|y|d = |y|d ∧ (y2 + d2)

≤ (|y|d ∧ y2) + (|y|d ∧ d2)
= (|y|d ∧ y2) + (|y| ∧ d)d
= |y|d ∧ y2 (|y| ∧ d = 0)

≤ y2.

Similarly d|y| ≤ y2. Hence we have

−6ny ≤ (6ny)e ≤ y2,−3xy ≤ y2, and − 3yx ≤ y2,

so −(6ny + 3xy + 3yx) ≤ 3y2. Therefore −(2ny + xy + yx) ≤ y2. It then

follows that

(n+ a)2 = (n2 + 2nx+ x2) + (2ny + xy + yx+ y2) ≥ 0.

This completes the proof that R1 is squares positive. �

Lemma 4.10.

(1) For an ℓ-ring R with ℓ-N(R) = {0}, if a ∈ f(R) and a2 = 0, then

a = 0.

(2) Let R be an ℓ-unital ℓ-reduced ℓ-ring. For an ℓ-prime ℓ-ideal P , f(R/P )

is a totally ordered domain.

(3) For a totally ordered ring, any two (right, left) ℓ-ideals are comparable.

For an f -ring and an ℓ-prime ℓ-ideal P , if I, J are ℓ-ideals containing

P , then I ⊆ J or J ⊆ I.

(4) For an ℓ-ring R with an f -superunit, if f(R) is totally ordered, then R

has a unique maximal (right, left) ℓ-ideal.

Proof. (1) Since f(R) is an f -ring, we have |a|2 = |a2| = 0, so we may

assume that a ≥ 0. For x ∈ R+, (ax− xa)+ ∧ (ax− xa)− = 0 implies that

axa = axa ∧ axa = (ax− xa)+a ∧ a(ax− xa)− = 0

since a is an f -element of R. Thus aR+a = {0}, and hence a = 0 since

ℓ-N(R) = {0}.
(2) Let R = R/P , and for each x ∈ R write x = x+P ∈ R/P . Suppose

that a ∧ b = 0 for some a, b ∈ f(R). Then a ∧ b = c ∈ P , and hence

(a− c) ∧ (b− c) = 0. It follows that

((a− c) ∧ 1) ∧ ((b− c) ∧ 1) = 0.
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However (a−c)∧1, (b−c)∧1 ∈ f(R) implies that ((b−c)∧1)((a−c)∧1) = 0,

so

[((a− c) ∧ 1)x((b− c) ∧ 1)]2 = 0 for each x ∈ R+.

Then that R is ℓ-reduced implies ((a − c) ∧ 1)x((b − c) ∧ 1) = 0 for each

x ∈ R+. Therefore in R, we have (a ∧ 1)x(b ∧ 1) = 0 for each x ∈ (R)+,

and hence a ∧ 1 = 0 or b ∧ 1 = 0 since R is ℓ-prime. Consequently a = 0

or b = 0 since a, b ∈ f(R). Thus f(R) is totally ordered (Exercise 1.12).

By (1) f(R) contains no nonzero nilpotent element, then f(R) is totally

ordered implies that it is a domain.

(3) Suppose that R is totally ordered and I, J are ℓ-ideals. If I ̸⊆ J ,

then there exists 0 < a ∈ I \ J , so for any 0 ≤ b ∈ J , b ≤ a. Thus b ∈ I for

each b ∈ J+, and hence J ⊆ I.

For an f -ring R, by Theorem 1.27, R/P is totally ordered, and hence

I/P ⊆ J/P or J/P ⊆ I/P . Thus I ⊆ J or J ⊆ I.

(4) Let e be an f -superunit of R. By Zorn’s Lemma, R has a maximal

ℓ-ideal. Suppose that M,N are maximal ℓ-ideals. If M + N = R = Uf ∪
(f(R) ⊕ f(R)⊥), then e = x + y for some 0 ≤ x ∈ M and 0 ≤ y ∈ N , and

hence x, y ∈ f(R) ⊕ f(R)⊥ since M ∩ Uf = N ∩ Uf = ∅. Suppose that

x = a + b, y = c + d with a, c ∈ f(R), b, d ∈ f(R)⊥. Then e = a + c and

b+ d = 0. Since M ∩ f(R) and N ∩ f(R) are ℓ-deals of f(R), by (3) they

are comparable. Thus e ∈ M ∩ f(R) or N ∩ f(R), and hence M = R or

N = R, which is a contradiction. Consequently M + N ̸= R, and hence

M =M +N = N .

Similar argument shows that there exists a unique maximal left ℓ-ideal

and a unique maximal right ℓ-ideal. �

For a general ℓ-ring, Lemma 4.10(3) is not true. For instance, let

R = R[x, y] be the polynomial ℓ-ring in two variables over R with the

coordinatewise order. Then R is a domain and xR, yR are ℓ-ideals that are

not comparable.

For an ℓ-ring R, f(R) is called dense if for any nonzero ℓ-ideal I, I ∩
f(R) ̸= {0}.

Theorem 4.11. Let R be an ℓ-reduced Archimedean ℓ-ring such that f(R)

is dense. Then R is ℓ-isomorphic to a subdirect product of ℓ-simple ℓ-rings

with f -superunits.

Proof. By Theorem 1.30, R is a subdirect product of ℓ-domains, and

hence R contains ℓ-ideals Iα such that ∩Iα = {0} and each Rα = R/Iα is
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an ℓ-domain. Take 0 < a ∈ f(R). Since R is Archimedean, there exists

positive integer n such that na2 ̸≤ a, and hence either na2 ≥ a or na2 and

a are not comparable. Now 0 < a ∈ f(R) implies that aα = a+Iα ∈ f(Rα)

for each α (Exercise 27). Since f(Rα) is totally ordered, there is at least

one α such that na2α > aα. Then that Rα is an ℓ-domain implies that naα
is an f -superunit of Rα. Define Γ = {α | Rα has an f -superunit}. The

above argument shows Γ ̸= ∅. Let I = ∩Iα, α ∈ Γ. We show that I = {0}
by showing I ∩f(R) = {0}. Let 0 ≤ e ∈ I ∩f(R) and b = (ke2−e)+, where
k is a positive integer. For each α ∈ Γ, e ∈ I implies that eα = 0, so bα = 0.

If bβ ̸= 0 for some β ̸∈ Γ, then bβ = (ke2β − eβ)+ > 0 and ke2β − eβ ∈ f(Rβ),

which is totally ordered, implies that ke2β − eβ > 0. It follows that keβ is

an f -superunit of Rβ , which contradicts with β ̸∈ Γ. Therefore bα = 0 for

all α, and hence b = (ke2 − e)+ = 0. Consequently ke2 ≤ e for all positive

integer k and e2 = 0 since R is Archimedean, so e = 0 and I ∩ f(R) = {0}.
Hence I = {0}.

By Lemma 4.10(4), for each α ∈ Γ, Rα contains a unique maximal ℓ-

ideal denoted by Mα/Iα, where Mα is a maximal ℓ-ideal of R. Now R/Mα

is an ℓ-simple ℓ-ring with f -superunits. Suppose that M = ∩Mα, α ∈ Γ.

We claim that M = {0}. Let 0 ≤ a ∈ M ∩ f(R). Suppose that eα
is an f -superunit of Rα for each α ∈ Γ. We have neαaα ≤ eα for any

positive integer n since neαaα ∈Mα and neαaα, eα are comparable. Hence

neαa
2
α ≤ eαaα, and hence na2α ≤ aα for each α ∈ Γ. Therefore na2 ≤ a

for all positive integer n. Then R is Archimedean implies that a = 0, and

hence M ∩ f(R) = {0}. Thus M = {0} and R is a subdirect product of

R/Mα, α ∈ Γ. �

The condition that f(R) is dense in Theorem 4.11 cannot be omitted.

For instance, in the polynomial ℓ-ring R = R[x] with the coordinatewise

order, f(R) is not dense and xR is the unique maximal ℓ-ideal of R. The

following is a direct consequence of Theorem 4.11.

Corollary 4.4. Let R be an ℓ-reduced Archimedean ℓ-ring such that f(R)

is dense. If R satisfies descending chain condition on ℓ-ideals, then R is

ℓ-isomorphic to a finite direct sum of ℓ-simple ℓ-rings with f -superunits.

Proof. By Theorem 4.11, there are maximal ℓ-ideals Mα such that

∩αMα = {0}. Since R satisfies descending chain condition on ℓ-ideals, sim-

ilar to Exercise 2.24, there are finitely many maximal ℓ-ideals M1, · · · ,Mk

such that M1 ∩ · · · ∩Mk = {0}. By the same argument used in the proof

of Theorem 2.8, R is ℓ-isomorphic to R/M1 ⊕ · · · ⊕R/Mk. �
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For an ℓ-reduced f -ring, Corollary 4.4 is true without assuming it is

Archimedean, the reader is referred to [Birkhoff and Pierce (1956)] for more

details.

Let R be an ℓ-ring. An ℓ-ideal I of R is called an ℓ-annihilator ℓ-ideal

if I = ℓ(X) and I = r(Y ) for some X,Y ⊆ R, where

ℓ(X) = {r ∈ R | |r||x| = 0, ∀x ∈ X},

and

r(Y ) = {r ∈ R | |y||r| = 0, ∀y ∈ Y }.

Lemma 4.11. Suppose that R is an ℓ-ring with ℓ-N(R) = {0}. If R sat-

isfies ascending chain condition on ℓ-annihilator ℓ-ideals, then there are a

finite number of ℓ-prime ℓ-ideals with zero intersection.

Proof. We first note that for an ℓ-ideal I, ℓ(I) and r(I) are ℓ-ideals,

and since ℓ-N(R) = {0}, ℓ(I) = r(I) (Exercise 28). We show that each

ℓ-annihilator ℓ-ideal contains the product of a finite number of ℓ-prime ℓ-

ideals. Suppose not, then, by ascending chain condition on ℓ-annihilator

ℓ-ideals, there exists a maximal ℓ-annihilator ℓ-ideal I such that I does not

contain any product of a finite number of ℓ-prime ℓ-ideals. In particular, I

is not ℓ-prime, and hence there are ℓ-ideals J and K such that JK ⊆ I with

J ̸⊆ I and K ̸⊆ I. Let A = I + J and B = I +K and let B′ = r(ℓ(I)A)

and A′ = ℓ(B′r(I)). Then A′ and B′ are ℓ-annihilator ℓ-ideal (Exercise

29) properly containing I, and hence A′ and B′ contain the product of ℓ-

prime ℓ-ideals. Since A′B′r(I) = {0}, A′B′ ⊆ ℓ(r(I)) = I, so I contains

the product of ℓ-prime ℓ-ideals, which is a contradiction. Then each ℓ-

annihilator ℓ-ideal contains a product of a finite number of ℓ-prime ℓ-ideals.

Since ℓ(R) = {0} is an ℓ-annihilator ℓ-ideal, there exist ℓ-prime ℓ-ideals

P1 · · ·Pk = {0}. Then P1 ∩ · · · ∩ Pk = {0} since ℓ-N(R) = {0}. �

Corollary 4.5. Let R be an ℓ-unital ℓ-reduced Archimedean ℓ-ring such that

f(R) is dense. If R satisfies ascending chain condition on ℓ-annihilator ℓ-

ideals, then R is ℓ-isomorphic to a finite direct sum of ℓ-unital ℓ-simple

ℓ-rings.

Proof. By Theorem 4.11, there are maximal ℓ-ideals Mα such that

∩αMα = {0}. By Lemma 4.11, there are ℓ-prime ℓ-ideals P1, · · · , Pk

such that P1 · · ·Pk = {0}. Each Pi is contained in a maximal ℓ-ideal Mi,

i = 1, · · · , k. Let M be a maximal ℓ-ideal of R. Then Pj ⊆ M for some

j. By Lemma 4.10(2) f(R/Pj) is totally ordered, and hence by Lemma
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4.10(4), R/Pj contains a unique maximal ℓ-ideal, so M/Pj = Mj/Pj .

Thus we have M = Mj , that is, R contains only a finite number of max-

imal ℓ-ideals. Thus there exist maximal ℓ-ideals M1, · · · ,Mn such that

M1 ∩ · · · ∩ Mn = {0}, so R is ℓ-isomorphic to a direct sum of ℓ-unital

ℓ-simple ℓ-rings R/M1, · · · , R/Mn. �

Similarly to Corollary 4.4, for an f -ring, Archimedean condition is not

necessary in Corollary 4.5 [Anderson (1962)].

An open question on ℓ-rings with squares positive posted by J. Diem

asks whether or not an ℓ-prime ℓ-ring with squares positive is an ℓ-domain.

The question seems simple, however it is still unsolved. In the following

we present some conditions that ensure the assertion true. It is easy to

verify that if R ̸= {0} is an ℓ-ring, then R is an ℓ-domain if and only if R

is ℓ-prime and ℓ-reduced (Exercise 30).

Theorem 4.12. Suppose that R is an ℓ-prime ℓ-ring with squares positive.

(1) If R is Archimedean, then R is an ℓ-domain.

(2) If disjoint elements of R commute, then R is an ℓ-domain.

(3) If f(R) ̸= {0}, then R is a domain.

(4) If R contains a nonzero idempotent element that is in the center of R,

then R is an ℓ-domain.

Proof. (1) Suppose that x ∈ R+ with x2 = 0. By Lemma 3.3, xR = {0},
so x = 0 by Lemma 1.26(2). Therefore R is an ℓ-domain.

(2) Suppose that a ∈ R+ with a2 = 0. We show that for any z ∈ R+,

aza = 0, so aR+a = {0}. Then R is ℓ-prime implies that a = 0.

If (az − za)+ = 0, then az ≤ za, and hence aza ≤ za2 = 0 implies

that aza = 0. If (az − za)− = 0, then az ≥ za implies that a2z ≥ aza, so

aza = 0. In the following we assume that (az−za)+ ̸= 0 and (az−za)− ̸= 0.

Since (az − za)+ ∧ (az − za)− = 0,

(az − za)+(az − za)− = (az − za)−(az − za)+ ≤ (za)(az) = 0,

so (az − za)+(az − za)− = 0. Thus for any y ∈ R+,

[(az − za)−y(az − za)+]2 = 0.

ThenR has squares positive and a2 = 0 imply that a(az−za)−y(az−za)+ =

0. Since R is ℓ-prime and (az − za)+ ̸= 0, a(az − za)− = 0. We also have

a(az − za)+ ≤ a2z = 0. Therefore

aza = −a(az − za) = a(az − za)− − a(az − za)+ = 0.
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Therefore, aza = 0 for any z ∈ R+.

(3) By Lemma 4.10(1), for any 0 < z ∈ f(R), z2 ̸= 0. Let 0 < e ∈ f(R)

and x ∈ R+ with x2 = 0. We show that x = 0. Suppose that x ̸= 0. We

derive a contradiction. From (e− x)2 ≥ 0, we have ex+ xe ≤ e2. It follows

that xex ≤ xe2 ≤ e3, and hence xex ∈ f(R). Thus xex = 0 by Lemma 4.10

since (xex)2 = 0, so (xe)2 = 0 and xe ∈ f(R) further imply that xe = 0.

Similarly ex = 0.

For any y, z ∈ R+, (eyx)2 = (xze)2 = 0 and R has squares positive,

and hence xze2yx = 0. Fix z first, since R is ℓ-prime and x ̸= 0, xze2 = 0.

Now since z ∈ R+ is arbitrary and x ̸= 0, we must have e2 = 0, which is a

contradiction. Therefore for any x ∈ R+, x2 = 0 implies x = 0, and hence

R is ℓ-reduced. Thus R is an ℓ-domain.

Take w ∈ R with w2 = 0 and 0 < e ∈ f(R). Then (e± w)2 ≥ 0 implies

that |we+ ew| ≤ e2. By Lemma 4.9,

|w|e ≤ (|w|e+ e|w|) = |we+ ew| ≤ e2,

and hence |w|e = |w|e ∧ e2 = (|w| ∧ e)e, so (|w| − |w| ∧ e)e = 0. It follows

from that R is an ℓ-domain that |w| = |w| ∧ e ≤ e. Hence w ∈ f(R).

Consequently |w|2 = |w2| = 0 since f(R) is an f -ring. Therefore |w| = 0

and w = 0, that is, R is reduced. Finally suppose that a, b ∈ R with ab = 0.

Then a2b2 = 0 implies that a2 = 0 or b2 = 0, and hence a = 0 or b = 0.

Therefore R is a domain.

(4) Let e = e2 ̸= 0 be in the center of R. We first show that Re is an

ℓ-subring of R. Suppose x ∈ R+ and xe = 0. Since xRe = (xe)R = {0}
and R is ℓ-prime, x = 0. For a, b ∈ R,

(ae ∨ be)e ≥ (ae ∨ be) and [(ae ∨ be)e− (ae ∨ be)]e = 0.

By the above argument, (ae∨ be)e− (ae∨ be) = 0, and hence ae∨ be ∈ Re.

Similarly ae ∧ be ∈ Re. Thus Re is an ℓ-ring with squares positive. We

leave it to the reader to check that Re is also an ℓ-prime ℓ-ring (Exercise

31). Since e is the identity element in Re, by (3) Re is a domain. Let

x ∈ R+ with x2 = 0. Then (xe)2 = 0 implies that xe = 0, and hence x = 0

by previous argument. Therefore R is ℓ-reduced, so R is an ℓ-domain. �

The ℓ-ring in Example 1.5 is a commutative ℓ-ring with squares positive.

It contains a nonzero idempotent and contains no nonzero f -element.

Consider polynomial p(x) = x2. An ℓ-ring R with squares positive is

an ℓ-ring that satisfies p(a) ≥ 0 for all a ∈ R. We may just call that R is

an ℓ-ring with polynomial constraint p(x) ≥ 0 or p(x)− = 0. We may also
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use polynomials with two variables. For instance, an ℓ-ring with squares

positive is an ℓ-ring with the polynomial constraint

f(x, y) = −(xy + yx) + x2 + y2 ≥ 0.

That means for any a, b ∈ R, f(a, b) ≥ 0.

ℓ-rings and ℓ-algebras with polynomial constraints were first systemati-

cally studied by S. Steinberg. Because of introductory nature of the book,

we are not going to present general topic on ℓ-rings with polynomial con-

straints, and the reader is refereed to [Steinberg (2010)] for more detail.

The interested reader may begin by reading [Steinberg (1983)] first.

In the following, we present a few examples to show some ideas of gener-

alizing results on ℓ-rings with squares positive to ℓ-rings with more general

polynomial constraints.

The key ingredient in the proof of Theorem 4.12(3) is stated in the

following result.

Lemma 4.12. Let R be an ℓ-prime ℓ-ring with f(R) ̸= {0}. If there exists

0 < e ∈ f(R) such that for any a ∈ R+ with a2 = 0, ae, ea ∈ f(R), then R

is an ℓ-domain.

Proof. We just need to show that R is ℓ-reduced. Suppose that a ∈ R+

with a2 = 0. Then (a ∧ ae)2 = 0 and a ∧ ae ∈ f(R) imply that a ∧ ae = 0

by Lemma 4.10(1). Since e ∈ f(R), ae ∧ ae = 0, so ae = 0. Similarly

ea = 0. Take x ∈ R+, then (exa)2 = (exa)(exa) = 0, and hence by

previous argument, we have e2xa = 0. Therefore e2R+a = {0}. Since R is

ℓ-prime and e2 ̸= 0 by Theorem 4.10(1), we must have a = 0. Hence R is

ℓ-reduced, so R is an ℓ-domain. �

Let’s look at some examples.

Example 4.1.

(1) Let R be an ℓ-prime ℓ-ring with f(R) ̸= {0}. If R satisfies the polyno-

mial constraint

f(x, y) = −(xy + yx) + (x2n + y2n) ≥ 0, n ≥ 1,

then R is an ℓ-domain.

In fact, take 0 < e ∈ f(R), and let a ∈ R+ and a2 = 0. Then f(a, e) ≥ 0

implies that ae + ea ≤ e2n. Thus ae, ea ∈ f(R), so R is an ℓ-domain

by Lemma 4.12. There are ℓ-rings that satisfy the above polynomial

constraint (Exercise 81).
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(2) Let R be an ℓ-prime ℓ-ring with 0 < e ∈ f(R) in the center of R.

If R satisfies x2n ≥ 0 for some fixed positive integer n, then R is an

ℓ-domain.

Let a ∈ R+, a2 = 0. Since ea = ae, we have

(e− a)2n = e2n − (2n)e2n−1a ≥ 0,

so (2n)e2n−1a ≤ e2n ∈ f(R). Thus (2n)e2n−1a ∈ f(R), so by Lemma

4.12, R is an ℓ-domain.

(3) Let R be an ℓ-prime ℓ-ring with f(R) ̸= {0}. If R satisfies x3 ≥ 0 or

x3 ≤ 0, that is, for any a ∈ R, a3 ≥ 0 or a3 ≤ 0, then R is an ℓ-domain.

Take 0 < e ∈ f(R). Let a ∈ R+ with a2 = 0. First we claim that

(e− a)3 ≤ 0 is not possible. If (e− a)3 ≤ 0, then

(e− a)3 = e3 − ae2 − eae− e2a+ aea ≤ 0

implies that e3 + aea ≤ ae2 + eae + e2a. Since (a ∧ e)2 = 0 and

a ∧ e ∈ f(R), a ∧ e = 0 by Lemma 4.10, so

ae2 ∧ e3 = 0, eae ∧ e3 = 0, e2a ∧ e3 = 0,

we must have e3 = 0, which is a contradiction.

Thus we must have (e− a)3 ≥ 0. Then

(e− a)3 = e3 − ae2 − eae− e2a+ aea ≥ 0

implies that ae2 + eae+ e2a ≤ e3 + aea. Similarly

ae2 ∧ e3 = 0, eae ∧ e3 = 0, ea ∧ e3 = 0,

so ae2 + eae + e2a ≤ e3 + aea implies ae2 + eae + e2a ≤ aea. Thus

eaea ≤ aea2 = 0 and aeae ≤ a2ea = 0. Hence ae2+eae+e2a ≤ e3+aea

implies that ae3, e3a ≤ e4. Therefore e3a and ae3 are f -elements, so R

must be an ℓ-domain by Lemma 4.12.

Let R be a unital ℓ-ring with squares positive. An important property of

R is that the inverse a−1 of a positive invertible element a is also positive

since a−1 = a(a−1)2. Thus each positive invertible element of R is a d-

element by Theorem 1.20(2). As a direct consequence of this fact, in a

lattice-ordered division ring R with squares positive, each positive element

is a d-element, that is, R is a d-ring, and hence R is a totally ordered

division ring.

For reader’s convenience, we present a direct proof for the fact that a

lattice-ordered division ring with squares positive must be totally ordered.

Let x ∈ R and a = x+ + 1, b = x− + 1. Since a−1 > 0 and b−1 > 0,

0 ≤ a−1(ax+b ∧ ax−b)b−1 ≤ a−1ax+bb−1 ∧ a−1ax−bb−1 = x+ ∧ x− = 0,
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so a−1(ax+b ∧ ax−b)b−1 = 0 and ax+b ∧ ax−b = 0. It follows that

x+x− = x+x− ∧ x+x− ≤ ax+b ∧ ax−b = 0,

and hence x+x− = 0. Therefore x+ = 0 or x− = 0, that is, R is totally

ordered.

In 1956, G. Birkhoff and R. Pierce proved that an ℓ-field with squares

positive must be totally ordered [Birkhoff and Pierce (1956)]. Their elemen-

tary proof didn’t use the commutative condition for multiplication. There-

fore, as pointed out by S. Steinberg in 1970, G. Birkhoff and R. Pierce have

proved that a lattice-ordered division ring with squares positive is totally

ordered [Steinberg (1970)], although they didn’t precisely state the result.

S. Steinberg also generalized this result to ℓ-rings satisfying minimal condi-

tion on right (left) ideals as stated in Theorem 4.13. The reader is referred

to [Steinberg (1970)] for more details.

Theorem 4.13. Let R be an ℓ-ring with squares positive and an identity

element. If R has the minimal condition on right ideals, then R is an

f -ring.

As a direct consequence of Theorem 4.13, for an ℓ-prime ℓ-ring R with

squares positive and an identity element, if R has the minimal condition

on right ideals, then R is totally ordered since R is a domain by Theorem

4.12.

The following result gives the conditions for ℓ-rings with zero ℓ-radical

to become an f -ring.

Theorem 4.14. Let R be a nonzero ℓ-ring with ℓ-N(R) = {0}. Then R is

an f -ring if and only if f(R) ̸= {0} and f(R)⊥ = {0}.

Proof. We just need to show if f(R) ̸= {0} and f(R)⊥ = {0}, then R

is an f -ring. We first show that R is ℓ-reduced. Suppose that x2 = 0 for

some x ∈ R+. Take 0 < e ∈ f(R). Then (x ∧ e)2 = 0 implies x ∧ e = 0 by

Lemma 4.10. Thus x ∈ f(R)⊥, so x = 0.

Next we claim that R is an almost f -ring. Suppose first that a ∧ b = 0

with b ∈ f(R). Since b is an f -element, ab ∧ b = 0. Thus for any 0 < e ∈
f(R), (ab ∧ e) ∧ b = 0 implies that b(ab ∧ e) = 0, and hence

0 ≤ (ab ∧ e)2 ≤ ab(ab ∧ e) = 0.

Thus (ab ∧ e)2 = 0. It follows from Lemma 4.10 that ab ∧ e = 0, so

ab ∈ f(R)⊥. Therefore ab = 0.
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Now consider x ∧ y = 0 for some x, y ∈ R. Take 0 < e ∈ f(R). Let

x1 = x−x∧e and e1 = e−x∧e. Then y∧(x∧e) = 0 and previous argument

implies that y(x ∧ e) = 0, so ye = ye1. Similarly we have ye(x ∧ e) = 0,

x1e1 = 0 and e1x1 = 0 (Exercise 32). Thus

yex = yex1 = ye1x1 = 0,

and hence (xye)2 = 0 implies that xye = 0 since R is ℓ-reduced. It follows

that (xy ∧ e)2 = 0, so xy ∧ e = 0, that is, xy ∈ f(R)⊥. Therefore xy = 0

and R is an almost f -ring. By Theorem 1.28, R is an f -ring because of

ℓ-N(R) = {0}. �

For an ℓ-ring R. An element a ∈ R+ is called a weak unit if for any

b ∈ R+, a∧b = 0⇒ b = 0. If a nonzero ℓ-ring R with ℓ-N(R) = {0} contains
a weak unit which is an f -element, then R is an f -ring by Theorem 4.14.

However, if ℓ-N(R) ̸= {0}, this is not true as shown in Exercise 1.47.

Corollary 4.6. Suppose that R is an Archimedean ℓ-ring. If R contains a

weak unit e ∈ f(R) with ℓ(e) = {0} or r(e) = {0}, then R is an f -ring.

Proof. Let x ∈ R+ with x2 = 0. Then (x ∧ e), e ∈ f(R) implies that

(e− n(x ∧ e))2 ≥ 0 for any positive integer n. Since (x ∧ e)2 = 0,

n(x ∧ e)e ≤ (n(x ∧ e))2 + e2 = e2,

and hence (x ∧ e)e = 0 since R is Archimedean. It follows from ℓ(e) = {0}
that x ∧ e = 0, so x = 0 since e is a weak unit. Therefore R is ℓ-reduced

and by Theorem 4.14, R is an f -ring. The proof is similar if r(e) = {0}.�

We study the relation between weak units and equation x+x− = 0 in

ℓ-rings.

Lemma 4.13. Let R be an ℓ-ring.

(1) Suppose there exists a weak unit e ∈ f(R) with ℓ(e) = {0} or r(e) =

{0}. If a ∈ R+ and (a ∧ e)2 = 0, then a ≤ e.

(2) Suppose there exists an element e ∈ f(R) with ℓ(e) = {0} (or r(e) =

{0}), and for any a ∈ R+, (a ∧ e)2 = 0 implies a ∈ f(R). Then for

any x ∈ R, y ∈ f(R), x ∧ y = 0 implies xy = 0 (or yx = 0).

Proof. (1) Since a ∧ e ≤ a ∧ 2e ≤ 2(a ∧ e), we have (a ∧ 2e)2 = 0, and

since a ∧ 2e, e ∈ f(R) that is an f -ring, we have

(a ∧ 2e)e ≤ (a ∧ 2e)2 + e2 = e2.
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Thus ((a∧2e)∨e−e)e = 0. It follows from ℓ(e) = {0} that (a∧2e)∨e = e,

and hence

((a− e) ∧ e) ∨ 0 = 0 and ((a− e) ∨ 0) ∧ e = 0.

Then e is a weak unit implies that (a− e) ∨ 0 = 0. Therefore a ≤ e.

(2) From x ∧ y = 0, we have (x ∧ e) ∧ y = 0, so (x ∧ e)y = y(x ∧ e) = 0

since they both belong to f(R). Let x1 = x− (x ∧ e) and e1 = e− (x ∧ e).
Then

x1 ∧ e1 = 0 ⇒ e1x1 ∧ e1 = 0

⇒ (e1x1 ∧ e) ∧ e1 = 0

⇒ (e1x1 ∧ e)e1 = 0

⇒ (e1x1 ∧ e)2 = 0.

By the assumption, e1x1 ∈ f(R), and hence e1x1 ∧ y = 0 implies that

ye1x1 = 0 and yex1 = 0 (Exercise 33). Consequently x1ye ∈ f(R) since

(x1ye)
2 = 0. From that x1∧ e1 = 0 and e, y ∈ f(R), we have x1ye∧ e1 = 0,

so x1yee1 = 0 and xye2 = 0. Therefore xy = 0 since ℓ(e) = {0}. Similarly

if r(e) = {0}, then yx = 0. �

Theorem 4.15. Suppose that R is an ℓ-ring and e > 0 is an f -element with

ℓ(e) = {0} or r(e) = {0}. Then the following statements are equivalent.

(1) For any x ∈ R, x+ex− = 0.

(2) e is a weak unit.

(3) For any a ∈ R+, if (a ∧ e)2 = 0, then a ∈ f(R).

Proof. (1) ⇒ (2) Assume that ℓ(e) = {0}. Suppose that a ∧ e = 0 for

some a ∈ R. Let x = a − e. Then x+ = a and x− = e. Thus we have

ae2 = 0, so a = 0 since ℓ(e) = {0}. Therefore e is a weak unit. A similar

argument works for r(e) = {0}.
(2) ⇒ (3) By Lemma 4.13(1).

(3) ⇒ (1) Suppose x ∧ y = 0 for some x, y ∈ R and r(e) = {0}. Let

x1 = x− (x∧ e) and e1 = e− (x∧ e). Then x1 ∧ e1 = 0. By Lemma 4.13(2)

e1x1 = 0, and hence (x1e1)
2 = 0 and x1e1 ∈ f(R) by the assumption. Since

x1 ∧ y = 0, x1e1 ∧ y = 0 and x1e1y = 0 by Lemma 4.13(2) again. Thus

xey = x1ey = x1e1y = 0. We leave it to the reader to verify that it is also

true when ℓ(e) = {0}. �

Corollary 4.7. Let R be an ℓ-ring and 0 < e ∈ f(R) with ℓ(e) = r(e) =

{0}. The following statements are equivalent.
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(1) x+x− = 0 for all x ∈ R.

(2) e is a weak unit.

(3) For any a ∈ R+, if (a ∧ e)2 = 0, then a ∈ f(R).

Proof. (1) ⇒ (2) If x ∧ e = 0, then xe = 0 and x = 0 by ℓ(e) = {0}.
Hence e is a weak unit.

(2) ⇒ (3) By Theorem 4.15.

(3) ⇒ (1) Suppose that x ∧ y = 0. Then xey = 0 by Theorem 4.15, so

(eyx)2 = 0 implies that eyx ∈ f(R) by the assumption. Since f(R) has

squares positive, e2(eyx) ≤ e4+(eyx)2 = e4, and hence e3yx = e3yx∧e4 =

e3(yx ∧ e). It follows from r(e) = {0} that yx = yx ∧ e ≤ e. Similarly

yex = 0 implies that xy ≤ e. Suppose

x1 = x− x ∧ e, e1 = e− x ∧ e, y1 = y − y ∧ e, e2 = e− y ∧ e.
Then x1∧e1 = y1∧e2 = 0. By Lemma 4.13, x1e1 = e1x1 = y1e2 = e2y1 = 0.

Since (x ∧ e)y = 0, e1xy = e1x1y = 0 and exy = (x ∧ e)xy ≤ x2y. From

xy ≤ e and xey = 0, we have x2y2 = 0, and hence exy2 ≤ x2y2 = 0 and

xy2 = 0 by r(e) = 0. Since x ∧ (y ∧ e) = 0 implies that x(y ∧ e) = 0, we

have

xy1 = xy, xye2 = xy1e2 = 0, and xye = xy(y ∧ e) ≤ xy2 = 0.

Hence xye = 0 and xy = 0 by ℓ(e) = 0. This completes the proof. �

4.4 Quotient rings of lattice-ordered Ore domains

Let R be a lattice-ordered integral domain and Q be its quotient field. It is

still an open question whether or not the lattice order on R can be extended

to Q. As an example, consider polynomial ℓ-ring R[x] with the coordinate-

wise order. We still don’t know if this lattice order can be extended to the

field of rational functions over R. In this section, we provide some condi-

tions to extend lattice orders on R to Q, and more generally we work on

lattice-ordered Ore domains.

An arbitrary domain R is called a left (right) Ore domain if for given

nonzero elements x, a ∈ R, Rx ∩ Ra ̸= {0} (xR ∩ aR ̸= {0}). A classical

left (right) quotient ring of a domain R is a ring Q which contains R as a

subring such that every nonzero element of R is invertible in Q and

Q = {a−1x | x, a ∈ R, a ̸= 0} (Q = {xa−1 | x, a ∈ R, a ̸= 0}).

Theorem 4.16. For a domain R, R has a classical left (right) quotient

ring if and only if R is a left (right) Ore domain.
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Proof. “⇒” Let x, a ∈ R and a ̸= 0, x ̸= 0. Then xa−1 ∈ Q implies that

there exist y, b ∈ R with b ̸= 0 such that b−1y = xa−1. Then y ̸= 0. It

follows that bx = ya ̸= 0, that is, Rx∩Ra ̸= {0}, so R is a left Ore domain.

“⇐” Suppose S = {a ∈ R | a ̸= 0} and consider R × S. Define the

relation on the set R× S by

(r, s) ∼ (r′, s′) if s1r = s2r
′, s1s = s2s

′ for some s1, s2 ∈ S.

We show that ∼ is an equivalence relation on R× S. Clearly ∼ is reflexive

and symmetric. Suppose (r, s) ∼ (r′, s′) and (r′, s′) ∼ (r′′, s′′). Then there

exist s1, s2, s3, s4 ∈ S such that s1r = s2r
′, s1s = s2s

′ and s3r
′ = s4r

′′,

s3s
′ = s4s

′′. Since R is a left Ore domain, there exist z1, z2 ∈ S such that

z1s2 = z2s3, and hence

z1s1r = z1s2r
′ = z2s3r

′ = z2s4r
′′ and z1s1s = z1s2s

′ = z2s3s
′ = z2s4s

′′,

and z1s1 ̸= 0, z2s4 ̸= 0. Hence (r, s) ∼ (r′′, s′′). Therefore ∼ is an equiv-

alence relation on R × S. Let r/s be the equivalence class of (r, s) and

Q = {r/s | r ∈ R, s ∈ S}.
Define the addition and multiplication in Q as follows.

r/s+ r′/s′ = (s1r + s2r
′)/s2s

′, where s1s = s2s
′ and s1, s2 ∈ S.

(r/s)(r′/s′) = (r1r
′)/(s1s), where s1r = r1s

′ and r1 ∈ R, s1 ∈ S.

We first notice that the definition of the addition is independent of choice of

s1, s2 ∈ S. Suppose we also have t1s = t2s
′ for some t1, t2 ∈ S. By left Ore

condition and s1s, t1s ∈ S, we have w,w′ ∈ S such that w(s1s) = w′(t1s),

and hence w(s2s
′) = w′(t2s

′). Thus we have ws1 = w′t1 and ws2 = w′t2,

so w(s1r + s2r
′) = w′(t1r + t2r

′). It follows that

(s1r + s2r
′, s2s

′) ∼ (t1r + t2r
′, t2s

′),

that is,

(s1r + s2r
′)/s2s

′ = (t1r + t2r
′)/t2s

′.

Similarly the definition of the multiplication is independent of the choice

of r1 ∈ R and s1 ∈ S. In fact, if t1r = u1s
′ for some u1 ∈ R, t1 ∈ S, then,

by left Ore condition, zs1 = z′t1 for some z, z′ ∈ S, and hence z′u1s
′ =

z′t1r = zs1r = zr1s
′. It follows that z′u1 = zr1 and (r1r

′, s1s) ∼ (u1r
′, t1s).

Therefore (r1r
′)/(s1s) = (u1r

′)/(t1s).

To see that the addition is well defined, suppose that r/s = a/b and

r′/s′ = c/d. Then there exist t1, t2, t3, t4 ∈ S such that t1r = t2a, t1s = t2b,
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and t3r
′ = t4c, t3s

′ = t4d. By left Ore condition, there exist z, z′ ∈ S such

that z(t1s) = z′(t3s
′), and hence zt2b = z′t4d. Hence we have

r/s+ r′/s′ = (zt1r + z′t3r
′)/z′t3s

′ = (zt2a+ z′t4c)/z
′t4d = a/b+ c/d.

We leave it to the reader to verify that the multiplication is also well

defined and Q becomes a ring with respect to the operations (Exercise 35).

Clearly 0/s is the zero element in Q for any s ∈ S, and s/s is the identity

element in Q for any s ∈ S. For any 0 ̸= r/s ∈ Q, r ̸= 0, so s/r is the

inverse of r/s, and hence Q is a division ring.

Define φ : R → Q for any r ∈ R, φ(r) = (sr)/s for any s ∈ S.

Clearly φ is a homomorphism between two rings (Exercise 36). Suppose

that φ(r) = 0/s. Then (sr)/s = 0/s, so r = 0, namely, φ is one-to-one.

Hence we may identify R with φ(R) and consider R as a subring of Q. For

any r/s ∈ Q, r/s = (s/ss)(sr/s) = φ(s)−1φ(r) = s−1r, that is, Q is the

classical left quotient ring of R. �

Let R be a left Ore domain and an ℓ-ring. We say that its classical left

quotient ring Q is an ℓ-ring extension of R if Q can be made into an ℓ-ring

such that R is an ℓ-subring of Q.

Theorem 4.17. Let R be a left Ore domain and an ℓ-ring with f(R) ̸= {0}.
If for each nonzero element a of R, Ra ∩ f(R) ̸= {0}, then its classical

left quotient ring Q can be made into an ℓ-ring extension of R, and Q is

certainly a lattice-ordered division ring. Moreover, if R is Archimedean,

then Q is also Archimedean.

Proof. Since R is a domain, f(R) = {a ∈ R | |a| is an f -element} is

totally ordered. We also notice that for any x, y ∈ R, x ̸= 0, there exist

z, w with 0 < w ∈ f(R) such that zx = wy. In fact, by left Ore condition,

there exist z1, z2, z2 ̸= 0, such that z1x = z2y. Then z2 ̸= 0 implies that

Rz2 ∩ f(R) ̸= {0}, and hence there exists z3 such that z3z2 = w > 0 and

w ∈ f(R). Let z = z3z1. Then we have zx = wy.

Suppose that Q = {a−1b | a, b ∈ R, a ̸= 0} is the classical left quotient

ring of R. For a ̸= 0, Ra∩f(R) ̸= {0} implies that there exists a1 such that

a1a = c1 > 0 and c1 ∈ f(R). Then a−1b can be written as a−1b = c−1
1 (a1b).

Thus each element q of Q can be expressed as q = c−1b with 0 < c ∈ f(R),

b ∈ R. Then we define q ≥ 0 in Q if b ≥ 0 in R, that is, define the positive

cone of Q as follows:

P = {q ∈ Q | q = c−1b, where 0 < c ∈ f(R), b ∈ R+}.
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We first show that this definition is independent of the representations of

elements in Q. Suppose that c−1b = c−1
1 b1 with b ∈ R+, 0 < c, c1 ∈ f(R).

We will derive that b1 ∈ R+. By the fact proved in the previous paragraph,

wc1 = zc for some 0 < w ∈ f(R) and 0 ̸= z ∈ R, and hence wc1 = |wc1| =
|zc| = |z|c since c is an f -element. It follows that wb1 = |z|cc−1

1 b1 = |z|b ∈
R+, so w(b1 ∧ 0) = wb1 ∧ 0 = 0 since w is an f -element. Thus b1 ∧ 0 = 0,

that is, b1 ≥ 0 in R.

It is routine to check that P + P ⊆ P , PP ⊆ P , and P ∩ −P = {0}.
We leave the verification of these facts as an exercise (Exercise 37). For

r ∈ R+, r = c−1(cr) for 0 < c ∈ f(R), so r ∈ P . Hence R+ ⊆ P . Now let

q = s−1r ∈ P ∩ R with 0 < s ∈ f(R). Then r ∈ R+, and hence sq ∈ R+.

Since s is an f -element, we must have q ∈ R+. Therefore R+ = P ∩R.
We show that P is a lattice order on Q. Let q = c−1b ∈ Q with

0 < c ∈ f(R). We claim that q∗ = c−1b+ = c−1(b ∨ 0) is the least upper

bound of q and 0 in Q. First we show that q∗ is well-defined.

Suppose we also have q = d−1e with 0 < d ∈ f(R) and e ∈ R. Then

wc = zd for some 0 < w ∈ f(R) and z ̸= 0, and hence z > 0 since

zd = |zd| = |z|d implies that z = |z|. In Q, let z−1 = d(wc)−1 = x−1y

for some 0 < x ∈ f(R) and y ∈ R. Then similarly we have y > 0 in R

since xd = y(wc) and 0 < xd, 0 < wc are in f(R), and hence z−1 > 0 in

Q. Suppose that f = e ∨ 0 in R. We show that f is also the least upper

bound of e and 0 in Q. Let q ∈ Q with q ≥ e, 0. Suppose that q = r−1s

with 0 < r ∈ f(R) and s ∈ R+. We have

s = rq ≥ re, 0 ⇒ s ≥ re ∨ 0 = r(e ∨ 0) = rf,

since r ∈ f(R), and hence q = r−1s ≥ f in Q since r−1 ≥ 0 in Q. Therefore

f = e ∨ 0 in Q. We claim that zf = ze ∨ 0 in R. Clearly zf ≥ ze, 0. Let

u ∈ R and u ≥ ze, 0. We have z−1u ≥ e, 0 since z−1 > 0 in Q, so z−1u ≥ f

since f = e ∨ 0 in Q. It follows that u ≥ zf , and hence zf = ze ∨ 0.

From q = c−1b = d−1e, we have q = (wc)−1(wb) = (zd)−1(ze), so wb = ze

implies that w(b ∨ 0) = (wb) ∨ 0 = (ze) ∨ 0 = z(e ∨ 0). Hence

c−1(b ∨ 0) = (wc)−1(w(b ∨ 0)) = (zd)−1(z(e ∨ 0)) = d−1(e ∨ 0),

so q∗ is well defined.

Now let p = g−1t ∈ Q, where 0 < g ∈ f(R), t ∈ R, with p ≥ q, 0 in

Q. Then t ∈ R+, and p − q = g−1t − c−1b ∈ P . Thus there exist z ∈ R,

0 < w ∈ f(R) such that zg = wc = e, so |z|g = |zg| = wc = e since c, g, w

are all f -elements. Then e ∈ f(R) and

p− q = g−1t− c−1b = e−1(|z|t− wb) ∈ P
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implies |z|t− wb ∈ R+. Since |z|t ≥ wb and |z|t ≥ 0 in R, |z|t ≥ wb ∨ 0 =

w(b ∨ 0) = wb+ since again w is an f -element of R. Therefore p − q∗ =

g−1t − c−1b+ = e−1(|z|t − wb+) ∈ P , that is, p ≥ q∗ in Q. Hence in Q,

q∗ = q ∨ 0, and hence P defines a lattice order on Q and (Q,P ) becomes

an ℓ-ring. For an element x ∈ R, x = a−1(ax), where 0 < a ∈ f(R). Then

x∗ = a−1(ax)+ = a−1(ax+) = x+. Therefore Q is an ℓ-ring extension of R.

It is clear that if R is Archimedean, then Q is also Archimedean. We

omit the proof and leave the verification to the reader. �
Let B be a unital ring and M be a left B-module. Then BM is said to

be finite-dimensional over B providedM does not contain the direct sum of

an infinite number of nonzero B-submodules of M . Certainly for a vector

space over a division ring, this definition coincides with the usual meaning

of finite-dimensional vector space.

Theorem 4.18. Let R be an ℓ-unital ℓ-ring and a domain. If f(R)R is

finite-dimensional, then R is a left Ore domain and its classical left quotient

ring can be made into an ℓ-ring extension of R.

Proof. Since f(R)R is finite-dimensional, RR is also finite-dimensional,

that is, R does not contain the direct sum of an infinite number of nonzero

left ideals of R. We show that R is a left Ore domain by verifying Ra∩Rb ̸=
{0} for any a, b ∈ R \ {0}.

Suppose that M is the family of nonzero left ideals I which contains

two nonzero left ideals J and H such that J ∩H = {0}. We claim that not

every nonzero left ideal belongs to M. Suppose not. R is a direct sum of

two nonzero left ideals I1, I
′
1, then I

′
1 ∈ M implies that I ′1 is a direct sum of

two nonzero left ideals I2, I
′
2, so R is a direct sum of I1, I2, I

′
2. Continuing

this process, we get a family of nonzero left ideals {Ik}∞k=1 such that R is

a direct sum of them, which is a contradiction. Thus there exists at least

a nonzero left ideal J ̸∈ M. Take 0 ̸= z ∈ J . Then Raz,Rbz are nonzero

left ideals contained in J , and hence Raz ∩Rbz ̸= {0} since J ̸∈ M. Hence

there exist c, d ∈ R such that caz = dbz ̸= 0, so ca = db ̸= 0. Therefore

Ra ∩Rb ̸= {0}.
Let 0 ̸= a ∈ R. Since

∑∞
i=1 f(R)a

i is not a direct sum over f(R), there

exist positive integers i1, · · · , in and fi1 , · · · , fin ∈ f(R) such that

0 ̸= fi1a
i1 + · · ·+ fina

in ∈ f(R).

Thus Ra ∩ f(R) ̸= {0}. Now Theorem 4.17 applies. �
The following result gives a sufficient condition such that the quotient

field Q of a lattice-ordered integral domain R can be made into an ℓ-ring
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extension of R. For an ℓ-unital lattice-ordered integral domain R, R is

called algebraic over f(R) if for any a ∈ R, there exists a nonzero polynomial

g(x) ∈ f(R)[x] such that g(a) = 0.

Theorem 4.19. Let R be an ℓ-unital lattice-ordered integral domain. If R

is algebraic over f(R), then the quotient field of R can be made into an

ℓ-ring extension of R.

Proof. For 0 ̸= a ∈ R, there exists a nonzero polynomial g(x) ∈ f(R)[x]

such that g(a) = 0. Suppose that g(x) = αnx
n + · · · + α1x + α0 with

αi ∈ f(R). Then g(a) = αna
n+· · ·+α1a+α0 = 0. We may assume α0 ̸= 0.

Then αna
n+· · ·+α1a = −α0 ∈ Ra∩f(R) implies that Ra∩f(R) ̸= {0}. By

Theorem 4.17, the quotient field of R can be made into an ℓ-ring extension

of R. �
Lattice-ordered division rings were first constructed around 1989 by

J. Dauns [Dauns (1989)] and R. Redfield [Redfield (1989)] independently.

Theorem 4.17 provides us a method to construct lattice-ordered division

rings. Let’s consider an example. For general construction of Ore domains,

the reader is referred to [Lam (1999)].

Example 4.2. Let F be a totally ordered field, and let σ be an order-

preserving injective ring endomorphism of F , that is, σ is an injective

endomorphism of F with σ(F+) ⊆ F+. Certainly σ is not the identity

mapping. Let R = F [x;σ] be the skew polynomial ring over F in one vari-

able x. The elements of R are left polynomials of the form
∑n

i=0 aix
i, where

ai ∈ F , with the usual addition, and the multiplication defined by

(
∑
aix

i)(
∑
bjx

j) =
∑
aiσ

i(bj)x
i+j .

Then R is a noncommutative domain.

We claim that R is a left Ore domain. We begin by noting that Eu-

clidean Division Algorithm is valid in R for one-sided division, that is, if

f(x), g(x) are left polynomials in R with f(x) ̸= 0, then there are unique

q(x) and r(x) in R such that

g(x) = q(x)f(x) + r(x), with r(x) = 0 or degr(x) < degf(x).

The verification of this fact is left as an exercise (Exercise 38). Then any

left ideal of R is a principle left ideal generated by any polynomial in it

with the least degree. Now take f, g ∈ R \ {0}. If Rf ∩Rg = {0}, we get a

contradiction. Since Rf +Rg is a left ideal, Rf +Rg = Rh for some h ∈ R,

and hence h = tf + sg and g = rh for some r, s, t ∈ R. It follows that

g = rh = rtf + rsg ⇒ (rt)f = (1− rs)g ∈ Rf ∩Rg,
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so rtf = 0. Thus tf = 0 and h = sg ∈ Rg, and hence Rf ⊆ Rh ⊆ Rg.

Therefore Rf = {0}, which is contradiction. Hence for any f, g ∈ R \ {0},
Rf ∩Rg ̸= {0}, that is, R is a left Ore domain.

Consider the subring F [x2;σ] = {
∑n

i=0 aix
2i | ai ∈ F} of R. Totally

order F [x2;σ] by saying a left polynomial positive if the coefficient of the

lowest term is positive in F . Then F [x2;σ] is a totally ordered domain.

Since each element in R can be uniquely expressed as f + gx, where f and

g ∈ F [x2;σ], we may order R by f + gx ≥ 0 if f ≥ 0 and g ≥ 0 in F [x2;σ].

Then it is easily checked that R becomes an ℓ-ring with f(R) = F [x2;σ]

(Exercise 39). Given an element
∑n

i=0 aix
i ∈ R, we denote

∑n
i=0 σ(ai)x

i by

σ(
∑n

i=0 aix
i). Let 0 ̸= a ∈ R. We show that Ra∩ F [x2;σ] ̸= {0}. Suppose

a = f + gx, where f and g ∈ F [x2;σ]. If g = 0, then a = f ∈ F [x2;σ]. If

f = 0, then xa = x(gx) = σ(g)x2 ∈ F [x2;σ]. Now suppose that f ̸= 0 and

g ̸= 0. Then σ(f) ̸= 0. Since F [x2;σ] is also a left Ore domain, there exist

h ̸= 0 and k ̸= 0 in F [x2;σ] such that hσ(f) = kg. Let b = −k + hx ∈
F [x;σ]. Then

0 ̸= ba

= (−k + hx)(f + gx)

= −kf + hxf − kgx+ hxgx

= (−kf + hσ(g)x2) + (hσ(f)− kg)x

= (−kf + hσ(g)x2) ∈ F [x2;σ].

Thus, Ra ∩ f(R) ̸= {0}, for any 0 ̸= a ∈ R, so by Theorem 4.17, the

classical left quotient ring of R can be made into an ℓ-ring extension of R.

For the polynomial ℓ-ring R = R[x] with the entrywise order, f(R) =

R and R is not algebraic over R, so Theorem 4.19 cannot apply to this

situation. In the following we present some thoughts that may be useful

in further study of this problem. We notice that ℓ-ring R = R[x] with the

entrywise order is an Archimedean ℓ-ring in which x is a d-element and

satisfies condition (C) in Theorem 1.15.

Theorem 4.20. The entrywise order on R = R[x] cannot be extended to an

Archimedean lattice order on its quotient field Q such that x is a d-element

of Q and Q satisfies condition (C) in Theorem 1.15.

Proof. Suppose that the lattice order on R can be extended to a lattice

order on Q that satisfies all three conditions. We derive a contradiction.

We first show that S = {xi | i ∈ Z} is a basis. Since x is a d-element in
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Q, x−1 > 0 by Theorem 1.20(2), and hence x−1 is also a d-element. It

follows that for any i, j ∈ Z, i < j, xi ∧ xj = xi(1 ∧ xj−i) = 0. Hence

S is disjoint. Let 0 ≤ a, b ≤ xi for some i ∈ Z. By multiplying x−i

to each side, we get 0 ≤ ax−i, bx−i ≤ 1, so ax−i, bx−i ∈ f(Q) which is

totally ordered. Therefore ax−i, bx−i are comparable and hence a, b are

comparable. This proves that xi is a basic element for any i ∈ Z. Now

we show that S⊥ = {0}. Suppose that 0 < z ∈ S⊥. Since z ∈ Q, there

exists 0 ̸= w ∈ R such that z|w| > 0. Let |w| = αnx
n + · · ·+ α1x+ α0 ∈ R

with αn ̸= 0, and z|w| = βmx
m + · · · + β1x + β0 ∈ R with βm ̸= 0. Then

αi ≥ 0, i = 1, · · · , n, and βj ≥ 0, j = 1, · · · ,m. It follows from z ∈ S⊥

that z ∧ xm−k = 0 for k = 0, · · · , n, and then that each element in S is

a d-element implies zxk ∧ xm = 0, k = 0, · · · , n. Thus z(αkx
k) ∧ xm = 0

since R is an f -module over R. From Theorem 1.5(7),

0 ≤ z|w| ∧ xm

= [z(αnx
n) + · · ·+ z(α1x) + z(α01)] ∧ xm

≤ z(αnx
n) ∧ xm + · · ·+ z(α1x) ∧ xm + z(α01) ∧ xm

= 0.

Hence z|w| ≥ βmx
m and z|w| ∧ xm = 0 imply that βmx

m = 0, which is a

contradiction. Therefore S⊥ = {0}, and hence S is a basis, actually S is a

d-basis defined in chapter 2.

We prove that f(Q) = R. Certainly R ⊆ f(Q). Suppose that 0 < q ∈
f(Q). We show that q ∈ R. Let q = f(x)/g(x) with g(x) ̸= 0. Then

f(x) = qg(x) and |f(x)| = q|g(x)| since q is an f -element. Suppose that

|f(x)| = αnx
kn + · · ·+ α1x

k1 , kn > · · · > k1 ≥ 0 and αi > 0, i = 1, · · · , n,

and

|g(x)| = βmx
jm + · · ·+ β1x

j1 , jm > · · · > j1 ≥ 0 and βi > 0, i = 1, · · · ,m.

If some xki is not in the sum for |g(x)|, then xki ∧ |g(x)| = 0 implies that

xki ∧ q|g(x)| = 0, so xki ∧ |f(x)| and xki = 0, which is a contradiction. On

the other hand, if some xjt is not in the sum for |f(x)|, then xjt ∧|f(x)| = 0

implies that xjt ∧q|g(x)| = 0, and hence xjt ∧qβtxjt = 0. Hence qβtx
jt = 0,

which is a contradiction. Therefore we have kn = jm, · · · , k1 = j1, so

|g(x)| = βmx
kn + · · ·+ β1x

k1 and we have

|f(x)| = αnx
kn + · · ·+ α1x

k1 = q|g(x)| = qβmx
kn + · · ·+ qβ1x

k1 .

By Exercise 2.7, we must have αnx
kn = qβmx

kn and it follows that αn =

qβm, and hence q = (β−1
m αn) ∈ R. Therefore f(Q) = R.
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Since Q is Archimedean, for 0 < q ∈ (xi)⊥⊥ there exists positive integer

n such that 0 < q ≤ nxi, and hence 0 < qx−i ≤ n. It follows that

qx−i ∈ f(Q) = R, so q ∈ Rxi. Hence (xi)⊥⊥ = Rxi for each i ∈ Z.
If Q satisfies condition (C), then Q is a direct sum of (xi)⊥⊥ = Rxi by

Theorem 1.17, i ∈ Z. Then
1

1 + x
= αk1x

k1 + αk2x
k2 + · · ·+ αknx

kn , k1 < k2 < ... < kn,

so

1 = (1 + x)(αk1x
k1 + · · ·+ αknx

kn)

= αk1x
k1 + · · ·+ αknx

kn + αk1x
k1+1 + · · ·+ αknx

kn+1.

Multiplying both sides of the above equation by x−k1 , we get

x−k1 = αk1 + αk2x
k2−k1 + · · ·+ αknx

kn−k1

+αk1x+ αk2x
k2−k1+1 + · · ·+ αknx

kn−k1+1 ∈ R = R[x].
Hence −k1 ≥ 0, so k1 ≤ 0. From

1 = αk1x
k1 + · · ·+ αknx

kn + αk1x
k1+1 + · · ·+ αknx

kn+1,

we must have k1 = 0. Then the term xkn+1 has the exponent kn + 1 > 0,

which is a contradiction. This completes the proof. �
If instead of considering extension of a lattice order, we want to extend

a partial order or a total order from an integral domain to its quotient field,

the situation becomes relatively easy. For a partially ordered ring R with

the positive cone R+ and any ring S containing R, we say that the partial

order on R can be extended to S if S is a partially ordered ring with the

positive cone P such that R+ = R ∩ P . We may also say that (R,R+) can

be embedded into (S, P ) for this situation. It is clear that for any ring S

containing R, S becomes a partially ordered ring with the same positive

cone P = R+, and R+ = R ∩ P , that is, a partial order on a partially

ordered ring R can be extended to any ring containing R. However clearly

this extension is not interesting.

The partial order ≥ of a partially ordered ring R is called division-closed

if ab > 0 and one of a, b > 0, then so is the other, for any a, b ∈ R. Clearly a

total order is division-closed. For a partially ordered ring R with a division

closed partial order, we will just call R as division-closed.

Lemma 4.14. Let R be a partially ordered ring.

(1) Suppose that R is division-closed. If R is unital and R+ ̸= {0}, then
identity element 1 > 0 and inverse of each positive invertible element

is positive.
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(2) If R is a partially ordered division ring with R+ ̸= {0}, then R is

division-closed if and only if the inverse of each nonzero positive ele-

ment is positive.

(3) If R is a lattice-ordered division ring, then R is division-closed if and

only if R is a totally ordered division ring.

Proof. (1) Take 0 < a ∈ R. Then a = 1a > 0 and a > 0 implies that

1 > 0. Suppose that 0 < u ∈ R and u is invertible. Then uu−1 = 1 > 0

and u > 0 implies that u−1 > 0.

(2) Suppose that the inverse of each nonzero positive element is positive.

If ab > 0 and a > 0, for a, b ∈ R, then b = a−1(ab) > 0 since a−1 > 0.

Similarly, ba > 0 and a > 0 implies that b > 0.

(3) If R is a lattice-ordered division ring and division-closed, then each

u > 0 is a d-element by (2) and Theorem 1.20(2), that is, R is a d-ring.

Then by Theorem 1.28(4), R is totally ordered. �
Let’s look at some examples of partially ordered rings that are division-

closed.

Example 4.3.

(1) (Exercise 1.43) Let R = R × R be the direct sum of two copies of R.
Define the positive cone P = {(a, b) | b > 0} ∪ {(0, 0)}. Then R is a

commutative partially ordered ring. If (a, b)(x, y) = (ax, by) > 0 and

(a, b) > 0, then by > 0 and b > 0. Thus y > 0, so (x, y) > 0. Hence R

is division-closed.

(2) Let R = R[x] be the polynomial ring over R. For f(x) = anx
n + · · ·+

a1x + a0 ∈ R with leading coefficient an ̸= 0 and n ≥ 0. Define the

positive cone

P = {f(x) | n = 4k, an > 0 or n = 4k + 2, an < 0} ∪ {0}.
Then R is a partially ordered integral domain that is division-closed

(Exercise 79). We note that for a nonzero polynomial f(x), if f(x) has

an even degree, then (f(x))2 > 0 and if f(x) has an odd degree, then

(f(x))2 < 0.

Let R be a partially ordered integral domain and Q be its quotient field.

Define the subset P of Q as follows. If R+ = {0}, P = {0}. If R+ ̸= {0},
then

P = {q ∈ Q | there exist a, b ∈ R, a ≥ 0, b > 0 such that q = ab−1}.

Theorem 4.21. Let R be a partially ordered integral domain and Q be its

quotient field, and P be defined as above.
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(1) (Q,P ) is a partially ordered field which is division-closed and R+ ⊆
R ∩ P .

(2) (R,R+) can be embedded into (Q,P ) if and only if (R,R+) is division-

closed.

Proof. (1) It is clear that P +P ⊆ P , PP ⊆ P , and P ∩−P = {0}. Thus
(Q,P ) is a partially ordered field. For 0 < a ∈ R, then a = a2a−1 implies

that a ∈ P . Thus R+ ⊆ R ∩ P . Let p, q ∈ Q with pq > 0 and p > 0. Then

qp = ab−1, p = a1b
−1
1 with a > 0, b > 0, a1 > 0, and b1 > 0 in R. Hence

q = (ab1)(a1b)
−1 with ab1 > 0 and a1b > 0. Therefore q > 0 in Q and Q is

division-closed.

(2) If R+ = {0}, then P = {0} and R+ = R∩P . Suppose that R+ ̸= {0}
and R is division-closed. If a ∈ R ∩ P . Then a = xy−1 for some x, y ∈ R

with x > 0, y > 0, so ay = x > 0 and y > 0 implies that a > 0 in R. Thus

R+ = R ∩ P . Conversely suppose that R+ = R ∩ P . If ab > 0 and a > 0

for some a, b ∈ R. Then b ∈ P , and hence b ∈ R+ = R ∩ P . Therefore R is

division-closed. �

Theorem 4.22. Let R be a division-closed ℓ-ring.

(1) If R is unital, then 1 is a weak unit, and hence R is an almost f -ring.

(2) If R is ℓ-reduced, then R is an ℓ-domain.

Proof. (1) We notice that the identity element 1 must be positive since

R+ ̸= {0}. Suppose that a > 0 and 1 ∧ a = 0. Then

(a2 − a+ 1)(a+ 1) = a3 − a2 + a+ a2 − a+ 1 = a3 + 1 > 0,

and a+1 > 0 implies that a2−a+1 > 0. Thus a < a2+1. Since 1∧a = 0,

a = (a2 + 1) ∧ a ≤ a2 ∧ a+ 1 ∧ a = a2 ∧ a ≤ a2.

So 2a2 > a and a(2a−1) > 0. By division-closed property, we have 2a > 1,

which is a contradiction. Therefore for any a ∈ R+, 1∧a = 0 implies a = 0,

that is, 1 is a weak unit, and hence R is an almost f -ring by Corollary 4.7.

(2) Suppose that R is not an ℓ-domain. Then there exist a > 0, b > 0

such that ab = 0. Hence a(a− b) = a2 > 0 and a > 0 implies that a > b, so

ab ≥ b2 = 0, which is a contradiction. Thus R is an ℓ-domain. �
As a direct consequence of Theorem 4.22, a unital division-closed lattice-

ordered domain must be a totally ordered domain.

Consider complex field C with the positive cone R+ = {r ∈ R | r ≥ 0}.
Clearly (C,R+) is a division-closed partially ordered field. We show that

no division-closed partial order on C properly contains R+.
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Lemma 4.15. Suppose (C, P ) is a partially ordered ring with the positive

cone P that is division-closed and contains R+. Then P = R+.

Proof. We show that for any 0 ̸= z = x + iy ∈ P , x ≥ 0 in R. In fact,

(C, P ) is division-closed implies that z−1 = (x2 + y2)−1(x − iy) ∈ P , and

hence x − iy ∈ P . So 2x ∈ P . If x < 0 in R, then since R+ ⊆ P , we will

have −2x ∈ P ∩ −P , which is a contradiction. Thus we must have x ≥ 0

in R. Therefore, for each z = x + iy ∈ P , x ≥ 0 in R, so P ⊆ R (Exercise

86). Hence P = R+. �

Now let’s consider extending total orders. Let R be a totally ordered

integral domain and Q be its quotient field. Define the positive cone P as

follows:

P = {q ∈ Q | q = a

b
with a, 0 ̸= b ∈ R and ab ∈ R+}.

It is easy to check that P is a well-defined total order to make Q into a

totally ordered field and R becomes a totally ordered subring of Q. We

leave the verification of these facts as an exercise (Exercise 40).

4.5 Matrix ℓ-algebras over totally ordered integral domains

In this section R denotes a totally ordered integral domain, that is, R is

a unital commutative totally ordered domain, and F denotes the totally

ordered quotient field of R. Then

F = {a
b
| a, b ∈ R, b ̸= 0} and

a

b
≥ 0 if ab ≥ 0 in R.

We establish connection between ℓ-algebras Mn(R) over R and the ℓ-

algebras Mn(F ) over F so that we are able to generalize results on ma-

trix ℓ-algebras over totally ordered fields to matrix ℓ-algebras over totally

ordered integral domains.

Suppose that Mn(R) is an ℓ-algebra and an f -module over R. We first

extend the lattice order on Mn(R) to Mn(F ). Define

P = {x ∈Mn(F )
∣∣ αx ∈Mn(R)

+ for some 0 < α ∈ R},

where Mn(R)
+ = {z ∈Mn(R) | z ≥ 0}.

Theorem 4.23. The P defined above is the positive cone of a lattice order

onMn(F ) to make it into an ℓ-algebra over F such thatM2(R)
+ =M2(R)∩

P .
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Proof. We first notice that the definition of P is actually not depending

on α. Suppose that x ∈ P . For any 0 < β ∈ R, if βx ∈ Mn(R), then

βx ∈ Mn(R)
+. In fact, suppose that αx ∈ Mn(R)

+ for some 0 < α ∈ R.

Then α(βx) = β(αx) ∈ Mn(R)
+ implies that α(βx ∧ 0) = α(βx) ∧ 0 = 0

since Mn(R) is an f -module over R. Thus βx∧ 0 = 0 since R is a domain,

that is, βx ∈Mn(R)
+.

It is clear that P + P ⊆ P , PP ⊆ P , P ∩ −P = {0}, and F+P ⊆ P ,

so Mn(F ) becomes a partially ordered algebra over F with the positive

cone P (Exercise 41). From Theorem 1.18 the partial order is defined by

x ≤ y for any x, y ∈ Mn(F ) if y − x ∈ P . We show that the partial order

“≤” is a lattice order. Given x ∈ Mn(F ), there exists 0 < k ∈ R such

that kx ∈ Mn(R). Let kx ∨ 0 = y in Mn(R). We show x ∨ 0 = k−1y in

Mn(F ). Since k(k−1y) = y ∈ Mn(R)
+, (k−1)y ≥ 0 in Mn(F ), and since

k(k−1y − x) = y − kx ∈ Mn(R)
+, k−1y ≥ x in Mn(F ). So k−1y is an

upper bound for x and 0 in Mn(F ). Let z ∈ Mn(F ) and z ≥ x, 0. Then

there exist 0 < k1 ∈ R and 0 < k2 ∈ R such that k1z ∈ Mn(R)
+ and

k2(z − x) ∈Mn(R)
+. So

k2(z − x) ∈Mn(R)
+ ⇒ kk1k2(z − x) ∈Mn(R)

+

⇒ kk2(k1z)− k1k2(kx) ∈Mn(R)
+

⇒ kk2(k1z) ≥ k1k2(kx) in Mn(R).

Also kk2(k1z) ∈Mn(R)
+. Hence kk2(k1z) is an upper bound of k1k2(kx), 0

in Mn(R). From kx ∨ 0 = y and that Mn(R) is an f -module over R, we

have k1k2(kx) ∨ 0 = k1k2y. Thus kk2(k1z) ≥ k1k2y in Mn(R), that is,

k1k2(kz − y) ∈ Mn(R)
+. Thus kz − y ∈ P , so z − k−1y ∈ P . Hence

z ≥ k−1y in Mn(F ). Therefore k−1y is the least upper bound of x and 0

in Mn(F ), so Mn(F ) is an ℓ-algebra over F .

For any f, g ∈ Mn(R), f ≥ g in Mn(R) if and only if f ≥ g in Mn(F ),

so Mn(R)
+ =Mn(R) ∩ P . �

In the following, the ℓ-algebra Mn(F ) defined above is called the order

extension of the given ℓ-algebra Mn(R). We collect some basic relations

between Mn(R) and its order extension Mn(F ) in the following result and

leave the proof as an exercise to the reader (Exercise 42).

Lemma 4.16. Let Mn(R) be an ℓ-algebra and f -module over R, and let

Mn(F ) be its order extension.

(1) x ∈Mn(R) is basic in Mn(R) if and only if x is basic in Mn(F ).

(2) A set S ⊆ Mn(R) is disjoint in Mn(R) if and only if S is disjoint in

Mn(F ).
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(3) x ∈ Mn(R) is an f -element (d-element) in Mn(R) if and only if x is

an f -element (d-element) in Mn(F ).

We need a well-known result in general ring theory which states that

every automorphism of the matrix algebra over a field is inner. This re-

sult is generally stated as a consequence of Skolem-Noether theorem (see

[Jacobson (1980)]). We present a nice direct proof due to P. Semrl [Semrl

(2005)].

Theorem 4.24. Let K be a field. If φ is an automorphism of matrix

algebra Mn(K), then there exists an invertible matrix f ∈ Mn(K) such

that φ(x) = fxf−1 for every x ∈Mn(K).

Proof. Let Kn denote the n-dimensional column space over K. For any

vector w ∈ Kn, wt denotes the transpose of w. Choose and fix u, v ∈ Kn

with u ̸= 0, v ̸= 0. Then 0 ̸= uvt ∈ Mn(K), and hence φ(uvt) ̸= 0 implies

that φ(uvt)z ̸= 0 for some z ∈ Kn. Define f : Kn → Kn by f(w) =

φ(wvt)z, w ∈ Kn. Clearly the linearity of f follows from the linearity of φ.

Hence we may identify f as a matrix in Mn(K) with fw = f(w) for any

w ∈ Kn. For any x ∈Mn(K) and w ∈ Kn we have

(fx)w = f(xw) = φ((xw)vt)z = φ(x(wvt))z = φ(x)φ(wvt)z = φ(x)fw,

so fx = φ(x)f . For w ∈ Kn, since fu = φ(uvt)z ̸= 0 and φ is subjective,

there exists y ∈ Mn(K) such that w = φ(y)(fu) = f(yu), that is, f

is surjective. Therefore f is invertible and φ(x) = fxf−1 for every x ∈
Mn(K). �

For a square matrix a, deta denotes the determinant of a.

Theorem 4.25. Given an ℓ-algebra Mn(R) which is an f -module over R,

let Mn(F ) be its order extension. Then Mn(R) is ℓ-isomorphic to the ℓ-

algebra Mn(R) with the entrywise order if and only if the following two

conditions are satisfied.

(1) Mn(F ) is ℓ-isomorphic to the ℓ-algebra Mn(F ) with the entrywise or-

der,

(2) Mn(R) has a basis that spans Mn(R) as a module over R.

Proof. “⇒” Suppose that φ is an ℓ-isomorphism from the ℓ-algebra

Mn(R) with the entrywise order to Mn(R). Then clearly S = {φ(eij) | 1 ≤
i, j ≤ n} satisfies condition (2). Since S is a disjoint set of basic elements

in Mn(R), S is also a disjoint set of basic elements in Mn(F ) by Lemma
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4.16, so S is also a basis for Mn(F ), and hence S is a vector space basis of

the vector space Mn(F ) over F . Define the mapping from Mn(F ) with the

entrywise order to Mn(F ) by∑
1≤i,j≤n

qijeij →
∑

1≤i,j≤n

qijφ(eij), qij ∈ F.

Then it is clear that Mn(F ) is ℓ-isomorphic to Mn(F ) with the entrywise

order, so (1) is also true.

“⇐” Suppose that conditions (1) and (2) are true. We show thatMn(R)

is ℓ-isomorphic to the ℓ-algebra Mn(R) with the entrywise order. Recall

that eij , 1 ≤ i, j ≤ n, denote standard matrix units. Since {eij | 1 ≤
i, j ≤ n} is a basis for the ℓ-algebra Mn(F ) with the entrywise order, and a

vector space basis of Mn(F ) over F , by (1) and Theorem 4.24 there exists

an invertible matrix h ∈ Mn(F ) such that {heijh−1 | 1 ≤ i, j ≤ n} is a

basis for Mn(F ) over F . By (2) Mn(R) has a basis S = {bij | 1 ≤ i, j ≤ n}
and S spans Mn(R) over R. Since S is also a disjoint set of basic elements

in Mn(F ) by Lemma 4.16(2), each element in S is a scalar product of a

positive scalar in F and an element in {heijh−1 | 1 ≤ i, j ≤ n}. Thus

without loss of generality, we may just assume that

bij = tij(heijh
−1), where 0 < tij ∈ F, 1 ≤ i, j ≤ n.

Thus bijbrs = 0 if j ̸= r, and bijbjs = tijtjst
−1
is bis. Therefore tijtjst

−1
is ∈ R,

1 ≤ i, j, s ≤ n since S spans Mn(R) over R (Exercise 43).

We claim that
∏

1≤i,j≤n

tij is a positive unit of R. Form an n2 × n2

matrix B in the following fashion. For each bij , form a column vector with

n2 elements by arranging the second column in bij under the first column,

the third column under the second column, and so forth. Then use the

resulting column vector to form the ((i − 1)n + j)th column in B. Since

{bij} spansMn(R) over R, each ers (1 ≤ r, s ≤ n) inMn(R) can be written

as a linear combination of the bij and hence the identity matrix of Mn2(R)

can be written as a product BC for some C ∈ Mn2(R). Thus detB ∈ R is

a unit of R. Now since bij = tijheijh
−1, we can also create B by applying

a similar process to tijheijh
−1. For this construction, let h−1 = (rij) and

define column vectors v1ij , v
2
ij , . . . , v

n
ij , each with n coordinates, by letting

the kth component in vkij be rij and the other components in vkij be zero.

For each i = 1, . . . , n, let fi be the n× n matrix

fi =

 ti1

 r11
...

r1n

 · · · tin

 rn1
...

rnn


 ;
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let A and F be the n2 × n2 matrices

A =

 f1
. . .

fn

 and F =

h
. . .

h

 ;

and let J be the n2 × n2 matrix

J =


t11v

1
11 · · · t1nv1n1 · · · tn1vn11 · · · tnnvnn1

t11v
1
12 · · · t1nv1n2 · · · tn1vn12 · · · tnnvnn2

...
...

...
...

t11v
1
1n · · · t1nv1nn · · · tn1vn1n · · · tnnvnnn

 .

We leave it to the reader to check that (Exercise 44)

B =


t11hv

1
11 · · · t1nhv1n1 · · · tn1hvn11 · · · tnnhvnn1

t11hv
1
12 · · · t1nhv1n2 · · · tn1hvn12 · · · tnnhvnn2

...
...

...
...

t11hv
1
1n · · · t1nhv1nn · · · tn1hvn1n · · · tnnhvnnn


= FJ.

Also a series of elementary row operations converts J to A. Then det(B) =

det(FJ) = det(F )(±det(A)). However, for each 1 ≤ i ≤ n, det(fi) =

ti1 · · · tindet(h−1) and hence det(A) = (
∏

1≤i,j≤n tij)det(h
−1)n. So, since

det(F ) = det(h)n,

det(B) = det(h)n

 ∏
1≤i,j≤n

tij

 det(h−1)n =
∏

1≤i,j≤n

tij ,

and hence
∏

1≤i,j≤n tij = γ ∈ R is a positive unit. Then we have

∏
1≤i,j,s≤n

tijtjs(tis)
−1 =

n∏
i=1

n∏
j=1

n∏
s=1

tijtjs
tis

=

n∏
i=1

[(
ti1t11
ti1

... ti1t1ntin

)
...
(

tintn1

ti1
... tintnn

tin

)]

=

n∏
i=1

 ∏
1≤u,v≤n

tuv

 = γn.

Therefore, since each 0 < tijtjs(tis)
−1 ∈ R and γn is a unit in R, each

tijtjs(tis)
−1 must be a positive unit in R.
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For simplicity, let tijtjs(tis)
−1 = vijs, 1 ≤ i, j, s ≤ n. We show that

there exist positive units αij in R, 1 ≤ i, j ≤ n, such that αijαjs(αis)
−1 =

vijs. To this end, define

αij =


tii(= viis), if i = j = 1, ..., n

1, if i = 1 and j = 2, ..., n

v1ij , if 2 ≤ i < j ≤ n

α−1
ji tiiviji, if 1 ≤ j < i ≤ n.

It is clear that each αij defined above is a positive unit in R. All we need

to do is to check that

(∗) αijαjsα
−1
is = vijs, for 1 ≤ i, j, s ≤ n.

We first note that if j = i or j = s, then αijαjsα
−1
is = αjj = tjj , so (∗) is

true. Let’s, for instance, check the case 1 ≤ s < i < j ≤ n.

If s = 1, then

αijαjsα
−1
is = v1ijα

−1
sj tjjvjsj(α

−1
si tiivisi)

−1

= (t1itijt
−1
1j )tjj(tjstsjt

−1
jj )t

−1
ii (tistsit

−1
ii )−1

= tijtjst
−1
is

= vijs.

If s ≥ 2, then

αijαjsα
−1
is = v1ijα

−1
sj tjjvjsj(α

−1
si tiivisi)

−1

= (t1itijt
−1
1j )(t1stsjt

−1
1j )

−1tjj(tjstsjt
−1
jj )(t1stsit

−1
1i )

t−1
ii (tistsit

−1
ii )−1

= tijtjst
−1
is

= vijs.

The verification of other possible values of i, j, and s is similar. We omit

the detail and leave them to the reader.

Now define φ :Mn(R) →Mn(R) by∑
1≤i,j≤n

βijbij →
∑

1≤i,j≤n

βij(αijeij), βij ∈ R.

Since φ(bijbrs) = 0 if j ̸= r, and

φ(bijbjs) = φ(vijsbis) = vijs(αiseis) = αijαjseis = φ(bij)φ(bjs),

φ is an ℓ-isomorphism from Mn(R) to the ℓ-algebra Mn(R) with the entry-

wise order. This completes the proof. �
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Here is a brief history on research of matrix ℓ-rings. It seems that matrix

ring over totally ordered field with the entrywise order first appeared in

[Birkhoff and Pierce (1956)]. In 1966, E. Weinberg studied M2(Q). He

claimed that he found all the lattice orders of M2(Q) to make it into an

ℓ-ring and only for the entrywise order (up to ℓ-isomorphism), the identity

matrix is positive [Weinberg (1966)]. E. Weinberg conjectured that for

any ℓ-ring Mn(Q) (n ≥ 2), if the identity matrix is positive, then it is

ℓ-isomorphic to the Mn(Q) with the entrywise order. This is so-called

Weinberg’s conjecture. In 2000, S. Steinberg found and corrected a mistake

in E. Weinberg’s proof on lattice orders of M2(Q) and showed that the

proof is true for 2 × 2 matrix algebra over any totally ordered field. In

2002, Weinberg’s conjecture was solved by P. Wojciechowski and present

author not only for Q but also for any totally ordered subfield of R [Ma,

Wojciechowski (2002)]. Then in 2007, the result was proved to be true for

ℓ-ring Mn(Z), where Z is the totally ordered ring of integers. These results

and their proofs are presented in [Steinberg (2010)]. In 2013, the result was

further proved to be true for any greatest common divisor domain which

is a totally ordered subring of R [Li, Bai and Qiu (2013)]. Using Theorem

4.25, we are able to show that Weinberg’s conjecture is true for certain

totally ordered integral domains.

For some totally ordered integral domains, the condition (1) in Theorem

4.25 implies the condition (2). An integral domain R is called a greatest

common divisor (GCD) domain if for any a, b ∈ R, a and b have a greatest

common divisor, denoted by gcd(a, b). We review a few definitions and

properties on GCD domains. An element d in an arbitrary integral domain

is called a greatest common divisor (gcd) of two elements a, b if d|a and d|b,
and for all element e if e|a and e|b, then e|d. A GCD domain is an integral

domain in which any two elements have at least one gcd. We note that if

a = b = 0, then 0 is the gcd. Also two elements a and b may have more than

one gcd. In fact, if d is a gcd of a, b, then for any unit u, du is also a gcd

of a, b, and if d, d′ both are gcd of a, b, then there exists a unit v such that

d = d′v. We use gcd(a, b) to denote any greatest common divisor of a and

b. The following result collects some basic properties of GCD domains that

will be used later. The verification of them is left to the reader (Exercise

45).

Lemma 4.17. Let R be a GCD domain and a, b, c ∈ R.

(1) gcd(ab, ac) = a(gcd(b, c)).
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(2) If gcd(a, b) = d, then gcd(ad ,
b
d ) = 1.

(3) If gcd(a, b) = 1, gcd(a, c) = 1, then gcd(a, bc) = 1.

(4) If a|bc and gcd(a, b) = 1, then a|c.

Theorem 4.26. Let R be an ℓ-simple totally ordered greatest common divi-

sor domain. Suppose that Mn(R) is an ℓ-algebra and an f -module over R.

If its order extension Mn(F ) is ℓ-isomorphic to Mn(F ) with the entrywise

order, then Mn(R) is ℓ-isomorphic to the ℓ-algebra Mn(R) over R with the

entrywise order.

Proof. As in the proof of Theorem 4.25, since Mn(F ) is ℓ-isomorphic to

the ℓ-algebra Mn(F ) with the entrywise order, there exists an invertible

matrix h ∈ Mn(F ) such that T = {heijh−1 | 1 ≤ i, j ≤ n} is a basis for

Mn(F ) and also a vector space basis of Mn(F ) over F . By the definition

of the order on its order extension Mn(F ), there exist 0 < αij ∈ R such

that bij = αij(heijh
−1) ∈ Mn(R)

+. Then the set {bij | 1 ≤ i, j ≤ n} is a

maximal disjoint set of basic elements in Mn(R).

We show that Mn(R) is Archimedean over R. Suppose that x, y ∈
Mn(R)

+, and αx ≤ y for all α ∈ R+. We claim that x = 0. Take 0 < a
b ∈ F .

We may assume that a, b ∈ R+. The ℓ-ideal generated by b is equal to R,

and hence a ≤ αb for some 0 < α ∈ R. Thus a
bx ≤ αx ≤ y, so for

any 0 < f ∈ F , fx ≤ y. It follows from Theorem 1.31 that Mn(F ) is

Archimedean over F since it is well known in general ring theory that

Mn(F ) is simple, and hence x = 0. Therefore Mn(R) is Archimedean over

R, then by Theorem 1.17 we have the direct sum

Mn(R) =
∑

1≤i,j≤n

b⊥⊥
ij .

Since R is a greatest common divisor domain, we may assume that

0 < βij ∈ R is the greatest common divisor of the entries in each matrix

bij . Let aij =
1
βij
bij , 1 ≤ i, j ≤ n. We show each b⊥⊥

ij = Raij , 1 ≤ i, j ≤ n.

Clearly Raij ⊆ b⊥⊥
ij . On the other hand, we know that {aij | 1 ≤ i, j ≤ n}

is a basis in Mn(F ) that also spans Mn(F ) as a vector space over F since

Mn(F ) is an n
2-dimensional over F and the disjoint set {aij | 1 ≤ i, j ≤ n}

is linearly independent over F by Theorem 1.13. Let 0 ̸= x ∈ b⊥⊥
ij . Then

in Mn(F ), x = qijaij for some 0 ̸= qij ∈ F . Since x and aij are both in

Mn(R), and the greatest common divisor of the entries in matrix aij is a

unit in R, we must have qij ∈ R, so b⊥⊥
ij = Raij for each i, j = 1, . . . , n.

Then Mn(R) =
∑

1≤i,j≤nRaij , so {aij | 1 ≤ i, j ≤ n} is a basis for Mn(R)

that spans Mn(R) as a module over R.
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Therefore, condition (2) in Theorem 4.25 is satisfied, and hence Mn(R)

is ℓ-isomorphic to the ℓ-algebra Mn(R) with the entrywise order. �

Corollary 4.8. Let R be a totally ordered GCD domain that is a subring

of R. If Mn(R) is an ℓ-algebra over R such that identity matrix is positive,

then Mn(R) is ℓ-isomorphic to the ℓ-algebra Mn(R) with the entrywise

order.

Proof. Let F ⊆ R be the totally ordered quotient field of R and Mn(F )

be the order extension of Mn(R). Then the identity matrix is also positive

in Mn(F ), so Mn(F ) is ℓ-isomorphic to the ℓ-algebra over F with the en-

trywise order [Ma, Wojciechowski (2002)]. By Theorem 4.26, we just need

to show that R is ℓ-simple and Mn(R) is an f -module over R. Since R is

Archimedean, R is ℓ-simple. For any 0 < α ∈ R, if x ∧ y = 0 for some

x, y ∈Mn(R), then αx∧y ≤ nx∧y for some positive integer n implies that

αx ∧ y = 0. Thus Mn(R) is an f -module over R. �
An integral domain is called a local domain if it contains a unique max-

imal ideal. For examples of local domains, we refer the reader to [Lam

(2001)]. We show that the result in Corollary 4.8 is true for matrix ℓ-

algebras over local domains. First we review a few definitions and results

from general ring theory whose proofs are omitted.

Let R be a unital ring and M be a left R-module. A subset X of

M is called linearly independent provided that for any distinct elements

x1, · · · , xn ∈ X and r1, · · · , rn ∈ R,

r1x1 + · · ·+ rnxn = 0 ⇒ ri = 0, i = 1, · · · , n.
A nonempty subset X of left R-module M is called a module basis of M

over R if X is linearly independent and each element in M is a linear

combination of elements in X, that is, for any a ∈M , a = s1u1+ · · ·+stut,
where ui ∈M and si ∈ R. A left R-module M is called a free R-module if

it contains a nonempty module basis. Generally two module bases of a free

R-module may have different cardinality. However if R is commutative,

then any two module bases of a free R-module have the same cardinality

[Hungerford (1974)]. In this case the cardinal number of any module basis

of a free R-module is called the rank or dimension.

An R-module P over a unital ring is called projective if it is a direct

summand of a free R-module, that is, there is a free R-module F and an

R-moduleM such that F ∼= P⊕M . For a unital ring R, each free R-module

over R is projective, however a projective R-module may not be a free R-

module [Hungerford (1974)]. I. Kaplansky proved that a projective module
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over a unital local ring R (even R is not commutative) is free [Kaplansky

(1958)].

Theorem 4.27. Let R be an ℓ-simple totally ordered local domain. Suppose

that Mn(R) is an ℓ-algebra and an f -module over R. If its order extension

Mn(F ) is ℓ-isomorphic to Mn(F ) with the entrywise order, then Mn(R) is

ℓ-isomorphic to the ℓ-algebra Mn(R) over R with the entrywise order.

Proof. Similar to the proof of Theorem 4.26, we have the direct sum

Mn(R) =
∑

1≤i,j≤n

b⊥⊥
ij ,

where {bij | 1 ≤ i, j ≤ n} is a basis of Mn(R). Since Mn(R) is a free

R-module, each R-module b⊥⊥
ij is projective, so that R is local implies

that each b⊥⊥
ij is a free R-module. Since Mn(R) has rank n

2 over R, each

of its n2 summands must have rank 1, and hence each b⊥⊥
ij = Rsij for

some 0 < sij ∈ Mn(R). Hence {sij | 1 ≤ i, j ≤ n} is a basis which

spans Mn(R) as an R-module. Therefore condition (2) in Theorem 4.25 is

satisfied, and hence Mn(R) is ℓ-isomorphic to the ℓ-algebra Mn(R) over R

with the entrywise order. �
The proof of the following result is similar to that of Corollary 4.9, and

hence is omitted.

Corollary 4.9. Let R be a totally ordered local domain that is a subring of

R. If Mn(R) is an ℓ-algebra over R such that identity matrix is positive,

then Mn(R) is ℓ-isomorphic to the ℓ-algebra Mn(R) with the entrywise

order.

For the remainder of this section, we determine lattice orders onM2(R)

to make it into an ℓ-algebra over R, where R is a GCD domain. We first

consider lattice orders on M2(F ), where F is a totally ordered field, by

using the idea of invariant cones. We need some preparations on invariant

cones first.

Let F 2 = F ⊕F be the 2-dimensional vector space over F . Each vector

in F 2 is written as a column vector. A cone in F 2 is the positive cone of a

partially ordered vector space F 2 over F . Let P be the positive cone of an

ℓ-algebra M2(F ) over F . A cone O in F 2 is said to be a P-invariant cone if

for every f ∈ P , fO ⊆ O, where fO = {fv | v ∈ O}. If O ̸= {0}, then O is

called a nontrivial P -invariant cone. As an example, for the coordinatewise

order on F 2, the cone F++F+ is M2(F
+)-invariant, where M2(F

+) is the

positive cone of the entrywise order on M2(F ).
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For a subset K of F 2, define

coneF (K) = {
∑

αivi | αi ∈ F+, vi ∈ K},
where the sum is certainly a finite sum. It is easily verified that coneF (K) is

closed under the addition of F 2 and positive scalar multiplication (Exercise

46). If a cone O = coneF (K) for some finite subset K of F 2 and K is

a minimal finite set generating the cone, then vectors in K are called the

edges of O. That K is a minimal set generating the cone means that any

proper subset of K cannot generate the cone.

Theorem 4.28. Let F be a totally ordered field and M2(F ) be an ℓ-algebra

over F with the positive cone P . Then M2(F ) is ℓ-isomorphic to an ℓ-

algebra M2(F ) with the positive cone P1 ⊆M2(F
+).

Proof. Since M2(F ) is Archimedean and finite-dimensional over F ,

M2(F ) is a direct sum of totally ordered subspaces over F by Corollary

1.3. M2(F ) must be a direct sum of four totally ordered subspaces, that

is, M2(F ) = T1 ⊕ T2 ⊕ T3 ⊕ T4, where each Ti is a totally ordered subspace

over F , so each Ti is 1-dimensional over F . We may assume that Ti = Ffi
for some 0 < fi ∈ Ti. Then T

+
i = F+fi, i = 1, 2, 3, 4. We omit the proof of

this fact and refer the reader to [Steinberg (2010)].

We divide the proof of Theorem 4.28 into several lemmas.

Lemma 4.18. There is a nontrivial P -invariant cone in F 2.

Proof. Let M = {N ⊆ F 2 | N is a null space of some nonzero f ∈ P}.
Take N ∈ M with largest dimension and u ̸∈ N . Define

O = {gu | g ∈ P and gN = 0}.
Then O ̸= {0} since fu ̸= 0, O+O ⊆ O and F+O ⊆ O. If v ∈ O∩−O, then

v = fu = −gu for some f, g ∈ P and fN = gN = {0}. Thus (f + g)u = 0

and (f+g)N = {0} implies that f+g = 0, and hence f = g = 0. Therefore

v = 0 and O ∩−O = {0}. Hence O is a cone of F 2 and it is clear that O is

a P -invariant cone. �

Lemma 4.19. Each nontrivial P -invariant cone of F 2 contains two lin-

early independent vectors over F .

Proof. Let O be a P -invariant cone of F 2. Consider the subspace M

spanned by O. Then fM ⊆ M for each f ∈ P . Then since each matrix

in M2(F ) is a difference of two matrices in P , gM ⊆ M for each matrix

g ∈ M2(F ). Hence M = F 2 (Exercise 47), so O contains two linearly

independent vectors since O spans M . �
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Lemma 4.20. Suppose that O = coneF (K) is a cone with a minimal finite

set K, that is, for any proper subset K1 of K, O ̸= coneF (K1). If 0 < w

< k for some w ∈ F 2, k ∈ K, then w = αk for some α ∈ F+.

Proof. Suppose that K = {k, k1, · · · , kn}. Then w ∈ O implies that

w = αk + α1k1 + · · · + αnkn and k − w ∈ O implies that k − w = βk +

β1k1 + · · ·+ βnkn with α, β, αi, βi ∈ F+, so

k = (α+ β)k + (α1 + β1)k1 + · · ·+ (αn + βn)kn.

Since K is minimal, α + β = 1 and αi + βi = 0, i = 1, · · · , n, and hence

αi = βi = 0, i = 1, · · · , n. Hence w = αk with 0 < α ∈ F . �

Lemma 4.21. Let O be a nontrivial P -invariant cone. For any 0 ̸= v ∈ O,

Pv ⊆ O is a nontrivial P -invariant cone. Moreover Pv = coneF ({k1, k2})
is a lattice order of F 2, where k1, k2 are disjoint basic elements.

Proof. Since Pv ⊆ O, Pv ∩ −Pv ⊆ O ∩ −O = {0}, and hence Pv is a

P -invariant cone of F 2. Since

M2(F ) = Ff1 ⊕ Ff2 ⊕ Ff3 ⊕ Ff4,

Pv = F+(f1v) + F+(f2v) + F+(f3v) + F+(f4v).

Let ki = fiv, i = 1, · · · , 4. Then each ki ∈ Pv and Pv = coneF (K)

with K = {k1, k2, k3, k4}. Certainly some kj may be zero. Since Pv is a

nontrivial P -invariant cone, Pv contains two linearly independent vectors

by Lemma 4.19, so among nonzero vectors in K, there are at least two

of them that are linearly independent since if any two different nonzero

vectors in K are linearly dependent, then it is not possible for Pv to contain

two linearly independent vectors. We may assume k1 and k2 are linearly

independent over F . Suppose that k1, k2 ∈ K ′ ⊆ K and K ′ is minimal with

the property that Pv = coneF (K
′). We claim that K ′ = {k1, k2}.

Suppose that, for instance, k3 ̸= 0 and k3 ∈ K ′. Since k1, k2, k3 are

linearly dependent, k3 = γ1k1 + γ2k2 for some γ1, γ2 ∈ F . We claim that

γ1 = 0 or γ2 = 0. The key to show this is using Lemma 4.20. Suppose that

γ1 > 0 and γ2 > 0. By Lemma 4.20, γ1k1 = α1k3 and γ2k2 = α2k3 for

some α1, α2 ∈ F+ since γ1k1 < k3 and γ2k2 < k3, which is a contradiction.

Certainly γ1, γ2 cannot be both negative. Suppose that γ1 > 0 and γ2 < 0.

Then k3 + (−γ2)k2 = γ1k1, and similarly since k1 is an edge of Pv, k3 =

β1(γ1k1) and −γ2k2 = β2(γ1k1), which is a contradiction again. Similarly

γ1 < 0 and γ2 > 0 are not possible. Thus we must have γ1 = 0 or γ2 = 0,
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and hence k3 = γ2k2 or k3 = γ1k1, which contradicts with the minilarity of

K ′. Therefore K ′ = {k1, k2} and Pv = coneF ({k1, k2}).
Now we show that Pv is actually a lattice order in F 2. To this end,

we show that for any α, β ∈ F , αk1 + βk2 ≥ 0 if and only if α, β ∈ F+.

Certainly if α, β ∈ F+, then αk1 + βk2 ≥ 0. Conversely suppose that

αk1 + βk2 ≥ 0. Then clearly α, β cannot be both less than zero. Assume

that α > 0 and β < 0. Then we have αk1 ≥ −βk2 > 0 and by Lemma 4.20,

−βk2 = γαk1 for some 0 < γ ∈ F , which contradicts with the fact that

k1, k2 are linearly independent over F . Similarly that α < 0 and β > 0 is

impossible. Therefore we must have α, β ∈ F+. Therefore Pv is a lattice

order and F 2 is a vector lattice over F with the positive cone Pv. �

We are ready to complete the proof of Theorem 4.28. Let O be a

nontrivial P -invariant cone and 0 ̸= v ∈ O. Then Pv = coneF ({k1, k2})
by Lemma 4.21. Define matrix h = (k1, k2) ∈ M2(F ). h is invertible since

k1, k2 are linearly independent, and hence h defines the inner isomorphism

x → h−1xh from M2(F ) to M2(F ). Let P1 = h−1Ph and O1 = h−1(Pv).

Then P1 is a lattice order on M2(F ) and O1 is a P1-invariant cone. Since

Pv = F+k1 + F+k2,

O1 = h−1(Pv) = h−1(F+k1 + F+k2) = h−1h(F+)2 = (F+)2,

and hence for any f ∈ P1, fO1 ⊆ O1 implies that P1 ⊆ M2(F
+). This

completes the proof of Theorem 4.28. �

The above nice idea of using P -invariant cones to connect ℓ-algebras

Mn(F ) with vector lattices Fn was due to P. Wojciechowski when we spent

some pleasant time working on Weinberg’s conjecture around year 2000. It

provides us a useful method in studying ℓ-rings. We are going to use this

method again next section.

In the following we give a more concrete description of lattice orders

on M2(F ) to make it into an ℓ-algebra over F . By Theorem 4.28, an

ℓ-algebra M2(F ) is ℓ-isomorphic to the ℓ-algebra with the positive cone

that is contained in M2(F
+). Thus we just need to consider M2(F ) with

the positive cone P ⊆ M2(F
+). Working on P ⊆ M2(F

+) will simplify

calculation, for instance, if 0 ̸= f ∈ P is nilpotent, since each entry of f is

in F+, then either f = ae12 or f = be21 for some 0 < a, 0 < b ∈ F .

As we mentioned before, M2(F ) is a direct sum of four totally ordered

subspaces over F , and hence

M2(F ) = Ff1 + Ff2 + Ff3 + Ff4,
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with the positive cone

P = F+f1 + F+f2 + F+f3 + F+f4,

where fi ∈M2(F
+), i = 1, 2, 3, 4.

Since f1, f2, f3, f4 are linearly independent, they contain at most two

nilpotent elements. We consider the number of nilpotent elements among

f1, f2, f3, f4.

(I) There are two nilpotents in {f1, f2, f3, f4}. In this case (M2(F ), P )

is ℓ-isomorphic to the ℓ-algebra M2(F ) with the entrywise order.

Suppose f1 = ae12 and f2 = be21 with 0 < a, b ∈ F . Multiplying f1, f2
by 1

a ,
1
b respectively, we may assume that f1 = e12 and f2 = e21. Then

f1f2 = e11 and f2f1 = e22 are both in P , so we may assume that e11 = cf3
and e22 = df4 for some 0 < c, 0 < d ∈ F . Thus we may replace f3, f4 by

e11, e22. Therefore P = F+e11 + F+e12 + F+e21 + F+e22 =M2(F
+).

(II) There is one nilpotent element in {f1, f2, f3, f4}. We may assume

that f1 = e12. Suppose that

f2 =

(
a2 b2
c2 d2

)
, f3 =

(
a3 b3
c3 d3

)
, f4 =

(
a4 b4
c4 d4

)
.

Since f1, f2, f3, f4 are linearly independent, one of c2, c3, c4 is not zero. We

may assume that c2 > 0. Then

f1f2 =

(
c2 d2
0 0

)
, f2f1 =

(
0 a2
0 c2

)
,

imply that one of f3, f4 has zero second row and one of f3, f4 has zero first

column. Since c2 > 0, we may assume that

f3 =

(
1 a

0 0

)
, f4 =

(
0 b

0 1

)
.

Then 1 = −(a+ b)f1 + f3 + f4 with a+ b > 0.

By Cayley-Hamilton equation or a direct calculation, for any f ∈
M2(F ), f

2 = (trf)f − (detf)1, where 1 is the identity matrix and trf

is the trace of f . Thus

f22 = (trf2)f2 − (detf2)1

= (trf2)f2 − (detf2)(−(a+ b)f1 + f3 + f4).

Then f22 ≥ 0 implies that (detf2)(a+b) ≥ 0 and −(detf2) ≥ 0, so detf2 = 0,

and hence f22 = (trf2)f2. Since f1 is the only nilpotent element, trf2 ̸= 0,

so we may assume that f2 is idempotent by changing f2 to (trf2)
−1f2. That

is, we may assume that a2 + d2 = 1.
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Since

(f2 + f3)
2 = (tr(f2 + f3))(f2 + f3)− det(f2 + f3)1

= (tr(f2 + f3))(f2 + f3)− det(f2 + f3)(−(a+ b)f1 + f3 + f4)

≥ 0,

we have det(f2 + f3) = 0. Thus

(f2 + f3)
2 = (tr(f2 + f3))(f2 + f3) = 2(f2 + f3),

and hence f2f3 + f3f2 = f2 + f3 from f22 = f2 and f23 = f3. Since

f2f3 =

(
a2 a2a

c2 c2a

)
= f2 + αf1 + βf4,

with α, β ∈ F+ (Exercise 87), we must have αf1 + βf4 = 0. Therefore

f2f3 = f2, f3f2 = f3. Similarly f4f2 = f2 and f2f4 = f4 (Exercise 88).

Since tr(f1 + f2) = 1 and det(f1 + f2) = −c2, by Cayley-Hamilton

equation

(f1 + f2)
2 = f1 + f2 − c2(a+ b)f1 + c2f3 + c2f4

= f1f2 + f2f1 + f2

and hence 1 = c2(a + b) and f1f2 + f2f1 = c2f3 + c2f4 (Exercies 89).

Multiplying the equation from the left by f4, we get f2f1 = c2f4, and it

follows that f1f2 = c2f3.

By changing f1 to (a + b)f1, we have 1 = −f1 + f2 + f3 and following

multiplication table for {f1, f2, f3, f4},

f1 f2 f3 f4
f1 0 f3 0 f1
f2 f4 f2 f2 f4
f3 f1 f3 f3 f1
f4 0 f2 0 f4

and P = F+f1 + F+f2 + F+f3 + F+f4.

(III) M2(F ) is ℓ-reduced.

Take a, b ∈ F with a > b > 0 and define the following matrices.

f1 =

(
1 a

0 0

)
, f2 =

(
0 0

b−1 1

)
, f3 =

(
1 b

0 0

)
, f4 =

(
0 0

a−1 1

)
.

Then

1 = − b

a− b
f1 +

a

a− b
f2 +

a

a− b
f3 −

b

a− b
f4
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and we have the following multiplication table.

f1 f2 f3 f4
f1 f1 −α−1βf3 f3 f1
f2 −α−1βf4 f2 f2 f4
f3 f1 f3 f3 −β−1αf1
f4 f4 f2 −β−1αf2 f4

where α = −b/(a−b) and β = a/(a+b). Then P = F+f1+F
+f2+F

+f3+

F+f4. We omit the proof of this case and refer the reader to [Steinberg

(2010)].

We notice that the identity matrix with respect to the lattice orders in

(II) and (III) is not positive. The lattice orders in (II) and (III) could be

obtained by using the method in Theorem 1.19(2) from the entrywise order

M2(F
+). In fact, using the following matrices

f =

(
1 1

1 0

)
, g =

(
1 1

a b

)
, a > b > 0,

the lattice order in (II) is �-isomorphic to fM2(F
+) and the lattice order

in (III) is �-isomorphic to gM2(F
+). For instance, for the positive cone

fM2(F
+), the following matrices are disjoint and a vector space basis over

F .

h1 =

(
0 1

0 0

)
, h2 =

(
1 0

1 0

)
, h3 =

(
1 0

0 0

)
, h4 =

(
0 1

0 1

)
.

The multiplication table of {h1, h2, h3, h4} is exactly the same as the table

in (II), and hence the lattice order in (II) is �-isomorphic to fM2(F
+). We

leave the verification of these facts as an exercise (Exercise 48).

Now for an �-simple totally ordered greatest common divisor domain R,

suppose that M2(R) is an �-algebra and an f -module over R. We describe

lattice orders on M2(R) using the results on its order extensionM2(F ). By

Theorem 4.23, the lattice order on M2(R) is extended to a lattice order on

M2(F ), where F is the totally ordered quotient field of R. By the above

results, the lattice order on M2(F ) is �-isomorphic to uM2(F
+) for some

invertible matrix u ∈M2(F
+). Similar to the proof of Theorem 4.26,

M2(R) =
∑

1≤i,j≤2

Raij ,

where aij = qij(hueijh
−1) are disjoint with 0 < qij ∈ F and h ∈ M2(F

+)

invertible. Let u = (uij). A direct calculation shows that for 1 ≤ i, j ≤ 2,

aijars = ujrqijqrsq
−1
is ais,
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and hence each ujrqijqrsq
−1
is ∈ R. By a calculation similar to that in

Theorem 4.25, we have (Π1≤i,j≤2qij)(detu)
2 is a unit in R (Exercise 49).

We know that positive cone uM2(F
+) has three nonisomorphic cases

and if u is identity matrix, then it is the entrywise order and by Corollary

4.8,M2(R) is ℓ-siomorphic toM2(R) with the entrywise order. We consider

below the other two cases.

In the second case (II), u =

(
1 1

1 0

)
. Since detu = −1, (Π1≤i,j≤2qij) is a

unit in R, and since a211 = q11a11, a
2
12 = q12a12, and a

2
21 = q21a21, we have

q11, q12, q21 ∈ R. Suppose that

1 = k11a11 + k12a12 + k21a21 + k22a22,

for some k11, k12, k21, k22 ∈ R, where 1 is the identity matrix. Then

1 = k11q11(ue11) + k12q12(ue12) + k21q21(ue21) + k22q22(ue22).

However we know that 1 = −ue22 + ue12 + ue21, and hence k12q12 = 1 and

k21q21 = 1. Hence q12, q21 are unit in R. Then since q11q12q21q22 ∈ R is a

unit, q11q22 ∈ R is a unit. Define

c11 = a11, c12 = q−1
12 a12, c21 = q−1

21 a21, c22 = (q11q22)
−1a22.

Since q12, q21, q11q22 are positive unit in R, {c11, c12, c21, c22} is also a basis

that spans M2(R) as an R-module. It is straightforward to verify the

following multiplication table (Exercise 50).

c11 c12 c21 c22
c11 q11c11 q11c12 c11 c12
c12 c11 c12 0 0

c21 q11c21 q11c22 c21 c22
c22 c21 c22 0 0

Define

w =

(
q11 1

1 0

)
∈M2(R

+).

From detw = −1, w is invertible in M2(R), and hence wM2(R
+) is the

positive cone of a lattice order on M2(R) by Theorem 1.19(2). Define

h11 = we11, h12 = we12, h21 = we21, h22 = we22.

The multiplication table for {h11, h12, h21, h22} is exactly the same as the

table for {c11, c12, c21, c22}. Therefore the ℓ-algebra M2(R) is ℓ-isomorphic

to the ℓ-algebra M2(R) with the positive cone wM2(R
+).
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In the third case (III), u =

(
1 1

a b

)
with a, b ∈ F and a > b > 0. Since

a211 = q11a11, a
2
12 = aq12a12, a

2
21 = q21a21, a

2
22 = bq22a22,

q11, aq12, q21, bq22 ∈ R. Similar to case (II), for some k11, k12, k21, k22 ∈ R

1 = k11q11(ue11) + k12q12(ue12) + k21q21(ue21) + k22q22(ue22)

= − b

a− b
(ue11) +

1

a− b
(ue12) +

a

a− b
(ue21)− 1

a− b
(ue22),

and hence

− b

a− b
= k11q11,

1

a− b
= k12q12,

a

a− b
= k21q21, − 1

a− b
= k22q22.

So if we set m = a
a−b , then m ∈ R+, and m− 1 = b

a−b ∈ R+,

k12aq12 = k21q21 = m and k22bq22 = k11q11 = 1−m.

We know that q11q12q21a22(a− b)2 is a unit in R, and it follows that

q11(aq12)q21(bq22) = m(m− 1)q11q12q21a22(a− b)2.

Then gcd(m,m− 1) = 1 implies that (aq12)q21 = mr and q11(bq22) = (m−
1)s, where r, s ∈ R+ are unit, and hence q11q22 = q12q21v and v = r−1s ∈
R+ is a unit. Define d11 = a11, d12 = a12, d21 = a21, and d22 = v−1a22.

Then {d11, d12, d21, d22} is a disjoint set that spans M2(R) and has the

following multiplication table.

d11 d12 d21 d22
d11 q11d11 q11d12 q21d11 q21d12
d12 aq12d11 aq12d12 v−1(bq22)d11 v−1(bq22)d12
d21 q11d21 q11d22 q21d21 q21d22
d22 aq12d21 aq12d22 v−1(bq22)d21 v−1(bq22)d22

Define the matrix

y =

(
q11 q21
aq12 v

−1(bq22)

)
∈M2(R

+).

Since

dety = v−1q11(bq22)− q21(aq12) = v−1(m− 1)s−mr = −r
is a unit in R, y is invertible inM2(R) and yM2(R) defines the positive cone

of a lattice ordered on M2(R) by Theorem 1.19(2). Let mij = yeij , 1 ≤
i, j ≤ 2. It is easily verified that mij and dij have the same multiplication
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table, so the ℓ-algebra M2(R) is ℓ-isomorphic to M2(R) with the positive

cone yM2(R
+).

Therefore we have described all the lattice orders on M2(R). An inter-

esting fact is that for a totally ordered subfield F of R, any ℓ-algebraMn(F )

is ℓ-isomorphic to an ℓ-algebra Mn(F ) with the positive cone fMn(F
+),

where f ∈Mn(F
+) is an invertible matrix. The reader is referred to [Stein-

berg (2010)] for more details. However it is still an open question if this

fact is true for matrix ℓ-algebras over non-Archimedean totally ordered

fields and totally ordered Archimedean GCD (UFD, PID) domains.

4.6 d-elements that are not positive

When we define d-elements in chapter 1, we assume that they are positive.

In this section we consider d-elements that are not positive. Those elements

arise when considering unital ℓ-rings in which 1 ̸> 0.

Let R be a unital ℓ-ring. An element a ∈ R is called an f -element

(d-element) if for any x, y ∈ R,

x ∧ y = 0 ⇒ ax ∧ y = xa ∧ y = 0 (ax ∧ ay = xa ∧ ya = 0).

We may call f -element and d-element defined in chapter 1 as positive f -

element and d-element. Define

f(R) = {a ∈ R | a is an f -element of R},

and

d(R) = {a ∈ R | a is a d-element of R}.

So f(R)+ = f(R) ∩ R+ and d(R) = d(R) ∩ R+. Clearly 1 ∈ f(R) ⊆ d(R).

It is also clear that f(R) is closed under the addition and multiplication

of R and d(R) is closed under the multiplication. If a is a d-element of R,

then aR+ ⊆ R+ and R+a ⊆ R+. For a unital ℓ-ring, if 1 ≥ 0, then any

d-element e is positive since e ∧ 0 = e(1 ∧ 0) = e0 = 0. Thus a unital ℓ-

ring has a d-element that is not positive if and only if 1 ̸> 0. The following

example shows that there are unital ℓ-rings with 1 ̸> 0 that contain positive

f -element.

Example 4.4. Consider R =M3(Q) and matrix

f =

1 0 0

0 1 0

0 1 1

 ∈M3(Q+).
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By Theorem 1.19, P = fM3(Q+) is the positive cone of a lattice order on

M3(Q) to make it into an ℓ-ring. Since

f−1 =

1 0 0

0 1 0

0 −1 1

 ̸∈M3(Q+),

identity matrix 1 is not positive with respect to P . Now e11 = fe11 ∈ P

and it is straightforward to check that e11 is an f -element with respect to

P (Exercise 51).

The ℓ-ring in Example 4.4 is not ℓ-reduced. For an ℓ-reduced unital

ℓ-ring, the situation is different.

Theorem 4.29. Let R be a unital ℓ-ring

(1) If R is ℓ-reduced and 1 is not positive, then each nonzero d-element is

not positive.

(2) Let u ∈ R be an invertible element. Then u is a d-element if and only

if uR+ ⊆ R+, R+u ⊆ R+, and u−1R+ ⊆ R+, R+u−1 ⊆ R+.

(3) Let u be an invertible d-element. If a ∈ R is a basic element, then au

and ua are both basic elements.

Proof. (1) We first assume that R is an ℓ-domain. Suppose that a > 0 is

a d-element of R. Then a(1−) = (−a)∨0 = 0 implies that 1− = 0, so 1 > 0,

which is a contradiction. Then R has no nonzero positive d-element. Now

suppose that R is ℓ-reduced. By Theorem 1.30 R is a subdirect product of

ℓ-domains, that is, there are ℓ-ideals Ik such that ∩Ik = {0} and each R/Ik
is an ℓ-domain. Let a be a d-element of R and x̄ = x+Ik, ȳ = y+Ik ∈ R/Ik
with x̄ ∧ ȳ = 0 in R/Ik. Then (x − z) ∧ (y − z) = 0 for some z ∈ Ik and

(ax− az) ∧ (ay − az) = 0, so āx̄ ∧ āȳ = 0 in R/Ik. Similarly x̄ā ∧ ȳā = 0.

Thus ā = a+ Ik is a d-element of R/Ik. Since 1 is not positive in R, there

is at least one k such that 1̄ is not positive in R/Ik, and hence ā is not

positive in R/Ik by the above argument. It follows that a is not positive in

R.

(2) Suppose that u is a d-element. Then uR+ ⊆ R+ and R+u ⊆ R+.

For x ∈ R+, u(u−1x ∧ 0) = x ∧ 0 = 0 implies u−1x ∧ 0 = 0, so u−1x ≥ 0,

and hence u−1R+ ⊆ R+. Similarly R+u−1 ⊆ R+.

Conversely, suppose that uR+ ⊆ R+ and u−1R+ ⊆ R+. If x∧ y = 0 for

x, y ∈ R, then

0 ≤ u−1(ux ∧ uy) ≤ u−1ux ∧ u−1uy = x ∧ y = 0,
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and hence ux ∧ uy = 0. Similarly xu ∧ yu = 0. Hence u is a d-element.

(3) Clearly au > 0 and ua > 0. Let 0 ≤ x, y ≤ au. Then

0 ≤ xu−1, yu−1 ≤ a implies that xu−1 and yu−1 are comparable, so x, y

are comparable. Thus au is basic. Similarly ua is also basic. �

In Chapter 1, we give a general method to construct lattice orders with

1 ̸> 0 on an ℓ-unital ℓ-ring. R. Redfield discovered another method to

produce lattice orders with 1 ̸> 0 by changing multiplication of ℓ-unital

ℓ-rings.

Let R be an ℓ-unital ℓ-ring with the identity element 1 and u in the

center of R. Define a new multiplication ∗ on R for any x, y ∈ R,

x ∗ y = xyu−1.

Then (R,+, ∗) is a ring with u as an identity element (Exercise 52). Now

suppose that u ̸> 0 and u−1 > 0. If x ≥ 0 and y ≥ 0, then x∗y = xyu−1 ≥ 0.

Thus (R,+, ∗) is an ℓ-ring with the identity element u ̸> 0.

The ℓ-ring (R,+, ∗) may be obtained by using Theorem 1.19(2).

Theorem 4.30. Let ℓ-ring (R,+, ∗) be defined as above. Then there exists

a lattice order on (R,+, ∗) with the positive cone P such that u ∈ P and

R+ = 1 ∗ P with 1 ∈ P .

Proof. Define P = uR+. Clearly P + P ⊆ P , and P ∩ −P = {0}. For

ua, ub with a, b ∈ R+,

(ua) ∗ (ub) = (ua)(ub)u−1 = u(ab) ∈ uR+.

Thus P ∗ P ⊆ P . So P is a partial order on (R,+, ∗). For x ∈ R, with

respect to P , x ∨ 0 = u(u−1x ∨ 0), where u−1x ∨ 0 is the sup of u−1x, 0

with respect to R+. Therefore (R,+, ∗) is an ℓ-ring with the positive cone

P and u = u1 ∈ P . For any a ∈ R+, a = 1 ∗ (ua), so R+ = 1 ∗ P . We also

have 1 = uu−1 ∈ uR+ = P . �

Theorem 4.31. Let L be an ℓ-field with 1 ̸> 0 and an ℓ-algebra over a

totally ordered field F . Suppose that L satisfies the following conditions.

(1) There is a vector space basis B of L over F with B ⊆ d(L).

(2) L has a basic element a such that a⊥⊥ = Fa.

Then there exists a lattice order ≽ on L to make it into an ℓ-field with 1 ≻ 0

such that L+ = aP , where P is the positive cone of ≽.
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Proof. Define P = {x ∈ L | xL+ ⊆ L+}. It is straightforward to check

that P + P ⊆ P , PP ⊆ P , and P ∩ −P = {0} (Exercise 53). For any

x, y ∈ L, define x ≽ y if x− y ∈ P . Then L is a partially ordered field with

respect to ≽.

We show that ≽ is actually a lattice order. First of all, for any u ∈ B,

by Theorem 4.29, ua is basic, and (ua)⊥⊥ = F (ua) (Exercise 54). Next if

u, v ∈ B and u ̸= v, then ua ∧ va = 0. In fact, since ua and va are both

basic elements, if ua ∧ va ̸= 0, then (ua)⊥⊥ = (va)⊥⊥ by Theorem 1.14,

and hence F (ua) = F (va). Hence u and v are linearly dependent over F ,

which is a contradiction. Therefore ua ∧ va = 0. Suppose that z ≽ 0 and

z = α1b1+· · ·+αnbn, where b1, · · · , bn ∈ B are distinct and α1, · · · , αn ∈ F .

We show that each αi ∈ F+. Suppose that α1 < 0, · · · , αk < 0 in F and

αk+1 > 0, · · · , αn > 0, 1 ≤ k < n. Then

0 ≼ −α1b1 ≼ αk+1bk+1 + · · ·+ αnbn

implies that

0 ≤ −α1b1a ≤ αk+1bk+1a+ · · ·+ αnbna.

Since ua ∧ va = 0 for any u, v ∈ B and u ̸= v, and F+1 ⊆ f(L),

0 ≤ −α1b1a

= −α1b1a ∧ (αk+1bk+1a+ · · ·+ αnbna)

≤ (−α1b1a ∧ αk+1bk+1a) + · · ·+ (−α1b1a ∧ αnbna)

= 0.

Thus −α1b1a = 0, which is a contradiction. Hence each αi ≥ 0 in F .

Now for x ∈ L, if x = β1c1 + · · ·+ βmcm for some β1, · · · , βm ∈ F and

c1, · · · , cm ∈ B are distinct. The least upper bound of x and 0 with respect

to ≽ is

x ∨≽ 0 = β+
1 c1 + · · ·+ β+

mcm.

We leave the verification of this fact as an exercise (Exercise 55). Therefore

≽ is a lattice order on L. Clearly 1 ∈ P and {au | u ∈ B} is disjoint and a

vector space basis of L over F . Therefore L+ = aP . �

Let’s look at an example that Theorem 4.31 may apply.

Example 4.5. Consider the field

L = Q[
√
2,
√
3] = {α+ β

√
2 + γ

√
3 + δ

√
6 | α, β, γ, δ ∈ Q}.

With respect to the coordinatewise order, L is an ℓ-field in which identity

element 1 is positive. Suppose now that L is an arbitrary ℓ-field with
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the positive cone L+. Since L is finite-dimensional over Q, L has basic

elements. If
√
2L+ ⊆ L+,

√
3L+ ⊆ L+, and there is a basic element a such

that a⊥⊥ = Qa, then by Theorem 4.31, L+ = aP , where P is the positive

cone of the coordinatewise order.

There are rings and algebras that cannot be made into an ℓ-ring and ℓ-

algebra. In the following, we use idea of P -invariant cones to show complex

field C and division algebra H of real quaternions cannot be an ℓ-algebra

over R. We prove that only finite-dimensional ℓ-algebra over R is R itself.

We first review a few definitions and results on n-dimensional Euclidean

space Rn.

Let S be a subset of Rn. A cover of S is a collection {Ui | i ∈ I} of sets

in Rn such that

S ⊆
∪
i∈I

Ui.

A cover of S is called an open cover if each Ui is an open set and a finite

cover if index set I is fine. A subcover of the cover {Ui | i ∈ I} is a collection

{Uj | j ∈ J} with J ⊆ I such that

S ⊆
∪
j∈J

Uj .

A subset S of Rn is called compact if every open cover of S has a finite

subcover. It is well-known that a subset S of Rn is compact if and only if

it is closed and bounded in Rn. Let S be a compact set and {Ki | i ∈ I} be

a collection of closed subsets of S. As a direct consequence of compactness

of S, if for each finite set of indices i1, · · · , in, Ki1 ∩ · · · ∩Kin ̸= ∅, then∩
i∈I

Ki ̸= ∅.

For a subset B of Rn, B denotes the closure of B, which is the inter-

section of all closed sets containing B, and hence B is the smallest closed

subset containing B. We first prove a basic result which will be used later

in the proof.

Lemma 4.22. Suppose that N is a subspace of Rn over R which is totally

ordered. If N+ ∩ −N+ = {0}, then N is 1-dimensional over R.

Proof. Since N is a subspace of Rn, N must be closed (Exercise 56).

Since N = N+ ∪ −N+,

N = N ⇒ N+ ∪ −N+ = N+ ∪ −N+.
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Then N+ ∩ −N+ = {0} implies that N+ = N+ and −N+ = −N+, so

N+,−N+ are closed. Therefore N must be 1-dimensional over R (Exercise

57). �

Theorem 4.32. Suppose that A is a finite-dimensional division ℓ-algebra

over R. Then A must be totally ordered.

Proof. If A is 1-dimensional over R, then A = R1 is totally ordered.

Suppose that dimRA = n ≥ 2. We use P to denote the positive cone of

ℓ-algebra A. By Lemma 2.5, we may consider A as a subalgebra of Mn(R).
As before, Rn denotes the n-dimensional Euclidean column space over R.

For each 0 ̸= v ∈ Rn, Pv is a nontrivial P -invariant cone. It is clear

that Pv + Pv ⊆ Pv, R+(Pv) ⊆ Pv, and Pv is P -invariant. We show that

Pv ∩ −Pv = {0}. Suppose that u ∈ Pv ∩ −Pv. Then u = fv = −gv for

some f, g ∈ P , so (f + g)v = 0. If f + g ̸= 0, then A is a division algebra

implies that v = 0, which is a contradiction. Thus f + g = 0, and hence

f = g = 0 and u = 0. Therefore Pv is a P -invariant cone.

Let M be the subspace spanned by Pv. Then fM ⊆M for each f ∈ A

since Pv is P -invariant. Let g1, · · · , gn be a vector space basis of A over

R and 0 ̸= w ∈ M . Then g1w, · · · , gnw ∈ M are linearly independent,

so M is an n-dimensional subspace. It follows that Pv contains n linearly

independent vectors since Pv spans M . Let f1v, · · · , fnv ∈ Pv be linearly

independent over R, where f1, · · · , fn ∈ P . Then f1, · · · , fn are linearly

independent, and coneR(Kv) ⊆ Pv, where Kv = {f1v, · · · , fnv}. We note

that coneR(Kv) is a closed subset of Rn (Exercise 58).

Since A is finite-dimensional, by Corollary 1.3, A is a finite direct sum

of maximal convex totally ordered subspaces of A over R. We show that

each direct summand is 1-dimensional. Let T be a direct summand in the

direct sum of A. For some 0 ̸= v ∈ Rn, Tv is a totally ordered subspace

of Rn with the positive cone T+v. Since T+v ⊆ Pv and Pv ∩ −Pv = {0}
(Exercise 59), we have T+v ∩ −T+v = {0}. Thus by Lemma 4.22, Tv is

1-dimensional. Take 0 ̸= f ∈ T . Then fv ∈ Tv is a basis over R. For

any g ∈ T , gv = α(fv) implies that (g − αf)v = 0, so g − αf = 0 and

g = αf . Thus T is 1-dimensional. It follows that A is a direct sum of

n direct summands, and hence A contains n disjoint elements f1, · · · , fn.
As a direct consequence of this fact, we have for any 0 ̸= v ∈ Rn, Pv =

coneR(f1v, · · · , fnv) is closed.
Consider partially ordered set M = {Pv | 0 ̸= v ∈ Rn} under set

inclusion. We show that M has a minimal element by Zorn’s Lemma. Let
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{Pvα | α ∈ Γ} be a chain in M and S = {v ∈ Rn | |v| = 1} be the unit

sphere, where |v| denotes the length of the vector v. Then the collection

{Pvα ∩ S | α ∈ Γ} is a chain of closed sets of S and each Pvα ∩ S ̸= ∅.
Since S is closed and bounded in Rn, S is compact, and hence∩

α∈Γ

(Pvα ∩ S) ̸= ∅.

Take v ∈ ∩α∈Γ(Pvα ∩ S). Then v ̸= 0 since 0 ̸∈ S. Pv is a P -invariant

cone contained in each Pvα, that is, Pv is a lower bound of the chain

{Pvα | α ∈ Γ} in M. Therefore by Zorn’s Lemma, M has a minimal

element.

Suppose Pu ∈ M is a minimal element for some 0 ̸= u ∈ Rn. Take

0 < f ∈ P . Then 0 ̸= fu ∈ Pu implies that P (fu) ⊆ Pu, and hence

P (fu) = Pu. It follows that there is a g ∈ P such that gfu = fu, so

gf = f and g = 1. Hence 1 ∈ P and for any 0 < h ∈ P , P (hu) = Pu

implies that jh = 1 for some j ∈ P . Therefore we have proved that 1 > 0

and for each nonzero positive element in A, its inverse is also positive.

Then by Theorem 1.20(2), A is a d-ring, and hence A is totally ordered by

Theorems 1.27 and 1.28. �
Let H be the 4-dimensional vector space over R with the vector space

basis {1, i, j, k} having the following multiplication table.

1 i j k

1 1 i j k

i i −1 k −j
j j −k −1 i

k k j −i −1

Then H is a 4-dimensional algebra over R. For an element x = a + bi +

cj + dk ∈ H, where a, b, c, d ∈ R, define x̄ = a − bi − cj − dk. Then

xx̄ = x̄x = a2 + b2 + c2 + d2 ∈ R. Thus if x ̸= 0, then x has the inverse

(a2 + b2 + c2 + d2)−1x̄. Therefore H is a division ring, and hence H is

actually a division algebra over R, which is called division algebra of real

quaternions.

Frobenius’s Theorem in general ring theory states that a finite-

dimensional division algebra over R is isomorphic to R,C, or H [Lam

(2001)]. Since C and H cannot be a totally ordered algebra over R be-

cause of i2 = −1, they cannot be ℓ-algebra over R by Theorem 4.32, so R
is the only finite-dimensional division ℓ-algebra over R.

Complex field C cannot be an ℓ-algebra over R was first proved by G.

Birkhoff and R. S. Pierce [Birkhoff and Pierce (1956)]. Then R. McHaffey
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noticed that H cannot be an ℓ-algebra over R [McHaffey (1962)]. Their

proofs are much simpler than the proof presented in Theorem 4.32. However

P -invariant cone method may be used to prove more examples that cannot

be an ℓ-algebra, for instance, matrix algebras Mn(C) and Mn(H) cannot

be made into an ℓ-algebra over R [Steinberg (2010)].

Let F be a totally ordered subfield of R. Define

CF = {a+ bi | a, b ∈ F},
and

HF = {a+ bi+ cj + dk | a, b, c, d ∈ F}.
Then CF is called the complex field over F and HF is called the division

algebra of quaternions over F . By using the same argument as in Theorem

4.32 with some modification, it can be shown that CF ,HF cannot be made

into an ℓ-algebra over F .

Also by using Theorem 4.33 below, for any integral domain R which

is a totally ordered subring of R, complex numbers and quaternions over

R cannot be an ℓ-ring. In particular, for R = Z, it means that complex

integers and quaternion integers cannot be an ℓ-ring.

In section 4.4, we have considered extending lattice order on a lattice-

ordered integral domain with positive identity to its quotient field. The

results can be generalized to lattice-ordered integral domains with 1 ̸≥ 0.

Theorem 4.33. Let R be a lattice-ordered integral domain. If for any

nonzero element a of R, Ra ∩ f(R) ̸= {0}, then its quotient field F can be

made into an ℓ-ring extension of R.

Proof. For q ∈ F , we have q = a
b , a, b ∈ R with b ̸= 0. Since b ̸= 0,

Rb∩ f(R) ̸= {0}, so there is c ∈ R such that 0 ̸= cb = d ∈ f(R). Thus each

element q ∈ F can be written as q = a
d with 0 ̸= d ∈ f(R).

Define the positive cone P on F as follows:

P = {q ∈ F | q = a

d
, 0 ≤ a ∈ R, 0 ̸= d ∈ f(R)}.

If a
d = c

e with a, c ∈ R, 0 ≤ a, 0 ̸= d, 0 ̸= e ∈ f(R), then ae = cd. Since

a ≥ 0 and e ∈ f(R), ae ≥ 0, and hence cd = |cd| = |c|d. Thus c = |c| ≥ 0

and P is well-defined.

It is clear that P + P ⊆ P , PP ⊆ P , and P ∩ −P = {0}. For q = a
b

with a ∈ R, 0 ̸= b ∈ f(R), q ∨ 0 = a∨0
b . These proofs are similar to that

given in section 4.4 and we leave it as an exercise. �
We note that Theorem 4.33 is also true for left (or right) Ore domains

and we omit the proof which is similar to the proof of Theorem 4.17.
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4.7 Lattice-ordered triangular matrix algebras

In this section we study lattice-ordered triangular matrix algebras. We use

Tn(F ) to denote the n × n (n ≥ 2) upper triangular matrix algebras over

a totally ordered field F . We construct all the lattice orders on T2(F ) to

make it into an ℓ-algebra over F . In section 1, we first construct all the

lattice orders in which the identity matrix is positive, and then in section

2 we show each lattice order on T2(F ) in which the identity matrix is not

positive can be obtained from a lattice order in which the identity matrix

is positive by using Theorem 1.19(2). In section 3, some conditions are

provided for Tn(F ) to be ℓ-isomorphic to the ℓ-algebra Tn(F ) with the

entrywise order.

4.7.1 Lattice orders on T2(F ) with 1 > 0

In this section we describe all the lattice orders on T2(F ) to make it into

an ℓ-algebra over F with identity matrix 1 > 0. First we construct three

Archimedean lattice orders over F .

We use P0 to denote the positive cone of the entrywise order on T2(F ),

that is, P0 = T2(F
+).

Recall that e11, e22, e12 ∈ T2(F ) denote the standard matrix units. It is

clear that {1, e22, e12} is a vector space basis of vector space T2(F ) over F

and we have the following multiplication table for {1, e22, e12}.
1 e22 e12

1 1 e22 e12
e22 e22 e22 0

e12 e12 e12 0

By Theorem 1.19(1), T2(F ) becomes an Archimedean ℓ-unital ℓ-algebra

over F with the positive cone

P1 = F+1 + F+e22 + F+e12.

Since e212 = 0, (T2(F ), P1) is not ℓ-reduced.

Let k = e12 + e22. It is also clear that {1, e22, k} is a vector space basis

for vector space T2(F ) over F and we have the following multiplication

table.

1 e22 k

1 1 e22 k

e22 e22 e22 e22
k k k k
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By Theorem 1.19(1) again, T2(F ) becomes an Archimedean ℓ-unital ℓ-

algebra over F with the positive cone

P2 = F+1 + F+e22 + F+k.

Clearly, (T2(F ), P2) is ℓ-reduced. We also notice that P2 ( P1 ( P0. We

show that an Archimedean ℓ-unital ℓ-algebra T2(F ) is ℓ-isomorphic or anti-

ℓ-isomorphic to the ℓ-algebra T2(F ) with the positive cone P1, P2, or P3.

We first state a lemma that will be used in proofs. Recall that

f(T2(F )) = {a ∈ T2(F ) | |a| is an f -element of T2(F )}.

Lemma 4.23. Let T2(F ) be an ℓ-algebra over F .

(1) If T2(F ) is ℓ-reduced, then T2(F ) is an ℓ-domain. Moreover if T2(F )

is ℓ-unital, then f(T2(F )) is totally ordered.

(2) Suppose that T2(F ) is ℓ-unital. If f(T2(F )) is totally ordered

and f(T2(F ))
⊥ contains nonzero positive nilpotent elements, then

f(T2(F )) = F1.

Proof. (1) Let 0 ≤ u, v ∈ T2(F ) with uv = 0. Then (vu)2 = 0, and

hence vu = 0 since T2(F ) is ℓ-reduced. Thus (vzu)
2 = (uzv)2 = 0, for any

z ∈ T2(F )
+. Hence vzu = uzv = 0, for any z ∈ T2(F )

+ since T2(F ) is

ℓ-reduced. Therefore

vT2(F )u = uT2(F )v = {0}.

By a direct calculation, we have that u is nilpotent or v is nilpotent (Exer-

cise 60), and hence u = 0 or v = 0. If T2(F ) is ℓ-unital, then by Theorem

1.27, f(T2(F )) is also a totally ordered domain.

(2) Let 0 < a ∈ f(T2(F ))
⊥ with a2 = 0. Then a = αe12 for some

0 ̸= α ∈ F . We notice that T2(F ) cannot be an f-ring by Theorem 1.22(3)

since it contains idempotent elements which are not central. We claim

that f(T2(F )) cannot be two-dimensional over F . In fact, if f(T2(F )) is

two-dimensional, then T2(K) = f(T2(F )) ⊕ f(T2(F ))
⊥ as a vector lattice

and f(T2(F ))
⊥ = Fa. Let e11 = b + c, where b ∈ f(T2(F )) and c ∈

f(T2(F ))
⊥ = Fa. Then b = e11 − c is an idempotent element, so b = 1 or

b = 0 by Theorem 1.22, which is a contradiction. Thus f(T2(F )) cannot be

two-dimensional over F , and hence f(T2(F )) = F1. �

We also notice that if T2(F ) is an ℓ-unital ℓ-algebra over F and a ≥ 0 is

a nilpotent element in T2(F ), then Fa is an ℓ-ideal of T2(F ) (Exercise 61).



January 13, 2014 11:54 World Scientific Book - 9in x 6in l-ring

180 Algebraic Structure of Lattice-Ordered Rings

An anti-isomorphism φ between two rings R and S is a group isomorphism

between underlying additive groups of R and S, and for any a, b ∈ R,

φ(ab) = φ(b)φ(a). For instance, φ : T2(F ) → T2(F ) defined by(
x y

0 z

)
→

(
z y

0 x

)
is an anti-isomorphism. An anti-ℓ-isomorphism between two ℓ-rings is a

ring anti-isomorphism which preserves the lattice orders.

Theorem 4.34. Let T2(F ) be an Archimedean ℓ-unital ℓ-algebra over F .

If T2(F ) is not ℓ-reduced, then

(1) T2(F ) is ℓ-isomorphic to (T2(F ), P0) provided 1 is not a basic element;

(2) T2(F ) is ℓ-isomorphic or anti-ℓ-isomorphic to (T2(F ), P1) provided 1

is a basic element.

Proof. Let

I =
{(

0 x

0 0

)
: x ∈ F

}
.

Since T2(F ) is not ℓ-reduced, there exists a > 0 which is nilpotent, so a ∈ I,

and hence I = Fa and I is an ℓ-ideal of T2(F ).

Since f(T2(F )) is an Archimedean f-algebra over F with identity el-

ement, it contains no nilpotent element by Lemma 3.3(1), and hence

f(T2(F )) is a finite direct sum of unital totally ordered algebras over F

by Corollary 4.5. Let 0 ≤ b ∈ f(T2(F )). Then a ∧ b is a positive nilpotent

f-element implies a ∧ b = 0. Thus we have the direct sum f(T2(F )) ⊕ Fa

as vector lattices. We consider the following two cases.

(1) Suppose 1 is not basic in T2(F ). Since 1 is not basic in T2(F ),

f(T2(F )) is a finite direct sum of at least two totally ordered algebras, and

since T2(F ) is three-dimensional, f(T2(F )) is a direct sum of exactly two

totally ordered algebras. Thus f(T2(F )) is two-dimensional and T2(K) =

f(T2(F ))⊕ Fa as a vector lattice.

Now let 1 = e + f , where e > 0, f > 0, and e ∧ f = 0. Then we have

e2 = e, f2 = f , and ef = fe = 0 since 0 ≤ e, f ≤ 1 implies that e and f

are f-elements. Thus T2(F ) = Ff ⊕ Fe ⊕ Fa as a vector lattice. Without

loss of generality, we may assume that

f =

(
1 u

0 0

)
, e =

(
0 v

0 1

)
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with v = −u ∈ F (Exercise 62). Also, suppose that

a =

(
0 r

0 0

)
, where 0 ̸= r ∈ F,

and define

q =

(
1 u

0 r

)
.

Consider the inner automorphism iq : T2(F ) → T2(F ). Then

iq(e11) = q−1e11q = f, iq(e22) = q−1e22q = e, iq(e12) = q−1e12q = a.

Thus iq defines an ℓ-isomorphism from ℓ-algebra (T2(F ), P0) to ℓ-algebra

T2(F ) = Ff ⊕ Fe⊕ Fa.

(2) Suppose 1 is basic in T2(F ). Since 1 is basic, f(T2(F )) is totally

ordered since if x, y ∈ f(T2(F )) with x ∧ y = 0, then (1 ∧ x) ∧ (1 ∧ y) = 0

implies 1 ∧ x = 0 or 1 ∧ y = 0, and hence x = 0 or y = 0. Hence

T2(F ) = f(T2(F ))⊕ f(T2(F ))
⊥

by Lemma 4.7 since T2(F ) is Archimedean over F . Thus Fa ⊆ f(T2(F ))
⊥.

By Lemma 4.23, f(T2(F )) = F1, and hence f(T2(F ))
⊥ is two-dimensional.

Let 0 < a1 ∈ f(T2(F ))
⊥ \ Fa. Since T2(F ) is Archimedean over F , there

exists 0 < a2 ∈ Fa such that a2 ̸≤ a1. Let a1 ∧ a2 = a3. Then (a1 − a3) ∧
(a2 − a3) = 0, and

0 < (a1 − a3) ∈ f(T2(F ))
⊥ \ Fa, 0 < (a2 − a3) ∈ Fa.

Let e1 = a1 − a3 and f1 = a2 − a3. Then 0 < e1 ∈ f(T2(F ))
⊥ \ Fa,

0 < f1 ∈ Fa, and e1 ∧ f1 = 0, so

f(T2(F ))
⊥ = Fe1 ⊕ Ff1,

as a vector lattice, and hence

T2(F ) = F1⊕ Fe1 ⊕ Ff1,

as a vector lattice. Now we determine e1. Let

e1 =

(
x y

0 z

)
, where x, y, z ∈ F.

Since e1f1 = xf1 and f1e1 = zf1, x ≥ 0 and z ≥ 0. Since {1, e1, f1} is

linearly independent, x ̸= z. Otherwise e1 is a linear combination of 1 and

f1. Let

e21 =

(
x2 (x+ z)y

0 z2

)
= α+ βe1 + γf1,
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for some α, β, γ ∈ F+. Then we have

x2 − βx− α = 0 and z2 − βz − α = 0,

and hence x+ z = β and xz = −α.
If x and z are both not zero, then one of them must be negative since

xz = −α ≤ 0, which is a contradiction. Thus we have x = 0 or z = 0.

Suppose x = 0. Then z > 0 since e1 is not nilpotent, α = 0, and

e21 =

(
0 zy

0 z2

)
= ze1.

Let

i = z−1e1 =

(
0 z−1y

0 1

)
.

Then T2(F ) = F1⊕ Fi⊕ Ff1 as a vector lattice. Now let

f1 =

(
0 r1
0 0

)
, where 0 ̸= r1 ∈ F,

and define

q =

(
1 −z−1y

0 r1

)
.

Then

iq(e22) = q−1e22q = i, iq(e12) = q−1e12q = f1.

Thus iq is an ℓ-isomorphism from ℓ-algebra (T2(F ), P1) to ℓ-algebra T2(F ) =

F1⊕ Fi⊕ Ff1.

Suppose z = 0. Then x > 0, α = 0, and

e21 =

(
x2 xy

0 0

)
= xe1.

Let

j = x−1e1 =

(
1 x−1y

0 0

)
.

Then T2(F ) = F1⊕ Fj ⊕ Ff1, a direct sum as vector lattices. Define

q =

(
1 −x−1y

0 r1

)
.

Then

φiq(e22) = φ(q−1e22q) = j, φiq(e12) = φ(q−1e12q) = f1,

where φ : T2(F ) → T2(F ) is defined by(
x y

0 z

)
→

(
z y

0 x

)
.

Thus φiq is an anti-ℓ-isomorphism from ℓ-algebra (T2(F ), P1) to ℓ-algebra

T2(F ) = F1⊕ Fj ⊕ Ff1 (Exercise 63). �
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Theorem 4.35. Let T2(F ) be an Archimedean ℓ-unital ℓ-algebra over F .

If T2(F ) is ℓ-reduced, then T2(F ) is ℓ-isomorphic or anti-ℓ-isomorphic to

(T2(F ), P2).

Proof. Since T2(F ) is ℓ-reduced, by Lemma 4.23, f(T2(F )) is totally

ordered, and hence 1 is basic. Since f(T2(F )) is totally ordered, T2(F ) =

f(T2(F ))⊕ f(T2(F ))
⊥ as a vector lattice by Lemma 4.7.

Let a1 = (e12)
+ and b1 = (e12)

−. Since T2(F ) is ℓ-reduced, a1 > 0

and b1 > 0. It follows from a1 ∧ b1 = 0 that (a1 ∧ 1) ∧ (b1 ∧ 1) = 0, and

hence a1 ∧ 1 = 0 or b1 ∧ 1 = 0 since 1 is basic. In the following we suppose

a1∧1 = 0. A similar argument may be used to prove the case that b1∧1 = 0

and we leave the verification of this fact as an exercise. Let

a1 =

(
x1 x2
0 x3

)
.

Then a21 = (x1 + x3)a1 + (−x1x3)1 ≥ 0 implies x1 + x3 ≥ 0 and −x1x3 ≥ 0

since a1 ∧ 1 = 0.

First we claim that b1 is not an f-element. Suppose b1 is an f-element.

From

(a1 − b1)
2 = a21 − a1b1 − b1a1 + b21 = 0,

we have

(x1 + x3)a1 + (−x1x3)1− a1b1 − b1a1 + b21 = 0,

and hence

(−x1x3)1 + b21 = 0 and (x1 + x3)a1 − a1b1 − b1a1 = 0,

since (−x1x3)1+b21 ∈ f(T2(F )) and (x1+x3)a1−a1b1−b1a1 ∈ f(T2(F ))
⊥.

It follows from (−x1x3)1 + b21 = 0 that b21 = 0, and hence b1 = 0, which is

a contradiction. Thus b1 is not an f-element.

Since T2(F ) is Archimedean over F , there exists 0 < α ∈ F such that

α1 ̸≤ b1. Let b1 ∧ α1 = c. Then c < α1, and c < b1 since b1 is not an

f-element. Thus

(b1 − c) ∧ (α1− c) = 0, with b1 − c > 0 and α1− c > 0,

so b1 − c ∈ f(T2(F ))
⊥ since 0 < (α1 − c) ∈ f(T2(F )). Let d = b1 − c.

Then 0 < a1, d ∈ f(T2(F ))
⊥ and a1 ∧ d = 0 since d ≤ b1. Thus T2(F ) =

F1⊕ Fa1 ⊕ Fd as a vector lattice.

Now we determine a1 and d. Recall that e12 = a1 − b1 = a1 − d− c.
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Since a21 = (x1 + x3)a1 + (−x1x3)1, we have −x1x3 ≥ 0, and hence

x1 ≤ 0 or x3 ≤ 0. Suppose x1 ≤ 0. From e12 ≤ a1, we have a1e12 ≤ a21,

and hence

x1a1 − x1d− x1c ≤ (x1 + x3)a1 + (−x1x3)1,

so

−x1d− x1c ≤ x3a1 + (−x1x3)1.

Since {1, a1, d} is a disjoint set, we have −x1d = 0 and hence x1 = 0. By

a similar argument, if x3 ≤ 0 then x3 = 0 (Exercise 64). Thus we have

x1 = 0 or x3 = 0 but not both of them are zero since a1 is not nilpotent.

Let

d =

(
y1 y2
0 y3

)
, where y1, y2, y3 ∈ F.

Then d2 = (y1 + y3)d + (−y1y3)1 ≥ 0 implies that (y1 + y3) ≥ 0 and

−y1y3 ≥ 0, so y1 ≤ 0 or y3 ≤ 0. Suppose y1 ≤ 0. From −e12 ≤ b1 = d+ c,

we have −de12 ≤ d2 + dc, and hence

−y1(a1 − d− c) ≤ (y1 + y3)d+ (−y1y3)1 + dc,

so

−y1a1 ≤ y3d+ (−y1y3)1 + dc− y1c.

Since c is an f-element, a1 is disjoint with d, 1, dc, and c, so we have

−y1a1 = 0, and hence y1 = 0. Similarly, if y3 ≤ 0, then y3 = 0. Therefore,

we have y1 = 0 or y3 = 0 but not both of them are zero.

If x1 = 0 and y3 = 0, then a1d = 0, which is a contradiction by Lemma

4.23. Similarly, x3 and y1 cannot be both zero. Thus we have the following

two cases.

(i) x1 = 0 and y1 = 0. Let

u = x−1
3 a1 =

(
0 x−1

3 x2
0 1

)
, v = y−1

3 d =

(
0 y−1

3 y2
0 1

)
.

Then T2(F ) = F1⊕ Fu⊕ Fv as a vector lattice. Define

q =

(
1 −x−1

3 x2
0 y−1

3 y2 − x−1
3 x2

)
.

Then q is invertible, and

iq(e22) = q−1e22q = u, iq(k) = q−1kq = v,
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where k = e12+e22. Thus iq is an ℓ-isomorphism from ℓ-algebra (T2(F ), P2)

to ℓ-algebra T2(F ) = F1⊕ Fu⊕ Fv.

(ii) x3 = 0 and y3 = 0. Now let

u = x−1
1 a1 =

(
1 x−1

1 x2
0 0

)
, v = y−1

1 d =

(
1 y−1

1 y2
0 0

)
.

Then we have T2(K) = K1⊕Ku⊕Kv as a vector lattice. Define

q =

(
1 −x−1

1 x2
0 y−1

1 y2 − x−1
1 x2

)
.

Then

φiq(e22) = φ(q−1e22q) = u, φiq(k) = φ(q−1kq) = v,

where φ is defined in Theorem 4.34. Therefore, φiq is an anti-ℓ-isomorphism

from ℓ-algebra (T2(F ), P2) to ℓ-algebra T2(F ) = F1⊕ Fu⊕ Fv. �

Finally we determine non-Archimedean lattice orders on T2(F ) in which

1 is positive. T2(F ) can be made into a vector lattice as follows:

T2(F ) = F1⊕ (Fe22 ⊕→Fe12),

where Fe22 ⊕→Fe12 is the lexicographic order, that is, αe22 + βe12 ≥ 0 if

and only if α > 0 or α = 0 and β ≥ 0. We denote the positive cone of this

lattice order on T2(F ) by P3. Then

P3 = {α1+βe22+γe12 : α ≥ 0, β > 0, or α ≥ 0, β = 0, γ ≥ 0, ∀α, β, γ ∈ F}.

We leave the routine checking that P3 is closed under the multiplication in

T2(F ) as an exercise (Exercise 66). Thus (T2(F ), P3) becomes an ℓ-unital

ℓ-algebra which is not Archimedean over F .

Theorem 4.36. Let T2(F ) be an ℓ-unital ℓ-algebra which is not

Archimedean over F . Then T2(F ) is ℓ-isomorphic or anti-ℓ-isomorphic

to (T2(F ), P3).

Proof. Since T2(F ) is non-Archimedean over F , T2(F ) is not ℓ-reduced

by Theorem 1.31. Let a > 0 and a2 = 0.

We first claim that a cannot be an f-element. Suppose that a is an f-

element. Then a, 1 ∈ f(T2(F )) and the square of each element in f(T2(F ))

is positive implies for any 0 ≤ α ∈ F , 0 ≤ (1 − αa)2, so αa < 1 for

each α ∈ F+. Hence a and 1 are linearly independent over F . Then that

T2(F ) cannot be an f-ring implies that f(T2(F )) is two-dimensional and

totally ordered. Thus T2(F ) = f(T2(F )) ⊕ f(T2(F ))
⊥ as a vector lattice
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and f(T2(F ))
⊥ is one-dimensional over F . Let 0 < b ∈ f(T2(F ))

⊥. Then

f(T2(F ))
⊥ = Fb. Since a is an f-element, ab, ba ∈ f(T2(F ))

⊥, then we

have ab = γb and ba = βb, for some γ, β ∈ F+. On the other hand,

ab, ba ∈ Fa since Fa is an ℓ-ideal of T2(F ). Then we have b2 = 0 (Exercise

67), so b ∈ Fa ⊆ f(T2(F )), which is a contradiction. Therefore a is not an

f-element.

Since a∧1 ∈ Fa and a is not an f-element, a∧1 = 0, so a ∈ f(T2(F ))
⊥.

If f(T2(F )) is not totally ordered, then there are 0 < u, v ∈ f(T2(F )) with

u ∧ v = 0, and hence

T2(F ) = Fu⊕ Fv ⊕ Fa,

as a direct sum of vector lattices. Thus T2(F ) is Archimedean over F ,

which is a contradiction. Therefore, (T2(F )) is totally ordered. By Lemma

4.23, f(T2(F )) = F1, and hence by Lemma 4.7

T2(F ) = (f(T2(F ))⊕ f(T2(F ))
⊥) ∪ Uf ,

where

Uf = {w ∈ T2(F ) : |w| ≥ α1, ∀α ∈ F}.

If 0 < w ∈ Uf , then α1 ≤ w for all α ∈ F , so αa ≤ wa for all α ∈ F ,

which is a contradiction since wa ∈ Fa. Thus Uf = ∅, and T2(F ) =

f(T2(F ))⊕ f(T2(F ))
⊥, so f(T2(F ))

⊥ is two-dimensional over F .

Next we claim that f(T2(F ))
⊥ is totally ordered. If f(T2(F ))

⊥ is not

totally ordered, then there exist 0 < s, t ∈ f(T2(F ))
⊥ such that s ∧ t = 0,

so

f(T2(F ))
⊥ = Fs⊕ Ft, and T2(F ) = F1⊕ Fs⊕ Ft,

as vector lattices. Thus, again, T2(F ) is Archimedean over F , which is

a contradiction. Therefore, f(T2(F ))
⊥ is totally ordered. Let 0 < c ∈

f(T2(F ))
⊥ such that a and c are linearly independent over F . If c ≤ αa

for some α ∈ F , then c ∈ Fa since Fa is an ℓ-ideal, so a and c are linearly

dependent, which is a contradiction. Thus for all α ∈ F , we have αa < c.

Let

c =

(
z1 z2
0 z3

)
and a =

(
0 x

0 0

)
.

Then ac = z3a ≥ 0 and ca = z1a ≥ 0 implies that z1 ≥ 0 and z3 ≥ 0. Since

c2 = (z1 + z3)c+ (−z1z3)1 ≥ 0,

we have −z1z3 ≥ 0, and hence z1z3 = 0, so z1 = 0 or z3 = 0.
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Suppose z1 = 0. Then z3 > 0. Let

d = z−1
3 c =

(
0 z−1

3 z2
0 1

)
.

Then T2(F ) = F1⊕ (Fd ⊕→Fa) as a vector lattice. Define

q =

(
1 −z−1

3 z2
0 x

)
.

Then

iq(e22) = q−1e22q = d, iq(e12) = q−1e12q = a.

Thus iq is an ℓ-isomorphism from ℓ-algebra (T2(K), P3) to ℓ-algebra

T2(K) = K1⊕ (Kd ⊕→Ka).

Suppose z3 = 0. Then z1 > 0. Let

e = z−1
1 c =

(
1 z−1

1 z2
0 0

)
.

Then T2(F ) = F1⊕ (Fe ⊕→Fa) as a vector lattice. Define

q =

(
1 −z−1

1 z2
0 x

)
.

Then

φiq(e22) = φ(q−1e22q) = e, φiq(e12) = φ(q−1e12q) = a,

and hence φiq is an anti-ℓ-isomorphism from ℓ-algebra (T2(K), P3) to ℓ-

algebra T2(F ) = F1⊕ (Fe ⊕→Fa). �

4.7.2 Lattice orders on T2(F ) with 1 ̸> 0

In this section, we suppose that T2(F ) is an ℓ-algebra over F in which

the identity matrix 1 ̸> 0. In this case each lattice order can be obtained

from a lattice order with 1 > 0 using Theorem 1.19. As in the last sec-

tion, we consider two cases in which T2(F ) is not ℓ-reduced and ℓ-reduced

respectively.

Suppose that T2(F ) is not ℓ-reduced. Let w = w1e12 be a positive

nilpotent element, where 0 ̸= w1 ∈ F . Then I = Fw is an ℓ-ideal of T2(F )

(Exercise 61). Suppose u = 1+, v = 1−. Then u > 0, v > 0, 1 = u− v and

u ∧ v = 0. Let

u =

(
u1 u2
0 u3

)
and v =

(
v1 u2
0 v3

)
,
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where u1 − v1 = 1 and u3 − v3 = 1.

We first notice that for any x =

(
x1 x2
0 x3

)
∈ T2(F ), xw = x1w and

wx = x3w. So if x ≥ 0, then x1, x3 ∈ F+. This fact will often be used

later.

Since

v2 = (v1 + v3)v − (v1v3)1

= (v1 + v3)v − v1v3(u− v)

= −(v1v3)u+ (v1 + v3 + v1v3)v

≥ 0

and u ∧ v = 0, we have −(v1v3) ≥ 0. Thus v1v3 = 0, so either v1 = 0 or

v3 = 0. Without loss of generality, we may assume that v1 = 0. (If v3 = 0,

we may use the anti-isomorphism φ :

(
x y

0 z

)
→

(
z y

0 x

)
to reduce to the

case that v1 = 0.) Then we have

u =

(
1 u2
0 u3

)
and v =

(
0 u2
0 v3

)
.

Since v3 ≥ 0, we have u3 = 1 + v3 ≥ 1 and hence u is invertible. The

element v3 may be zero. In the following, we consider v3 > 0 and v3 = 0,

respectively.

Theorem 4.37. Let T2(F ) be an ℓ-algebra over F with 1 ̸> 0. Suppose

that T2(F ) is not ℓ-reduced and u, v, w are defined as above. If v3 > 0, then

ℓ-algebra T2(F ) is ℓ-isomorphic to ℓ-algebras (T2(F ), rP1), or (T2(F ), rP3),

where r ∈ P1 or P3 is invertible, respectively.

Proof. We first claim that for any 0 < α ∈ F , u∧αw = 0. Suppose that

u ∧ αw = p. Then p = βw for some β ∈ F , 0 ≤ β ≤ α, since I = Fw

is an ℓ-ideal. Then βw ≤ u implies β(wv) ≤ (uv). Since wv = v3w and

uv = u3v, we have (βv3)w ≤ u3v, so βw ≤ u3

v3
v. Since u ∧ v = 0 implies

that u ∧ u3

v3
v = 0, we have p = βw = 0.

We consider the following two cases.

(1) αw ≤ v for each 0 ≤ α ∈ F .

Since v3 > 0, clearly {u, v, w} is linearly independent over F , so {u, v, w}
is a vector space basis for T2(F ) over F . Thus for each f ∈ T2(F ), f =

αu+ βv + γw, where α, β, γ ∈ F . It is straightforward to check that f ≥ 0

if and only if α ≥ 0, β > 0 or α ≥ 0, β = 0, γ ≥ 0 (Exercise 68).

Let x = u−1(u3

v3
v) and y = u−1w. Then y = w and {1, x, y} is linearly

independent. The multiplication table for {1, x, y} is given below.
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1 x y

1 1 x y

x x x 0

y y y 0

Now we define a positive cone

P = {α+ βx+ γy | α ≥ 0, β > 0, or α ≥ 0, β = 0, γ ≥ 0}.

Then (T2(F ), P ) is an ℓ-algebra in which 1 > 0. Clearly T2(F )
+ = uP and

since u = 1 + v = 1 + v3x, u ∈ P .

Define the mapping ϕ : T2(F ) → T2(F ) by

ϕ(α+ βx+ γy) = α+ βe22 + γe12.

Then ϕ is an ℓ-isomorphism from ℓ-algebra (T2(K), P ) to ℓ-algebra

(T2(F ), P3). Let r = ϕ(u). We have that r ∈ P3 and ℓ-algebra T2(K)

is ℓ-isomorphic to ℓ-algebra (T2(F ), rP3).

(2) βw ̸≤ v for some 0 < β ∈ F .

Let g = v ∧ βw. Then g = δw for some δ ∈ F+ since I = Fw is

an ℓ-ideal. Since βw ̸≤ v, β > δ, so βw − g = (β − δ)w > 0. Now

(v − g) ∧ (β − δ)w = 0 implies that (v − g) ∧ w = 0 since T2(F ) is an

f -module over F and β− δ > 0. Let v′ = v− g. Then v′ =

(
0 v2
0 v3

)
, where

v2 = u2 − δw1; since v3 > 0, we have v′ > 0, and it is clear that the set

{u, v′, w} is disjoint. Then for each f ∈ T2(F ), f = αu+ βv′ + γw, where

α, β, γ ∈ K, we have that f ≥ 0 if and only if α ≥ 0, β ≥ 0, and γ ≥ 0 by

Theorem 1.13(2).

Let x′ = u−1(u3

v3
v′) and y = u−1w. The multiplication table for {1, x′, y}

is given below (Exercise 69).

1 x′ y

1 1 x′ y

x′ x′ x′ 0

y y y 0

Now we define the positive cone P = {α + βx′ + γy | α, β, γ ∈ F+}.
Then (T2(F ), P ) is an ℓ-algebra in which 1 > 0 and T2(F )

+ = uP . Since

u = 1 + v′ + δw = 1 + v3x
′ + (v3δ + δ)y

and v3, δ ∈ F+, we have u ∈ P .

By the same mapping as in (1), ℓ-algebra T2(F ) is ℓ-isomorphic to ℓ-

algebra (T2(F ), rP1) with r = ϕ(u) ∈ P1. �
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Next we consider the case that v3 = 0.

Theorem 4.38. Let T2(F ) be an ℓ-algebra over F with 1 ̸> 0. Suppose

that T2(F ) is not ℓ-reduced and u, v, w are defined as above. If v3 = 0,

then ℓ-algebra T2(F ) is ℓ-isomorphic or anti-ℓ-isomorphic to ℓ-algebras

(T2(F ), rP0), (T2(F ), rP1), or (T2(F ), rP3), where r ∈ P0, P1, or P3, re-

spectively, is an invertible matrix.

Proof. Since v3 = 0, v ∈ I = Fw. Consider the quotient ℓ-algebra

T2(F )/I. Then 1̄ = 1 + I = ū = u + I > 0 in T2(F )/I. Since T2(F )/I

has other idempotent elements except 1̄ and 0, T2(F )/I cannot be to-

tally ordered, and since T2(F )/I contains no nilpotent element, T2(F )/I

is Archimedean over F by Corollary 1.3. Thus T2(F )/I is a direct sum of

two totally ordered subspaces over F . We need to consider two cases.

(i) 1̄ = ū is a basic element in T2(F )/I.

Let d ∈ T2(F )
+ such that d̄ > 0 and ū ∧ d̄ = 0. Then u ∧ d ∈ I, so

u∧ d = ϵw for some ϵ ∈ F+. Since u∧ v = 0, ϵw ∧ v = 0. But ϵw and v are

both in I = Fw and v ̸= 0, so ϵw = 0. Thus u ∧ d = 0. Clearly {u, d, w}

is linearly independent. Let d =

(
d1 d2
0 d3

)
. Then d1 ≥ 0 and d3 ≥ 0 since

dw = d1w and wd = d3w. Since

d2 = (d1 + d3)d− (d1d3)u+ (d1d3)v ≥ 0,

u ∧ d = 0, and u ∧ v = 0, we have −(d1d3) ≥ 0, so either d1 = 0 or d3 = 0.

We may assume that d1 = 0. If d3 = 0, then, by using the anti-isomorphism

φ, we may reduce to the above situation. Then d3 > 0 since d̄ > 0. There

are two different lattice orders in this case.

(ia) αw ≤ d for all α ∈ F+.

In this case αu + βd + γw ≥ 0 if and only if α ≥ 0, β > 0, or α ≥ 0,

β = 0, γ ≥ 0. Let x = u−1( 1
d3
d) and y = u−1w. The set {1, x, y} is linearly

independent with the following multiplication table.

1 x y

1 1 x y

x x x 0

y y y 0

Now we define the positive cone

P = {α+ βx+ γy | α ≥ 0, β > 0 or α ≥ 0, β = 0, γ ≥ 0}.
Then (T2(F ), P ) is an ℓ-algebra in which 1 > 0. Clearly T2(F )

≥ = uP and

since u = 1 + v = 1 + θw = 1 + θy for some θ ∈ F+, u ∈ P .
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Define the mapping ϕ : T2(F ) → T2(F ) by

ϕ(α+ βx+ γy) = α+ βe22 + γe12.

Then ϕ is an ℓ-isomorphism from ℓ-algebra (T2(F ), P ) to ℓ-algebra

(T2(F ), P3). Let r = ϕ(u). We have that r ∈ P3 and ℓ-algebra T2(F )

is ℓ-isomorphic to ℓ-algebra (T2(F ), rP3).

(ib) βw ̸≤ d for some 0 < β ∈ F .

Let d ∧ βw = δw. Then 0 ≤ δ < β, and (d − δw) ∧ (β − δ)w = 0.

Let d′ = d − δw. Then d′ > 0, and since β − δ > 0, d′ ∧ w = 0. Thus

{u, d′, w} is disjoint, so αu + βd′ + γw ≥ 0 if and only if α, β, γ ∈ F+

by Theorem 1.13(2). Let x′ = u−1( 1
d3
d′), y = u−1w. The set {1, x′, y} is

linearly independent with the following multiplication table.

1 x′ y

1 1 x′ y

x′ x′ x′ 0

y y y 0

Now if we define a positive cone P = {α1 + βx′ + γy | α, β, γ ∈ F+}.
Then 1 ∈ P , T2(F )

+ = uP with u ∈ P , and (T2(F ), P ) is ℓ-isomorphic to

(T2(F ), P1).

(ii) 1̄ = ū is not basic in T2(F )/I.

Then there exist f ′, g′ ∈ T2(F ) such that ū = f̄ ′ + ḡ′, f̄ ′ > 0, ḡ′ > 0,

and f̄ ′ ∧ ḡ′ = 0. Since f̄ ′ ∧ ḡ′ = 0, f ′ ∧ g′ ∈ I = Fw. Let f ′ ∧ g′ = p,

and let f = f ′ − p, g = g′ − p. Then f > 0, g > 0, and f ∧ g = 0. Since

ū = f̄ ′ + ḡ′ = f̄ + ḡ, u = f + g + δw for some δ ∈ F . Since f ∧ g = 0,

(f ∧ w) ∧ (g ∧ w) = 0, so either f ∧ w = 0 or g ∧ w = 0 since (f ∧ w) and
(g ∧ w) are both in I = Fw. Without loss of generality, we may assume

that f ∧ w = 0.

If αw ≤ g for all α ∈ F+, then 1 = u − v = f + g + δw − v ≥ 0 since

v ∈ I = Fw, which is a contradiction. Thus there exists 0 < β ∈ F such

that βw ̸≤ g. Let g ∧ βw = q, h = g− q. Then h∧ (βw− q) = 0 and h > 0,

βw − q > 0. So h ∧ w = 0 since βw − q = σw for some 0 < σ ∈ F . Now

{f, h, w} is disjoint and also a vector space basis for T2(F ) over F .

Let

f =

(
f1 f2
0 f3

)
and h =

(
h1 h2
0 h3

)
.
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Then

f2 = (f1 + f3)f − (f1f3)1

= (f1 + f3)f − (f1f3)(u− v)

= (f1 + f3)f − (f1f3)(f + h+ δw + q − v)

= (f1 + f3 − f1f3)f − (f1f3)h− (f1f3)(δw + q − v) ≥ 0

implies that −(f1f3) ≥ 0. Since f ≥ 0, we also have f1, f3 ≥ 0. Thus

f1f3 = 0, so either f1 = 0 or f3 = 0. By a similar argument, we have either

h1 = 0 or h3 = 0.

Since u = f + h + δw + q ≥ 0 and δw + q ∈ I = Fw, δw + q ≥ 0, so

δw + q = (δw + q) ∧ u = 0 since u ∧ v = 0 and δw + q, v ∈ I = Fw. Thus

u = f + h. Then f2 + h2 = u2, and f1, h1 cannot be both zero. Also f3,

h3 cannot be both zero. We may assume that f3 = h1 = 0 and leave the

verification for f1 = h3 = 0 to the reader (Exercise 70). Then f1 = 1 and

h3 = 1. Then f2 = f , h2 = h, hf = 0 and fh = v. Now let x = u−1f

and y = u−1h. Then {x, y, w} is linearly independent with the following

multiplication table.

x y w

x x 0 w

y 0 y 0

w 0 w 0

If we define the positive cone P = {αx+ βy + γw | α, β, γ ∈ F+}, then
1 = x+y ∈ P , T2(F )

+ = uP , and (T2(F ), P ) is ℓ-isomorphic to (T2(F ), P0).

Since u = f + h = x+ y + v, u ∈ P . This completes the proof of (ii). �

Now we suppose that T2(F ) is an ℓ-algebra over F in which the identity

matrix 1 ̸> 0 and T2(F ) is ℓ-reduced. Then T2(F ) is an ℓ-domain by Lemma

4.23. Lattice orders on T2(F ) for this case are characterized in the following

result.

Theorem 4.39. Suppose that T2(F ) is an ℓ-reduced ℓ-algebra over F in

which 1 ̸> 0. Then T2(F ) is ℓ-isomorphic or anti-ℓ-isomorphic to ℓ-algebra

(T2(F ), rP2), where r ∈ P2 is an invertible matrix.

Proof. Let u = 1+, v = 1−. Then u > 0, v > 0, 1 = u− v and u∧ v = 0.

As before, assume that

u =

(
u1 u2
0 u3

)
and v =

(
v1 u2
0 v3

)
,
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where u1, v1, u2, u3, v3 ∈ F , u1 − v1 = 1, and u3 − v3 = 1.

Since T2(F ) is ℓ-reduced, T2(F ) is Archimedean over F by Theorem

1.31(3) and hence T2(F ) is a direct sum of totally ordered subspaces over

F by Corollary 1.3. We claim that T2(F ) cannot be a direct sum of two

totally ordered subspaces over F .

Suppose that T2(F ) =W1 ⊕W2, where W1 and W2 are totally ordered

subspaces over F . Then T2(F ) has a basis with two elements, so if s∧ t = 0

and s > 0, t > 0, then s and t will be basic elements. Since u ∧ v = 0, we

may assume that u ∈W1 and v ∈W2. Let

x =

(
0 1

0 0

)+

and y =

(
0 1

0 0

)−

.

Then x > 0, y > 0 since T2(F ) is ℓ-reduced,

(
0 1

0 0

)
= x− y and x∧ y = 0.

Let

x =

(
x1 x2
0 x3

)
and y =

(
x1 y2
0 x3

)
,

where x1, x2, y2, x3 ∈ F and x2−y2 = 1. Since x∧y = 0, x and y are not in

the same totally ordered direct summand of T2(F ). We may assume that

x ∈W1 and y ∈W2. Since

x2 = (x1 + x3)x− (x1x3)1 = (x1 + x3)x− (x1x3)u+ (x1x3)v ≥ 0,

and u ∧ v = x ∧ v = 0, we have x1x3 ≥ 0. Since

y2 = (x1 + x3)y − (x1x3)1 = (x1 + x3)y − (x1x3)u+ (x1x3)v ≥ 0,

and u ∧ v = u ∧ y = 0, we have −(x1x3) ≥ 0. Thus x1x3 = 0. So either

x1 = 0 or x3 = 0.

We first consider the case that x1 = 0.

Since x2 = x3x, x3 ≥ 0, and since T2(F ) contains no nonzero positive

nilpotent element, x3 ̸= 0. So x3 > 0. Since

u2 = (u1 + u3)u− (u1u3)1 = (u1 + u3 − u1u3)u+ (u1u3)v ≥ 0,

and u ∧ v = 0, we have u1u3 ≥ 0. Since xv = v3x ≥ 0, v3 ≥ 0, and hence

u3 = 1+v3 ≥ 1. Thus u1 ≥ 0. If u1 = 0, then v1 = −1. So vy = x3u−y ≥ 0

and u ∧ y = 0 implies that y = 0, which is a contradiction. Thus u1 > 0.

Let 0 < α ∈ F . If u ≤ αx, then u2 ≤ αxu. Since

u2 = (u1 + u3 − u1u3)u+ (u1u3)v and xu = u3x,

we have

(u1 + u3 − u1u3)u+ (u1u3)v ≤ (αu3)x.
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Since u ∧ v = x ∧ v = 0, we have u1u3 ≤ 0, which is a contradiction since

u3 ≥ 1 and u1 > 0. Therefore u ̸≤ αx. Since αx and u are both in W1,

which is totally ordered, αx ≤ u for any α ∈ F+, which contradicts with

the fact that T2(F ) is Archimedean over F .

By a similar argument, the case x3 = 0 will also cause a contradiction.

Therefore, T2(F ) cannot be a direct sum of two totally ordered subspaces

over F .

Then T2(F ) = W1 ⊕ W2 ⊕ W3, where each Wi is a totally ordered

subspace over F , and T2(F ) has a basis with three elements. Since u∧v = 0,

u is a sum of at most two disjoint basic elements. Similarly v is a sum of

at most two disjoint basic elements. We consider the following cases.

(I) u = h+ g, where h and g are basic elements and h ∧ g = 0.

Then {h, g, v} is disjoint and a vector space basis over F . Let

h =

(
h1 h2
0 h3

)
and g =

(
g1 g2
0 g3

)
,

where hi, gi ∈ F , i = 1, 2, 3. Then

h2 = (h1 + h3)h− (h1h3)1

= (h1 + h3)h− (h1h3)(h+ g − v)

= (h1 + h3 − h1h3)h− (h1h3)g + (h1h3)v ≥ 0

implies that −h1h3 ≥ 0 and h1h3 ≥ 0. Thus h1h3 = 0, so either h1 = 0 or

h3 = 0. By a similar argument, we have either g1 = 0 or g3 = 0.

If h3 = g1 = 0, then gh = 0, which contradicts with the fact that T2(F )

is an ℓ-domain. Similarly it is not possible that h1 = g3 = 0.

If h1 = g1 = 0, then since u = h+ g, we have u1 = 0, so v1 = −1. Thus

v2 =

(
1 −u2 + u2v3
0 v23

)
=

(
1 −u2 + u2v3
0 (u3 − 1)v3

)
= −v + v3u ≥ 0

implies that v = 0, which is a contradiction.

If h3 = g3 = 0, then u3 = 0, so v3 = −1. Thus v2 = −v + v1u ≥ 0, and

hence v = 0, which is a contradiction.

Therefore, u cannot be a sum of two disjoint basic elements.

(II) v = i+ j, where i and j are basic elements and i ∧ j = 0.

Then {u, i, j} is disjoint. Let

i =

(
i1 i2
0 i3

)
and j =

(
j1 j2
0 j3

)
,
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where ik, jk ∈ F , k = 1, 2, 3. Then, by an argument similar to that in (I),

we have i1i3 = 0 and j1j3 = 0. Since T2(F ) is an ℓ-domain, i1 = j3 = 0

and i3 = j1 = 0 cannot happen.

Suppose that i1 = j1 = 0. Then i3 > 0 and j3 > 0. Since v = i + j,

v1 = 0, so u1 = 1. Since iu = u3i, u3 > 0. Thus u is invertible. Let

s = u−1(u3

i3
i) and t = u−1(u3

j3
j). Then {1, s, t} is linearly independent with

the following multiplication table:

1 s t

1 1 s t

s s s s

t t t t

Now we define the positive cone P = {α+βs+γt | α, β, γ ∈ F+}. Then
(T2(F ), P ) is an ℓ-algebra in which 1 > 0, T2(F )

+ = uP , and (T2(F ), P ) is

ℓ-isomorphic to (T2(F ), P2). Since u = 1 + i3s+ j3t, u ∈ P .

In the case that i3 = j3 = 0, by a similar argument as above, there

is a lattice order with the positive cone P on T2(F ) such that 1 ∈ P ,

T2(F )
+ = uP for some invertible matrix u ∈ P , and (T2(F ), P ) is anti-ℓ-

isomorphic to (T2(F ), P2).

(III) u and v are both basic elements.

Then there is a basic element z such that {u, v, z} is disjoint and a

vector space basis of T2(F ) over F . Let z =

(
z1 z2
0 z3

)
. Then

z2 = (z1 + z3)z − (z1z3)1 = (z1 + z3)z − (z1z3)u+ (z1z3)v ≥ 0

implies that −(z1z3) ≥ 0 and (z1z3) ≥ 0. Thus z1z3 = 0, so either z1 = 0

or z3 = 0.

We first consider the case z1 = 0.

Since u2 = (u1 + u3 − u1u3)u + (u1u3)v ≥ 0, we have u1u3 ≥ 0. Since

zv = v3z, v3 ≥ 0, and since T2(F ) is an ℓ-domain, v3 > 0. So u3 = v3+1 > 1

and u1 ≥ 0. If u1 = 0, then v1 = −1, so v2 = −v + v3u ≥ 0, which is a

contradiction. Thus u1 > 0. Similarly from v2 = (v1 + v3 + v1v3)v −
(v1v3)u ≥ 0, we have −(v1v3) ≥ 0. Thus v1 ≤ 0. We claim that v1 cannot

be less than 0.

Suppose that v1 < 0. Consider uz and vz. Since uz−vz = (u−v)z = z,

we have that

uz = αu+ βv + γ1z and vz = αu+ βv + γ2z,
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where α, β, γ1, γ2 ∈ F+ and γ1 − γ2 = 1. Since z1 = 0, z2 = z3z. Now

multiplying the above equation for uz by z from the right, we get

z3(uz) = α(uz) + β(vz) + (γ1z3)z.

Further substitutions of uz and vz result in:

(z3α)u+ (z3β)v + (z3γ1)z = (α2)u+ (αβ)v + (αγ1)z + (βα)u+

(β2)v + (βγ2)z + (γ1z3)z.

Comparing the coefficients of z, we have z3γ1 = αγ1 + βγ2 + γ1z3, so

αγ1 + βγ2 = 0. Thus αγ1 = βγ2 = 0 since α, β, γ1, γ2 ∈ F+.

If α ̸= 0 and β ̸= 0, then γ1 = γ2 = 0, which contradicts with the

fact that γ1 − γ2 = 1. If α = 0 and β ̸= 0, then γ2 = 0 and γ1 = 1, so

uz = βv + z, that is,(
0 u1z2 + u2z3
0 u3z3

)
=

(
βv1 βu2
0 βv3

)
+

(
0 z2
0 z3

)
,

which is a contradiction since βv1 ̸= 0. Similarly the situation that α ̸= 0

and β = 0 cannot happen.

Finally we consider the case α = β = 0. Then uz = γ1z and vz = γ2z

implies

u1z2 + u2z3 = γ1z2, u3z3 = γ1z3, v1z2 + u2z3 = γ2z2, v3z3 = γ2z3.

Thus γ1 = u3, γ2 = v3, and (u3 − u1)z2 = u2z3 = (v3 − v1)z2. It is now

straightforward to check that

(−v1z2)u+ (u1z2)v + (−u2)z = 0.

Thus v1z2 = 0, u2 = 0, so z2 = 0 since v1 ̸= 0, but then {u, v, z} will be

linearly dependent, which is a contradiction.

Thus we must have v1 = 0, and hence u1 = 1. Let s = u−1(u3

v3
)v and

t = u−1(u3

z3
z). Then {1, s, t} is linearly independent with the following

multiplication table.

1 s t

1 1 s t

s s s s

t t t t

Now if we define P = {α + βs + γt | α, β, γ ∈ F+}, then (T2(F ), P ) is

an ℓ-algebra in which 1 > 0 and T2(F )
+ = uP . Since u = 1+ v3s, we have

u ∈ P . By using the similar mapping as before, (T2(F ), P ) is ℓ-isomorphic

to ℓ-algebra (T2(F ), P2).
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If z3 = 0, then by a similar argument, T2(F )
+ = uP for a lattice order

on T2(F ) with the positive cone P and an invertible matrix u ∈ P such that

1 ∈ P , and (T2(F ), P ) is anti-ℓ-isomorphic to the ℓ-algebra (T2(F ), P2). We

leave the verification of this fact to the reader. This completes the proof of

the theorem. �

Thus we have proved that if T2(F ) is ℓ-algebra in which 1 ̸> 0, then

there exists an ℓ-algebra T2(F ) with the positive cone P such that 1 ∈ P

and (T2(F ), T2(F )
+) is ℓ-isomorphic or anti-ℓ-isomorphic to (T2(F ), uP ),

where u ∈ P is invertible. However we don’t know if this fact is true or not

for Tn(F ) with n > 2.

4.7.3 Some lattice orders on Tn(F ) with n ≥ 3

Although we have successfully described all the lattice orders on triangular

matrix algebra T2(F ) over a totally ordered field F . It seems very hard to

do this for Tn(F ) when n ≥ 3. By using Mathematica, Mike Bradley found

over one hundred lattice orders on M3(F ) to make it into an Archimedean

ℓ-algebra over F in which 1 > 0. Actually lattice orders P1, P2 on T2(F ) in

section 4.7.1 were first found by Mike using Mathematica. Since he couldn’t

produce more lattice orders when using different inputs, we were convinced

that there are only three Archimedean lattice orders with 1 > 0 on T2(F ),

and figured out a proof as shown in the last two sections.

We would like to present some lattice orders on Tn(F ) with n ≥ 3 that

are not the entrywise order on Tn(F ).

Example 4.6. For a positive integer k = 1, · · · , n − 1, define the positive

cone on Tn(F ) as follows.

Pk = {(aij) | aij ≥ 0, if 1 ≤ i < j ≤ n, and

a11 ≥ ann, · · · , akk ≥ ann, ak+1,k+1 ≥ 0, · · · , ann ≥ 0}.

We leave it to the reader to verify that (Tn(F ), Pk) is an ℓ-algebra over F

with the following disjoint set (Exercise 71).

{eij , 1 ≤ i < j ≤ n} ∪ {e11, · · · , en−1,n−1, e11 + · · ·+ ekk + enn}.

In (Tn(F ), Pk), 1 = ek+1,k+1 + · · ·+ en−1,n−1 + (e11 + · · ·+ ekk + enn)

is a sum of n− k basic elements, k = 1, · · · , n− 1.

We give a characterization of ℓ-algebra T3(F ) with the entrywise order.
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Theorem 4.40. Let R be an �-algebra over a totally ordered field F . R is

�-isomorphic to �-algebra T3(F ) with the entrywise order if and only if the

following conditions are satisfied.

(1) dimFR = 6 and R is Archimedean over F ,

(2) 1 is a sum of 3 disjoint basic elements,

(3) R contains a nilpotent �-ideal I with I2 �= {0},
(4) if e is a basic element and an idempotent element, then eRe contains

no nilpotent element.

Proof. Since R is finite dimensional and Archimedean over F , R is a

finite direct sum of totally ordered subspaces of R over F by Theorem 1.17.

Then each strictly positive element is a sum of disjoint basic elements. From

I2 �= {0}, there exist two basic elements x1, x2 ∈ I such that x1x2 �= 0. Let

a12 = x1, a23 = x2, and a13 = x1x2. Suppose that 1 = a + b + c, where

{a, b, c} are disjoint basic elements. Then a, b, c are idempotent f -elements

with ab = ba = ac = ca = bc = cb = 0.

From 1 = a + b + c, a12 = aa12 + ba12 + ca12. Since a12 is basic,

any two of aa12, ba12, ca12 are comparable. Suppose that aa12 �= 0. If

aa12 ≤ ba12, then aa12 = a2a12 ≤ aba12 = 0, which is a contradiction.

Thus ba12 ≤ aa12, and hence ba12 = 0. Similarly ca12 = 0, so a12 =

aa12. Let a11 = a. Similarly a12a = a12 or a12a = 0. In the first case,

a12 = a11a12a11 ∈ a11Ra11 implies that a12 is not nilpotent, which is a

contradiction with the fact that a12 is in the nilpotent �-ideal I. Thus

a12a11 = 0. Suppose that a12b = a12. Let a22 = b. Since a12a23 �= 0, we

must have a22a23 = a23. Then by condition (4) again, a23a11 = a23a22 = 0

since a23, a13 are nilpotent, so a23c = a23. Let a33 = c. Then for the

elements in set {aij | 1 ≤ i ≤ j ≤ 3}, aijars = δjrais, where δjr is Kronecker

delta.

Then it is straightforward to check that {aij | 1 ≤ i ≤ j ≤ 3} is a

linearly independent set, so it is a vector space basis of R over F since

dimFR = 6. Moreover for a matrix f ∈ T3(F ) with

f =
∑

1≤i≤j≤3

αijaij , αij ∈ F,

f ≥ 0 if and only if each αij ≥ 0. Therefore R is �-isomorphic to �-algebra

T3(F ) with the entrywise order. �

Theorem 4.40 is actually true for any positive integer n ≥ 3 after some

modifications. We state the result below and omit the proof.
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Theorem 4.41. Let R be an ℓ-algebra over a totally ordered field F . R

is ℓ-isomorphic to ℓ-algebra Tn(F ) (n ≥ 3) with the entrywise order if and

only if the following conditions are satisfied.

(1) dimFR = n(n+1)
2 and R is Archimedean over F ,

(2) 1 is a sum of n disjoint basic elements,

(3) R contains a nilpotent ℓ-ideal I with In−1 ̸= {0},
(4) if e is a basic element and an idempotent element, then eRe contains

no nilpotent element.

At the end of this section, we provide a couple of examples to show that

some conditions in Theorem 4.40 are necessary.

Example 4.7. This example shows condition (4) in Theorem 4.40 cannot

be omitted. Let S = {a, b, c, d, d2, e} with the following multiplication table.

a b c d d2 e

a a 0 0 d d2 0

b 0 b 0 0 0 e

c 0 0 c 0 0 0

d d 0 0 d2 0 0

d2 d2 0 0 0 0 0

e 0 0 e 0 0 0

It is straightforward to check that S ∪ {0} satisfies the associative law, so

S ∪{0} becomes a semigroup with zero (Exercise 80). Form the semigroup

ℓ-algebra F [S] with the coordinatewise order. Then DimFF [S] = 6, and

the identity element is 1 = a+ b+ c. Let

J = {αd+ βd2 + γe | α, β, γ ∈ F}.

Then J is an ℓ-ideal of F [S] such that J3 = 0 and J2 ̸= 0 since d2 ̸= 0. But

aF [S]a = Fa+Fd+Fd2 contains nilpotent elements, since d2 is a nilpotent

element. Thus condition (4) in Theorem 4.40 is not satisfied. Therefore,

F [S] is not ℓ-isomorphic to the ℓ-algebra T3(F ) with the entrywise order.

Example 4.8. This example presents an ℓ-algebra which does not satisfy

condition (3) in Theorem 4.40. Let S = {a, b, c, d, e, f} with the following

multiplication table.
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a b c d e f

a a 0 0 d e 0

b 0 b 0 0 0 f

c 0 0 c 0 0 0

d 0 0 d 0 0 0

e 0 0 e 0 0 0

f f 0 0 0 0 0

Similarly it is straightforward to check that S ∪{0} satisfies the associative

law. Then S ∪ {0} becomes a semigroup with zero (Exercise 80). In the

semigroup ℓ-algebra F [S] with the coordinatewise order, DimFF [S] = 6

and the identity element is 1 = a + b + c. From the multiplication table,

it is clear that for each x ∈ {a, b, c}, xF [S]x = Fx. Thus condition (4) in

Theorem 4.40 is satisfied. Let J = Fd + Fe + Ff . Then J is an ℓ-ideal

of F [S] from the table. Clearly J2 = 0. Let I be an ℓ-ideal of F [S] with

Im = 0 for some m ≥ 1. Since a, b, c are idempotent elements, they are not

in I, so I ⊆ J . Thus I2 = 0 for any ℓ-ideal I, so condition (3) in Theorem

4.40 is not satisfied. Clearly F [S] is not ℓ-isomorphic to the ℓ-algebra T3(F )

with the entrywise order.

Exercises

(1) Let T be an ℓ-unital ℓ-ring andMn(T ) be the ℓ-ring with the entrywise

order. Prove that for each i = 1, · · · , n, eiiMn(T ) is a right ℓ-ideal and

eiiMn(T ) ∼= ejjMn(T ) as right ℓ-modules over Mn(T ).

(2) Prove aiR = Ii in the proof of (3) ⇒ (2) in Theorem 4.1.

(3) Show that aijakℓ = δjkaiℓ in the proof of (3) ⇒ (2) in Theorem 4.1.

(4) Prove βij = αij , 1 ≤ i, j ≤ n, in the proof of (2) ⇒ (1) in Theorem 4.1.

(5) Prove that the φ defined in the proof of (2) ⇒ (1) in Theorem 4.1 is

one-to-one, onto, and for any a, b ∈ R, φ(a+ b) = φ(a) + φ(b).

(6) Let R be a unital ring and e ∈ R be an idempotent. Prove that

EndR(eR, eR) is a ring and eRe ∼= EndR(eR, eR) as rings.

(7) Prove that for an ℓ-unital ℓ-ring with e ∈ R+, the ring EndR(eR, eR)

in problem (6) is a partially ordered ring with respect to the partial

order defined by θ ≥ 0 if θ(eR+) ⊆ eR+.

(8) Prove Theorem 4.2(2).

(9) Prove that for any x ∈ R, (xgt) ∨ 0 = (x ∨ 0)gt in the proof of (3) ⇒
(1) of Theorem 4.3.
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(10) Verify that a, b, f defined in the proof of Lemma 4.3 satisfy fn = 0 and

afn−1 + fb = 1.

(11) Prove that in Lemma 4.3 R = g1R+ · · ·+ gnR is a direct sum and any

two summands are isomorphic right R-module.

(12) Prove that fm+n = 0 and afm + fnb = 1 in the proof of (1) ⇒ (2) of

Theorem 4.4.

(13) Prove that
∑

1≤i≤k,1≤j≤n e
iMej in Theorem 4.7 is a direct sum.

(14) Prove that in Theorem 4.7, each a, eaen−1, · · · , ek−1aen−k+1 is in the

sum for 1.

(15) Prove that cij = eiaen−j , 1 ≤ i, j ≤ k in Theorem 4.7 are k× k matrix

units.

(16) Prove that in Theorem 4.8, H ∩ J = {0}.
(17) Prove that in Theorem 4.8, if x is in the centralizer of matrix units

{cij | 1 ≤ i, j ≤ k}, then x ∈ F +Fek + · · ·+Fe(ℓ−1)k, where ℓ = n/k.

(18) Suppose that T is a unital ring and e = e12+e23+· · ·+en−1,n ∈Mn(T ).

Prove the following.

(a) For k = 1, · · · , n−1, ek = e1,k+1+e2,k+2+ · · ·+en−k,n+ · · ·+en,k.
(b) If x ∈Mn(T ) with ex = xe, then

x1,k = x2,k+1 = · · · = xn−k,n−1 = · · · = xn,k−1.

(19) Prove that in Theorem 4.9 for i = 1, · · · , n − 1, ei is not in the center

of R.

(20) Let R be a left Ore domain and Q be its classical left quotient ring.

Prove that matrices in Mn(R) that are linearly independent over R are

also linearly independent over Q.

(21) Suppose that R is a totally ordered domain and Mn(R) be a left f -

module over R. Prove that a disjoint subset of M must be linearly

independent over R.

(22) For a ring B, prove that K = {n ∈ Z | n has an n-fier in B} is an ideal

of Z.
(23) Prove that in Theorem 4.10(2), for any a ∈ R, if a ∈ Uf , then one of

a+, a− ∈ Uf , but not both of them.

(24) Prove that I(k, x) defined before Lemma 4.9 is an ideal of R.

(25) Prove that φ in Theorem 4.10 is an isomorphism between two additive

groups of R1 and A. Thus R1 can be made into an ℓ-group such that

R1 and A are ℓ-isomorphic ℓ-groups.

(26) Prove that in Theorem 4.10 if ne+ ae ∈ f(R), then (n, a) ∈ f(R1).

(27) Let R be an ℓ-ring and I be an ℓ-ideal of R. Prove that for each

a ∈ f(R), a+ I ∈ f(R/I).
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(28) Let R be an ℓ-ring and I be an ℓ-ideal. Prove that ℓ(I) and r(I) are

ℓ-ideal. Moreover if ℓ-N(R) = {0}, then ℓ(I) = r(I).

(29) Prove that A′ and B′ in Lemma 4.11 are ℓ-annihilator ℓ-ideal.

(30) Let R ̸= {0} be an ℓ-ring. Prove that R is an ℓ-domain if and only if

R is ℓ-prime and ℓ-reduced.

(31) Prove that Re in Theorem 4.12(4) is an ℓ-prime ℓ-ring.

(32) Prove that in the proof of Theorem 4.14, ye(x∧e) = 0, x1e1 = e1x1 = 0.

(33) Prove that in Lemma 4.13, x1e1 ∧ y = 0 implies that yx1e1 = 0 and

yex1 = 0.

(34) An element e in a ring R is called regular if for any a ∈ R, ae = 0

or ea = 0 implies that a = 0. Let R be a partially ordered ring. R

is called regular division-closed if ab > 0, and one of a, b is a positive

regular element, then another is positive. Prove that a d-ring is regular

division-closed.

(35) Prove that in Theorem 4.16 the definition of the multiplication on Q is

well-defined and Q becomes a ring.

(36) Show that φ : R→ Q in Theorem 4.16 is a ring homomorphism.

(37) Show that P defined in Theorem 4.17 is a partial order on Q.

(38) Prove that in the skew polynomial ring F [x;σ], for any left polynomials

f, g with f ̸= 0, there exist unique left polynomials q, r such that g =

qf + r with r = 0 or degr < degf .

(39) Show that R = F [x;σ] is an ℓ-ring with respect to the order defined in

Example 4.2 and f(R) = F [x2;σ].

(40) Let R be a totally ordered integral domain and Q be its quotient field.

For a
b ∈ Q, define a

b ≥ 0 if ab ≥ 0 in R. Prove that F is a totally

ordered field and R+ = R ∩Q+.

(41) Prove that the P defined in Theorem 4.23 is a partial order on Mn(F ).

(42) Prove Lemma 4.16.

(43) In Theorem 4.25, bijbjs = tijtjst
−1
is bis. Prove that tijtjst

−1
is ∈ R.

(44) Check B = FJ in Theorem 4.25.

(45) Prove Lemma 4.17.

(46) Let F be a totally ordered field and K ⊆ Fn. Prove that coneF (K) =

{
∑
αivi | αi ∈ F+, vi ∈ K} is closed under the addition of Fn and

positive scalar multiplication.

(47) Let F be a field and M be a nonzero subspace of Fn. Prove that if for

any g ∈Mn(F ), gM ⊆M , then M = Fn.

(48) For the following matrices

h1 =

(
0 1

0 0

)
, h2 =

(
1 0

1 0

)
, h3 =

(
1 0

0 0

)
, h4 =

(
0 1

0 1

)
,
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construct the multiplication table of {h1, h2, h3, h4}.
(49) Prove that (Π1≤i,j≤2qij)(detu)

2 is a unit in R on p.168.

(50) Verify the multiplication table for {c11, c12, c21, c22} on p.168.

(51) Show that f in Example 4.4 is a positive f -element.

(52) For a unital ring R and an element u in its center, define a new mul-

tiplication ∗ for any x, y ∈ R, x ∗ y = xyu−1. Show that (R,+, ∗) is a
ring and if R is division ring then (R,+, ∗) is also a division ring.

(53) Prove that P defined in Theorem 4.31 is the positive cone of a partial

order on L.

(54) Verify that in Theorem 4.31, (ua)⊥⊥ = F (ua).

(55) In Theorem 4.31, prove that if x = β1c1 + · · · + βmcm for some

β1, · · · , βm ∈ F and c1, · · · , cm ∈ B are distinct. Then

x ∨≽ 0 = β+
1 c1 + · · ·+ β+

mcm.

(56) Suppose that T is a subspace of Rn. Prove that T is a closed set.

(57) Suppose that T is a totally ordered subspace of Rn such that T+ and

−T+ are closed sets. Then T must be 1-dimensional.

(58) For n linearly independent vectors v1, · · · , vn of Rn, prove that

coneR(v1, · · · , vn) is a closed set.

(59) Prove that in the proof of Theorem 4.32, Pv ∩ −Pv = {0}.
(60) Suppose that T2(K) is the 2 × 2 upper triangular matrix algebra over

a field K. Prove that if uT2(K)v = vT2(K)u = {0} for some u, v ∈
T2(K), then u2 = 0 or v2 = 0.

(61) Suppose that T2(F ) is an ℓ-unital ℓ-algebra over a totally ordered field

F and 0 < a ∈ T2(F ) is a nilpotent element. Prove that Fa is an

ℓ-ideal.

(62) Suppose that f, e ∈ T2(F ) are idempotent elements with 1 = f + e and

ef = fe = 0. Prove that

f =

(
1 u

0 0

)
, e =

(
0 v

0 1

)
,

and v = −u ∈ F .

(63) Prove that φiq in Theorem 4.34 is an anti-ℓ-isomorphism.

(64) Verify that in Theorem 4.35, if x3 ≤ 0, then x3 = 0.

(65) Verify that in Theorem 4.35, if y3 ≤ 0, then y3 = 0.

(66) Check that (T2(F ), P3) in Theorem 4.36 is an non-Archimedean ℓ-unital

ℓ-algebra over F .

(67) Prove that in Theorem 4.36, b2 = 0.

(68) Prove that in Theorem 4.37(1), for f = αu + βv + γw, f ≥ 0 if and

only if α ≥ 0, β > 0 or α ≥ 0, β = 0, γ ≥ 0.
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(69) Verify the multiplication table for {1, x′, y} in Theorem 4.37(2).

(70) Prove that Theorem 4.38 is true when f1 = h3 = 0 in (ii).

(71) Verify that Pk in Example 4.6 is a lattice order on Tn(F ).

(72) Prove that the direct sum of two totally ordered domains is regular

division-closed, but not division-closed.

(73) Consider the field L = Q[
√
2].

(a) Describe all the lattice orders on L to make it into an ℓ-field in

which 1 > 0.

(b) Prove that each lattice order on L in which 1 ̸> 0 can be obtained

from a lattice ordered with 1 > 0 by using Theorem 1.19.

(74) Consider group algebra R = R[G], where G is a cyclic group of order

2.

(a) Describe all the lattice orders on R to make it into an ℓ-algebra

over R in which 1 > 0.

(b) Prove that each lattice order on R in which 1 ̸> 0 can be obtained

from a lattice ordered with 1 > 0 by using Theorem 1.19.

(75) Let R be an ℓ-prime ℓ-ring with squares positive. Prove that for any

a ∈ R, r(a) ∩ ℓ(a) ̸= {0} if and only if |a|2 = 0.

(76) An ℓ-ring is called a left d-ring if for any a ∈ R+, x∧y = 0 implies that

ax ∧ ay = 0 for any x, y ∈ R. Prove that if R is an ℓ-prime left d-ring

with squares positive, then R is an ℓ-domain.

(77) Let R be an ℓ-ring and 0 < e ∈ f(R). Prove that if r(e) = {0} and e

is a weak unit, then (xex)− = 0 for any x ∈ R and aea = 0 for any

a ∈ R+, a2 = 0.

(78) Let A be a unital finite-dimensional Archimedean ℓ-algebra over a to-

tally ordered field F . Suppose that A contains a positive element e with

order n ≥ 2 and dimF i(e) = 1, where i(e) = {a ∈ R | ae = ea = a}.
Prove that if 1 is a basic element of A, then A is ℓ-siomorphic to the

group ℓ-algebra F [G] of a cyclic group G.

(79) Prove that the R = R[x] defined in Example 4.3(2) is a partially ordered

ring.

(80) Prove that S ∪ {0} in Examples 4.7 and 4.8 is a semigroup with zero,

that is, the multiplication on S ∪ {0} is associative.

(81) Find an ℓ-ring satisfying the polynomial constraint

f(x, y) = −(xy + yx) + (x2n + y2n) ≥ 0, for a fixed n ≥ 1.

(82) Prove that a lattice-ordered division ring satisfying x2n ≥ 0 for some

positive integer n must be a totally ordered field.
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(83) Prove that an ℓ-semiprime ℓ-ring with squares positive and an f -

superunit can be embedded in a unital ℓ-semiprime ℓ-ring with squares

positive.

(84) Let R be a unital f -ring which is division-closed. Prove that R/ℓ-N(R)

is a totally ordered domain.

(85) Let R be an ℓ-unital ℓ-ring. If I is an ℓ-ideal of R with I ∩ f(R) = {0},
then I is contained in each maximal ℓ-ideal of R.

(86) Let C be a partially ordered field with the positive cone P . Prove that

if for any z ∈ P , the real part of z is in R+, then P ⊆ R.
(87) Prove that f2f3 = f2 + αf1 + βf4 with α, β ∈ F+ on page 166.

(88) Show that f4f2 = f2 and f2f4 = f4 on page 166.

(89) Prove that 1 = c2(a+ b) and f1f2 + f2f1 = c2f3 + c2f4 on page 166.

(90) This problem is actually a conjecture. For a totally ordered field F

and the n × n (n ≥ 3) upper triangular matrix algebra Tn(F ) over F ,

we conjecture that each lattice order on Tn(F ) in which 1 ̸≥ 0 can be

obtained by using Theorem 1.19(2) from a lattice order on Tn(F ) in

which 1 > 0.
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Chapter 5

ℓ-ideals of ℓ-unital lattice-ordered
rings

In this chapter we always assume that R is an ℓ-unital ℓ-ring. We study

properties of ℓ-ideals of R.

5.1 Maximal ℓ-ideals

For an ℓ-unital ℓ-ring R, let Maxℓ(R) denote the set of all maximal ℓ-ideals

of R. For a subset X of R, define

s(X) = {M ∈ Maxℓ(R) | X ̸⊆M},

and

h(X) = {M ∈ Maxℓ(R) | X ⊆M}.

If X = {x}, we will write s(x) and h(x) instead of s({x}) and h({x}). It is
clear that s(X) = s(⟨X⟩) and h(X) = h(⟨X⟩), where ⟨X⟩ denote the ℓ-ideal
generated by X. The sets s(X), X ⊆ R, form open sets of a topology as

shown in the following result.

Theorem 5.1. Let R be an ℓ-unital ℓ-ring.

(1) s(0) = ∅, s(1) =Maxℓ(R).

(2) s(I) ∩ s(J) = s(I ∩ J), for any ℓ-ideals I and J .

(3) ∪αs(Iα) = s(∪αIα), for any family {Iα} of ℓ-ideals of R.

Proof. (1) and (3) are clearly true. Let M be a maximal ℓ-ideal. Then

M is ℓ-prime. If I ∩ J ⊆ M , then IJ ⊆ M , and hence I ⊆ M or J ⊆ M .

Thus (2) is true. �

By Theorem 5.1, the sets in {s(X) | X is a subset of R} constitute the

open sets of a topology on Maxℓ(R) which is called the hull-kernel topology.

207
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We always endow Maxℓ(R) with this topology. A topological space basis for

a topological space is a collection of open sets such that each open set is a

union of open sets in the collection. Clearly s(a), a ∈ R+ form a topological

space basis for the open sets (Exercise 1). A subset of a topological space

is closed if its complement is open. Each h(X) is closed in Maxℓ(R) since

h(X) = Maxℓ(R) \ s(X). Recall that the closure of a subset K of Maxℓ(R)

is the smallest closed set containing K.

Theorem 5.2. Let R be an ℓ-unital ℓ-ring.

(1) Maxℓ(R) is compact.

(2) The closure of a subset K of Maxℓ(R) is h(∩{M | M ∈ K}).

Proof. (1) Let Maxℓ(R) ⊆ ∪αs(Iα) for some ℓ-ideals Iα of R. Then

h(
∑

α Iα) = ∅. Thus
∑

α Iα = R implies 1 ∈ Iα1 + · · · + Iαn , for some

Iα1 , · · · , Iαn , and hence Maxℓ(R) = ∪n
k=1s(Iαk

). Therefore Maxℓ(R) is

compact.

(2) It is clear that K ⊆ h(∩{M | M ∈ K}) and h(∩{M | M ∈ K}) is

closed. Suppose that K ⊆ J and J is closed. Then J = Maxℓ(R) \ s(I)
for some ℓ-ideal I of R. For any M ∈ K, K ⊆ J implies that I ⊆ M , and

hence I ⊆ ∩{M | M ∈ K}. Therefore h(∩{M | M ∈ K}) ⊆ J , that is,

h(∩{M | M ∈ K}) is the smallest closed set containing K. �

For an ℓ-unital ℓ-reduced ℓ-ring R, we show that Maxℓ(R) and

Maxℓ(f(R)) are homeomorphic.

Lemma 5.1. Let R be an ℓ-unital ℓ-reduced ℓ-ring.

(1) If P be an ℓ-prime ℓ-ideal of R, then for any x, y ∈ f(R), xy ∈ P or

x ∧ y ∈ P implies x ∈ P or y ∈ P .

(2) If R = I + J for some left (right) ℓ-ideals I, J of R, then

(a) 1 = x+ y for some 0 ≤ x ∈ f(R) ∩ I, 0 ≤ y ∈ f(R) ∩ J , and
(b) 1 = a + b + c for some 0 ≤ a ∈ f(R) ∩ I, 0 ≤ b ∈ f(R) ∩ J ,

c ∈ f(R) ∩ I ∩ J , and ab = 0.

Proof. (1) By Lemma 4.10, f(R/P ) is a totally ordered domain. For

x ∈ f(R), x = x + P ∈ f(R/P ). Thus if x, y ∈ f(R) with xy ∈ P or

x ∧ y ∈ P , then (x)(y) = 0 or x ∧ y = 0 in R/P , and hence x = 0 or y = 0,

that is, x ∈ P or y ∈ P .

(2) Let 1 = w + z for some w ∈ I and z ∈ J . Since 1 > 0,

1 = |1| = |w + z| ≤ |w|+ |z|,
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and hence 1 = x+y for some 0 ≤ x ≤ |w| and 0 ≤ y ≤ |z|. Thus x ∈ f(R)∩I
and y ∈ f(R) ∩ J .

Let t = x∧y and a = x− t, b = y− t. We have a∧b = 0, so ab = 0 since

a, b are f -element. Hence 1 = a + b + c with a ∈ f(R) ∩ I, b ∈ f(R) ∩ J ,
c = 2t ∈ f(R) ∩ I ∩ J . �

For a left ℓ-ideal I of R, define

(I : R) = {a ∈ R | |a||x| ∈ I, for all x ∈ R}.

Lemma 5.2. Let R be an ℓ-unital ℓ-ring and I be a left ℓ-ideal of R.

(1) (I : R) is the maximal ℓ-ideal contained in I.

(2) If I is a maximal left ℓ-ideal, then (I : R) is an ℓ-prime ℓ-ideal.

Proof. (1) It is clear that (I : R) is an ℓ-ideal. If a ∈ (I : R), then

|a| = |a|1 ∈ I, so (I : R) ⊆ I. Let J be an ℓ-ideal of R with J ⊆ I. Then

clearly J ⊆ (I : R).

(2) Suppose that I is a left maximal ℓ-ideal and H,K are ℓ-ideals of R

such that HK ⊆ (I : R). Assume that K ̸⊆ (I : R), then K ̸⊆ I by (1),

and hence R = K + I. Thus H = HR = HK +HI ⊆ I, so H ⊆ (I : R) by

(1) again. Therefore (I : R) is an ℓ-prime ℓ-ideal of R. �

Lemma 5.3. Let R be a unital f -ring. Then maximal ℓ-ideals and maximal

left (right) ℓ-ideals of R coincide.

Proof. First assume that R is ℓ-simple. Then R is a totally ordered

domain by Theorem 1.27, so R has no left and right ℓ-ideal except R and

{0} by Lemma 4.6.

Now let R be a unital f -ring andM be a maximal ℓ-ideal. ThenM ⊆ L

for some maximal left ℓ-ideal L of R. Since R/M is ℓ-simple, by the above

argument, L/M = {0} in R/M , so M = L, that is, M is a maximal left

ℓ-ideal of R. Let I be a maximal left ℓ-ideal. Then (I : R) is an ℓ-prime

ℓ-ideal contained in I by Lemma 5.2. By Theorem 1.27, R/(I : R) is a

totally ordered domain, so I/(I : R) is an ℓ-ideal of R/(I : R) by Lemma

4.6. Therefore I is an ℓ-ideal of R, so it must be a maximal ℓ-ideal. �
The above result is not true for general ℓ-rings. For example, in the

matrix ℓ-algebraMn(R) (n ≥ 2) with the entrywise order,Mn(R) is simple,

but it contains more than one maximal left (right) ℓ-ideals.

Two topological spaces are called homeomorphic if there is a one-to-

one and onto function between them that sends open (closed) sets to open

(closed) sets.
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Theorem 5.3. Let R be an ℓ-unital ℓ-reduced ℓ-ring. Then Maxℓ(R) and

Maxℓ(f(R)) are homeomorphic topological spaces.

Proof. Let M be a maximal ℓ-ideal of R. If xy ∈ M ∩ f(R), then

x ∈ M ∩ f(R) or y ∈ M ∩ f(R) by Lemma 5.1. Thus M ∩ f(R) is an ℓ-

prime ℓ-ideal of f(R). By Lemma 4.10, the ℓ-ideals in an f -ring that contain

an ℓ-prime ℓ-ideal form a chain, so there exists a unique maximal ℓ-ideal of

f(R) that contains M ∩ f(R). We denote this unique maximal ℓ-ideal of

f(R) by Mf and define φ :Maxℓ(R) →Maxℓ(f(R)) by φ(M) =Mf .

LetM,N ∈Maxℓ(R) and φ(M) = φ(N). IfM ̸= N , then R =M +N ,

and hence, by Lemma 5.1, there exist 0 ≤ i ∈ M ∩ f(R) and 0 ≤ j ∈
N ∩ f(R) such that 1 = i + j, so 1 = i + j ∈ φ(M) = φ(N), which is a

contradiction. Thus φ(M) = φ(N) implies M = N , so φ is one-to-one.

Now let I be a maximal ℓ-ideal of f(R). Then I is ℓ-prime in f(R), so

by Theorem 1.27, f(R)+ \ I is closed under multiplication, and hence it is

an m-system. By Theorem 1.26, there is an ℓ-prime ℓ-ideal K of R such

that (f(R)+ \ I) ∩ K = ∅. Then (K ∩ f(R)) ⊆ I. Let M be a maximal

ℓ-ideal of R containing K. ThenM ∩f(R) and I must be comparable since

K ∩ f(R) is ℓ-prime in f(R), and hence M ∩ f(R) ⊆ I. Thus I = Mf , so

φ is onto.

Let K = {Mα | α ∈ Γ} be a closed set in Maxℓ(R). We show that

φ(K) = {(Mα)f | α ∈ Γ} is closed in Maxℓ(f(R)). Let I be a maximal

ℓ-ideal of f(R) such that

I ⊇ ∩α∈Γ(Mα)f ⊇ ∩α∈Γ(Mα ∩ f(R)).

If I ̸∈ φ(K), thenMα∩f(R) ̸⊆ I for each α ∈ Γ, and hence (Mα∩f(R))+I =

f(R) for each α ∈ Γ since I is maximal. Thus by Lemma 5.1 for each α ∈ Γ,

there exist xα, yα ∈ f(R),

0 ≤ xα ∈ (Mα ∩ f(R)) \ I and 0 ≤ yα ∈ I \ (Mα ∩ f(R))

such that 1 = xα + yα. Let xα ∧ yα = zα. Then 0 ≤ zα ∈ (Mα ∩ f(R)) ∩ I
for each α ∈ Γ. Since yα ̸∈ Mα and zα ∈ Mα, yα − zα ̸∈ Mα, for each

α ∈ Γ. Then {s(yα−zα) | α ∈ Γ} is an open cover for K, and hence a finite

subcover s(yi − zi), i = 1, . . . , n, can be extracted out of this cover because

Maxℓ(R) is compact and K is closed. Then for every Mα ∈ K, there exists

yj − zj ̸∈ Mα, for some 1 ≤ j ≤ n. Since (xj − zj) ∧ (yj − zj) = 0 implies

that (xj − zj) ∈ Mα by Lemma 5.1, ∧n
i=1(xi − zi) ∈ Mα for each α ∈ Γ.

Thus

∧n
i=1 (xi − zi) ∈ ∩α∈Γ(Mα ∩ f(R)) ⊆ ∩α∈Γ(Mα)f ⊆ I,
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so xk − zk ∈ I for some 1 ≤ k ≤ n by Theorem 1.27, and hence xk ∈ I,

which is a contradiction. Therefore, I ∈ φ(K). We have shown that φ(K)

is equal to its closure h(∩α∈Γ(Mα)f ), so it is closed.

Now let J = {Iα | α ∈ Γ} ⊆ Maxℓ(f(R)) be closed. We verify that

φ−1(J ) is closed in Maxℓ(R). Let M ∈ Maxℓ(R) be in the closure of

φ−1(J ). If ∩α∈ΓIα ̸⊆ Mf . Then (∩α∈ΓIα) +Mf = f(R), so 1 = x + y,

where 0 ≤ x ∈ (∩α∈ΓIα) \Mf and 0 ≤ y ∈ Mf \ (∩α∈ΓIα). Since x ∈ Iα
for each α ∈ Γ, we have y ̸∈ Iα for each α ∈ Γ. Let x ∧ y = z. Then

(x − z) ∧ (y − z) = 0. Let Iα = (Mα)f ⊇ Mα ∩ f(R), where Mα is a

maximal ℓ-ideal of R for each α ∈ Γ. Then (y − z) ̸∈ Iα for each α ∈ Γ

implies (y − z) ̸∈ Mα for each α ∈ Γ since y − z is an f -element, so

(x− z) ∈Mα for each α ∈ Γ by Lemma 5.1. However ∩α∈ΓMα ⊆M since

φ−1(J ) = {Mα | α ∈ Γ}, and hence x − z ∈ M ∩ f(R) ⊆ Mf . It follows

that x ∈ Mf , which is a contradiction. Hence ∩α∈ΓIα ⊆ Mf and Mf ∈ J
since J is closed. Then it follows that M ∈ φ−1(J ). Therefore φ−1(J ) is

closed in Maxℓ(R). �

Corollary 5.1. Suppose that R is an ℓ-unital ℓ-reduced ℓ-ring.

(1) Each ℓ-prime ℓ-ideal of R is contained in a unique maximal ℓ-ideal.

(2) Every maximal ℓ-ideal of R is contained in a unique maximal left

(right) ℓ-ideal of A, and each maximal left (right) ℓ-ideal of A con-

tains a maximal ℓ-ideal of A.

Proof. (1) Let I be an ℓ-prime ℓ-ideal of R. Then I is contained in a

maximal ℓ-ideal of R. Suppose that M and N are maximal ℓ-ideals both

containing I. Then I ∩ f(R) is contained in M ∩ f(R) and N ∩ f(R).

Let Mf and Nf be defined as in Theorem 5.3. Then Mf and Nf are

comparable since they both contain I ∩ f(R) which is ℓ-prime in f(R), and

hence Mf = Nf . Therefore, M = N by Theorem 5.3. Thus I is contained

in a unique maximal ℓ-ideal.

(2) LetM be a maximal ℓ-ideal of R. ThenM is contained in a maximal

left ℓ-ideal by Zorn’s lemma. Now suppose that M is contained in two

different maximal left ℓ-ideals L1 and L2. Then we have M ∩ f(R) ⊆
L1∩f(R) and L2∩f(R). Since L1∩f(R) and L2∩f(R) are left ℓ-ideals of
f(R), they are contained in some maximal left ℓ-ideals of f(R), and since

every maximal left (right) ℓ-ideal in f(R) is a maximal ℓ-ideal by Lemma

5.3, there exist maximal ℓ-ideals I1 and I2 of f(R) such that L1∩f(R) ⊆ I1
and L2 ∩ f(R) ⊆ I2. Since M ∩ f(R) is contained in I1 and I2, I1 = I2.

Now R = L1 + L2 implies 1 = i + j, where 0 ≤ i ∈ L1 and 0 ≤ j ∈ L2
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by Lemma 5.1. Since i and j are f -elements, i ∈ L1 ∩ f(R) ⊆ I1 and

j ∈ L2∩f(R) ⊆ I2, and hence 1 = i+ j ∈ I1 = I2, which is a contradiction.

Thus each maximal ℓ-ideal M of R is contained in a unique maximal left

ℓ-ideal.

Now let L be a maximal left ℓ-ideal of R. Then, by the same argument

as above, L ∩ f(R) ⊆ Mf for some maximal ℓ-ideal M of R, where Mf is

defined as in Theorem 5.3. IfM ̸⊆ L, then R =M+L, and hence 1 = i+j,

where 0 ≤ i ∈M and 0 ≤ j ∈ L, so 1 ∈Mf , which is a contradiction. Thus

M ⊆ L. �

For a unital f -ring, by Lemma 5.3, maximal ℓ-ideals and maximal left

(right) ℓ-ideals coincide. By Corollary 5.1, in an ℓ-unital ℓ-reduced ℓ-ring,

maximal ℓ-ideals and maximal left (right) ℓ-ideals are in one-to-one corre-

spondence. However maximal ℓ-ideals and maximal left (right) ℓ-ideals are

generally different in ℓ-unital ℓ-reduced ℓ-rings. We provide an example

using differential polynomial rings.

Example 5.1. Let R be a ring and δ be a derivation on R. Define R[x; δ]

to be the set consisting of all left polynomials f(x) =
∑
aix

i. With coor-

dinatewise addition, R[x; δ] becomes a group. Introduce the multiplication

by repeatedly using xa = ax + δ(a) for a ∈ R. Then R[x; δ] is a ring (Ex-

ercise 3), called a differential polynomial ring. If R is a domain, then so is

R[x; δ].

For an ℓ-ring R and a positive derivation δ on R. If we order R[x; δ]

coordinatewisely, then R[x; δ] becomes an ℓ-ring. For instance, let R = R[y]
be the polynomial ring in y with the total order in which a polynomial is

positive if the coefficient of highest power is positive. Then R is a totally

ordered domain. Take δ as the usual derivative on R. Then δ is a positive

derivation on R. In the following, we assume R = R[y] and δ defined above

and show that R[x; δ] is ℓ-simple, however it contains nonzero maximal left

ℓ-ideal.

Let I be a nonzero ℓ-ideal of R[x; δ]. Take a nonzero positive left poly-

nomial f(x) = anx
n + · · · + a1x + a0 ∈ I with the smallest degree n. We

claim that n = 0. Suppose that n ≥ 1. Since R is ℓ-simple, there is b ∈ R+

such that 1 < ban (Exercise 4). Thus xn ≤ bf(x) implies that xn ∈ I.

Then

xny = xn−1(yx+ 1) = xn−2(yx2 + 2x) = · · · = yxn + nxn−1 ∈ I

implies that nxn−1 ∈ I, so xn−1 ∈ I, which is a contradiction with the

fact that f(x) has the smallest degree in I. Hence we must have n = 0, so
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0 ̸= a0 ∈ I implies that the identity element 1 ∈ I. Therefore I = R, that

is, R is ℓ-simple.

It is clear that x is a right d-element ofR[x; δ] in the sense that if u∧v = 0

for some u, v ∈ R[x; δ], then ux∧vx = 0. Thus it is straightforward to check

that R[x; δ]x is a maximal left ℓ-ideal of R[x; δ] (Exercise 5). We also note

that x is not a d-element since 1 ∧ yx = 0, however

x ∧ x(yx) = x ∧ (yx+ 1)x = x ∧ (yx2 + x) = x.

A topological space is called Hausdorff if for any two distinct points x, y,

there exist disjoint open sets containing x and y respectively. Let X be a

compact Hausdorff space and C(X) be the ring of real-valued continuous

functions on X. With respect to the coordinatewise order, C(X) is an f -

ring (Exercise 2). In 1947, I. Kaplansky proved that if C(X) and C(Y ) are

isomorphic as lattices for two compact Hausdorff spaces X and Y , then X

and Y are homeomorphic topological spaces [Kaplansky (1947)]. In 1968, H.

Subramanian extended Kaplansky’s argument to f -rings and proved that

if two unital commutative ℓ-semisimple f -rings A and B are isomorphic

as lattices, then Maxℓ(A) and Maxℓ(B) are homeomorphic [Subramanian

(1968)]. Actually H. Subramanian’s proof works for f -rings that are not

commutative. In the following we present H. Subramanian’s proof for f -

rings and then consider how to generalize it to more general ℓ-rings.

We need some preparations to carry out the proof. Let L be a lattice.

A lattice-prime ideal P of L is a nonempty proper subset of L satisfying

the following properties.

(1) for all a, b ∈ P , a ∨ b ∈ P ,

(2) b ≤ a, a ∈ P and b ∈ L ⇒ b ∈ P ,

(3) for all a, b ∈ L, a ∧ b ∈ P ⇒ a ∈ P or b ∈ P .

Let A be a unital ℓ-semisimple f -ring. Recall that ℓ-semisimple means

that the intersection of all maximal ℓ-ideals of A is zero. Then A must be

reduced by Theorem 1.27(1). For a lattice-prime ideal P and a maximal

ℓ-idealM of A, we say that P is associated withM if for any x ∈ P , y ∈ A,

(y − x)− ̸∈M ⇒ y ∈ P .

Theorem 5.4. Let R and S be unital ℓ-semisimple f -rings. If they are

isomorphic as lattices, then Maxℓ(R) and Maxℓ(S) are homeomorphic.

Proof. We achieve the proof by a series of steps.
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(I) Each lattice-prime ideal is associated with exactly one maximal ℓ-

ideal.

Suppose that P is a lattice-prime ideal. If P is not associated with any

maximal ℓ-ideal, then for each maximal ℓ-ideal Mα there exist xα, yα such

that xα ∈ P , yα ̸∈ P and yet (yα − xα)
− ̸∈Mα. Define

sα = s((yα − xα)
−) = {M ∈ Maxℓ(R) | (yα − xα)

− ̸∈M}.

Then {sα} is an open cover for Maxℓ(R). Since Maxℓ(R) is compact, there

exists a finite subcover {si}, i = 1, · · · , n for some positive integer n. Let

x = ∨n
i=1xi, y = ∧n

i=1yi. Since

(y − x)− = (x− y) ∨ 0 ≥ (xi − yi) ∨ 0 = (yi − xi)
−,

for each i = 1, · · · , n, (y−x)− ̸∈Mα for each maximal ℓ-idealMα, and hence

(y− x)+ ∈Mα since (y− x)+(y− x)− = 0. Thus A is ℓ-semisimple implies

that (y − x)+ = 0, so y ≤ x = ∨n
i=1xi ∈ P . Then y = ∧n

i=1yi ∈ P and P

is prime implies that yj ∈ P for some 1 ≤ j ≤ n, which is a contradiction.

Therefore P must be associated with at least one maximal ℓ-ideal.

Suppose that P is associated with two different maximal ℓ-ideals, sayM

and N . Then R = N+M . By Lemma 5.1, 1 = a+b+c with a ∈ N, b ∈M ,

c ∈M ∩N , and ab = 0. Take x ∈ P and y ̸∈ P . Let

z = a(x− 1) + b(y + 1).

In R/M ,

z +M = (a+M)((x− 1) +M) + (b+M)((y + 1) +M) = (x− 1) +M,

since a+M = 1+M and b+M = 0. Similarly in R/N , z+N = (y+1)+N .

Thus (z − x)− +M = 1 +M implies that (z − x)− ̸∈ M , so z ∈ P . Then

(y − z)− + N = 1 + N implies that (y − z)− ̸∈ N , so y ∈ P , which is a

contradiction. Thus P is associated with at most one maximal ℓ-ideal.

(II) Two lattice-prime ideals P1, P2 are associated with the same maxi-

mal ℓ-ideal if and only if P1 ∩ P2 contains a lattice-prime ideal.

Suppose that P1 and P2 are associated with the same maximal ℓ-ideal

M . Choose x ∈ P1 and y ∈ P2. Write a = (x ∧ y)− 1 and define

P = {w ∈ R | (w − a)+ ∈M}.

We leave it to the reader to check that P is a lattice-prime ideal associated

with M (Exercise 6). Let r ∈ P . Since

(r − a)+ = (r − (x ∧ y) + 1)+ = (r − x+ 1)+ ∨ (r − y + 1)+,

(r − x + 1)+, (r − y + 1)+ ∈ M . Hence we must have (r − x)− ̸∈ M and

(r− y)− ̸∈M (Exercise 7). Therefore r ∈ P1 ∩P2, and hence P ⊆ P1 ∩P2.
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Conversely suppose that P, P1, P2 are lattice-prime ideals associated

with M,M1,M2, respectively, and P ⊆ P1 ∩ P2. We show that M =

M1 = M2. If M ̸= M1, then similar to the proof in (I), for a ∈ P and

b ̸∈ P1, there exists c such that

c+M = (a− 1) +M and c+M1 = (b+ 1) +M1.

Thus c ∈ P ⊆ P1 and then b ∈ P1, which is a contradiction. Therefore

M =M1. Similarly M =M2.

(III) Let a be fixed element in R, and let K = {Mα | α ∈ Γ} be any

nonempty set in Maxℓ(R). Then a maximal ℓ-idealM belongs to the closure

of K if and only if there exists a lattice-prime ideal P associated with M

such that P contains A(K), which is the intersection of all lattice-prime

ideals which contain a and are also associated with any member in K.

Suppose that M is in the closure of K. Then

P = {x ∈ R | (x− a)+ ∈M} and Pα = {x ∈ R | (x− a)+ ∈Mα}
are lattice-prime ideals associated with M and Mα, respectively (Exercise

6). Clearly a ∈ Pα for each α ∈ Γ. Let r ∈ A(K), then r ∈ Pα for each

α ∈ Γ. Thus (r − a)+ ∈Mα for each Mα ∈ K, so (r − a)+ ∈M since M is

in the closure of K. Therefore r ∈ P , that is, A(K) ⊆ P .

Conversely, suppose that M is not in the closure of K. Then

I =
∩
α∈Γ

Mα ̸⊆M,

so R = I +M . Let P be any lattice-prime ideal associated with M . Take

b ̸∈ P . By Lemma 5.1 and a similar argument as in (I), there exists c ∈ R

such that

c+Mα = (a− 1) +Mα, ∀α ∈ Γ and c+M = (b+ 1) +M.

Thus (c− a)− ̸∈Mα for any α ∈ Γ, so c ∈ A(K) by the definition of A(K).

Then (b− c)− ̸∈ M and b ̸∈ P imply that c ̸∈ P , so A(K) is not contained

in any lattice-prime ideal associated with M .

We are ready to give the final proof of Theorem 5.4. Suppose that φ is a

lattice isomorphism from R to S. Then clearly a subset P of R is a lattice-

prime ideal of R if and only if φ(P ) is a lattice-prime ideal of S (Exercise

8). Two lattice-prime ideals are called equivalent if they are associated with

the same maximal ℓ-ideal. Then this is an equivalence relation on the set

of all lattice-prime ideals (Exercise 9). For a lattice-prime ideal P , we use

[P ] to denote the equivalence class containing P . Define ψ: Maxℓ(R) →
Maxℓ(S) by

M 7→ [P ] 7→ [φ(P )] 7→ N,



January 13, 2014 11:54 World Scientific Book - 9in x 6in l-ring

216 Algebraic Structure of Lattice-Ordered Rings

where M is a maximal ℓ-ideal of R, P is a lattice-prime ideal of R associ-

ated with M , and φ(P ) is the lattice-prime ideal of S associated with the

maximal ℓ-ideal N of S. By (I) and (II), ψ is well-defined, one-to-one and

onto (Exercise 10).

Let b ∈ S and b = φ(a) for some a ∈ R. For a nonempty subset K
in Maxℓ(R), A(K) is the intersection of all the lattice-prime ideals of R

that contain a and are associated with any member in K, and A(ψ(K)) is

the intersection of all the lattice-prime ideals of S that contain b and are

associated with any member in ψ(K). We claim that

φ(A(K)) = A(ψ(K)).

Let y ∈ φ(A(K)). Then y = φ(x), where x ∈ A(K). Let I be a lattice-

prime ideal of S which contains b and is associated with some N ∈ ψ(K).

Let I = φ(P ) and N = ψ(M). Then a ∈ P , P is a lattice-prime ideal of

R and ψ(M) = N imply that P is associated with M . Thus A(K) ⊆ P ,

so x ∈ P and y = φ(x) ∈ I = φ(P ). Therefore y ∈ A(ψ(K)), that is,

φ(A(K)) ⊆ A(ψ(K)). Similarly we can show that A(ψ(K)) ⊆ φ(A(K))

(Exercise 11).

Now let K be a closed set in Maxℓ(R). We show that ψ(K) is closed in

Maxℓ(S). Let N be in the closure of ψ(K). By (III), there exists a lattice-

prime ideal I of S associated with N such that I contains A(ψ(K)) =

φ(A(K)). Let I = φ(P ) and N = ψ(M). Then P is a lattice-prime ideal

of R associated with M and P contains A(K). Thus by (III), M is in K
since it is closed, and hence N ∈ ψ(K). So ψ(K) is closed. By a similar

argument, it can be shown that if J is a closed subset of Maxℓ(S) and

J = ψ(K) for some K ⊆ Maxℓ(R), then K is also closed. Therefore ψ

is a homeomorphism between Maxℓ(R) and Maxℓ(S). This completes the

proof. �

In the following, we consider how to generalize Theorem 5.4 to ℓ-unital

ℓ-reduced ℓ-semisimple ℓ-rings. Suppose that R is an ℓ-unital ℓ-reduced

ℓ-semisimple ℓ-ring. A lattice-prime ideal P of R is called dominated, if for

any x, y ∈ R, x ∈ P and (y−x)+ ∧ 1 = 0 imply y ∈ P . Another way to say

it is that if x ∈ P and y ≤ x+z with z∧1 = 0, then y ∈ P . A lattice-prime

ideal P of R is called associated with a maximal ℓ-ideal M of R if x ∈ P

and (y − x)+ ∧ 1 ̸∈M imply y ∈ P .

We notice that if R is an f -ring, then the identity element 1 is a weak

unit, and hence (y− x)+ ∧ 1 = 0 if and only if (y− x)+ = 0, that is, y ≤ x.

Thus dominated lattice-prime ideals are just lattice-prime ideals when R is

an f -ring.
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By similar proofs used in Theorem 5.4, we have the following facts whose

proofs are omitted and the reader is referred to [Ma, Wojciechowski (2002)]

for more details.

(I’) Each dominated lattice-prime ideal is associated with exactly one

maximal ℓ-ideal.

(II’) Two dominated lattice-prime ideals P1, P2 are associated with the

same maximal ℓ-ideal if and only if P1 ∩ P2 contains a dominated lattice-

prime ideal.

(III’) Let a be fixed element in R, and let K = {Mα | α ∈ Γ} be any

nonempty set in Maxℓ(R). Then a maximal ℓ-idealM belongs to the closure

of K if and only if there exists a dominated lattice-prime ideal P associ-

ated with M such that P contains A(K), which is the intersection of all

dominated lattice-prime ideals which contain a and are also associated with

any member in K.

Theorem 5.5. Let R and S be two ℓ-unital ℓ-reduced ℓ-semisimple ℓ-rings.

If there exists an ℓ-isomorphism between two additive ℓ-groups of R and S

which preserves identity element, then Maxℓ(R) and Maxℓ(S) are homeo-

morphic.

Proof. Suppose that φ : R→ S is an ℓ-isomorphism between the additive

ℓ-group of R and the additive ℓ-group of S with φ(1) = 1.

We first show that for a subset P of R, P is a dominated lattice-prime

ideal of R if and only if φ(P ) is a dominated lattice-prime ideal of S.

Suppose that P is a dominated lattice-prime ideal of R. Then φ(P ) is

a lattice-prime ideal of S. Suppose x, y ∈ S such that x ∈ φ(P ) and

(y − x)+ ∧ 1 = 0. Let x = φ(a) and y = φ(b), where a ∈ P and b ∈ R.

Since

φ[(b− a)+ ∧ 1] = φ[(b− a)+] ∧ φ(1) = (y − x)+ ∧ 1 = 0,

(b− a)+ ∧ 1 = 0, so b ∈ P and y = φ(b) ∈ φ(P ). Thus φ(P ) is dominated.

Similarly, if φ(P ) is a dominated lattice-prime ideal of S, then P is also

a dominated lattice-prime ideal of R. Therefore φ induces a one-to-one

correspondence P → φ(P ) between the set of all dominated lattice-prime

ideals of R and the set of all dominated lattice-prime ideals of S.

Similarly to the proof of Theorem 5.4, two dominated lattice-prime ide-

als are called equivalent if they are associated with the same maximal ℓ-

ideal. Let [P ] denote the equivalence class containing the dominated lattice-

prime ideal P . Define Maxℓ(R) → Maxℓ(S) by

M 7→ [P ] 7→ [φ(P )] 7→ N,
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where M ∈ Maxℓ(R), P is a dominated lattice-prime ideal of R associated

with M , and φP is associated with N ∈ Maxℓ(S). Then by the same

argument in Theorem 5.4, Maxℓ(R) and Maxℓ(S) are homeomorphic. �
The conditions that R, S are ℓ-reduced and φ(1) = 1 in Theorem 5.5

cannot be dropped as shown in the following examples.

Example 5.2.

(1) Let R be the direct sum of two copies of the ℓ-field Q[
√
2] with the en-

trywise order. Then R is ℓ-unital ℓ-reduced ℓ-semisimple ℓ-ring. Clearly

Maxℓ(R) has two elements. Let S be the ℓ-ring M2(Q) with the entry-

wise order. Then S is an ℓ-unital ℓ-ring, however S is not ℓ-reduced.

Since S is a simple ring, Maxℓ(S) contains one element. Thus Maxℓ(R)

and Maxℓ(S) cannot be homeomorphic.

Define φ : R→ S by

φ(a+ b
√
2, d+ c

√
2) =

(
a b

c d

)
.

Then φ is an ℓ-isomorphism between additive ℓ-groups of R, S and

φ(1) = 1 (Exercise 12).

(2) Let R be the direct sum of two copies of Q and S = Q[
√
2] be the

ℓ-field with the coordinatewise order. Define f : R → S by f((a, b)) =

a+ b
√
2. Then f is an ℓ-isomorphism of the additive ℓ-groups, however

f((1, 1)) = 1 +
√
2 is not the identity element in S.

A subset in a topological space is called a clopen set if it is closed and also

open. We characterize clopen sets in Maxℓ(R). Firs we consider f -rings.

Lemma 5.4. Let A be a unital f-ring. K ⊆ Maxℓ(A) is clopen if and only

if K = s(x), where x ∈ A is an idempotent element.

Proof. “⇐” Since K = s(x), K is open. Now as x(1 − x) = 0, for each

M ∈ Maxℓ(A), x ∈ M or (1 − x) ∈ M , but not both. Thus x ̸∈ M if and

only if (1− x) ∈M , so K = h(1− x) is also closed.

“⇒” Since K is open, K = ∪x∈Bs(x) for some B ⊆ A+. Since K is also

closed, it is compact, so K = ∪n
i=1s(xi) = s(x), where x = ∨n

i=1xi ≥ 0.

Similarly Maxℓ(A) \ K = s(y), for some 0 ≤ y ∈ A. Thus s(x) ∪ s(y) =

Maxℓ(A) and s(x) ∩ s(y) = ∅. Thus x ∧ y is contained in every maximal

ℓ-ideal of A. Let u = x − x ∧ y and v = y − x ∧ y. Then u ∧ v = 0, and

s(x) = s(u) and s(y) = s(v). Let ⟨u + v⟩ be the ℓ-ideal of A generated by

u+ v. Since u+ v is not contained in any maximal ℓ-ideal of A,

A = ⟨u+ v⟩ = {x | |x| ≤ r(u+ v)s, where r, s ∈ A+},
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and hence 1 ≤ r(u+ v)s = rus+ rvs for some r, s ∈ A+. Hence 1 = a+ b,

where 0 ≤ a ≤ rus and 0 ≤ b ≤ rvs. Since u ∧ v = 0, rus ∧ rvs = 0, so

a ∧ b = 0. However because A is an f-ring, a ∧ b = 0 implies ab = 0. Hence

a2 = a, and b2 = b. Finally we show that s(u) = s(a). It is clear that ifM ∈
Maxℓ(A) and a ̸∈ M , then u ̸∈ M , so s(a) ⊆ s(u). Similarly, s(b) ⊆ s(v).

If M ∈ s(u) \ s(a), then b ̸∈M since 1 = a+ b, and hence M ∈ s(b) ⊆ s(v),

which contradicts with that s(u) ∩ s(v) = ∅. Thus s(u) = s(a). Therefore,

K = s(a), where a ∈ A is an idempotent. �

Corollary 5.2. Let R be an ℓ-unital ℓ-reduced ℓ-ring. A set K ⊆ Maxℓ(R)

is clopen if and only if K = s(x), where x ∈ f(R) is an idempotent.

Proof. “⇐” Since K = s(x), K is open. Since x(1− x) = 0, and x, (1−
x) ∈ f(R), by Lemma 5.1, for each M ∈ Maxℓ(R), x ∈M or (1− x) ∈M ,

but not both. Thus x ∈ M if and only if (1 − x) ̸∈ M , and hence K =

h(1− x). Hence K is closed.

“⇒” By Theorem 5.3, Maxℓ(R) and Maxℓ(f(R)) are homeomorphic

under the mapping φ :M →Mf , where Mf is the unique maximal ℓ-ideal

of f(R) that contains M ∩ f(R). Let K be a clopen set in Maxℓ(R). Then

φ(K) is clopen in Maxℓ(f(R)). By Lemma 5.4, there exists an idempotent

element x ∈ f(R) such that

φ(K) = {I ∈ Maxℓ(f(R)) | x ̸∈ I}.
We show that K = s(x). Let M ∈ K. Then φ(M) ∈ φ(K), so x ̸∈ φ(M).

Since M ∩ f(R) ⊆ φ(M), x ̸∈ M , and hence M ∈ s(x). Thus K ⊆ s(x).

Now let N ∈ s(x). Then 1− x ∈ N ∩ f(R) ⊆ φ(N), and hence x ̸∈ φ(N).

Thus φ(N) ∈ φ(K), so N ∈ K. Therefore s(x) ⊆ K. This completes the

proof. �

5.2 ℓ-ideals in commutative ℓ-unital ℓ-rings

In this section, R denotes a commutative ℓ-unital ℓ-reduced ℓ-ring. Recall

that an ℓ-prime ℓ-ideal is called a minimal ℓ-prime ℓ-ideal if it contains no

smaller ℓ-prime ℓ-ideal. Let Minℓ(R) denote the set of all minimal ℓ-prime

ℓ-ideals of R endowed with the hull-kernel topology, that is, open sets in

Minℓ(R) are

S(X) = {P ∈ Minℓ(R) | X ̸⊆ P},
and closed sets in Minℓ(R) are

H(X) = {P ∈ Minℓ(R) | X ⊆ P},
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where X ⊆ R. To reduce possible confusion to the reader, for a subset X

of R, we use S(X) (H(X)) to denote the open (closed) sets in Minℓ(R) and

use s(X) (h(X)) to denote the open (closed) sets in Maxℓ(R).

Recall that for x ∈ R, ℓ(x) = {a ∈ R | |a||x| = 0} is called the ℓ-

annihilator of x, which is an ℓ-ideal of R. As a direct consequence of

Theorem 1.30, we have the following result. We leave the proof as an

exercise (Exercise 13).

Lemma 5.5. For each element a ∈ R, H(ℓ(a)) = S(a) and S(ℓ(a)) =

H(a).

Theorem 5.6. Let R be a commutative ℓ-unital ℓ-reduced ℓ-ring. Then

Minℓ(R) is a Hausdorff space with a topological space basis consisting of

clopen sets.

Proof. For P1 ̸= P2 in Minℓ(R), take x ∈ P1 \ P2. Then P1 ∈ H(x)

and P2 ∈ H(ℓ(x)). By Lemma 5.5, H(x) and H(ℓ(x)) are both open, and

H(x) ∩ H(ℓ(x)) = ∅. Therefore Minℓ(R) is a Hausdorff space. We know

that {S(a) | a ∈ R} is a base for the open sets and each S(a) is clopen. �

Theorem 5.7. Let R be a commutative ℓ-unital ℓ-reduced ℓ-ring. Then

Minℓ(R) is compact if and only if for each x ∈ R+ there exists y ∈ R+ such

that xy = 0 and ℓ(x) ∩ ℓ(y) = {0}.

Proof. First assume that Minℓ(R) is compact. For x ∈ R+, if P ∈
Minℓ(R) \ S(x), then by Theorem 1.30, |x| ∈ P implies that there is 0 ≤
z ∈ R such that |x|z = 0 and z ̸∈ P , and hence P ∈ S(z). It follows that

Minℓ(R) = S(x)
∪

(∪0≤z∈ℓ(x)S(z)).

Then Minℓ(R) is compact implies that

Minℓ(R) = S(x) ∪ S(y1) ∪ · · · ∪ S(yn)
for some 0 ≤ y1, · · · , yn ∈ ℓ(x). Let y = y1 + · · · + yn. Then S(y) =

S(y1) ∪ · · · ∪ S(yn) and y ∈ ℓ(x) (Exercise 14), so xy = 0 and S(y) ∪ S(x)
= Minℓ(R). Hence ℓ(x) ∩ ℓ(y) is contained in each minimal ℓ-prime ℓ-ideal

of R, and hence ℓ(x) ∩ ℓ(y) = {0} since R is ℓ-reduced.

Conversely suppose that the given conditions are satisfied, we show that

Minℓ(R) is compact. Let Minℓ(R) = ∪αS(Iα) for some ℓ-ideals Iα of R.

Let I =
∑

α Iα. We have S(I) = Minℓ(R), so for each P ∈ Minℓ(R), I ̸⊆ P .

We claim that there exists 0 ≤ x ∈ I such that ℓ(x) = {0}. Suppose for

each 0 ≤ x ∈ I, ℓ(x) ̸= {0}. We derive a contradiction. Let

M = {a ∈ R+ | ℓ(a) = 0}.
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Then M is closed under the multiplication of R and I ∩ M = ∅. Thus

M is an m-system. By Theorem 1.26, I ⊆ P for some ℓ-prime ℓ-ideal P

and P ∩M = ∅. We shall prove that P is minimal. Given 0 ≤ z ∈ P ,

there exists w ∈ R+ such that zw = 0 and ℓ(z) ∩ ℓ(w) = {0}. Since

ℓ(z + w) ⊆ ℓ(z) ∩ ℓ(w), ℓ(z + w) = {0}, and hence z + w ∈ M . It follows

that z+w ̸∈ P , so w ̸∈ P . By Theorem 1.30, P is a minimal ℓ-prime ℓ-ideal

of R. This contradicts with the fact that I is not contained in any minimal

ℓ-prime ℓ-ideal. Therefore there exists 0 ≤ x ∈ I such that ℓ(x) = {0}.
Suppose that x ∈ Iα1 + · · ·+Iαk

. For P ∈ Minℓ(R), if Iα1 , · · · , Iαk
⊆ P ,

then x ∈ P implies that xy = 0 for some 0 ≤ y ̸∈ P by Theorem 1.30, so

ℓ(x) ̸= {0}, which is a contradiction. Hence Minℓ(R) = S(Iα1)∪· · ·∪S(Iαk
).

Therefore Minℓ(R) is compact. �

For an ℓ-prime ℓ-ideal P , we define OP = {a ∈ R | ℓ(a) ̸⊆ P}. Clearly

OP is an ℓ-ideal and OP ⊆ P (Exercises 15). By Theorem 1.30, an ℓ-prime

ℓ-ideal P is minimal if and only if OP = P .

Theorem 5.8. Let R be a commutative ℓ-unital ℓ-reduced ℓ-ring and M be

a maximal ℓ-ideal of R.

(1) For x ∈ R, x ∈ OM if and only if there exists 0 ≤ e ∈ M ∩ f(R) such

that xe = x.

(2) For x ∈ R, if x ∈ OM , then h(x) is a neighborhood of M in Maxℓ(R).

If R is ℓ-semisimple, then the converse is also true.

(3) M is the only maximal ℓ-ideal containing OM .

(4) Every ℓ-prime ℓ-ideal of R lies between ON and N for a unique maximal

ℓ-ideal N of R.

Proof. (1) Suppose that xe = x for an element e ∈M∩f(R). Then x(e−
1) = 0, and hence x(e−1)+ = x(e−1)−. So we have |x(e−1)+| = |x(e−1)−|.
Because (e−1)+ and (e−1)− are both f-elements, |x|(e−1)+ = |x|(e−1)−.

Since (e− 1)+ ∧ (e− 1)− = 0 implies that

(e− 1)+(e− 1)− = (e− 1)−(e− 1)+ = 0,

we have

|x|[(e− 1)+]2 = |x|[(e− 1)−]2 = 0,

that is, [(e − 1)+]2 ∈ ℓ(x) and [(e − 1)−]2 ∈ ℓ(x). Now since e ∈ M ,

(e− 1) ̸∈M , so

(e− 1)+ ̸∈M or (e− 1)− ̸∈M,
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and hence by Lemma 5.1

[(e− 1)+]2 ̸∈M or [(e− 1)−]2 ̸∈M.

Thus ℓ(x) ̸⊆M , and hence x ∈ OM .

Now let x ∈ OM . Then there exists y ∈ R \M such that |x||y| = 0

since ℓ(x) ̸⊆ M . Let ⟨y⟩ be the ℓ-ideal of R generated by y. Since y ̸∈ M ,

R = M + ⟨y⟩, and hence 1 = e+ z, where 0 ≤ e ∈ M and 0 ≤ z ≤ r|y| for
some r ∈ R+. Thus |x|z = 0, and hence |x| = |x|e. Since 0 ≤ e ≤ 1, e is an

f-element, and |x| = |x|e implies that x = xe (Exercise 29).

(2) Let x ∈ OM . So there exists y ̸∈ M such that |x||y| = 0. Then

M ∈ s(y) ⊆ h(x). Thus h(x) is a neighborhood of M . Suppose that R is

ℓ-semisimple and M ∈ s(y) ⊆ h(x) for some y ∈ R. Since s(y) = s(|y|) and
h(x) = h(|x|), M ∈ s(|y|) ⊆ h(|x|). Let N ∈ Maxℓ(R). If |y| ̸∈ N , then

N ∈ s(|y|) ⊆ h(|x|), so |x| ∈ N . Thus |x||y| ∈ N for each N ∈ Maxℓ(R).

Since R is ℓ-semisimple, |x||y| = 0 and 0 < |y| ̸∈ M . Thus ℓ(x) ̸⊆ M , and

so x ∈ OM .

(3) Let L be a maximal ℓ-ideal of R such that OM ⊆ L and L ̸= M .

Then R = L+M . By Lemma 5.1, there exist 0 ≤ a ∈ M \ L and 0 ≤ b ∈
L \M such that ab = 0. Since a ̸∈ L, a ̸∈ OM , so ℓ(a) ⊆M . Hence b ∈M ,

which is a contradiction. Thus L =M .

(4) Let P be an ℓ-prime ℓ-ideal of R. By Corollary 5.1, P is contained

in a unique maximal ℓ-ideal N of R. Let x ∈ ON . Then ℓ(x) ̸⊆ N , so

ℓ(x) ̸⊆ P , and hence x ∈ P . Thus ON ⊆ P . �

The following example shows that the condition that R is ℓ-semisimple

cannot be dropped in Theorem 5.8(2).

Example 5.3. Let A = R[x] be the polynomial ring in one variable over

R with the coordinatewise order. Then A is a commutative ℓ-unital ℓ-

ring with the unique maximal ℓ-ideal M = xA. Consider the direct sum

A⊕A of two copies of A. Then M ⊕A is a maximal ℓ-ideal of A⊕A and

OM⊕A = 0⊕A. Clearly M ⊕A ∈ s((1, 0)) ⊆ h((x, 1)), but (x, 1) ̸∈ OM⊕A.

An ℓ-ideal I is called a pure ℓ-ideal if R = I + ℓ(x) for each x ∈ I. For

an ℓ-ideal I, define m(I) = {a ∈ R | R = I+ ℓ(a)}. Then m(I) is an ℓ-ideal

and I is pure if and only if m(I) = I (Exercise 16).

Theorem 5.9. Let R be a commutative ℓ-unital ℓ-reduced ℓ-ring and I, J

be ℓ-ideals.

(1) For each maximal ℓ-ideal M of R, OM is a pure ℓ-ideal.
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(2) m(I) is a pure ℓ-ideal, and

m(I) =
∪
g∈I

ℓ(1− g).

(3) m(I) = {x ∈ R | x = ax for some 0 ≤ a ∈ I ∩ f(R)}. In particular,

m(I) ⊆ I.

(4) h(I) = h(m(I)).

(5)

m(I) =
∩
OM , where M ∈ h(I).

(6) m(I) +m(J) = m(I + J).

(7) For an ℓ-prime ℓ-ideal P , m(P ) = OM for some maximal ℓ-ideal M

and OP is a pure ℓ-ideal if and only if OP = OM .

Proof.

(1) Let x ∈ OM . Then ℓ(x) ̸⊆ M , so R = M + ℓ(x). By Lemma

5.1, 1 = a + b + c, where 0 ≤ a ∈ f(R) ∩ M , 0 ≤ b ∈ f(R) ∩ ℓ(x),

c ∈ f(R)∩M ∩ ℓ(x), and ab = 0. We have b ∈ ℓ(a)\M , and hence a ∈ OM .

Thus 1 ∈ OM + ℓ(x), so R = OM + ℓ(x).

(2) First we show that

m(I) =
∪
g∈I

ℓ(1− g).

Let

x ∈
∪
g∈I

ℓ(1− g).

Then |x||1−g| = 0 for some g ∈ I. So 1−g ∈ ℓ(x), and hence R = I+ℓ(x).

Thus x ∈ m(I). Conversely, if x ∈ m(I), then R = I + ℓ(x), and hence

1 = c + d, where 0 ≤ c ∈ I, 0 ≤ d ∈ ℓ(x). Therefore, |x| = c|x|, and hence

x ∈ ℓ(1− c) with c ∈ I. So

x ∈
∪
g∈I

ℓ(1− g).

To see that m(I) is an ℓ-ideal we just have to show that m(I) is closed

under the addition of R. Let x, y ∈ m(I). Then

R = I + ℓ(x) = I + ℓ(y).

Let

1 = a+ b = a′ + b′,
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where 0 ≤ a, a′ ∈ I, 0 ≤ b ∈ ℓ(x), and 0 ≤ b′ ∈ ℓ(y). Then

1 = (a+ b)(a′ + b′) = aa′ + ab′ + ba′ + bb′ ∈ I + ℓ(x+ y),

so R = I + ℓ(x+ y). Thus x+ y ∈ m(I).

Finally, to see that m(I) is a pure ℓ-ideal, let a ∈ m(I). Then R =

I + ℓ(a), and hence, by Lemma 5.1, 1 = x + y + z, where 0 ≤ x ∈ I,

0 ≤ y ∈ ℓ(a), 0 ≤ z ∈ I ∩ ℓ(a), and xy = 0. Since y ∈ ℓ(x), we have

1 ∈ I + ℓ(x), and hence R = I + ℓ(x). Thus x ∈ m(I). This implies

1 = x+ y + z ∈ m(I) + ℓ(a), and hence R = m(I) + ℓ(a). Hence m(I) is a

pure ℓ-ideal.

(3) Let x ∈ m(I). Then R = I + ℓ(x), and hence 1 = a + b for some

0 ≤ a ∈ I, 0 ≤ b ∈ ℓ(x). Thus x = ax and 0 ≤ a ∈ I ∩ f(R). Conversely,

let x = ax for some 0 ≤ a ∈ I ∩ f(R). Then x(1 − a) = 0. Since 1 − a ∈
f(R), (1 − a)2 ≥ 0 is an f -element, and hence x(1 − a)2 = 0 implies that

|x|(1− a)2 = 0. Hence

(1− a)2 = 1− 2a+ a2 ∈ ℓ(x).

Since a ∈ I, we have R = I + ℓ(x). Thus x ∈ m(I).

(4) Since m(I) ⊆ I, h(I) ⊆ h(m(I)). Now let M be a maximal ℓ-

ideal of R and m(I) ⊆ M . If I ̸⊆ M , then R = I +M . By Lemma 5.1,

1 = a + b + c, where 0 ≤ a ∈ I, 0 ≤ b ∈ M , 0 ≤ c ∈ I ∩M , and ab = 0.

Thus b ∈ ℓ(a), so R = I + ℓ(a), and hence a ∈ m(I). So a ∈ M , which

implies 1 = a+ b+ c ∈M , which is a contradiction. Thus I ⊆M .

(5) If x ∈ m(I), then R = I+ ℓ(x), so ℓ(x) ̸⊆M for each M ∈ h(I), and

hence x ∈ OM for each M ∈ h(I). Conversely, suppose x ∈ OM for each

M ∈ h(I). If I+ ℓ(x) ̸= R, then there exists a maximal ℓ-ideal N such that

I + ℓ(x) ⊆ N . Since I ⊆ N and x ∈ ON , ℓ(x) ̸⊆ N , which contradicts with

that ℓ(x) ⊆ N . Thus I + ℓ(x) = R, so x ∈ m(I).

(6) From (4), we have

h(m(I) +m(J)) = h(m(I))
∩
h(m(J))

= h(I)
∩
h(J)

= h(I + J).

Then from (5), we have

m(m(I) +m(J)) =
∩
ON , where N ∈ h(m(I) +m(J))

=
∩
ON , where N ∈ h(I + J)

= m(I + J).
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Thusm(I+J) ⊆ m(I)+m(J) by (3). Since clearlym(I)+m(J) ⊆ m(I+J),

we have m(I + J) = m(I) +m(J).

(7) Let P ⊆M , where M is the unique maximal ℓ-ideal of R containing

P . By (5), m(P ) = OM . Since OM is the largest pure ℓ-ideal contained in

M by (5), if OP is a pure ℓ-ideal, then OP ⊆ OM . Clearly OM ⊆ OP ⊆M

is always true. Thus OP = OM . �
The following result characterizes those ℓ-rings R for which each princi-

pal ℓ-ideal is a pure ℓ-ideal. An ℓ-ideal I of R is called a direct summand if

there exists an ℓ-ideal J such that R is a direct sum of I and J as ℓ-ideals,

that is, R = I ⊕ J .

Theorem 5.10. Let R be a commutative ℓ-unital ℓ-reduced ℓ-ring. Then

the following statements are equivalent.

(1) Every ℓ-prime ℓ-ideal of R is maximal.

(2) Every principal ℓ-ideal of R is a pure ℓ-ideal.

(3) Every principal ℓ-ideal of R is a direct summand.

Proof. (1) ⇒ (2). First we notice that (1) implies that every ℓ-prime

ℓ-ideal of R is minimal (Exercise 17). Let a ∈ R and b ∈ ⟨a⟩. If R ̸=
⟨a⟩+ ℓ(b), then ⟨a⟩+ ℓ(b) ⊆M for some maximal ℓ-ideal M . Since M is a

minimal ℓ-prime ℓ-ideal and b ∈M , ℓ(b) ̸⊆M by Theorem 1.30, which is a

contradiction. Therefore, R = ⟨a⟩+ ℓ(b), so ⟨a⟩ is a pure ℓ-ideal.

(2) ⇒ (3). Let a ∈ R. From (2), we have R = ⟨a⟩ + ℓ(a). Let b ∈
⟨a⟩ ∩ ℓ(a). Then |b| ≤ r|a| for some r ∈ R+ and |b||a| = 0, so |b|2 = 0, and

hence |b| = 0 since R is ℓ-reduced. Thus b = 0, so ⟨a⟩ ∩ ℓ(a) = {0}, and
hence R = ⟨a⟩ ⊕ ℓ(a).

(3) ⇒ (1). Suppose that P is an ℓ-prime ℓ-ideal. Let P ⊆ I for some

ℓ-ideal I of R. If P ̸= I, then there exists an element a ∈ I \ P . Since

R = ⟨a⟩ ⊕ J for some ℓ-ideal J of R, J ⊆ ℓ(a) ⊆ P ⊆ I, and hence

R = ⟨a⟩+ J ⊆ I. Thus P is a maximal ℓ-ideal of R. �
An ℓ-ideal I ̸= R is called ℓ-pseudoprime if ab = 0 for a, b ∈ R+ implies

a ∈ I or b ∈ I. An ℓ-prime ℓ-ideal is certainly ℓ-pseudoprime. However

the converse is not true. For instance, let R = R[x, y] be the polynomial

ℓ-ring in two variables over R with the coordinatewise order. Since R is

a domain, xR ∩ yR is an ℓ-pseudoprime ℓ-ideal, however xR ∩ yR is not

ℓ-prime. An ℓ-ideal I ̸= R is called ℓ-semiprime if for any a ∈ R+, a2 ∈ I

implies that a ∈ I. We leave it as an exercise to the reader to check that an

ℓ-ideal is ℓ-semiprime if and only if it is the intersection of ℓ-prime ℓ-ideals

containing it (Exercise 18).
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Theorem 5.11. Let R be a commutative ℓ-unital ℓ-reduced ℓ-ring. Let I

and J be pure ℓ-ideals of R.

(1) I is ℓ-semiprime.

(2) If I is ℓ-pseudoprime, then I is ℓ-prime.

(3) If I and J are ℓ-prime, then either I + J = R or I = J .

(4) For an ℓ-prime ℓ-ideal P , OP is ℓ-prime if and only if OP is ℓ-

pseudoprime.

Proof. (1) Let x2 ∈ I for some x ∈ R+. Then R = I + ℓ(x2), and hence

x = a+ b, where 0 ≤ a ∈ I and 0 ≤ b ∈ ℓ(x2). Since b ≤ x, and bx2 = 0, we

have b3 ≤ bx2 = 0. Hence b3 = 0, and so b = 0 since R is ℓ-reduced. Thus

x = a ∈ I.

(2) Let ab ∈ I for some a, b ∈ R+ and a ̸∈ I. Since R = I + ℓ(ab),

1 = u + v, where 0 ≤ u ∈ I, 0 ≤ v ∈ ℓ(ab). Since abv = 0 and I is

ℓ-pseudoprime, we have bv ∈ I. Thus b = bu+ bv ∈ I.

(3) Since I and J are ℓ-prime, by Theorem 5.9, there exist maximal

ℓ-ideals M and N such that I = OM and J = ON . If I + J ̸= R, then

I + J is contained in some maximal ℓ-ideal, so by Theorem 5.8 M = N ,

and hence I = J .

(4) Suppose that OP is ℓ-pseudoprime, and let ab ∈ OP for some a, b ∈
R+. Suppose that a ̸∈ OP and b ̸∈ OP . We get a contradiction as follows.

Since ab ∈ OP , ℓ(ab) ̸⊆ P , and so there exists 0 ≤ c ̸∈ P such that abc = 0.

Since OP is ℓ-pseudoprime and a ̸∈ OP , bc ∈ OP . Hence there exists

0 ≤ d ̸∈ P such that bcd = 0, so cd ∈ OP ⊆ P since b ̸∈ OP . Now cd ∈ P

implies c ∈ P or d ∈ P , which is a contradiction. �

For a commutative ℓ-unital ℓ-reduced ℓ-ring R if R = ℓ(a) + ℓ(b) when-

ever ab = 0 for some a, b ∈ R+, then R is called normal. Clearly if R is an

ℓ-domain, then R is normal.

Theorem 5.12. Let R be a commutative ℓ-unital ℓ-reduced ℓ-ring. The

following are equivalent.

(1) R is normal.

(2) OP is ℓ-prime for each ℓ-prime ℓ-ideal P .

(3) OM is ℓ-prime for each maximal ℓ-ideal M .

(4) OM is minimal ℓ-prime for each maximal ℓ-ideal M .

(5) R = P +Q for any two distinct minimal ℓ-prime ℓ-ideals P and Q.

(6) Each maximal ℓ-ideal contains a unique minimal ℓ-prime ℓ-ideal.
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Proof. (1) ⇒ (2). Since OP is ℓ-prime if and only if OP is ℓ-pseudoprime

by Theorem 5.11, we just need to show that OP is ℓ-pseudoprime. Let

ab = 0 for some a, b ∈ R+. Then R = ℓ(a) + ℓ(b). If a ̸∈ OP and b ̸∈ OP ,

then ℓ(a) ⊆ P and ℓ(b) ⊆ P , and hence R = ℓ(a) + ℓ(b) ⊆ P , which is a

contradiction.

(2) implies (3) is clear.

(3) ⇒ (4). Let P be an ℓ-prime ℓ-ideal and P ⊆ OM . Then P ⊆ M

implies OM ⊆ OP ⊆ P , so P = OM . Thus OM is a minimal ℓ-prime ℓ-ideal.

(4) ⇒ (5). Given a minimal ℓ-prime ℓ-ideal J of R, let M be the

unique maximal ℓ-ideal containing J . Then OM ⊆ J ⊆ M by Theorem

5.8(4). Since OM is ℓ-prime, J = OM . Thus, minimal ℓ-prime ℓ-ideals of

R are OM , where M ∈ Maxℓ(R). By Theorem 5.11(3), R = OM + ON if

OM ̸= ON , where M,N are maximal ℓ-ideals.

(5) ⇒ (6). Obvious.

(6) ⇒ (1). Let ab = 0 for some a, b ∈ R+. If R ̸= ℓ(a) + ℓ(b), then

there exists a maximal ℓ-ideal M such that ℓ(a) + ℓ(b) ⊆ M , so a ̸∈ OM

and b ̸∈ OM . Now let P be the unique minimal ℓ-prime ℓ-ideal contained

in M . Then OM ⊆ P . Since OM is ℓ-semiprime by Theorem 5.11, OM

is an intersection of ℓ-prime ℓ-ideals. Since each ℓ-prime ℓ-ideal containing

OM is contained in M by Theorem 5.8, each ℓ-prime ℓ-ideal containing

OM contains P . Thus OM = P , so OM is ℓ-prime, and hence a ∈ OM or

b ∈ OM , which is a contradiction. Thus we have R = ℓ(a) + ℓ(b). �
For a commutative ℓ-unital ℓ-reduced ℓ-ring R, if R is normal, from

Theorem 5.12, we have

Minℓ(R) = {OM | M ∈ Maxℓ(R)}.
Thus maximal ℓ-ideals of R and minimal ℓ-ideals of R are in one-to-one

correspondence. This is not true if R is not normal as shown in the following

example.

Example 5.4. Let A = R[x] be the polynomial ring over R with the coor-

dinatewise order. Let R be the ℓ-subring of A×A defined as follows.

R = {(f, g) ∈ A×A | f(0) = g(0)}.
Then R is commutative without any nilpotent element (Exercise 19). Since

(x, 0)(0, x) = (0, 0) and R ̸= ℓ((x, 0)) + ℓ((0, x)), R is not normal. R has

only one maximal ℓ-ideal M = {(f, g) | f(0) = g(0) = 0} with OM = {0}.
Clearly, ℓ((x, 0)) and ℓ((0, x)) are minimal ℓ-prime ℓ-ideals with Oℓ((x,0)) =

ℓ((x, 0)) and Oℓ((0,x)) = ℓ((0, x)). We leave it to the reader to verify this

fact (Exercise 20).
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Theorem 5.13. Let R be normal. Then Maxℓ(R) and Minℓ(R) are home-

omorphic if and only if for each x ∈ R+ there exists y ∈ R+ such that

xy = 0 and ℓ(x) ∩ ℓ(y) = {0} (or equivalently, Minℓ(R) is compact).

Proof. Since Maxℓ(R) is compact, if Minℓ(R) and Maxℓ(R) are homeo-

morphic then Minℓ(R) is compact, so R has the desired property by Theo-

rem 5.7.

Conversely, suppose that Minℓ(R) is compact. We show that Minℓ(R)

and Maxℓ(R) are homeomorphic. Since R is normal, we have

Minℓ(R) = {OM | M ∈ Maxℓ(R)}.

The mapping M 7→ OM is clearly a one-to-one and onto mapping from

Maxℓ(R) to Minℓ(R).

Let {Mα | α ∈ Γ} be a closed set in Maxℓ(R). We show that {OMα | α ∈
Γ} is closed in Minℓ(R). Let P be a minimal ℓ-prime ℓ-ideal of R and∩

α∈Γ

OMα ⊆ P.

Let M be the unique maximal ℓ-ideal of R containing P . If ∩α∈ΓMα ̸⊆M ,

then

R = (
∩
α∈Γ

Mα) +M.

By Lemma 5.1, 1 = a + b + c, where 0 ≤ a ∈ ∩α∈ΓMα, 0 ≤ b ∈ M ,

0 ≤ c ∈ (∩α∈ΓMα) ∩ M , and ab = 0. Since b ̸∈ Mα for each α ∈ Γ,

a ∈ OMα for each α ∈ Γ. Thus

a ∈
∩
α∈Γ

OMα ⊆ P ⊆M,

so 1 ∈ M , which is a contradiction. Therefore, ∩α∈ΓMα ⊆ M , and hence

M ∈ {Mα | α ∈ Γ} since {Mα | α ∈ Γ} is closed. So P = OM ∈ {OMα | α ∈
Γ}. Hence {OMα | α ∈ Γ} is closed.

Now, suppose that {OMα | α ∈ Γ} is a closed set in Minℓ(R). We show

that {Mα | α ∈ Γ} is closed in Maxℓ(R). Let M ∈ Maxℓ(R) and∩
α∈Γ

Mα ⊆M.

IfM ̸∈ {Mα | α ∈ Γ}, then R =Mα+M for each α ∈ Γ. Hence, by Lemma

5.1, 1 = xα + yα + zα, where 0 ≤ xα ∈Mα, 0 ≤ yα ∈M, 0 ≤ zα ∈Mα ∩M ,

and xαyα = 0 for each α ∈ Γ. Since xα ̸∈M , yα ∈ OM for each α ∈ Γ, and

since yα ̸∈Mα, xα ∈ OMα
. But then yα ̸∈ OMα

for each α ∈ Γ. For each α

S(yα) = {P ∈ Minℓ(R) | yα ̸∈ P}
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is open and {S(yα) | α ∈ Γ} is an open cover for the set {OMα | α ∈ Γ}, and
hence a finite subcover S(yi), i = 1, ..., n, can be extracted out of this cover

because of the compactness of Minℓ(R) implies that any closed set of it is

compact. Now for each OMα , there exists yj ̸∈ OMα for some 1 ≤ j ≤ n, so

xj ∈ OMα . Therefore

x1 · · · xn ∈
∩
α∈Γ

OMα ⊆
∩
α∈Γ

Mα ⊆M.

Thus xk ∈ M for some k ∈ Γ, and so 1 = xk + yk + zk ∈ M , which is a

contradiction. Therefore M ∈ {Mα | α ∈ Γ}, and hence {Mα | α ∈ Γ} is

closed. �

Corollary 5.3. Suppose R is normal and for each x ∈ R+ there exists y ∈
R+ such that xy = 0 and ℓ(x) ∩ ℓ(y) = {0}. Then Maxℓ(R), Maxℓ(f(R)),

Minℓ(R), and Minℓ(f(R)) are all homeomorphic.

Proof. If R is normal with the property that for each x ∈ R+ there exists

y ∈ R+ such that xy = 0 and ℓ(x) ∩ ℓ(y) = {0}, then it is easy to check

that f(R) is normal with the same property. Now the conclusion follows

from Theorems 5.3 and 5.13. �
We provide a characterization for normal ℓ-rings under certain condi-

tions.

Lemma 5.6. Suppose R is normal with the property that for each x ∈ R+

there exists y ∈ R+ such that xy = 0 and ℓ(x) ∩ ℓ(y) = {0}. If R is not an

ℓ-domain, then there exists an idempotent element a ∈ f(R), 0 < a < 1,

such that R = Ra⊕R(1− a) as ℓ-ideals.

Proof. Let wz = 0 and 0 < w ∈ R, 0 < z ∈ R. Then there exists

u ∈ R+ such that wu = 0 and ℓ(w) ∩ ℓ(u) = {0}. Now u ̸= 0, as otherwise

0 < z ∈ ℓ(w) = ℓ(w) ∩ ℓ(u) = {0}, contradicting with z > 0. So u > 0.

Consider the following sets in Minℓ(R).

K = {P ∈ Minℓ(R) | ℓ(w) ⊆ P},
J = {P ∈ Minℓ(R) | ℓ(u) ⊆ P}.

For each P ∈ Minℓ(R), w ∈ P or u ∈ P implies that ℓ(w) ̸⊆ P or ℓ(u) ̸⊆ P ,

and hence K ∩ J = ∅. Since ℓ(w) ∩ ℓ(u) = {0}, for each P ∈ Minℓ(R),

ℓ(w) ⊆ P or ℓ(u) ⊆ P , and hence Minℓ(R) = K ∪ J . Since R is ℓ-reduced

and ℓ(w) ̸= {0} and ℓ(u) ̸= {0}, K ̸= ∅ and J ̸= ∅. Clearly K,J are closed

sets. Since P is a minimal ℓ-prime ℓ-ideal, we have

K = Minℓ(R) \ {P ∈ Minℓ(R) | w ∈ P},
J = Minℓ(R) \ {P ∈ Minℓ(R) | u ∈ P}.
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They are thus both open.

Now since Maxℓ(R) and Minℓ(R) are homeomorphic by Theorem 5.13,

there exist clopen sets N ̸= ∅,M ̸= ∅ in Maxℓ(R) such that

Maxℓ(R) = N ∪M and N ∩M = ∅.
By Corollary 5.2, N = s(e) and M = s(f), where e, f ∈ f(R) are idempo-

tent elements. Let a = 1− e and b = 1− f , we have N = h(a), M = h(b),

and a, b ∈ f(R) are idempotent elements. Since 1 = a + (1 − a), we have

R = Ra + R(1− a), and since N and M are not empty, 0 < a < 1. From

(a ∧ (1 − a))2 ≤ a(1 − a) = 0, a ∧ (1 − a) = 0 since R is ℓ-reduced. Then

Ra and R(1− a) are ℓ-ideals of R with Ra∩R(1− a) = {0}. Therefore, we
have R = Ra⊕R(1− a) as ℓ-ideals of R. �

Theorem 5.14. Let R be a commutative ℓ-unital ℓ-reduced ℓ-ring R. Sup-

pose that the identity element 1 is greater than only a finite number of

disjoint elements. Then R is normal and satisfies that

(⋆) ∀x ∈ R+, ∃y ∈ R+ such that xy = 0, ℓ(x) ∩ ℓ(y) = {0}
if and only if R is a finite direct sum of commutative ℓ-unital ℓ-domains.

Proof. If R is a direct sum of commutative ℓ-unital ℓ-domains, then R

is normal and has the given condition (Exercise 21).

Now suppose that R is normal and for each x ∈ R+ there exists y ∈ R+

such that xy = 0 and ℓ(x) ∩ ℓ(y) = {0}. By Lemma 5.6, if R is not a

domain, then R = Ra⊕R(1−a) as ℓ-ideals and 0 < a < 1 is an idempotent

element. Then Ra and R(1 − a) are both commutative ℓ-unital ℓ-reduced

normal ℓ-ring satisfying the given condition (⋆). Thus if Ra or R(1 − a)

is not an ℓ-domain, we may repeat using Lemma 5.6 to direct summand

Ra or R(1 − a). Since 1 is greater than only a finite number of disjoint

elements, R is a direct sum of commutative ℓ-unital ℓ-domains. �
An ℓ-pseudoprime ℓ-ideal in a commutative ℓ-unital ℓ-reduced normal

ℓ-ring may be contained in two ℓ-prime ℓ-ideals which are not comparable.

For example, let R = R[x, y] be the polynomial ring in two variables over

R with the coordinatewise order. Then xR and yR are ℓ-prime ℓ-ideals of

R. Since R is a domain, {0} is ℓ-pseudoprime, but xR ̸⊆ yR and yR ̸⊆ xR.

However if an ℓ-ideal I is contained in a unique maximal ℓ-ideal, then I

must be ℓ-pseudoprime. Thus if any two ℓ-prime ℓ-ideals containing I are

comparable, then I is ℓ-pseudoprime.

Theorem 5.15. Let R be a commutative ℓ-unital ℓ-reduced normal ℓ-ring.

For an ℓ-ideal I of R, if I is contained in a unique maximal ℓ-ideal, then I

is ℓ-pseudoprime.
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Proof. Since I is contained in a unique maximal ℓ-ideal M , by Theorem

5.9(5), m(I) = OM ⊆ I. Since OM is ℓ-prime by Theorem 5.12, I is

ℓ-pseudoprime. �

If R is an f -ring, then the situation is different.

Theorem 5.16. Let R be a commutative unital ℓ-reduced normal f -ring

and I be an ℓ-ideal of R. Then I is ℓ-pseudoprime if and only if the ℓ-

prime ℓ-ideals containing I form a chain.

Proof. Suppose that I is an ℓ-pseudoprime ℓ-ideal and P,Q are ℓ-prime

ℓ-ideals containing I. If 0 ≤ a ∈ OP , then there exists b ∈ R+ such that

ab = 0 and b ̸∈ P . Since I is ℓ-pseudoprime, a ∈ I. Thus OP ⊆ I. By

Lemma 5.12, OP is ℓ-prime. Since R is an f -ring, by Theorem 4.10, P and

Q are comparable since they both contain ℓ-prime ℓ-ideal OP . �

For an ℓ-ideal I of R, define
√
I = {a ∈ R | |a|n ∈ I for some positive integer n}.

Let R be a commutative ℓ-unital ℓ-reduced ℓ-ring and I be an ℓ-ideal of

R. Then
√
I is the smallest ℓ-semiprime ℓ-ideal containing I. We leave the

verification of this fact to the reader (Exercise 22).

Theorem 5.17. Let R be a commutative ℓ-unital ℓ-reduced normal ℓ-ring

and I be an ℓ-ideal of R. If
√
I is ℓ-prime, then I is ℓ-pseudoprime.

Proof. By Corollary 5.1, there exists a unique maximal ℓ-ideal M such

that
√
I ⊆ M . So I ⊆ M . Let N be a maximal ℓ-ideal of R and I ⊆ N .

Then
√
I ⊆ N , and hence N =M . Thus M is the unique maximal ℓ-ideal

containing I. By Theorem 5.9(5), m(I) = OM ⊆ I. Since R is normal, OM

is ℓ-prime, and hence I is ℓ-pseudoprime. �

In the ℓ-ring R = R[x, y] with the entrywise order, if I = xR∩ yR, then√
I = I. It is clear that I is ℓ-pseudoprime and

√
I is not ℓ-prime. However

for f -rings, the situation is changed.

Theorem 5.18. Let R be a commutative unital ℓ-reduced normal f -ring

and I be a proper ℓ-ideal of R. Then I is ℓ-pseudoprime if and only if
√
I

is ℓ-prime.

Proof. Suppose that I is ℓ-pseudoprime. Let M be a maximal ℓ-ideal

and I ⊆ M . If a ∈ OM , then there exists b ∈ R such that |a||b| = 0 and

b ̸∈ M . Since I is ℓ-pseudoprime, a ∈ I. Thus OM ⊆ I. By Theorem
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5.12, OM is ℓ-prime, and hence R is an f -ring implies that any two ℓ-ideals

containing I are comparable. Thus
√
I is ℓ-prime (Exercise 23). �

We refer the reader to [Larson (1988)] for an example showing the hy-

pothesis of normality in Theorem 5.18 cannot be dropped.

We notice that in a commutative ring R, an ideal I is called prime

(semiprime) if for any a, b ∈ R, ab ∈ I implies that a ∈ I or b ∈ I (for

any a ∈ R, a2 ∈ I implies that a ∈ I), and I is called pseudoprime if for

any a, b ∈ R, ab = 0 implies that a ∈ I or b ∈ I. In general ℓ-rings, an ℓ-

prime (ℓ-semiprime, ℓ-pseudoprime) ℓ-ideal may not be prime (semiprime,

pseudoprime). However in an f -ring, since for any two elements a and b,

|ab| = |a||b|, an ℓ-prime (ℓ-semiprime, ℓ-pseudoprime) ℓ-ideal must be prime

(semiprime, pseudoprime).

At the end of this section, we consider some properties of commutative

ℓ-unital ℓ-rings in which each maximal ideal is an ℓ-ideal. For an f -ring,

a prime ideal P must be a sublattice. In fact, for any a ∈ P , a+a− = 0

implies that a+ ∈ P or a− ∈ P . Therefore for a maximal ideal M of a

commutative unital f -ring to be an ℓ-ideal, it just needs to be a convex set.

A commutative ℓ-unital ℓ-ring R is said to have bounded inversion prop-

erty if whenever a ≥ 1 for a ∈ R, then a is a unit.

Theorem 5.19. Let R be a commutative ℓ-unital ℓ-ring. Each maximal

ideal of R is convex if and only if R has bounded inversion property.

Proof. “⇒” Suppose that a ∈ R and a ≥ 1. If Ra is contained in a

maximal ideal M , then M is convex and 1 ≤ a implies that 1 ∈ M , which

is a contradiction. Thus Ra = R and a is invertible.

“⇐” Let M be a maximal ideal and 0 ≤ a ≤ b ∈ M and a ∈ R. If

a ̸∈ M , then R = Ra +M and 1 = ra +m for some r ∈ R and m ∈ M .

Then

1 = ra+m ≤ |r|a+m ≤ |r|b+m

implies that 1 = (|r|b +m)s for some s ∈ R, so 1 ∈ M , which is a contra-

diction. Thus we must have a ∈M and M is convex. �

As a direct consequence of Theorem 5.19, in a commutative unital f -ring

R each maximal ideal is an ℓ-ideal if and only if R has bounded inversion

property.

By Theorem 5.19, for a general commutative ℓ-unital ℓ-ring, if each

maximal ideal is an ℓ-ideal, then it has bounded inversion property.
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Theorem 5.20. Let R be an ℓ-unital commutative ℓ-ring. If R has bounded

inversion property, then f(R) also has bounded inversion property.

Proof. Let a ∈ f(R) and a ≥ 1. Then a−1 exists in R. Since a is an

invertible f -element, by Theorem 1.20(2), a−1 > 0, so by Theorem 1.20(2)

again, a−1 is a d-element. For x, y ∈ R with x ∧ y = 0,

a−1x ∧ a−1y = 0 ⇒ aa−1x ∧ a−1y = 0 ⇒ x ∧ a−1y = 0.

Thus a−1 ∈ f(R). Hence f(R) has bounded inversion property. �

For a ring R, Max(R) denotes the set of all maximal ideals equipped

with the hull-kernel topology. For any subset X ⊆ R, define

U(X) = {M ∈ Max(R) | X ̸⊆M},

and

V (X) = {M ∈ Max(R) | X ⊆M}.

Then U(X) are open sets in Max(R) and {U(a), a ∈ R} forms a basis for

open sets.

A topological space is called zero-dimensional if it contains a topological

space basis consisting of clopen sets. A ring is called clean if each element

in it is a sum of a unit and an idempotent.

Theorem 5.21. Let A be a commutative ℓ-unital ℓ-reduced ℓ-ring in which

each maximal ideal is an ℓ-ideal, that is, Max(A) = Maxℓ(A). Then Max(A)

is zero-dimensional if and only if each element in A is a sum of a unit and

an idempotent element in f(R).

Proof. “⇒” Take a ∈ A, if V (a−1) = ∅, then (a−1)R = R implies that

a− 1 is a unite and a = (a− 1) + 1.

For the following, assume that V (a−1) ̸= ∅. Then V (a−1) and V (a) are

disjoint closed sets. Since Max(A) is compact and zero-dimensional, there

is clopen set K such that V (a) ⊆ K and V (a − 1) ∩ K = ∅ (Exercise 30).

Since Max(A) = Maxℓ(A), by Corollary 5.2, K = U(e) for some idempotent

element e ∈ f(A).

Define g = e(a− 1) and f = (1− e)a. Then

(g + f) + e = ea− e+ a− ea+ e = a.

We show that g + f is not contained in any maximal ideal of A, so g + f

is a unit of A. Suppose that g + f ∈ M for some M ∈ Max(A). If e ∈ M ,

then a ∈M . On the other hand, M ̸∈ K = U(e), and V (a) ⊆ U(e) implies
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M ̸∈ V (a), that is, a ̸∈ M , which is a contradiction. If 1 − e ∈ M , then

f ∈M , and hence g ∈M . On the other hand, e ̸∈M implies that M ∈ K,

soM ̸∈ V (a−1). Thus a−1 ̸∈M and e ̸∈M imply that g = e(a−1) ̸∈M ,

which is a contradiction. Therefore g + f is not contained in any maximal

ideal of A, so g + f is a unit.

“⇐” We show that clopen sets consist of a topological space basis for

open sets of Max(R). Let a ∈ A and M ∈ U(a). Then A/M is an ℓ-field

implies that there is an element b ∈ A such that ab+M = 1+M in A/M .

By assumption, ab = u + e, where u is a unit of A and e ∈ f(A) is an

idempotent. If e ̸∈M , then (e+M)2 = e+M implies that e+M = 1+M ,

and hence

1 +M = ab+M = (u+ e) +M = (u+M) + (1 +M)

implies that u +M = 0, that is, u ∈ M , which is a contradiction. Thus

we must have e ∈ M , so 1 − e ̸∈ M , that is, M ∈ U(1 − e). Suppose that

N ∈ U(1 − e). Then e ∈ N , so ab ̸∈ N since u ̸∈ N . Thus N ∈ U(ab).

Therefore U(1 − e) ⊆ U(ab) ⊆ U(a) and U(1 − e) is clopen by Corollary

5.2. �

For a commutative unital semiprime f -ring A, each maximal ideal of A

is an ℓ-ideal if and only if A has bounded inversion property. Thus we have

the following consequence of Theorem 5.12.

Corollary 5.4. For a commutative unital semiprime f -ring A with bounded

inversion property, Max(A) is zero-dimensional if and only if A is clean.

Exercises

(1) Prove that s(a), a ∈ R+, form a basis for the open sets of Maxℓ(R).

(2) Prove that the ring C(X) of real-valued continuous functions on X is

an f -ring.

(3) CheckR[x; δ] defined in Example 5.1 is a ring, that is, the multiplication

is associative and distributive over the addition.

(4) Let R be a totally ordered integral domain. Prove that if R is ℓ-simple,

then for any 0 < a ∈ R, there exists b ∈ R+ such that 1 ≤ ba.

(5) Show that R[x; δ]x defined in Example 5.1 is a maximal left ℓ-ideal of

R[x; δ].

In Exercises 6-11, R is assumed to be a unital ℓ-semisimple f -ring.



January 13, 2014 11:54 World Scientific Book - 9in x 6in l-ring

ℓ-ideals of ℓ-unital lattice-ordered rings 235

(6) Let M be a maximal ℓ-ideal of R and a ∈ R. Define P = {w ∈
R | (w−a)+ ∈M}. Prove that P is a lattice-prime ideal of R associated

with M .

(7) Let M be a maximal ℓ-ideal of R and x, y, r ∈ R. Prove that if (r −
x+ 1)+, (r − y + 1)+ ∈M , then (r − x)−, (r − y)− ̸∈M .

(8) Let φ be a lattice isomorphism between lattices L1 and L2. Prove

that a subset P of L1 is a lattice-prime ideal if and only if φ(P ) is a

lattice-prime ideal of L2.

(9) Two lattice-prime ideals are called equivalent if they are associated

with the same maximal ℓ-ideal. Prove the relation is an equivalence

relation.

(10) Prove the ψ defined in Theorem 5.4 is well-defined, one-to-one and

onto.

(11) Prove that A(ψ(K)) ⊆ φ(A(K)) in Theorem 5.4.

(12) Verify that φ in Example 5.2(1) is an ℓ-isomorphism between additive

ℓ-groups of R and S.

(13) Prove Lemma 5.5.

(14) Prove that in Theorem 5.6, if y = y1 + · · · + yn, then S(y) = S(y1) ∪
· · · ∪ S(yn).

(15) Let R be a commutative ℓ-unital ℓ-reduced ℓ-ring and P be an ℓ-prime

ℓ-ideal. Prove that OP = {a ∈ R | ℓ(a) ̸⊆ P} is an ℓ-ideal and OP ⊆ P .

(16) Suppose that R is a commutative ℓ-unital ℓ-reduced ℓ-ring and I is an

ℓ-ideal of R. Prove that m(I) = {a ∈ R | R = I + ℓ(a)} is an ℓ-ideal of

R and I is a pure ℓ-ideal if and only if m(I) = I.

(17) Suppose that R is a commutative ℓ-unital ℓ-reduced ℓ-ring in which

every ℓ-prime ℓ-ideal is maximal. Prove that every ℓ-prime ℓ-ideal of R

is a minimal ℓ-prime ℓ-ideal.

(18) Prove that an ℓ-ideal I is ℓ-semiprime if and only if I is the intersection

of ℓ-prime ℓ-ideals containing I.

(19) Verify that R defined in Example 5.4 is a commutative ℓ-unital reduced

ℓ-subring of A × A, where A is the polynomial ℓ-ring R[x] with the

entrywise order.

(20) Verify that ℓ((x, 0)) in Example 5.4 is a minimal ℓ-prime ℓ-ideal with

ℓ((x, 0)) = Oℓ((x,0)).

(21) Suppose that an ℓ-ring R is a direct sum of commutative ℓ-unital ℓ-

domains. Prove that R is normal and for each x ∈ R+ there exists

y ∈ R+ such that xy = 0 and ℓ(x) ∩ ℓ(y) = {0}.
(22) Let R be a commutative ℓ-unital ℓ-reduced ℓ-ring and I be an ℓ-ideal

of R. Prove that
√
I is the smallest ℓ-semiprime ℓ-ideal containing I.
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(23) Let R be a commutative ℓ-unital ℓ-reduced normal ℓ-ring and I be a

proper ℓ-ideal of R. Prove that if any two ℓ-prime ℓ-ideals containing

I are comparable, then
√
I is ℓ-prime.

(24) Let A = R[x] be the totally ordered domain in which a polynomial is

positive if the coefficient of its lowest power is positive. Define

R = {(a, b) ∈ A×A | a− b ∈ xA}.

With respect to the coordinatewise operations and order, R is a com-

mutative unital ℓ-reduced f -ring. Prove that R is not normal.

(25) Let R be a commutative ℓ-semisimple ℓ-unital ℓ-ring. Prove that if I

is a minimal nonzero ℓ-ideal, then

I =
∩

{M ∈ Maxℓ(R) | I ⊆M}.

(26) Let R be a unital commutative ℓ-ring with squares positive. Prove that

if R has bounded inversion property, then R is an almost f -ring.

(27) Suppose that R is an ℓ-unital Archimedean ℓ-domain in which f(R) is

a totally ordered field and f(R)⊥ is a subring of R. Prove that each

maximal ideal of R is an ℓ-ideal if and only if for any 0 ̸= a ∈ f(R) and

b ∈ f(R)⊥, a+ b is a unit.

(28) Find a commutative ℓ-unital ℓ-ring with bounded inversion property

that contains a maximal ideal which is not an ℓ-ideal.

(29) Let R be an ℓ-ring and 0 ≤ e be an f -element. Prove that for any

x ∈ R, if |x| = |x|e, then x = xe.

(30) Prove that in Theorem 5.21, V (a) ⊆ K and V (a− 1) ∩K = ∅ for some

clopen set K.
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⊆,⊇ set inclusion

(,) proper set inclusion

a ∨ b least upper bound of {a, b}
a ∨≥ b least upper bound of {a, b} with respect to ≥
a ∧ b greatest lower bound of {a, b}
a ∧≥ b greatest lower bound of {a, b} with respect to ≥
a ≤ b, b ≥ a a is less than or equal to b

a < b, b > a a is strictly less than b

UA(B) set of upper bounds of B in A

LA(B) set of lower bounds of B in A

PA power set of a set A

∅ empty set

G+ positive cone

−G+ negative cone

∈ belongs to

∪ set union

∩ set intersection

Z ring of integers

Z+ set of positive integers

Q field of rational numbers

R totally ordered field of real numbers

C field of complex numbers

R× R direct product of two R
g+ positive part of g

g− negative part of g

|g| absolute value of g

CG(X) convex ℓ-subgroup generated by X in G

237



January 13, 2014 11:54 World Scientific Book - 9in x 6in l-ring

238 Algebraic Structure of Lattice-Ordered Rings

X⊥ polar of X

X⊥⊥ double polar of X

C(G) lattice of all convex ℓ-subgroups of G

⊕i∈ICi direct sum of convex ℓ-subgroups Ci

⊕i∈IVi direct sum of convex vector sublattices Vi
⊕i∈IRi direct sum of ℓ-rings Ri

G/N quotient ℓ-group

G ∼= H ℓ-isomorphic ℓ-groups

φ : G→ G/N projection

i =
√
−1 imaginary unit

Ker(φ) kernel of φ

R ∼= S ℓ-isomorphic ℓ-rings R and S

Mn(R) n× n matrix ring over an ℓ-ring R

Tn(R) n× n upper triangular matrix ring over an ℓ-ring R

eij standard matrix units

F [G] group (semigroup) ℓ-algebra

F [x] polynomial ring

d(R) set of positive d-elements of R

d(R) set of d-elements of R

f(R) set of all elements whose absolute value is an f -element of R

f(R) set of all f -elements of R

πk canonical epimorphism

⟨X⟩ ℓ-ideal generated by X

⟨a⟩ ℓ-ideal generated by a

I1 + · · ·+ In sum of ℓ-ideals

ℓ-N(R) ℓ-radical of an ℓ-ring R

ℓ-P (R) p-radical of an ℓ-ring R

i(A) i-ideal of an ℓ-algebra A

F [[x]] ring of formal power series

F ((x)) formal Laurent series field

G×G Cartesian product

F \ {0} the set of nonzero elements in F

F t[G] twisted group ℓ-algebra

|S| cardinality of a set S

Orth(R) orthomorphism of R

u(R) band generated by units in an ℓ-ring R

ab(R) set of almost bounded elements in an ℓ-ring R

∨xi sup of xi
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r(a) right ℓ-annihilator of a

ℓ(a) left ℓ-annihilator of a

f ′(x) derivative of f(x)

A \B different of sets A and B

R/I quotient ℓ-ring of R to an ℓ-ideal I

I0 set of element r in an f -ring such that Zr is bounded

Da inner derivation induced by a

(G,P ) partially ordered group G with positive cone P

(R,P ) partially ordered ring R with positive cone

[u, v] commutator uv − vu

δjk Kronecker delta

RR ℓ-ring R as right ℓ-module over R

EndR(aR, aR) ring of endmorphisms of right R-module aR

ℓx mapping by left multiplication of x

S(a, f) semigroup generated by a and f

i(x) set {a ∈ R | ax = xa = a} in an ℓ-ring R

dimFV dimension of vector space V over F

(i1i2 · · · in) n-cycle

Uf (R) set of upper bounds of f(R) in R

F [x;σ] skew polynomial ring

trf trace of a matrix f

det(a) determinant of a

gcd(a, b) greatest common divisor of a and b

Fn n-dimensional column space over F

coneF (K) the cone generated by a subset K over F

|v| the length of vector v in Rn

G⊕→H lexicographic order of two totally ordered groups

Maxℓ(R) space of maximal ℓ-ideals of an ℓ-ring R

Minℓ(R) space of minimal ℓ-prime ℓ-ideals of an ℓ-ring R

Max(R) space of maximal ideals of R

s(X) set of maximal ℓ-ideals not containing X ⊆ R

S(X) set of minimal ℓ-prime ℓ-ideals not containing X ⊆ R

h(X) set of maximal ℓ-ideals containing X ⊆ R

H(X) set of minimal ℓ-prime ℓ-ideals containing X ⊆ R

C(X) ring of real-valued continuous functions on X

∀ for all, for any

∃ there exists

A(K) intersection of lattice-prime ideals that contain a fixed point and are

associated with some maximal ℓ-ideal in K
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√
I intersection of all ℓ-prime ℓ-ideals containing ℓ-ideal I

a|b a divides b

(I : R) largest ℓ-ideal contained a left ℓ-ideal I of R

U(X) set of maximal ideals not containing X ⊆ R

V (X) set of maximal ideals containing X ⊆ R

OP set {a ∈ R | ℓ(a) ̸⊆ P}
m(I) set {a ∈ R | R = I + ℓ(a)}
⇒ implication
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absolute value, 8
algebraic over f(R), 146
almost f -ring, 31
almost bounded, 98
anti-isomorphism, 180
antilexicographic order, 24
Archimedean, 5
Archimedean ℓ-algebra, 21
Archimedean ℓ-ring, 21
Archimedean over F , 18
associated, 216

band, 97
basic element, 15
basis, 16, 208
bounded, 99
bounded inversion property, 99, 232
bounded subset, 1

cancellation law, 51
canonical ℓ-epimorphism, 28
Cayley-Hamilton equation, 165
centralizer, 107
chain, 1
classical left quotient ring, classical

right quotient ring, 123, 141
clean, 233
closed, 208
closure, 174
commutator, 100
compact, 174
comparable elements, 1

complete lattice, 2, 11

composition of positive derivations,
96

cone, 161

convex, 9

convex ℓ-subgroup generated by a set,
9

convex vector sublattice, 14

cover, 174

d-basis, 50

d-element, 25

d-ring, 25

dense, 131

derivation, 77

determinant, 154

differential polynomial rings, 212

dimension, 160

direct product of ℓ-rings, 21

direct sum of ℓ-groups, 11

direct sum of ℓ-rings, 21

direct sum of right ℓ-ideals, 105

direct sum of vector lattices, 19

direct summand, 225

directed, 5

disjoint elements, 8

distributive lattice, 2, 11

division-closed, 149

domain, 34

dominated, 216

double polar, 9
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edges, 162
entrywise order, 23
equivalent, 215
extension of a partial order, 1

f -element, 14, 25
f -module, 14
f -ring, 25
f -superunit, 126
finite cover, 174
finite order, 117
formal Laurent series field, 52
free R-module, 160
Frobenius’s Theorem, 176

greatest common divisor domain, 158

Hausdorff space, 213
homeomorphic, 208, 209
hull-kernel topology, 207

i-ideal, 41
induced derivation, 93
inf, 2
inner automorphism, 181
inner derivation, 78
invariant cones, 161
isomorphic ℓ-rings, 21

kernel, 21
Kronecker delta, 106

ℓ-algebra, 21
ℓ-annihilator ℓ-ideal, 133
ℓ-domain, 34
ℓ-field, 20
ℓ-group, 3
ℓ-homomorphism of ℓ-groups, 13
ℓ-homomorphism of ℓ-rings, 21
ℓ-ideal, 21
ℓ-ideal generated by a subset, 21
ℓ-isomorphic ℓ-groups, 13
ℓ-isomorphic right ℓ-ideals, 105
ℓ-isomorphism of ℓ-groups, 13
ℓ-isomorphism of ℓ-rings, 21
ℓ-module, 14

ℓ-module over R, 69
ℓ-prime ℓ-ideal, 34
ℓ-prime ℓ-ring, 34
ℓ-pseudoprime, 225
ℓ-reduced, 37
ℓ-ring, 20
ℓ-ring extension, 143
ℓ-semiprime, 47, 225
ℓ-semisimple, 213
ℓ-simple, 21
ℓ-unital, 20
lattice, 2
lattice order, 2
lattice-ordered algebra, 20
lattice-ordered division ring, 20
lattice-ordered field, 20
lattice-ordered ring, 20
lattice-prime ideal, 213
lattice-prime ideal associated with a

maximal ℓ-ideal, 213
least element, greatest element, 2
left annihilator, 88
left Ore domain, right Ore domain,

123, 141
left d-element, 25
left d-ring, 204
left ℓ-ideal, 21
lexicographic order, 24, 185
linearly independent, 160
local domain, 160

m-system, 35
matrix units, 105
minimal ℓ-prime ℓ-ideal, 39
minimal element, maximal element, 2
minimal left ℓ-ideal, 56
minimal polar, 15
modal ideal, 126
mode, 126
module basis, 160
multiplicative basis, 23
multiplicative basis over F+, 23
multiplicative closed, 35

n-cycle, 121
n-fier, 126
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negative part, 8
nilpotent ℓ-ideal, 33
nilpotent of index, 33
nontrivial P -invariant cone, 161
normal, 226

o-field, 20
o-group, 3
o-ring, 20
open cover, 174
order, 117
order extension, 153

P -invariant cone, 161
p-radical, 37
partial order, 1
partially ordered group, 3
partially ordered ring, 20
partially ordered set, 1
polar, 9
polynomial constraints, 135
positive cone, 3
positive derivation, 77
positive element, 3
positive linear combination, 22
positive orthomorphism, 83
positive part, 8
positive twisting function, 58
prime, 232
principle ℓ-ideal, 225
projection, 13
projective, 160
proper ℓ-ideal, 34
pseudoprime, 232
pure ℓ-ideal, 222

quasi d-ring, 74
quotient ℓ-group, 13

rank, 160
real closed, 66
reduced, 37
regular, 202
regular division-closed, 202
Rieze space, 14
right annihilator, 88

right d-element, 25
right ℓ-ideal, 21
ring of formal power series, 51

semiprime, 232
simple, 159
skew polynomial ring, 146
squares positive, 25
standard matrix units, 23, 106
strictly positive element, 3
strong regular ring, 84
strong unit, 41
subcover, 174
subdirect product of ℓ-rings, 27
subdirectly irreducible, 28
sublattice, 2
summand, 73
sup, 2

topological space, 208
total order, 1
totally ordered division ring, 20
totally ordered field, 14, 20
totally ordered ring, 20
totally ordered set, 1
trivial derivation, 77
twisted group ℓ-algebra of G over F ,

59

unique factorization domain,
principle idea domain, 170

unit, 22, 232
unital, 20
upper bound, lower bound, 1
upper triangular matrix, 51

van Neumann regular ring, 84
vector lattice, 14

weak unit, 139

zero-dimensional, 233
Zorn’s lemma, 3
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