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Foreword

The success of a conference has to be evaluated by the quality of the scientific
presentations and the ability of the organizers to publish the proceedings. If this is
the yardstick used, I reckon the International Conference on Combinatorial Matrix
Theory and Generalized Inverses of Matrices makes the grade easily.

I congratulate the Department of Statistics, Manipal University, on the successful
conduct of the conference and the publication of the proceedings.

Dr. H. Vinod BhatManipal, India
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Preface

The International Workshop and Conference on Combinatorial Matrix Theory and
Generalized Inverses of Matrices-2012 was organized by the Department of Statis-
tics, Manipal University, Manipal, India. There were more than 100 registered par-
ticipants for both of the workshop and conference and 22 invited speakers repre-
senting 12 nations across the globe. Two-day conference consisted of four plenary
sessions. Invited papers and contributed papers were presented in three parallel ses-
sions dedicated, respectively, to the branches of “Combinatorial Matrix Theory,”
“Generalized Inverse of Matrices,” and “Matrix Methods for Statistics.” The inter-
national workshop and conference on CMTGIM provided a delightful and fruitful
opportunity for all Indian and foreign mathematicians and statisticians at all levels
of experience to interact in person and exchange ideas.

“Combinatorial Matrix Theory and Generalized Inverses of Matrices” is being
published in an attempt to document the recent developments in the areas discussed
at the conference. This book contains about 18 research and expository articles from
different speakers and their collaborators. Only the selected articles, after the refer-
eeing process, were retained for the inclusion in this volume. A report on the work-
shop and conference is presented as an appendix, covering narrative photographs
and messages from the Pro Vice-Chancellor, Joint Secretary, CSIR, and the Direc-
tor General, CSO.

Ravindra B. Bapat
Steve Kirkland

K. Manjunatha Prasad
Simo Puntanen

New Delhi, India
Maynooth, Ireland
Manipal, India
Tampere, Finland
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Skew Spectrum of the Cartesian Product
of an Oriented Graph with an Oriented
Hypercube

A. Anuradha and R. Balakrishnan

Abstract Let σ be an orientation of a simple graph H yielding an oriented graph
Hσ . We define an orientation ψ to the Cartesian product G = H � Qd of H with
the hypercube Qd by orienting the edges of G in a specific way. The skew adja-
cency matrices S(Gψ) obtained in this way for some special families of G answer
some special cases of the Inverse Eigenvalue Problem. Further we present a new
orientation φ to the hypercube Qd for which the skew energy equals the energy of
the underlying hypercube, distinct from the two orientations of hypercubes defined
by Tian (Linear Algebra Appl. 435:2140–2149, 2011) and show how one of the two
orientations of Qd described by Tian is a special case of our method.

Keywords Oriented graph · Oriented hypercubes · Spectrum of graph · Skew
spectrum

Mathematics Subject Classification (2010) 05C50

1 Introduction

Let G = (V ,E) be a finite simple undirected graph of order n with V =
{v1, v2, . . . , vn} as its vertex set and E as its edge set. Let σ be any orientation
of the edge set E yielding the oriented graph Gσ = (V ,Γ ), where Γ is the arc
set of Gσ . The arc (vi, vj ) ∈ Γ denotes the arc having head vj and tail vi . The ad-
jacency matrix of G is the n × n matrix A = (aij ), where aij = 1 if (vi, vj ) ∈ E

and aij = 0 otherwise. As the matrix A is real and symmetric, all its eigenvalues
are real. The skew adjacency matrix of the oriented graph Gσ is the n × n matrix
S(Gσ ) = (sij ), where sij = 1 = −sji whenever (vi, vj ) ∈ Γ (Gσ ) and sij = 0 other-
wise. Clearly, S(Gσ ) is a skew symmetric matrix, and hence its eigenvalues are all

A. Anuradha (B) · R. Balakrishnan
Department of Mathematics, Bharathidasan University, Tiruchirappalli 620 024, India
e-mail: radha.anu.am@gmail.com

R. Balakrishnan
e-mail: mathbala@sify.com

R.B. Bapat et al. (eds.), Combinatorial Matrix Theory and Generalized
Inverses of Matrices, DOI 10.1007/978-81-322-1053-5_1, © Springer India 2013
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2 A. Anuradha and R. Balakrishnan

Fig. 1 Cartesian product of
two graphs

pure imaginary. The spectrum of G, denoted by Sp(G), is the set of all eigenvalues
of A. In a similar manner, the skew spectrum of the oriented graph Gσ is defined
as the spectrum of the matrix S(Gσ ). For further properties on skew spectrum of
oriented graphs, the reader may refer to Adiga [1] and Cavers [4].

The Cartesian product G = G1 � G2 of two graphs G1 = (V1,E1) and G2 =
(V2,E2) has V (G) = V (G1) × V (G2) as its vertex set, and two vertices (u1, u2)

and (v1, v2) of G are adjacent if and only if either u1 = v1 and u2v2 ∈ E2 or u2 = v2
and u1v1 ∈ E1 (see Fig. 1).

2 Cartesian Product of Oriented Graphs with Hypercubes

In this section, we define an orientation of the Cartesian product of a graph H with
a hypercube and compute its skew spectrum.

Suppose that Hσ is an oriented graph of order n with H as its underlying graph.
For d ≥ 1, let Gd = H �Qd � Qd �H , where Qd = K2 �K2 � · · ·�K2 (d times),
be the Cartesian product of the undirected graph H with the hypercube Qd of di-
mension d . We now construct an oriented Cartesian product graph G

ψ
d with orien-

tation ψ defined by the following algorithm.

Algorithm 1 The Cartesian product graph Gd = Qd � H = K2 � (Qd−1 � H) =
K2 � Gd−1 contains two copies of Gd−1. Set G

ψ

0 � Hσ .

1. For k < d , assume that Gi has been oriented to G
ψ
i , i = 1,2, . . . , k. The oriented

graph G
ψ

k+1 is formed as follows:

(a) Take two copies of G
ψ
k . Assume that the vertex set of the first copy is

{1,2, . . . , n · 2k} and the corresponding vertex set of the second copy is
{n · 2k + 1, n · 2k + 2, . . . , n · 2k+1}.

(b) Extend ψ to Gk+1 by assigning an oriented arc j → n · 2k + j for 1 ≤ j ≤
n · 2k (see Fig. 2).

2. If k + 1 = d , stop; else k ← k + 1, return to Step 1.

If Hσ � P σ
3 , an oriented path on three vertices (see Fig. 3(a)), the oriented graph

G
ψ

2 is given in Fig. 3. For d ≥ 1, let Sd be the skew adjacency matrix of the Cartesian
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Fig. 2 Construction of G
ψ

k+1

from two copies of G
ψ
k in

Algorithm 1

Fig. 3 Oriented graph
G

ψ

2 = (P3 � Q2)
ψ obtained

by Algorithm 1

product graph G
ψ
d oriented as in Algorithm 1. Then the skew adjacency matrix Sd+1

for the oriented graph G
ψ

d+1 is given by

Sd+1 =
[

Sd I

−I Sd

]
,

where I is the identity matrix of order 2d .

Theorem 1 For d ≥ 1, the skew spectrum of the oriented graph G
ψ

d+1, oriented by
Algorithm 1, is

SpS

(
G

ψ

d+1

) = {
i(μ ± 1): iμ ∈ SpS

(
G

ψ
d

)}
.

Proof Given d ≥ 1, consider Ad = St
dSd , where Sd is the skew adjacency matrix of

G
ψ
d , and At denotes the transpose of the matrix A. If iμ is an eigenvalue of the skew

symmetric matrix Sd , then μ2 is an eigenvalue of the symmetric matrix Ad . Let Xd

be an eigenvector corresponding to the eigenvalue μ2 of the matrix Ad . Then

AdXd = μ2Xd. (1)

Suppose that

SdXd = Yd. (2)

Then since Sd is skew symmetric,
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SdYd = Sd(SdXd) = −(−Sd)(SdXd)

= −(
St

dSd

)
Xd = −AdXd

= −μ2Xd. (3)

Further, by Eqs. (3) and (2),

AdYd = (
St

dSd

)
Yd = −μ2St

dXd = μ2(SdXd)

= μ2Yd. (4)

Consequently,

Ad+1 = St
d+1Sd+1

=
[

Sd I

−I Sd

]t [
Sd I

−I Sd

]

=
[
St

d −I

I St
d

][
Sd I

−I Sd

]

=
[

St
dSd + I St

d − Sd

Sd − St
d I + St

dSd

]

=
[
Ad + I −2Sd

2Sd Ad + I

]
, since St

d = −Sd.

Hence,

Ad+1

[
Yd

μXd

]
=

[
Ad + I −2Sd

2Sd Ad + I

][
Yd

μXd

]

=
[

(Ad + I )Yd − 2μSdXd

2SdYd + μ(Ad + I )Xd

]
,

=
[

(μ2 + 1)Yd − 2μYd

−2μ2Xd + μ(μ2 + 1)Xd

]
by Eqs. (1)–(4)

=
[

(μ − 1)2Yd

μ(μ − 1)2Xd

]

= (μ − 1)2
[

Yd

μXd

]
,

which shows that (μ − 1)2 is an eigenvalue of Ad+1 with the corresponding eigen-
vector

[ Yd

μXd

]
. Similarly, (μ + 1)2 is an eigenvalue of Ad+1 corresponding to the

eigenvector
[ −Yd

μXd

]
.

Hence, for each eigenvalue iμ of Sd , there are two eigenvalues i(μ + 1) and
i(μ− 1) for the matrix Sd+1, each with the same multiplicity as that of μ of Sd , and
this accounts for all the eigenvalues of G

ψ

d+1. �
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Lemma 1 (Balakrishnan [2]) Let Sp(G1) = {λ1, . . . , λn} and Sp(G2) = {μ1, . . . ,μt }
be respectively the adjacency spectra of two graphs G1 of order n and G2 of order t .
Then

Sp(G1 � G2) = {λi + μj : 1 ≤ i ≤ n, 1 ≤ j ≤ t}.

Corollary 1 Suppose that σ is an orientation of a bipartite graph H for which
SpS(Hσ ) = i Sp(H). Then, for each d ≥ 1, the oriented Cartesian product graph

G
ψ
d = (H � Qd)ψ has the property that

SpS

(
G

ψ
d

) = i Sp(Gd).

Proof For d ≥ 1, the oriented Cartesian product graph G
ψ

d+1 is isomorphic to (Gd �
K2)

ψ . Applying Theorem 1 and Lemma 1, the proof follows by induction on d . �

Corollary 2 (Tian [8]) Consider the orientation σ for a complete graph K2,
V (K2) = {v1, v2} that orients v1 → v2. Then for Hσ � Kσ

2 , the oriented Carte-

sian product graph G
ψ
d = (H � Qd)ψ , d ≥ 1, constructed by Algorithm 1, has the

property that

SpS

(
G

ψ
d

) = i Sp(Gd).

Proof Proof is immediate from Corollary 1. �

It is easy to verify that when Hσ � Kσ
2 , the oriented graph G

ψ
d = (H � Qd)ψ �

Q
ψ

d+1 is one of the oriented hypercubes constructed by G.-X. Tian [8, Algorithm 2]

for which SpS(G
ψ
d ) = i Sp(Gd).

Theorem 2 Let SpS(Hσ ) = ( iμ1 iμ2 ... iμp

m1 m2 ... mp

)
, where mj , 1 ≤ j ≤ p, be the multiplic-

ity of iμj . Then the skew spectrum of the oriented graph G
ψ
d = (H � Qd)ψ defined

by Algorithm 1 is given by

SpS

(
G

ψ
d

) =
(

i(μj + d) i(μj + d − 2) . . . i(μj + d − 2d)(
d
0

)
mj

(
d
1

)
mj . . .

(
d
d

)
mj

)
,

j = 1,2, . . . , p.

Proof By induction on d . The case d = 1 is a consequence of Theorem 1. Indeed,
for each j = 1,2, . . . , p, both i(μj +1) and i(μj −1) are repeated

(1
0

)
mj and

(1
1

)
mj

times, respectively, and this accounts for 2mj eigenvalues of G
ψ

1 . Assume that the

result holds for d − 1, d ≥ 2. The skew spectrum of the oriented graph G
ψ

d−1 is
then given by
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SpS

(
G

ψ

d−1

)

=
(

i(μj + d − 1) i(μj + (d − 1) − 2) . . . i(μj + (d − 1) − 2(d − 1))(
d−1

0

)
mj

(
d−1

1

)
mj . . .

(
d−1
d−1

)
mj

)
,

where j = 1,2, . . . , p.
As G

ψ
d = (Gd−1 �K2)

ψ , the eigenvalue i(μj + d − 1) of G
ψ

d−1 gives rise, again

by Theorem 1, to the eigenvalue i(μj + (d − 1) + 1) = i(μj + d) of G
ψ
d repeated(

d−1
0

)
mj = (

d
0

)
mj times. Further, i(μj + (d − 1) − 1) also gets repeated

(
d−1

0

)
mj

times while the eigenvalue i(μj + (d − 1) − 2) of G
ψ

d−1 gives rise to the eigenvalue

i(μj + (d −1)−1) repeated
(
d−1

1

)
mj times. Thus, i(μj +d −2) is an eigenvalue of

G
ψ
d with multiplicity

(
d−1

0

)
mj + (

d−1
1

)
mj = (

d
1

)
mj . The computation of the general

term is now clear, and the proof is complete. �

Note that as
(
d
0

)+(
d
1

)+· · ·+(
d
d

) = 2d , all the 2d(m1 +m2 +· · ·+mp) eigenvalues

of the oriented graph G
ψ
d have been accounted for in the statement of Theorem 2.

Definition 1 Suppose that Gσ is an oriented graph with skew spectrum SpS(Gσ ) =( iμ1 iμ2 ... iμp

m1 m2 ... mp

)
. Then Gσ is said to be skew integral if each μj , 1 ≤ j ≤ p, is an

integer.

The following corollary constructs many skew integral oriented graphs from a
given skew integral oriented graph.

Corollary 3 Let Hσ be a skew integral oriented graph. Then for each d = 1,2, . . . ,
the oriented Cartesian product graph G

ψ
d = (H � Qd)ψ obtained by applying Al-

gorithm 1 to Hσ is also skew integral.

Proof Proof is immediate from Theorem 2. �

3 Structured Inverse Eigenvalue Problem (SIEP)

Given a certain spectral data, the objective of a Structured Inverse Eigenvalue Prob-
lem (SIEP) is to construct a matrix that maintains a certain specific structure and the
given spectral property (see Chu [5]). Structured Inverse Eigenvalue Problems arise
in a wide variety of fields: control design, system identification, principal component
analysis, exploration and remote sensing, geophysics, molecular spectroscopy, par-
ticle physics, structure analysis, circuit theory, mechanical system simulation, and
so on [5]. For further study on inverse eigenvalue problems, the reader may refer to
the survey papers by Byrnes [3] and Chu [5]. The SIEP is defined as follows:

Structured Inverse Eigenvalue Problem (SIEP) Given scalars λ1, λ2, . . . , λn in
a field F, find a specially structured matrix A such that {λ1, λ2, . . . , λn} forms the
set of eigenvalues of A.
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Fig. 4 Oriented graph Hσ

In this section we construct skew symmetric matrices that solve the SIEP for
some interesting special sets of complex numbers.

Theorem 3 Let Hσ be the oriented graph given in Fig. 4. Let G = {Gψ
d : d =

1,2, . . .} be the family of oriented graphs obtained by applying Algorithm 1 to Hσ .
Then the oriented graph G

ψ
d = (H � Qd)ψ , d = 0,1,2, . . . , of order nd = 6 · 2d is

skew integral.

Proof We first prove that the oriented graph G
ψ

0 = Hσ given in Fig. 4 is skew
integral. The skew adjacency matrix of Hσ is

S
(
Hσ

) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 0 0 1 1
−1 0 1 1 0 0
0 −1 0 1 0 1
0 −1 −1 0 1 0

−1 0 0 −1 0 1
−1 0 −1 0 −1 0

⎤
⎥⎥⎥⎥⎥⎥⎦

.

Consider the symmetric matrix A = S(Hσ )tS(Hσ ),

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

3 0 0 0 1 −1
0 3 1 −1 0 0
0 1 3 1 0 0
0 −1 1 3 0 0
1 0 0 0 3 1

−1 0 0 0 1 3

⎤
⎥⎥⎥⎥⎥⎥⎦

.

Direct computations show that 1 is an eigenvalue of A with eigenvectors [0 1 −1 1
0 0]t and [1 0 0 0 −1 1]t , and 4 is an eigenvalue of A with eigenvectors
[−1 0 0 0 0 1 ]t , [1 0 0 0 1 0 ]t , [0 −1 0 1 0 0 ]t , and [0 1 1 0 0 0 ]t . Thus, the skew
spectrum of the matrix S(Hσ ) is given by

SpS

(
Hσ

) =
(

2i i −i −2i
2 1 1 2

)
.

As Hσ is skew integral, Theorem 2 shows that G
ψ
d = (H � Qd)ψ is also skew

integral. �
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Fig. 5 Cycle C4 with two
different orientations

Theorem 4 Given a positive integer k ≥ 3, there exists a skew symmetric matrix A

such that the set {0,±i,±2i, . . . ,±ki} forms the set of all distinct eigenvalues of A.

Proof Proof follows from Theorem 3. Given k ≥ 3, the skew adjacency matrix of
the oriented graph G

ψ

k−2 = (H � Qk−2)
ψ constructed by Algorithm 1, where H

is the underlying graph of the oriented graph Hσ given in Fig. 4, is the required
matrix. �

Recall that a cycle in an oriented graph Gσ need not necessarily be a directed
cycle. An even cycle C of Gσ is said to be evenly oriented (respectively oddly
oriented) if the number of arcs of C in each direction is even (respectively odd) (see
Hou [7]). See Fig. 5.

From Adiga [1] we know that the skew adjacency matrices of both the evenly
oriented cycles Cσ

4 have the same skew spectrum, namely,

SpS

(
Cσ

4

) =
(

2i 0 −2i
1 2 1

)
.

Applying Algorithm 1 to an evenly oriented cycle Cσ
4 , we can construct oriented

graphs G
ψ
d = (C4 � Qd)ψ , d = 1,2, . . . , with the following special property:

Theorem 5 For any d ∈ N, there exists a skew symmetric matrix A for which the
set {±di,±(d − 2)i,±(d − 4)i, . . . ,±(d − k)i}, where k = d or d − 1 according as
d is even or odd, forms the set of all distinct eigenvalues of A.

Proof The proof is a consequence of the fact that the numbers given in the statement
of the theorem constitute the set of eigenvalues of the skew adjacency matrix of the
oriented graph G

ψ

d−2 = (C4 � Qd−2)
ψ , where Cσ

4 is an evenly oriented 4-cycle. �

4 Orientation of Hypercubes

The skew energy ES(Gσ ) of an oriented graph Gσ was defined by Adiga et al. [1]
as the sum of the absolute values of the eigenvalues of its skew adjacency matrix
S(Gσ ). This was a generalization of the concept of graph energy defined by Ivan
Gutman for undirected graphs. Recall that the energy of a graph is the sum of the
absolute values of its eigenvalues (see Gutman [6]). The reader may refer to [1] for
the basic properties of skew energy of an oriented graph.
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Fig. 6 Orientation ψ of
hypercubes Q1, Q2, Q3, and
Q4 as defined in Algorithm 2

Tian [8] has constructed two nonisomorphic orientations of the hypercube Qd

such that the first orientation yields the maximum possible skew energy among all
d-regular graphs of order 2d , namely, 2d

√
d (see Adiga [1]), while in the second ori-

entation, the skew energy equals the energy of the underlying undirected hypercube.
We now give a new orientation φ to the edge set of Qd using the following algorithm
and show that for the resulting oriented hypercube Q

φ
d , ES(Q

φ
d ) = E (Qd).

Algorithm 2 The hypercube Qd,d ≥ 2 can be constructed by taking two copies
of Qd−1 and making the corresponding vertices in the two copies adjacent. Let
V (Qd) = {1,2, . . . ,2d} be the vertex set of Qd .

1. For the hypercube Q1 = K2, set (2,1) ∈ Γ (Q
φ
1 ).

2. Assume that for i = 1,2, . . . , k (< d), Qi has been oriented to Q
φ
i . For i = k+1,

the digraph Q
φ
k+1 is formed as follows:

(a) Take two copies of Q
φ
k . Reverse the orientation of all the arcs in the second

copy. Assume that the vertex set of the first copy is {1,2, . . . ,2k} and the
corresponding vertex set of the second copy is {2k + 1,2k + 2, . . . ,2k+1}.

(b) Let {j1, j2, . . . , j2k−1}, {j2k−1+1, j2k−1+2, . . . , j2k } be a bipartition of {1,2,

. . . ,2k} in the first copy. Also let {j2k+1, j2k+2, . . . , j2k+2k−1}, {j2k+2k−1+1,

j2k+2k−1+2, . . . , j2k+1} be the corresponding bipartition of {2k + 1,2k +
2, . . . ,2k+1} in the second copy. Extend φ to Qk+1 by assigning the orien-
tations jr → j2k+r for 1 ≤ r ≤ 2k−1 and j2k+r → jr for 2k−1 + 1 ≤ r ≤ 2k

(see Fig. 6).
3. If k + 1 = d , stop; else take k ← k + 1, return to Step 2.
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Fig. 7 (a)–(b) Two
nonisomorphic orientations of
Q3 constructed by Tian [8].
(c) Oriented hypercube Q

φ
3

defined in Algorithm 2

In the orientation defined by our Algorithm 2, for every vertex u ∈ V (Qd),
|deg+(u) − deg−(u)| 	= d . However, in both the orientations defined by Tian [8],
there is at least one vertex v ∈ V (Qd) such that |deg+(v) − deg−(v)| = d (see
Fig. 7), and hence both of these oriented hypercubes are non-Hamiltonian. The fol-
lowing result shows that the oriented hypercube Q

φ
d , d ≥ 2, defined by our Algo-

rithm 2 is Hamiltonian and hence is nonisomorphic to the two oriented hypercubes
defined in [8].

Observation 1 Algorithm 2 yields a directed Hamilton circuit in Q
φ
d .

Proof Proof is by induction on d . Clearly, Q
φ
2 is a directed circuit (see Fig. 6).

Assume that Q
φ
i contains a directed Hamilton circuit for all i ≤ k. Consider the

hypercube Q
φ
k+1. By Algorithm 2, Q

φ
k+1 contains two copies of Q

φ
k where the ori-

entation of all the arcs is reversed in the second copy. Denote the second copy by

Q
φ′
k . By induction hypothesis, the hypercubes Q

φ
k and Q

φ′
k both contain directed

Hamilton circuits C and C′, respectively, each of length 2k . By the construction
defined in Algorithm 2, there exist at least an arc (u, v) in C and an arc (v′, u′) in
C′ such that (u,u′) and (v′, v) are arcs in Q

φ
k+1. Then the directed Hamilton paths

(v, . . . , u) in C, (u′, . . . , v′) in C′, together with the arcs (u,u′) and (v′, v), form a
directed Hamilton circuit in Q

φ
k+1. �

5 The Skew Energy of the Oriented Hypercube Q
φ
d

The skew adjacency matrix of Q
φ
d , as defined by Algorithm 2 is
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S
(
Q

φ
d

) =
(

S(Q
φ
d−1) Bd−1

−Bd−1 −S(Q
φ
d−1)

)
, where

Bd−1 = diag(b1,2d−1+1, b2,2d−1+2, . . . , b2d−1,2d ),

where for 1 ≤ k ≤ 2d−1,

bk,2d−1+k =
{

1 if (k,2d−1 + k) ∈ Γ (Q
φ
d ),

−1 if (2d−1 + k, k) ∈ Γ (Q
φ
d ).

Theorem 6 The skew energy of the hypercube Q
φ
d defined in Algorithm 2 is the

same as the energy of the underlying hypercube Qd .

Proof Proof by induction on d . If d = 1, the skew adjacency matrix of Q
φ
1 defined

in Algorithm 2 is given by S(Q
φ
1 ) = [ 0 −1

1 0

]
. Then for the orthogonal matrices U1 =[ 1 0

0 −1

]
and V1 = [ −1 0

0 −1

]
, it is easy to verify that

U1S
(
Q

φ
1

)
V1 =

[
1 0
0 −1

][
0 −1
1 0

][−1 0
0 −1

]
=

[
0 1
1 0

]
= A(Q1),

where A(Q1) is the adjacency matrix of the underlying graph Q1 = K2.
If d = 2, for the orthogonal matrices U2 = diag(1,−1,1,−1) and V2 =

diag(−1,−1,1,1), U2S(Q
φ
2 )V2 = A(Q2). The singular values of a real matrix are

invariant under multiplication by an orthogonal matrix. Hence, if λ is any eigen-
value of A(Q2), then iλ is an eigenvalue of the skew symmetric matrix S(Q

φ
2 ).

Thus, SpS(Q
φ
2 ) = i Sp(Q2), and the skew energy of the hypercube Q

φ
2 defined by

means of Algorithm 2 is the same as that of the underlying hypercube Q2.
We now apply induction on d . Assume that there exist two diagonal matrices

Uk, Vk with each diagonal element being either 1 or −1 such that UkS(Q
φ
k )Vk =

A(Qk) for k ≤ d − 1. Then SpS(Q
φ
k ) = i Sp(Qk) and ES(Q

φ
k ) = E (Qk) for k ≤

d − 1. The skew adjacency matrix of Q
φ
k+1 is

S
(
Q

φ
k+1

) =
[

S(Q
φ
k ) Bk

−Bk −S(Q
φ
k )

]
,

where Bk = diag(b1,2k+1, b2,2k+2, . . . , b2k,2k+1) is defined by

bl,2k+l =
{

1 if (l,2k + l) ∈ Γ (Q
φ
k ),

−1 if (2k + l, l) ∈ Γ (Q
φ
k+1), 1 ≤ l ≤ 2k .

Let Uk+1 = [ Uk 0
0 Uk

]
and Vk+1 = [ Vk 0

0 −Vk

]
, where 0 denotes the zero matrix of order

2k . Let A(Qk) be the adjacency matrix of Qk . Now consider the product

Uk+1S
(
Q

φ
k+1

)
Vk+1 =

[
Uk 0
0 Uk

][
S(Q

φ
k ) Bk

−Bk −S(Q
φ
k )

][
Vk 0
0 −Vk

]
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=
[

UkS(Q
φ
k )Vk −UkBkVk

−UkBkVk UkS(Q
φ
k )Vk

]

=
[

A(Qk) −UkBkVk

−UkBkVk A(Qk)

]
,

by induction hypothesis. By construction of the diagonal matrices Bk,Uk,Vk , it is
easy to verify that −UkBkVk = Ik , the identity matrix of order k. (For example,
U2 = diag(1,−1,1,−1),B2 = diag(1,−1,−1,1), and V2 = diag(−1,−1,1,1).)
Therefore,

Uk+1S
(
Q

φ
k+1

)
Vk+1 =

[
A(Qk) Ik

Ik A(Qk)

]
= A(Qk+1),

and hence, ES(Q
φ
k+1) = E (Qk+1). �
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Abstract In these expository notes we present a unified approach to explicit block
diagonalization of the commutant of the symmetric group action on the Boolean
algebra and of the nonbinary and q-analogs of this commutant.
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1 Introduction

We present a unified approach to explicit block diagonalization in three classical
cases: the commutant of the symmetric group action on the Boolean algebra and the
nonbinary and q-analogs of this commutant.

Let B(n) denote the set of all subsets of [n] = {1,2, . . . , n}, and, for a prime
power q , let B(q,n) denote the set of all subspaces of an n-dimensional vec-
tor space over the finite field Fq . Let p ≥ 2, and let A(p) denote the alpha-
bet {L0,L1, . . . ,Lp−1} with p letters. Define Bp(n) = {(a1, . . . , an) : ai ∈ A(p)

for all i}, the set of all n-tuples of elements of A(p) (we use {L0, . . . ,Lp−1} rather
than {0, . . . , p − 1} as the alphabet for later convenience and do not want to confuse
the letter 0 with the vector 0).

Let Sn denote the symmetric group on n letters, and let Sp(n) denote the wreath
product Sp−1 ∼ Sn. The natural actions of Sn on B(n), Sp(n) on Bp(n) (per-
mute the n coordinates followed by independently permuting the nonzero letters
{L1, . . . ,Lp−1} at each of the n coordinates), and GL(n,Fq) on B(q,n) have been
classical objects of study. Recently, the problem of explicitly block diagonalizing
the commutants of these actions has been extensively studied. In these expository
notes we revisit these three results. Our main sources are the papers by Schrijver
[17], Gijswijt, Schrijver and Tanaka [9], and Terwilliger [22].
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We emphasize that there are several other classical and recent references offering
an alternative approach and different perspective on the topic of this paper. We men-
tion Bachoc [2], Silberstein, Scarabotti and Tolli [3], Delsarte [4, 5], Dunkl [6, 7],
Go [10], Eisfeld [8], Marco-Parcet [12–14], Tarnanen, Aaltonen and Goethals [21],
and Vallentin [23].

In Sect. 2, we recall (without proof) a result of Terwilliger [22] on the singular
values of the up operator on subspaces. In Srinivasan [18], the q = 1 case of this
result, together with binomial inversion, was used to derive Schrijver’s [17] explicit
block diagonalization of the commutant of the Sn action on B(n). In Sect. 3 we
show that the general case of Terwilliger’s result, together with q-binomial inver-
sion, yields the explicit block diagonalization of the commutant of the GL(n,Fq)

action on B(q,n). In Sect. 4 we define the concept of upper Boolean decomposition
and use it to reduce the explicit block diagonalization of the commutant of the Sp(n)

action on Bp(n) to the binary case, i.e., the commutant of the Sn action on B(n).
The overall pattern of our proof is the same as in Gijswijt, Schrijver and Tanaka [9],
but the concept of upper Boolean decomposition adds useful additional insight to
the reduction from the nonbinary to the binary case.

Part of these notes was presented at the International Conference on Combinato-
rial Matrix Theory and Generalized Inverses of Matrices, held at Manipal Univer-
sity, Manipal, India during 10–11 January 2012. I thank the organizers, in particular
Professors R.B. Bapat and K. Manjunatha Prasad, for their invitation to lecture in
the conference.

2 Singular Values

All undefined poset terminology is from Stanley [20]. Let P be a finite graded poset
with rank function r : P → N = {0,1,2, . . .}. The rank of P is r(P ) = max{r(x) :
x ∈ P }, and, for i = 0,1, . . . , r(P ), Pi denotes the set of elements of P of rank i.
For a subset S ⊆ P , we set rankset(S) = {r(x) : x ∈ S}.

For a finite set S, let V (S) denote the complex vector space with S as basis.
Let P be a graded poset with n = r(P ). Then we have V (P ) = V (P0) ⊕ V (P1) ⊕
· · · ⊕ V (Pn) (vector space direct sum). An element v ∈ V (P ) is homogeneous if
v ∈ V (Pi) for some i, and if v �= 0, we extend the notion of rank to nonzero homo-
geneous elements by writing r(v) = i. Given an element v ∈ V (P ), we write

v = v0 + · · · + vn, vi ∈ V (Pi), 0 ≤ i ≤ n.

We refer to the vi as the homogeneous components of v. A subspace W ⊆ V (P ) is
homogeneous if it contains the homogeneous components of each of its elements.
For a homogeneous subspace W ⊆ V (P ), we set

rankset(W) = {
r(v) : v is a nonzero homogeneous element of W

}
.

The up operator U : V (P ) → V (P ) is defined, for x ∈ P , by U(x) = ∑
y y,

where the sum is over all y covering x. Similarly, the down operator D : V (P ) →
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V (P ) is defined, for x ∈ P , by D(x) = ∑
y y, where the sum is over all y covered

by x.
Let 〈, 〉 denote the standard inner product on V (P ), i.e., 〈x, y〉 = δ(x, y) (Kro-

necker delta) for x, y ∈ P . The length
√〈v, v〉 of v ∈ V (P ) is denoted ‖v‖. In this

paper we study three graded posets. The Boolean algebra is the rank-n graded poset
obtained by partially ordering B(n) by inclusion. The rank of a subset is given by
cardinality. The q-analog of the Boolean algebra is the rank-n graded poset ob-
tained by partially ordering B(q,n) by inclusion. The rank of a subspace is given
by dimension. We recall that, for 0 ≤ k ≤ n, the q-binomial coefficient

(
n

k

)

q

= (1)q(2)q · · · (n)q

(1)q · · · (k)q(1)q · · · (n − k)q
,

where (i)q = 1 + q + q2 + · · · + qi−1, denotes the cardinality of B(q,n)k .
Given a = (a1, . . . , an) ∈ Bp(n), define the support of a by S(a) = {i ∈

{1, . . . , n} : ai �= L0}. For b = (b1, . . . , bn) ∈ Bp(n), define a ≤ b if S(a) ⊆ S(b)

and ai = bi for all i ∈ S(a). It is easy to see that this makes Bp(n) into a rank-n
graded poset with rank of a given by |S(a)|. We call Bp(n) the nonbinary analog of
the Boolean algebra B(n). Clearly, when p = 2, Bp(n) is order isomorphic to B(n).

We give V (B(n)), V (Bp(n)), and V (B(q,n)), the standard inner products. We
use U to denote the up operator on all three of the posets V (B(n)), V (Bp(n)), and
V (B(q,n)) and do not indicate the rank n (as in Un, say) in the notation for U . The
meaning of the symbol U is always clear from the context.

Let P be a graded poset. A graded Jordan chain in V (P ) is a sequence

s = (v1, . . . , vh) (1)

of nonzero homogeneous elements of V (P ) such that U(vi−1) = vi for i = 2, . . . , h

and U(vh) = 0 (note that the elements of this sequence are linearly independent,
being nonzero, and of different ranks). We say that s starts at rank r(v1) and ends
at rank r(vh). A graded Jordan basis of V (P ) is a basis of V (P ) consisting of a
disjoint union of graded Jordan chains in V (P ).

The graded Jordan chain (1) is said to be a symmetric Jordan chain (SJC) if the
sum of the starting and ending ranks of s equals r(P ), i.e., r(v1) + r(vh) = r(P )

if h ≥ 2 or 2r(v1) = r(P ) if h = 1. A symmetric Jordan basis (SJB) of V (P ) is a
basis of V (P ) consisting of a disjoint union of symmetric Jordan chains in V (P ).

The graded Jordan chain (1) is said to be a semisymmetric Jordan chain (SSJC)
if the sum of the starting and ending ranks of s is ≥ r(P ). A semisymmetric Jor-
dan basis (SSJB) of V (P ) is a basis of V (P ) consisting of a disjoint union of
semisymmetric Jordan chains in V (P ). An SSJB is said to be rank complete if
it contains graded Jordan chains starting at rank i and ending at rank j for all
0 ≤ i ≤ j ≤ r(P ), i + j ≥ r(P ).

Suppose that we have an orthogonal graded Jordan basis O of V (P ). Normalize
the vectors in O to get an orthonormal basis O ′. Let (v1, . . . , vh) be a graded Jordan
chain in O . Put v′

u = vu‖vu‖ and αu = ‖vu+1‖
‖vu‖ ,1 ≤ u ≤ h (we take v′

0 = v′
h+1 = 0). We

have, for 1 ≤ u ≤ h,
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U
(
v′
u

) = U(vu)

‖vu‖ = vu+1

‖vu‖ = αuv
′
u+1. (2)

Thus, the matrix of U with respect to O ′ is in block diagonal form, with a block
corresponding to each (normalized) graded Jordan chain in O and with the block
corresponding to (v′

1, . . . , v
′
h) above being a lower triangular matrix with subdiago-

nal (α1, . . . , αh−1) and 0s elsewhere.
Now note that the matrices, in the standard basis P , of U and D are real and

transposes of each other. Since O ′ is orthonormal with respect to the standard inner
product, it follows that the matrices of U and D, in the basis O ′, must be adjoints
of each other. Thus, the matrix of D with respect to O ′ is in block diagonal form,
with a block corresponding to each (normalized) graded Jordan chain in O and with
the block corresponding to (v′

1, . . . , v
′
h) above being an upper triangular matrix with

superdiagonal (α1, . . . , αh−1) and 0s elsewhere. Thus, for 0 ≤ u ≤ h − 1, we have

D
(
v′
u+1

) = αuv
′
u. (3)

It follows that the subspace spanned by each graded Jordan chain in O is closed
under U and D. We use (2) and (3) without explicit mention in a few places.

The following result is due to Terwilliger [22], whose proof is based on the results
of Dunkl [7]. For a proof based on Proctor’s [15] sl(2,C) method, see Srinivasan
[19].

Theorem 1 There exists an SJB J (q,n) of V (B(q,n)) such that

(i) The elements of J (q,n) are orthogonal with respect to 〈, 〉 (the standard inner
product).

(ii) (Singular values) Let 0 ≤ k ≤ n/2, and let (xk, . . . , xn−k) be any SJC in J (q,n)

starting at rank k and ending at rank n − k. Then we have, for k ≤ u < n − k,

‖xu+1‖
‖xu‖ =

√
qk(u + 1 − k)q(n − k − u)q. (4)

Let J ′(q,n) denote the orthonormal basis of V (B(q,n)) obtained by normalizing
J (q,n).

Substituting q = 1 in Theorem 1, we get the following result.

Theorem 2 There exists an SJB J (n) of V (B(n)) such that

(i) The elements of J (n) are orthogonal with respect to 〈, 〉 (the standard inner
product).

(ii) (Singular values) Let 0 ≤ k ≤ n/2, and let (xk, . . . , xn−k) be any SJC in J (n)

starting at rank k and ending at rank n − k. Then we have, for k ≤ u < n − k,

‖xu+1‖
‖xu‖ = √

(u + 1 − k)(n − k − u). (5)

Let J ′(n) denote the orthonormal basis of V (B(n)) obtained by normalizing
J (n).
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Theorem 2 was proved by Go [10] using the sl(2,C) method. For an explicit
construction of an orthogonal SJB J (n), together with a representation theoretic
interpretation, see Srinivasan [18]. It would be interesting to give an explicit con-
struction of an orthogonal SJB J (q,n) of V (B(q,n)).

3 q-Analog of EndSn(V (B(n)))

We represent elements of End(V (B(q,n))) (in the standard basis) as B(q,n) ×
B(q,n) matrices (we think of elements of V (B(q,n)) as column vectors with
coordinates indexed by B(q,n)). For X,Y ∈ B(q,n), the entry in row X, col-
umn Y of a matrix M will be denoted M(X,Y ). The matrix corresponding to
f ∈ End(V (B(q,n))) is denoted Mf . We use similar notations for B(q,n)i ×
B(q,n)i matrices corresponding to elements of End(V (B(q,n)i)). The finite group
G(q,n) = GL(n,Fq) has a rank and order-preserving action on B(q,n). Set

A (q,n) = {
Mf : f ∈ EndG(q,n)

(
V

(
B(q,n)

))}
,

B(q,n, i) = {
Mf : f ∈ EndG(q,n)

(
V

(
B(q,n)i

))}
.

Thus, A (q,n) and B(q,n, i) are ∗-algebras of matrices.
Let f : V (B(q,n)) → V (B(q,n)) be linear, and g ∈ G(q,n). Then

f
(
g(Y )

) =
∑

X

Mf

(
X,g(Y )

)
X and g

(
f (Y )

) =
∑

X

Mf (X,Y )g(X).

It follows that f is G(q,n)-linear if and only if

Mf (X,Y ) = Mf

(
g(X),g(Y )

)
, for all X,Y ∈ B(q,n), g ∈ G(q,n), (6)

i.e., Mf is constant on the orbits of the action of G(q,n) on B(q,n) × B(q,n).
Now it is easily seen that (X,Y ), (X′, Y ′) ∈ B(q,n) × B(q,n) are in the same

G(q,n)-orbit if and only if

dim(X) = dim
(
X′), dim(Y ) = dim

(
Y ′), and

(7)
dim(X ∩ Y) = dim

(
X′ ∩ Y ′).

For 0 ≤ i, j, t ≤ n, let Mt
i,j be the B(q,n) × B(q,n) matrix given by

Mt
i,j (X,Y ) =

{
1 if dim(X) = i,dim(Y ) = j,dim(X ∩ Y) = t,

0 otherwise.

It follows that
{
Mt

i,j |i + j − t ≤ n,0 ≤ t ≤ i, j
}

is a basis of A (q,n), and its cardinality is
(
n+3

3

)
.

Let 0 ≤ i ≤ n. Consider the G(q,n)-action on V (B(q,n)i). Given X,Y ∈
B(q,n)i , it follows from (7) that the pairs (X,Y ) and (Y,X) are in the same orbit
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of the G(q,n)-action on B(q,n)i × B(q,n)i . It thus follows from (6) that the alge-
bra B(q,n, i) has a basis consisting of symmetric matrices and is hence commu-
tative. Thus, V (B(q,n)i) is a multiplicity free G(q,n)-module, and the ∗-algebra
B(q,n, i) can be diagonalized. We now consider the more general problem of block
diagonalizing the ∗-algebra A (q,n).

Fix i, j ∈ {0, . . . , n}. Then we have

Mt
i,tM

t
t,j =

n∑

u=0

(
u

t

)

q

Mu
i,j , t = 0, . . . , n,

since the entry of the left-hand side in row X, column Y with dim(X) = i, dim(Y ) =
j is equal to the number of common subspaces of X and Y of size t . Apply q-
binomial inversion (see Exercise 2.47 in Aigner [1]) to get

Mt
i,j =

n∑

u=0

(−1)u−t q(u−t
2 )

(
u

t

)

q

Mu
i,uM

u
u,j , t = 0, . . . , n. (8)

Before proceeding further, we observe that

�n/2�∑

k=0

(n − 2k + 1)2 =
(

n + 3

3

)
= dim A (q,n) (9)

since both sides (of the first equality) are polynomials in r (treating the cases n = 2r

and n = 2r + 1 separately) of degree 3 and agree for r = 0,1,2,3.
For i, j, k, t ∈ {0, . . . , n}, define

β
n,t
i,j,k(q) =

n∑

u=0

(−1)u−t q(u−t
2 )−ku

(
u

t

)

q

(
n − 2k

u − k

)

q

(
n − k − u

i − u

)

q

(
n − k − u

j − u

)

q

.

For 0 ≤ k ≤ �n/2� and k ≤ i, j ≤ n − k, define Ei,j,k to be the (n − 2k + 1) × (n −
2k + 1) matrix, with rows and columns indexed by {k, k + 1, . . . , n − k}, and with
entry in row i and column j equal to 1 and all other entries 0. Let Mat(n×n) denote
the algebra of complex n × n matrices.

In the proof of the next result we will need the following alternate expression for
the singular values:

√
qk(u + 1 − k)q(n − k − u)q = q

k
2 (n − k − u)q

(
n − 2k

u − k

)

q

1
2
(

n − 2k

u + 1 − k

)

q

− 1
2

.

(10)

We now present a q-analog of the explicit block diagonalization of EndSn(V (B(n)))

given by Schrijver [17].

Theorem 3 Let J (q,n) be an orthogonal SJB of V (B(q,n)) satisfying the condi-
tions of Theorem 1. Define a B(q,n) × J ′(q,n) unitary matrix N(n) as follows: for
v ∈ J ′(q,n), the column of N(n) indexed by v is the coordinate vector of v in the
standard basis B(q,n). Then
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(i) N(n)∗A (q,n)N(n) consists of all J ′(q,n) × J ′(q,n) block diagonal matrices
with a block corresponding to each (normalized) SJC in J (q,n) and any two
SJCs starting and ending at the same rank give rise to identical blocks. Thus,
there are

(
n
k

)
q
− (

n
k−1

)
q

identical blocks of size (n − 2k + 1)× (n − 2k + 1), for

k = 0, . . . , �n/2�.
(ii) Conjugating by N(n) and dropping duplicate blocks thus gives a positive

semidefiniteness-preserving C∗-algebra isomorphism

Φ : A (q,n) ∼=
�n/2�⊕

k=0

Mat
(
(n − 2k + 1) × (n − 2k + 1)

)
.

It will be convenient to reindex the rows and columns of a block corresponding to a
SJC starting at rank k and ending at rank n − k by the set {k, k + 1, . . . , n − k}. Let
i, j, t ∈ {0, . . . , n}. Write

Φ
(
Mt

i,j

) = (N0, . . . ,N�n/2�).
Then, for 0 ≤ k ≤ �n/2�,

Nk =
⎧
⎨

⎩
q

k(i+j)
2

(
n−2k
i−k

)
q

− 1
2
(
n−2k
j−k

)
q

− 1
2 β

n,t
i,j,k(q)Ei,j,k if k ≤ i, j ≤ n − k,

0 otherwise.

Proof (i) Let i ≥ u, and let Y ⊆ X with X ∈ B(q,n)i and Y ∈ B(q,n)u. The num-
ber of chains of subspaces Xu ⊆ Xu+1 ⊆ · · · ⊆ Xi with Xu = Y , Xi = X, and
dim(Xl) = l for u ≤ l ≤ i is clearly (i − u)q(i − u − 1)q · · · (1)q . Thus, the ac-
tion of Mu

i,u on V (B(q,n)u) is 1
(i−u)q (i−u−1)q ···(1)q

times the action of Ui−u on
V (B(q,n)u).

Now the subspace spanned by each SJC in J (q,n) is closed under U and D. It
thus follows by (8) that the subspace spanned by each SJC in J (q,n) is closed under
A (q,n). The result now follows from Theorem 1(ii) and the dimension count (9).

(ii) Fix 0 ≤ k ≤ �n/2�. If both i, j are not elements of {k, . . . , n−k}, then clearly
Nk = 0. So we may assume that k ≤ i, j ≤ n − k. Clearly, Nk = λEi,j,k for some λ.
We now find λ = Nk(i, j).

Let u ∈ {0, . . . , n}. Write Φ(Mu
i,u) = (Au

0, . . . ,Au
�n/2�). We claim that

Au
k =

⎧
⎨

⎩
q

k(i−u)
2

(
n−k−u

i−u

)
q

(
n−2k
u−k

)
q

1
2
(
n−2k
i−k

)
q

− 1
2 Ei,u,k if k ≤ u ≤ n − k,

0 otherwise.

The otherwise part of the claim is clear. If k ≤ u ≤ n − k and i < u, then we have
Au

k = 0. This also follows from the right-hand side since the q-binomial coefficient(
a
b

)
q

is 0 for b < 0. So we may assume that k ≤ u ≤ n − k and i ≥ u. Clearly, in this
case we have Au

k = αEi,u,k for some α. We now determine α = Au
k(i, u). We have,

using Theorem 1(ii) and expression (10),

Au
k(i, u) =

∏i−1
w=u{q

k
2 (n − k − w)q

(
n−2k
w−k

)
q

1
2
(

n−2k
w+1−k

)
q

− 1
2 }

(i − u)q(i − u − 1)q · · · (1)q
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= q
k(i−u)

2

(
n − k − u

i − u

)

q

(
n − 2k

u − k

)

q

1
2
(

n − 2k

i − k

)

q

− 1
2

.

Similarly, if we write Φ(Mu
u,j ) = (Bu

0 , . . . ,Bu
�n/2�), then we have

Bu
k =

⎧
⎨

⎩
q

k(j−u)
2

(
n−k−u
j−u

)
q

(
n−2k
u−k

)
q

1
2
(
n−2k
j−k

)
q

− 1
2 Eu,j,k if k ≤ u ≤ n − k,

0 otherwise.

So, from (8) we have

Nk =
n∑

u=0

(−1)u−t q(u−t
2 )

(
u

t

)

q

Au
kB

u
k =

n−k∑

u=k

(−1)u−t q(u−t
2 )

(
u

t

)

q

Au
kB

u
k .

Thus,

Nk(i, j) =
n−k∑

u=k

(−1)u−t q(u−t
2 )

(
u

t

)

q

{
n−k∑

l=k

Au
k (i, l)B

u
k (l, j)

}

=
n−k∑

u=k

(−1)u−t q(u−t
2 )

(
u

t

)

q

Au
k (i, u)Bu

k (u, j)

=
n−k∑

u=k

(−1)u−t q(u−t
2 )

(
u

t

)

q

q
k(i−u)

2

(
n − k − u

i − u

)

q

(
n − 2k

u − k

)

q

1
2
(

n − 2k

i − k

)

q

− 1
2

×q
k(j−u)

2

(
n − k − u

j − u

)

q

(
n − 2k

u − k

)

q

1
2
(

n − 2k

j − k

)

q

− 1
2

= q
k(i+j)

2

(
n − 2k

i − k

)

q

− 1
2
(

n − 2k

j − k

)

q

− 1
2
{

n∑

u=0

(−1)u−t q(u−t
2 )−ku

(
u

t

)

×
(

n − k − u

i − u

)

q

(
n − k − u

j − u

)

q

(
n − 2k

u − k

)

q

}

,

completing the proof. �

We now explicitly diagonalize B(q,n, i). Let 0 ≤ i ≤ n. We set i− = max{0,

2i − n} and m(i) = min{i, n − i} (note that i− and m(i) depend on both i and n.
The n will always be clear from the context). It follows from (6) that B(q,n, i) has a
basis consisting of Mt

i,i , for i− ≤ t ≤ i (here we think of Mt
i,i as B(q,n)i ×B(q,n)i

matrices). The cardinality of this basis is 1+m(i). Since B(q,n, i) is commutative,
it follows that V (B(q,n)i) is a canonical orthogonal direct sum of 1+m(i) common
eigenspaces of the Mt

i,i , i
− ≤ t ≤ i (these eigenspaces are the irreducible G(q,n)-

submodules of V (B(q,n)i)).
Let J (q,n) be an orthogonal SJB of V (B(q,n)) satisfying the conditions of

Theorem 1. For k = 0,1, . . . ,m(i), define
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J (q,n, i, k) = {
v ∈ J (q,n) : r(v) = i, and the Jordan chain containing v

starts at rank k
}
.

Let W(q,n, i, k) be the subspace spanned by J (q,n, i, k) (note that this subspace is
nonzero). We have an orthogonal direct sum decomposition

V
(
B(q,n)i

) =
m(i)⊕

k=0

W(q,n, i, k).

It now follows from Theorem 3 that the W(q,n, i, k) are the common eigenspaces
of the Mt

i,i . The following result is due to Delsarte [4].

Theorem 4 Let 0 ≤ i ≤ n. For i− ≤ t ≤ i and 0 ≤ k ≤ m(i), the eigenvalue of Mt
i,i

on W(q,n, i, k) is
n∑

u=0

(−1)u−t q(u−t
2 )+k(i−u)

(
u

t

)

q

(
n − k − u

i − u

)

q

(
i − k

i − u

)

q

.

Proof Follows from substituting j = i in Theorem 3 and noting that
(

n − 2k

i − k

)

q

−1(
n − 2k

u − k

)

q

(
n − k − u

i − u

)

q

=
(

i − k

i − u

)

q

. �

Set

A (n) = {
Mf : f ∈ EndSn

(
V

(
B(n)

))}
,

and for i, j, k, t ∈ {0, . . . , n}, define

β
n,t
i,j,k =

n∑

u=0

(−1)u−t

(
u

t

)(
n − 2k

u − k

)(
n − k − u

i − u

)(
n − k − u

j − u

)
.

Substituting q = 1 in Theorem 3, we get the following result of Schrijver [17]. We
shall use this result in the next section.

Theorem 5 Let J (n) be an orthogonal SJB of V (B(n)) satisfying the conditions of
Theorem 2. Define a B(n) × J ′(n) unitary matrix N(n) as follows: for v ∈ J ′(n),
the column of N(n) indexed by v is the coordinate vector of v in the standard basis
B(n). Then

(i) N(n)∗A (n)N(n) consists of all J ′(n) × J ′(n) block diagonal matrices with
a block corresponding to each (normalized) SJC in J (n) and any two SJCs
starting and ending at the same rank give rise to identical blocks. Thus, there
are

(
n
k

) − (
n

k−1

)
identical blocks of size (n − 2k + 1) × (n − 2k + 1), for k =

0, . . . , �n/2�.
(ii) Conjugating by N(n) and dropping duplicate blocks thus gives a positive

semidefiniteness-preserving C∗-algebra isomorphism

Φ : A (n) ∼=
�n/2�⊕

k=0

Mat
(
(n − 2k + 1) × (n − 2k + 1)

)
.
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It will be convenient to reindex the rows and columns of a block corresponding to a
SJC starting at rank k and ending at rank n − k by the set {k, k + 1, . . . , n − k}. Let
i, j, t ∈ {0, . . . , n}. Write

Φ
(
Mt

i,j

) = (N0, . . . ,N�n/2�).

Then, for 0 ≤ k ≤ �n/2�,

Nk =
⎧
⎨

⎩

(
n−2k
i−k

)− 1
2
(
n−2k
j−k

)− 1
2 β

n,t
i,j,kEi,j,k if k ≤ i, j ≤ n − k,

0 otherwise.

4 Nonbinary Analog of EndSn(V (B(n)))

Let (V ,f ) be a pair consisting of a finite-dimensional inner product space V

(over C) and a linear operator f on V . Let (W,g) be another such pair. By an
isomorphism of pairs (V ,f ) and (W,g) we mean a linear isometry (i.e, an inner
product-preserving isomorphism) θ : V → W such that θ(f (v)) = g(θ(v)), v ∈ V .

Consider the inner product space V (Bp(n)). An upper Boolean subspace of rank
t is a homogeneous subspace W ⊆ V (Bp(n)) such that rankset(W) = {n− t, n− t +
1, . . . , n}, W is closed under the up operator U , and there is an isomorphism of pairs
(V (B(t)),

√
p − 1U) ∼= (W,U) that sends homogeneous elements to homogeneous

elements and increases rank by n − t .
Consider the following identity:

pn = (p − 2 + 2)n =
n∑

l=0

(
n

l

)
(p − 2)l2n−l . (11)

We shall now give a linear algebraic interpretation to the identity above. For sim-
plicity, we denote the inner product space V (A(p)), with A(p) as an orthonormal
basis, by V (p). Make the tensor product

n⊗

i=1

V (p) = V (p) ⊗ · · · ⊗ V (p) (n factors)

into an inner product space by defining

〈v1 ⊗ · · · ⊗ vn,u1 ⊗ · · · ⊗ un〉 = 〈v1, u1〉 · · · 〈vn,un〉. (12)

There is an isometry

V
(
Bp(n)

) ∼=
n⊗

i=1

V (p) (13)

given by a = (a1, . . . , an) �→ ā = a1 ⊗ · · · ⊗ an, a ∈ Bp(n). The rank function (on
nonzero homogeneous elements) and the up and down operators, U and D, on
V (Bp(n)) are transferred to

⊗n
i=1 V (p) via the isomorphism above.
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Fix a (p−1)× (p−1) unitary matrix P = (mij ) with rows and columns indexed
by {1,2, . . . , p − 1} and with first row 1√

p−1
(1,1, . . . ,1). For i = 1, . . . , p − 1,

define the vector wi ∈ V (p) by

wi =
p−1∑

j=1

mijLj . (14)

Note that w1 = 1√
p−1

(L1 + · · · + Lp−1) and that, for i = 2, . . . , p − 1, the sum
∑p−1

j=1 mij of the elements of row i of P is 0. Thus we have, in V (p),

U(wi) = D(wi) = 0, i = 2, . . . , p − 1, (15)

U(w1) = D(L0) = 0, (16)

U(L0) = √
p − 1w1, D(w1) = √

p − 1L0. (17)

Set

Sp(n) = {
(A,f ) : A ⊆ [n], f : A → {2, . . . , p − 1}}, (18)

Kp(n) = {
(A,f,B) : (A,f ) ∈ Sp(n),B ⊆ [n] − A

}
. (19)

Note that

∣∣Sp(n)
∣∣ =

n∑

l=0

(
n

l

)
(p − 2)l,

∣∣Kp(n)
∣∣ =

n∑

l=0

(
n

l

)
(p − 2)l2n−l .

For (A,f,B) ∈ Kp(n), define a vector v(A,f,B) = v1 ⊗· · ·⊗vn ∈ ⊗n
i=1 V (p) by

vi =

⎧
⎪⎨

⎪⎩

wf (i) if i ∈ A,

w1 if i ∈ B,

L0 if i ∈ [n] − (A ∪ B).

Note that v(A,f,B) is a homogeneous vector in
⊗n

i=1 V (p) of rank |A| + |B|. For
(A,f ) ∈ Sp(n), define V(A,f ) to be the subspace of

⊗n
i=1 V (p) spanned by the set

{v(A,f,B) : B ⊆ [n] − A}. Set Kp(n) = {v(A,f,B) : (A,f,B) ∈ Kp(n)}.
We have, using (15), (16), and (17), the following formula in

⊗n
i=1 V (p):

U
(
v(A,f,B)

) = √
p − 1

{∑

B ′
v
(
A,f,B ′)

}
, (20)

where the sum is over all B ′ ⊆ ([n] − A) covering B .
It follows from the unitariness of P and the inner product formula (12) that

〈
v(A,f,B), v

(
A′, f ′,B ′)〉 = δ

(
(A,f,B),

(
A′, f ′,B ′)), (21)

where (A,f,B), (A′, f ′,B ′) ∈ Kp(n).
We can summarize the discussion above in the following result.
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Theorem 6

(i) Kp(n) is an orthonormal basis of
⊗n

i=1 V (p).
(ii) For (A,f ) ∈ Sp(n), V(A,f ) is an upper Boolean subspace of

⊗n
i=1 V (p) of

rank n − |A| and with orthonormal basis {v(A,f,B) : B ⊆ [n] − A}.
(iii) We have the following orthogonal decomposition into upper Boolean sub-

spaces:

n⊗

i=1

V (p) =
⊕

(A,f )∈Sp(n)

V(A,f ), (22)

with the right-hand side having (p − 2)l
(
n
l

)
upper Boolean subspaces of rank

n − l, for each l = 0,1, . . . , n.

Certain nonbinary problems can be reduced to the corresponding binary prob-
lems via the basis Kp(n). We now consider two examples of this (Theorems 7 and
9 below).

For 0 ≤ k ≤ n, note that 0 ≤ k− ≤ k and k ≤ n + k− − k. For an SSJC c in
V (Bp(n)), starting at rank i and ending at rank j , we define the offset of c to be
i + j − n. It is easy to see that if an SSJC starts at rank k, then its offset l satisfies
k− ≤ l ≤ k, and the chain ends at rank n + l − k. For 0 ≤ k ≤ n and k− ≤ l ≤ k, set

μ(n, k, l) = (p − 2)l
(

n

l

){(
n − l

k − l

)
−

(
n − l

k − l − 1

)}
.

The following result is due to Terwilliger [22].

Theorem 7 There exists a rank complete SSJB Jp(n) of V (Bp(n)) such that

(i) The elements of Jp(n) are orthogonal with respect to 〈, 〉 (the standard inner
product).

(ii) (Singular values) Let 0 ≤ k ≤ n, k− ≤ l ≤ k, and let (xk, . . . , xn+l−k) be any
SSJC in Jp(n) starting at rank k and having offset l. Then we have, for k ≤
u < n + l − k,

‖xu+1‖
‖xu‖ = √

(p − 1)(u + 1 − k)(n + l − k − u). (23)

(iii) Let 0 ≤ k ≤ n and k− ≤ l ≤ k. Then Jp(n) contains μ(n, k, l) SSJCs starting
at rank k and having offset l.

Proof Let V(A,f ), with |A| = l, be an upper Boolean subspace of rank n − l in
the decomposition (22). Let γ : {1,2, . . . , n − l} → [n] − A be the unique order-
preserving bijection, i.e., γ (i) = ith smallest element of [n] − A. Denote by Γ :
V (B(n − l)) → V(A,f ) the linear isometry given by Γ (X) = v(A,f, γ (X)),X ∈
B(n − l).

Use Theorem 2 to get an orthogonal SJB J (n− l) of V (B(n− l)) with respect to√
p − 1U (rather than just U ) and transfer it to V(A,f ) via Γ . Each SJC in J (n − l)
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will get transferred to a SSJC in
⊗n

i=1 V (p) of offset l, and, using (5), we see that
this SSJC will satisfy (23). The number of these SSJCs (in V(A,f )) starting at rank
k is

(
n−l
k−l

) − (
n−l

k−l−1

)
.

Doing this for every upper Boolean subspace in the decomposition (22), we get
an orthogonal SSJB of

⊗n
i=1 V (p). Transferring via the isometry (13), we get an

orthogonal SSJB Jp(n) of V (Bp(n)) satisfying (23). Since the number of upper
Boolean subspaces in the decomposition (22) of rank n− l is (p−2)l

(
n
l

)
, Theorem 7

now follows. �

Denote by J ′
p(n) the orthonormal basis of V (Bp(n)) obtained by normalizing

Jp(n).
We represent elements of End(V (Bp(n))) (in the standard basis) as Bp(n) ×

Bp(n) matrices. Our notation for these matrices is similar to that used in the previous
section. The group Sp(n) has a rank- and order-preserving action on Bp(n). Set

Ap(n) = {
Mf : f ∈ EndSp(n)

(
V

(
Bp(n)

))}
,

Bp(n, i) = {
Mf : f ∈ EndSp(n)

(
V

(
Bp(n)i

))}
.

Thus, Ap(n) and Bp(n, i) are ∗-algebras of matrices.
Let f : V (Bp(n)) → V (Bp(n)) be linear, and π ∈ Sp(n). Then f is Sp(n)-linear

if and only if

Mf (a, b) = Mf

(
π(a),π(b)

)
for all a, b ∈ Bp(n),π ∈ Sp(n), (24)

i.e., Mf is constant on the orbits of the action of Sp(n) on Bp(n) × Bp(n). Now it
is easily seen that (a, b), (c, d) ∈ Bp(n) × Bp(n) are in the same Sp(n)-orbit if and
only if

∣
∣S(a)

∣
∣ = ∣

∣S(c)
∣
∣,

∣
∣S(b)

∣
∣ = ∣

∣S(d)
∣
∣,

∣
∣S(a) ∩ S(b)

∣
∣ = ∣

∣S(c) ∩ S(d)
∣
∣,

(25)
and

∣
∣{i ∈ S(a) ∩ S(b) : ai = bi

}∣∣ = ∣
∣{i ∈ S(c) ∩ S(d) : ci = di

}∣∣.

For 0 ≤ i, j, t, s ≤ n, let M
t,s
i,j be the Bp(n) × Bp(n) matrix given by

M
t,s
i,j (a, b) =

⎧
⎪⎨

⎪⎩

1 if |S(a)| = i, |S(b)| = j, |S(a) ∩ S(b)| = t,

|{i : ai = bi �= L0}| = s,

0 otherwise.

Define

Ip(n) = {
(i, j, t, s) : 0 ≤ s ≤ t ≤ i, j, i + j − t ≤ n

}
.

It follows from (24) and (25) that {Mt,s
i,j : (i, j, t, s) ∈ Ip(n)} is a basis of Ap(n).

Note that

p ≥ 3 implies
∣∣Ip(n)

∣∣ = dim Ap(n) =
(

n + 4

4

)
(26)



26 M.K. Srinivasan

since (i, j, t, s) ∈ Ip(n) if and only if (i − t)+ (j − t)+ (t − s)+ s ≤ n and all four
terms are nonnegative. When p = 2, this basis becomes {Mt,t

i,j : (i, j, t, t) ∈ I2(n)},
and its cardinality is

(
n+3

3

)
.

Let 0 ≤ i ≤ n. Consider the Sp(n)-action on V (Bp(n)i),0 ≤ i ≤ n. Given
a, b ∈ Bp(n)i , it follows from (25) that the pairs (a, b) and (b, a) are in the same
orbit of the Sp(n)-action on Bp(n)i × Bp(n)i . It thus follows from (24) that the
algebra Bp(n, i) has a basis consisting of symmetric matrices and is hence commu-
tative. Thus, V (Bp(n)i) is multiplicity-free as an Sp(n)-module, and the ∗-algebra
Bp(n, i) can be diagonalized. We now consider the more general problem of block
diagonalizing the ∗-algebra Ap(n).

Before proceeding, we observe that

n∑

k=0

k∑

l=k−
(n + l − 2k + 1)2 =

(
n + 4

4

)
(27)

since both sides are polynomials in r of degree 4 (treating the cases n = 2r and
n = 2r + 1 separately) and agree for r = 0,1,2,3,4.

Consider the linear operator on V (Bp(n)) whose matrix with respect to the stan-
dard basis Bp(n) is M

t,s
i,j . Transfer this operator to

⊗n
i=1 V (p) via the isomorphism

(13) above and denote the resulting linear operator by M t,s
i,j . In Theorem 8 below

we show that the action of M t,s
i,j on the basis Kp(n) mirrors the binary case.

Define linear operators N ,Z ,R : V (p) → V (p) as follows:

• Z (L0) = L0 and Z (Li) = 0 for i = 1, . . . , p − 1,
• N (L0) = 0 and N (Li) = Li for i = 1, . . . , p − 1,
• R(L0) = 0 and R(Li) = (L1 + · · · + Lp−1) − Li for i = 1, . . . , p − 1.

Note that

R(w1) = (p − 2)w1, (28)

R(wi) = −wi, i = 2, . . . , p − 1, (29)

where the second identity follows from the fact that the sum of the elements of row
i, i ≥ 2, of P is zero.

Let there be given a 5-tuple X = (SU ,SD,SN , SZ , SR) of pairwise disjoint
subsets of [n] with union [n] (it is convenient to index the components of S in this
fashion). Define the linear operator

F(X ) :
n⊗

i=1

V (p) →
n⊗

i=1

V (p)

by F(X ) = F1 ⊗ · · · ⊗ Fn, where each Fi is U or D or N or Z or R according
as i ∈ SU or SD or SN or SZ or SR , respectively.

Let b ∈ Bp(n). It follows from the definitions that

F(X )(b̄) �= 0 iff SD ∪ SN ∪ SR = S(b), SU ∪ SZ = [n] − S(b). (30)
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Given a 5-tuple r = (r1, r2, r3, r4, r5) of nonnegative integers with sum n, define
Π(r) to be the set of all 5-tuples X = (SU ,SD,SN , SZ , SR) of pairwise disjoint
subsets of [n] with union [n] and with |SU | = r1, |SD| = r2, |SN | = r3, |SZ | = r4,
and |SR | = r5.

Lemma 1 Let (i, j, t, s) ∈ Ip(n) and r = (i − t, j − t, s, n+ t − i − j, t − s). Then

M t,s
i,j =

∑

X ∈Π(r)

F (X ). (31)

Proof Let b = (b1, . . . , bn) ∈ Bp(n) and X = (SU ,SD,SN , SZ , SR) ∈ Π(r). We
consider two cases:

(i) |S(b)| �= j : In this case we have M t,s
i,j (b̄) = 0. Now |SD| + |SN | + |SR | =

j − t + s + t − s = j . Thus, from (30) we also have F(X )(b̄) = 0.
(ii) |S(b)| = j : Assume that F(X )(b̄) �= 0. Then, from (30) we have that

F(X )(b̄) = ∑
a ā, where the sum is over all a = (a1, . . . , an) ∈ Bp(n)i with

S(a) = SU ∪ SN ∪ SR , ak �= bk, k ∈ SR , and ak = bk, k ∈ SN .
Going over all elements of Π(r) and summing, we see that both sides of (31)

evaluate to the same element on b̄. �

Theorem 8 Let (A,f,B) ∈ Kp(n) with |A| = l, and (i, j, t, s) ∈ Ip(n).

(i) M t,s
i,j (v(A,f,B)) = 0 if |B| �= j − l.

(ii) If |B| = j − l, then

M t,s
i,j

(
v(A,f,B)

) = (p − 1)
i+j

2 −t

{
l∑

g=0

(−1)l−g

(
l

g

)(
t − l

s − g

)
(p − 2)t−l−s+g

}

×
(∑

B ′
v
(
A,f,B ′)

)
,

where the sum is over all B ′ ⊆ ([n] − A) with |B ′| = i − l and |B ∩ B ′| = t − l.

Proof Let r = (i − t, j − t, s, n+ t − i − j, t − s), and let X = (SU ,SD,SN , SZ ,

SR) ∈ Π(r). Assume that F(X )(v(A,f,B)) �= 0. Then we must have (using (15)
and the definitions of N ,Z , and R)

SU ∪ SZ = [n] − A − B, A ⊆ SN ∪ SR , SD ⊆ B,

SN ∪ SD ∪ SR = A ∪ B.

Thus, |B| = n − l − |SU ∪ SZ | = n − l − (i − t + n + t − i − j) = j − l (so part (i)
follows).

Put |A ∩ SR | = l − g. Then |A ∩ SN | = g, and thus |B ∩ SN | = s − g. We have
|B ∩ SR | = |B − SD − (B ∩ SN )| = j − l − j + t − s + g = t − l − s + g.

We now have (using (17), (28), and (29))

F(X )
(
v(A,f,B)

) = (−1)l−g(p − 2)t−s−l+g(p − 1)
i+j

2 −t v
(
A,f,B ′), (32)
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where B ′ = SU ∪ (B − SD) and |B ′| = i − t + j − l − j + t = i − l, |B ∩ B ′| =
|B − SD| = j − l − j + t = t − l.

Formula (32) depends only on SU , SD , and |A∩SR |. Once SU ,SD are fixed, the
number of choices for SR with |A ∩ SR | = l − g is clearly

(
l
g

)(
t−l
s−g

)
.

Going over all elements of Π(r) and summing, we get the result. �

For i, j, k, t, s, l ∈ {0, . . . , n}, define

α
n,t,s
i,j,k,l = (p − 1)

1
2 (i+j)−t

{
l∑

g=0

(−1)l−g

(
l

g

)(
t − l

s − g

)
(p − 2)t−l−s+g

}

β
n−l,t−l
i−l,j−l,k−l .

For 0 ≤ k ≤ n and k− ≤ l ≤ k, define Ei,j,k,l to be the (n + l − 2k + 1) × (n + l −
2k +1) matrix, with rows and columns indexed by {k, k +1, . . . , n+ l −k} and with
entry in row i and column j equal to 1 and all other entries 0.

The following result is due to Gijswijt, Schrijver and Tanaka [9].

Theorem 9 Let p ≥ 3, and let Jp(n) be an orthogonal SSJB of V (Bp(n)) satisfy-
ing the conditions of Theorem 7. Define a Bp(n) × J ′

p(n) unitary matrix M(n) as
follows: for v ∈ J ′

p(n), the column of M(n) indexed by v is the coordinate vector of
v in the standard basis Bp(n). Then

(i) M(n)∗Ap(n)M(n) consists of all J ′
p(n) × J ′

p(n) block diagonal matrices with
a block corresponding to each (normalized) SSJC in Jp(n) and any two SSJCs
starting and ending at the same rank give rise to identical blocks. Thus, for each
0 ≤ k ≤ n, k− ≤ l ≤ k, there are μ(n, k, l) identical blocks of size (n+ l − 2k +
1) × (n + l − 2k + 1).

(ii) Conjugating by M(n) and dropping duplicate blocks thus gives a positive
semidefiniteness-preserving C∗-algebra isomorphism

Φ : Ap(n) ∼=
n⊕

k=0

k⊕

l=k−
Mat

(
(n + l − 2k + 1) × (n + l − 2k + 1)

)
.

It will be convenient to reindex the rows and columns of a block corresponding to
an SSJC starting at rank k and having offset l by the set {k, k + 1, . . . , n + l − k}.
Let i, j, t, s ∈ {0, . . . , n}. Write

Φ
(
M

t,s
i,j

) = (Nk,l), 0 ≤ k ≤ n, k− ≤ l ≤ k.

Then

Nk,l =
⎧
⎨

⎩

(
n+l−2k

i−k

)− 1
2
(
n+l−2k

j−k

)− 1
2 α

n,t,s
i,j,k,lEi,j,k,l if k ≤ i, j ≤ n + l − k,

0 otherwise.

Proof Follows from Theorem 5 using Theorems 6 and 8 and the dimension counts
(26), (27). �
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Remark 1 In Srinivasan [18] an explicit orthogonal SJB J (n) of V (B(n)) was con-
structed and given an Sn-representation theoretic interpretation as the canonically
defined Gelfand–Tsetlin basis of V (B(n)). This explicit basis from the binary case,
together with a choice of the (p − 1) × (p − 1) unitary matrix P , leads to an ex-
plicit orthogonal SSJB Jp(n) in the nonbinary case. Different choices of P lead to
different SSJBs Jp(n). One natural choice, used in Gijswijt, Schrijver and Tanaka
[9], is the Fourier matrix. Another natural choice is the following. Consider the ac-
tion of the symmetric group Sp−1 on V = V ({L1, . . . ,Lp−1}). Under this action,
V splits into two irreducibles, the one-dimensional trivial representation and the
(p − 2)-dimensional standard representation consisting of all linear combinations
of L1, . . . ,Lp−1 with coefficients summing to 0. The first row of P is a basis of the
trivial representation, and rows 2, . . . , p − 1 of P are a basis of the standard rep-
resentation. Choose rows 2, . . . , p − 1 to be the canonical Gelfand–Tsetlin basis of
this representation. (Up to order) we can write them down explicitly as follows (see
[18]): for i = 2, . . . , p −1, define vi = (i −1)Li − (L1 +· · ·+Li−1) and ui = vi‖vi‖ .
So rows 2, . . . , p − 1 of P are u2, . . . , up−1. The resulting matrix P is called the
Helmert matrix (see Sect. 7.6 in Rohatgi and Saleh [16]). It is interesting to study
the resulting orthogonal SSJB Jp(n) from the point of view of representation theory
of the wreath product Sp(n) (for which, see Appendix B of Chap. 1 in Macdonald
[11]).

We now explicitly diagonalize Bp(n, i).

Lemma 2 Let 0 ≤ i ≤ n. Set

L(i) = {
(k, l) : i− ≤ k ≤ i,0 ≤ l ≤ k

}
,

R(i) = {
(k, l) : 0 ≤ k ≤ n, k− ≤ l ≤ k, k ≤ i ≤ n + l − k

}
.

Then |L(i)| = |R(i)|.

Proof The identity is clearly true when i ≤ n/2. Now assume that i > n/2. Then
the set L(i) has cardinality

∑i
k=2i−n(k + 1). The defining conditions on pairs (k, l)

for membership in R(i) can be rewritten as 0 ≤ l ≤ k ≤ i,0 ≤ k − l ≤ n − i. For
0 ≤ j ≤ n − i, the pairs (k, l) with 0 ≤ l ≤ k ≤ i and k − l = j are (j,0), (j +
1,1), . . . , (i, i − j), and their number is i − j + 1. Thus, for i > n/2, |R(i)| =∑n−i

j=0(i − j + 1) = ∑i
t=2i−n(t + 1). The result follows. �

Let 0 ≤ i ≤ n. It follows from (25) that Bp(n, i) has a basis consisting of M
t,s
i,i ,

for (t, s) ∈ L(i) (here we think of M
t,s
i,i as Bp(n)i × Bp(n)i matrices). The cardi-

nality of this basis, by Lemma 2, is τ(i) (where τ(i) = |R(i)|). Since Bp(n, i) is
commutative, it follows that V (Bp(n)i) is a canonical orthogonal direct sum of τ(i)

common eigenspaces of the M
t,s
i,i , (t, s) ∈ L(i) (these eigenspaces are the irreducible

Sp(n)-submodules of V (Bp(n)i)).
Let 0 ≤ i ≤ n. For (k, l) ∈ R(i), define
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Jp(n, i, k, l) = {
v ∈ Jp(n) : r(v) = i, and the Jordan chain containing v

starts at rank k and has offset l
}
. (33)

Let Wp(n, i, k, l) be the subspace spanned by Jp(n, i, k, l) (note that this subspace
is nonzero). We have an orthogonal direct sum decomposition

V
(
Bp(n)i

) =
⊕

(k,l)∈R(i)

Wp(n, i, k, l).

It now follows from Theorem 9 that the Wp(n, i, k, l) are the common eigenspaces
of the M

t,s
i,i . The following result is due to Tarnanen, Aaltonen and Goethals [21].

Theorem 10 Let 0 ≤ i ≤ n. For (t, s) ∈ L(i) and (k, l) ∈ R(i), the eigenvalue of
M

t,s
i,i on Wp(n, i, k, l) is

(p − 1)i−t

{
l∑

g=0

(−1)l−g

(
l

g

)(
t − l

s − g

)
(p − 2)t−l−s+g

}

×
{

n−l∑

u=0

(−1)u−t+l

(
u

t − l

)(
n − k − u

i − l − u

)(
i − k

i − l − u

)}

.

Proof Follows from substituting j = i in Theorem 9 and noting that
(

n + l − 2k

i − k

)−1(
n + l − 2k

u + l − k

)(
n − k − u

i − l − u

)
=

(
i − k

i − l − u

)
. �
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The Third Immanant of q-Laplacian Matrices
of Trees and Laplacians of Regular Graphs

R.B. Bapat and Sivaramakrishnan Sivasubramanian

Abstract Let A = (ai,j )1≤i,j≤n be an n × n matrix where n ≥ 3. Let det2(A) and
det3(A) be its second and third immanants corresponding to the partitions λ2 =
2,1n−2 and λ3 = 3,1n−3, respectively. We give explicit formulae for det2(A) and
det3(A) when A is the q-analogue of the Laplacian of a tree T on n vertices and
when A is the Laplacian of a connected r-regular graph G.

Keywords Regular graphs · Laplacian matrices · Immanants of matrices ·
q-Analogue

Mathematics Subject Classification (2010) 05C50

1 Introduction

Let T be a tree with vertex set [n] = {1,2, . . . , n}. Define Lq , the q-analogue of T ’s
Laplacian, as

Lq = I − qA + q2(� − I ), (1)

where q is a variable, A is the adjacency matrix of T , and � = (di,j )1≤i,j≤n is a
diagonal matrix with di,i = deg(i), where deg(i) is the degree of vertex i in T (see
Bapat, Lal and Pati [2, Proposition 3.3]). Note that on setting q = 1, we get Lq = L,
where L is the usual combinatorial Laplacian matrix of T . Lq is known to have the
following tree-independent property (see [2, Proposition 3.4]).

Lemma 1 Let T be a tree on n vertices. Then det(Lq) = 1 − q2.
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Lq is thus an interesting matrix, and in this work, we determine both its second
and third immanants (see Theorems 5 and 6). We also determine the third immanant
of the combinatorial Laplacian matrix of r-regular graphs on n vertices. We mention
two contexts where Lq occurs and then give a brief introduction to immanants to
make this work self-contained.

The definition of Lq can be extended to graphs that are not trees in a straight-
forward manner using Eq. (1). When the graph G is connected, but not necessarily
a tree, Lq has connections to the number of spanning trees of G. Northshield [9]
showed the following about the derivative of the determinant of Lq .

Theorem 1 Let G be a connected graph with m edges, n vertices, and κ spanning
trees. Let Lq be the q-analogue of its Laplacian matrix, and let f (q) = det(Lq).
Then f ′(1) = 2(m − n)κ .

The polynomial det(Lq) has also occurred in connection with the Ihara–Selberg
zeta function of G, see Bass [4]. Foata and Zeilberger [6] have given combinatorial
proofs of the results of Bass. We refer the reader to [6] for a pleasant introduction to
this topic.

1.1 Immanants of Matrices

In this subsection, we briefly state the needed background from the represen-
tation theory of the symmetric group Sn on the set [n] = {1,2, . . . , n}. Let
A = (ai,j )1≤i,j≤n be an n × n matrix with entries from a commutative ring
R, and let f : Sn → Z be a function. Define the matrix function detf (A) =∑

σ∈Sn
f (σ )

∏n
i=1 ai,σ (i). We only consider functions f that arise as characters

of irreducible representations of Sn. detf (A) is called an immanant if f arises in
this manner.

The number of distinct irreducible representations of Sn is p(n), the number
of partitions of the positive integer n (see Sagan’s book [10, Proposition 1.10.1]).
Thus, if λ is a partition of n, we have functions χλ : Sn → Z. Let n ≥ 3 and λ2
and λ3 be the partitions (2,1n−2) and (3,1n−3) of n. Denote by χ2 : Sn → Z and
χ3 : Sn → Z the irreducible characters of Sn corresponding to the partition λ2
and λ3, respectively. Define the second immanant of A to be

det2(A) = detχ2(A) =
∑

π∈Sn

χ2(π)

n∏

i=1

ai,π(i).

Likewise, define the third immanant of A to be

det3(A) = detχ3(A) =
∑

π∈Sn

χ3(π)

n∏

i=1

ai,π(i).

Such characters χ have the important property that for any π,σ ∈ Sn, χ(π) =
χ(σ−1πσ). In linear algebraic graph theory, we are usually interested in properties
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of matrices that are independent of the order in which its rows and columns are
listed. All immanants enjoy this property, and to illustrate this, for completeness,
we show this known fact for det2(A) (see Littlewood’s book [7]).

Lemma 2 If A is an n × n matrix and P is an n × n permutation matrix, then
det2(A) = det2(P −1AP).

Proof By definition, det2(A) = ∑
π∈Sn

χ2(π)Tπ where Tπ = ∏n
i=1 ai,π(i). We call

χ2(π)Tπ as the term corresponding to π in the expansion of det2(A). Let σ be the
permutation corresponding to the permutation matrix P . In P −1AP , the term corre-
sponding to π would be χ2(σ

−1πσ)Tσ−1πσ . This is again a sum over all permuta-
tions in Sn, and since χ2(π) = χ2(σ

−1πσ), the second immanant is unchanged. �

For a matrix A, both det2(A) and det3(A) can be computed in polynomial time.
The existence of such an algorithm follows from a connection between identities on
symmetric functions of degree n and immanants of n × n matrices. Littlewood’s
book [7, Chap. 6.5] contains an exposition of this connection. See, Merris and
Watkins [8] as well.

By applying this connection to the Jacobi–Trudi identity, the following results for
the second immanant and third immanants are obtained. We just state the identities
that are obtained in this manner (see Merris and Watkins [8, p. 239]). For an n × n

matrix A and for 1 ≤ i ≤ n, let A(i) be the (n − 1) × (n − 1) principal matrix
obtained from A by deleting its ith row and its ith column.

Theorem 2 Let A = (ai,j )1≤i,j≤n be an n × n matrix. Then,

det2(A) =
n∑

i=1

ai,i det
(
A(i)

) − det(A).

A similar identity for det3(A) is stated next. For 1 ≤ i < j ≤ n, let A(i, j) be
the (n − 2) × (n − 2) principal matrix obtained from A by deleting both its ith
and j th rows and its ith and j th columns. Similarly, let A[i, j ] be the principal
2 × 2 matrix obtained by restricting A to its ith and j th rows and columns. For
a square matrix A = (ai,j )1≤i,j≤n, let perm(A) denote its permanent, perm(A) =∑

σ∈Sn

∏n
i=1 ai,σi

.

Theorem 3 Let A = (ai,j )1≤i,j≤n be an n × n matrix. Then,

det3(A) =
∑

1≤i<j≤n

(
perm

(
A[i, j ]) × det

(
A(i, j)

)) − det2(A).

2 The q-Analogue of T ’s Laplacian

Let Lq(T ) be the q-analogue of the Laplacian of a tree T . We need the following
result of Bapat and Sivasubramanian [3, Theorem 15] for obtaining the value of
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det2(Lq) of a tree T . We recall that for the tree T on the vertex set [n], we have its
distance matrix D = (di,j )1≤i,j≤n, where di,j is the length of the unique path from
i to j . Let Dq be the q-analogue of D which is obtained from D as follows. For a
variable q and a positive integer i, change all entries i in D to [i]q = 1 + q + q2 +
· · · + qi−1. Assuming [0]q = 0, we get Dq from D by changing each entry i of D

to [i]q . Let S,K ⊆ [n] with |S| = |K|. Let α(S) = ∑
i∈S i and recall that Dq(S,K)

is the submatrix of Dq obtained by omitting the rows in S and the columns in K .
For a square matrix A, define cofsum(A) as the sum of its cofactors. If A is a 1 ×
1 matrix, then cofsum(A) = 1. Define qcofsum(Dq(S,K)) = cofsum(Dq(S,K) −
(1 − q)det(Dq(S,K))).

Theorem 4 Let T be a tree with vertex set [n]. Let S,K ⊆ [n] with |S| = |K|. Then,

(−1)α(S)+α(K)(−1 − q)n−|S|−1 detLq [S,K] = qcofsumDq(S,K). (2)

With these preliminaries, we can show the following.

Theorem 5 Let T be a tree on n vertices with Lq(T ) being the q-analogue of its
Laplacian. Then, det2(Lq(T )) = (n − 1)(1 + q2).

Proof Using Theorem 2, we see that det2(Lq) = ∑n
i=1

(
1 + (

deg(i) − 1
)
q2

)×
det

(
Lq(i)

) − det(Lq). Using Theorem 4, we see that for all i ∈ [n], we have
det(Lq(i)) = qcofsum(Dq [i, i]) = 1. Combining with Lemma 1, we see that

det2(Lq) =
(

n∑

i=1

(
1 + (

deg(i) − 1
)
q2)

)

− (
1 − q2) = (n − 1)

(
1 + q2). �

For any nonnegative integer i, we know its s-analogue [i]s = 1 + i + · · · + is−1,
where [0]s = 0. We will at the end, substitute s = q2 and derive q2-analogues of
known results.

Lemma 3 Let T be a tree with vertex set [n], and let i ∈ [n]. Then,

∑

j∈[n]
[di,j ]s − (n − 1) = s

(∑

k

(
deg(k) − 1

)[di,k]s
)

. (3)

Proof Fix i ∈ [n]. We consider the sum [di,j ]s . For each vertex j , let k be the vertex
closest to j on the unique i, j path. Clearly, we have [di,j ]s = 1 + s [di,k]s . We root
the tree at vertex i. Since T is rooted, we can use terms like child, parent, etc. Let
C(k) be the children of k. Clearly,

∑

j∈C(k)

(di,j )s =
{

(deg(k) − 1)(1 + s [di,k]s) if k �= i,

deg(i) if k = i.
(4)
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Thus,
∑

j∈[n]
[di,j ]s =

∑

k

∑

j∈C(k)

[di,j ]s

=
∑

k �=i

(
deg(k) − 1

)
s[di,k]s +

∑

k �=i

(
deg(k) − 1

) + deg(i),

i.e.,
∑

k∈[n]
s
(
deg(k) − 1

)[di,k]s =
∑

j

[di,j ]s − (n − 1).

In the last line, we have
∑

k �=i (deg(k)− 1)+ deg(i) = ∑
k∈V deg(k)− (n− 1) =

n − 1. �

We next show the following result about the third immanant of the q-analogue of
the Laplacian Lq(T ) of a tree T with vertex set [n].

Theorem 6 Let Lq(T ) be the q-analogue of the Laplacian of T . Then,

det3
(
Lq(T )

) = 3

( ∑

1≤i<j≤n

([di,j ]q2 − 1
)
)

+
( ∑

1≤i<j≤n

([di,j ]q2 − 1
) − q2

)

− (n − 1)
(
1 − q2).

Proof For this proof, we denote Lq(T ) as R. Applying Theorem 3 to R =
(	i,j )1≤i,j≤n, we see that

det3(R) =
n∑

i=1

∑

j>i

[	i,i	j,j + 	i,j 	j,i]det
(
R(i, j ; i, j)

) − (n − 1)
(
1 + q2)

= 1

2

[
n∑

i=1

n∑

j=1

{
1 + q2(deg(i) − 1

)}{
1 + q2(deg(j) − 1

)}[di,j ]q2

]

+ q2
( ∑

{i,j}∈E(T )

1

)

− (n − 1)
(
1 + q2)

= 1

2

[
n∑

i=1

{
1 + q2(deg(i) − 1

)} n∑

j=1

[di,j ]q2

{
1 + q2(deg(j) − 1

)}
]

− (n − 1)

= 1

2

[
n∑

i=1

{
1 + q2(deg(i) − 1

)}
[

2
n∑

j=1

[di,j ]q2 − (n − 1)

]]

− (n − 1)

=
n∑

i=1

{
1 + q2(deg(i) − 1

)} n∑

j=1

[di,j ]q2
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− n − 1

2

[
n∑

i=1

{
1 + q2(deg(i) − 1

)}
]

− (n − 1)

=
n∑

i=1

n∑

j=1

[di,j ]q2 +
n∑

i=1

q2(deg(i) − 1
) n∑

j=1

[di,j ]q2

− n − 1

2

(
n + q2(n − 2)

) − (n − 1)

= 2

(
n∑

i=1

n∑

j=1

[di,j ]q2

)

− n(n − 1) − n − 1

2

(
n + q2(n − 2)

) − (n − 1)

= 4

(
n∑

i=1

∑

j>i

[di,j ]q2

)

−
(

n

2

)
(
3 + q2) − (n − 1)

(
1 − q2). �

Note that we get the following result of Chan and Lam [5, Theorem 4.3] as a
corollary. A simple proof follows by setting q = 1 in Theorem 6.

Corollary 1 Let T be a tree on n vertices with Laplacian L(T ). For vertices i, j ,
let di,j be the distance between them in T . Then,

det3
(
L(T )

) = 4

( ∑

1≤i<j≤n

(di,j − 1)

)

.

When we plug in q = −1, we get the matrix L′ = D + A, which is called the
signless Laplacian as it resembles the Laplacian L = D − A but has no negative
sign. L′ is also positive semidefinite. Another corollary of Lemma 1, Theorem 5,
and Theorem 6 is the following.

Corollary 2 For a tree T , let L = D − A be its Laplacian, and L′ = D + A. Then,
det(L) = det(L′), det2(L) = det2(L′) and det3(L) = det3(L′).

Proof The results of Lemma 1, Theorem 5, and Theorem 6 all have q2 appearing
in them. Thus, setting q = a and q = −a gives the same immanant values in Lq .
Setting q = −1 in Lq gives L′, while setting q = 1 in Lq gives L. Finally, q = ±1,
so we have q2 = 1. �

3 Laplacian of Connected r-Regular Graphs

Let L be the Laplacian of a connected r-regular graph. We do a similar computation
of the third immanant of L. We need Theorem 2 and the Matrix-Tree theorem, which
we state below for easy reference. We refer the reader to West’s book [11] for its
proof.
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Theorem 7 (Matrix-Tree Theorem) Let G be a connected graph with κ spanning
trees. Let Lv be the (n− 1)× (n− 1) matrix obtained from its Laplacian L by omit-
ting the row and column corresponding to vertex v. Then, for all v ∈ V , det(Lv) = κ .

Lemma 4 Let G be an r-regular graph on n vertices with κ spanning trees. Let L

be its Laplacian. Then, det2(L) = κrn.

Proof It is well known that det(L) = 0 for all graphs. By Theorem 2 we have

det2(L) =
n∑

i=1

L[i]det
(
L(i)

) =
n∑

i=1

deg(i)κ = nrκ. �

For a square matrix A, let Trace(A) denote its trace. A more interesting result is
the evaluation of the third immanant of L. We first state a few preliminaries involv-
ing the notion of resistance that we need for the proof of Theorem 8.

For a connected graph G on n vertices, there exists a notion of “resistance dis-
tance,” which is related to the (n−2)-sized minors of its Laplacian L as follows. We
will use the notation L(i) and L(i, j) described in Sect. 1.1. Define the resistance
ri,j between vertices i, j of G as

ri,j = det(L(i, j))

det(L(i))
.

By the Matrix-Tree theorem, see West [11], we see that det(L(i)) = κ , where κ

is the number of spanning trees of G. Thus, for any pair of vertices i, j of G, we
have det(L(i, j)) = κri,j . Let L+ be the Moore–Penrose inverse of L. We further
need the following two results.

Lemma 5 (Bapat [1], Lemma 9.9) Let R = (ri,j )1≤i,j≤n be the resistance matrix of
a connected graph G = (V ,E) with |V | = n. Then,

∑
{i,j}∈E ri,j = n − 1.

Lemma 6 (Bapat [1], Eq. (9.20), p. 122) Let R = (ri,j )1≤i,j≤n be the resistance
matrix of a connected graph G on n vertices. Then,

∑
1≤i<j≤n ri,j = nTrace(L+).

Theorem 8 Let G be a connected r-regular graph with Laplacian L. Let L+ be the
Moore–Penrose inverse of L. Then, det3(L) = rnκ + 2r2nκTrace(L+) + (n − 1)κ .

Proof By Theorem 3 we see that

det2(L) + det3(L) =
∑

1≤i<j≤n

perm
(
L[i, j ])det

(
L(i, j)

)

=
∑

{i,j}∈E

(
r2 + 1

)
det

(
L(i, j)

) +
∑

{i,j}�∈E

r2 det
(
L(i, j)

)

= r2
( ∑

1≤i<j≤n

det
(
L(i, j)

)
)

+
∑

{i,j}∈E

det
(
L(i, j)

)
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= r2nκ Trace
(
L+) + (n − 1)κ,

det3(L) = rnκ + r2nκ Trace
(
L+) + (n − 1)κ. �

We end this work with a question.

Question 1 Can the third immanant of the q-analogue of the Laplacian of an
r-regular graph be found out?
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Matrix Product of Graphs

K. Manjunatha Prasad, G. Sudhakara, H.S. Sujatha, and M. Vinay

Abstract In this paper, we characterize the graphs G and H for which the product
of the adjacency matrices A(G)A(H) is graphical. We continue to define matrix
product of two graphs and study a few properties of the same product. Further, we
consider the case of regular graphs to study the graphical property of the product of
adjacency matrices.

Keywords Adjacency matrix · Matrix product · Realizability

Mathematics Subject Classification (2010) 05C50

1 Introduction

Graphs considered in this paper are simple, undirected, and without self loops. Let
G be a graph on the set of vertices {v1, v2, . . . , vn}. Two vertices vi and vj , i �= j ,
are said to be adjacent to each other if there is an edge between them. An adjacency
between the vertices vi and vj is denoted by vi ∼G vj , and we denote vi �G vj to
represent that vi is not adjacent to vj in the graph G. For a graph G on the set of
vertices {v1, v2, . . . , vn}, the adjacency matrix of G is the matrix A(G) = (aij ) ∈
Mn(R) in which aij = 1 if vi and vj are adjacent and aij = 0 otherwise. Given
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Fig. 1 GH path

two graphs G and H on the same set of vertices {v1, v2, . . . , vn}, G ∪ H represents
the union of graphs G and H on the same set of vertices, where two vertices are
adjacent in G ∪ H if they are adjacent in at least one of G and H . Graphs G and H

on the same set of vertices are said to be (mutually) edge disjoint if u ∼G v implies
that u�H v. Equivalently, H is a subgraph of G and vice versa.

For the terminologies and notation that are not defined but used in this paper, we
refer to the books by West [3] and Buckley and Harary [2].

Definition 1 (Graphical matrix; Akbari [1]) A symmetric (0,1)-matrix is said to be
graphical if all its diagonal entries equal zero.

In fact, a graphical matrix is an adjacency matrix of some graph. If B is a graph-
ical matrix and there exists a graph G such that B = A(G), then we often say that
G is the realization of graphical matrix B . In this paper, our focus is on studying the
case where the product of adjacency matrices is graphical.

If G is any graph and H is a totally disconnected graph on the same set of vertices
as that of G, then the product A(G)A(H) is obviously a graphical as A(H) is a null
matrix. In this case, the resulting graph is a null graph. So, the case where either G or
H is a totally disconnected graph is a trivial case, and we consider only the nontrivial
cases, where both the graphs G and H are non-null, for the further discussion.

Similarly, an isolated vertex in G or H remains as an isolated vertex in Γ when-
ever there exists a graph Γ such that A(G)A(H) = A(Γ ). This can be verified
easily through matrix multiplication, as the column and row in the adjacency matrix
corresponding to an isolated vertex contains only zeros. Therefore, the problem of
realization of the product A(G)A(H) reduces to the case of realization of the prod-
uct of the block matrices of A(G) and A(H) corresponding to the set of vertices
excluding the isolated vertices. Therefore, for all further discussion, we consider
the graphs G and H that have no isolated vertices.

In the following, we introduce a concept of GH path between two vertices, which
is very useful in the future discussion.

Definition 2 (GH path) Given graphs G and H on the same set of vertices
{v1, . . . , vn}, two vertices vi and vj (i �= j) are said to have a GH path if there
exists a vertex vk , different from vi and vj , such that vi ∼G vk and vk ∼H vj (see
Fig. 1).

The capital letters G, H , or Γ occur beside the lines/edges joining vertices, in the
following and the later figures, does not represent the label of the edge but represents
the graph in which the end vertices are adjacent.
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Note that a GH path between two vertices vi and vj , whenever it exists, is a path
vivkvj of length two in G ∪ H . The same GH path also represents an HG path
vjvkvi between vj and vi through vk .

2 Characterization

In this section, we answer to the question:

What are the characteristics of the graphs G and H such that the matrix product A(G)A(H)

is graphical?

In order to answer the above question, we need the following lemmas.

Lemma 1 Given two graphs G and H on the same set of vertices {v1, . . . , vn}, the
principal diagonal entries of A(G)A(H) are all zeros if and only if H is a subgraph
of G (the complement of G).

Proof Consider C = A(G)A(H) = (cij ), 1 ≤ i, j ≤ n. Since A(G) and A(H) are
symmetric and nonnegative, Cii = 0 ⇔ the ith row of A(G) is orthogonal to the ith
row of A(H) for every i, 1 ≤ i ≤ n. In other words, bki the (k, i)th entry of A(H)

is nonzero and equals to one only when aik the (i, k)th entry of A(G) is zero for all
k, 1 ≤ k ≤ n. This proves the lemma. �

Lemma 2 Let G and H be graphs on the same set {v1, . . . , vn} of vertices. Then the
matrix C = A(G)A(H), the product of adjacency matrices, is a symmetric (0,1)-
matrix if and only if the following statements are true for every pair of vertices vi

and vj :

(i) There exists at most one GH path from vi to vj .
(ii) If there exists a GH path from vi to vj , then so does one from vj to vi .

Proof Suppose that C = A(G)A(H) is a symmetric (0,1)-matrix where A(G) =
(aij ), A(H) = (bij ), and C = (cij ), 1 ≤ i, j ≤ n.

If there exist more than one GH path from vi to vj , for some i and j , then there
exist more than one k (k �= i, j ) such that vi ∼G vk and vk ∼H vj . That is, for these
values of k, aik = bkj = 1. Hence, cij = ∑n

k=1 aikbkj ≥ 2, a contradiction. This
proves part (i).

Part (ii) follows from the symmetry of C = A(G)A(H).
The converse is verified easily through matrix multiplication. �

Remark 1 In the above Lemma 2, statements (i) and (ii) can be replaced by the
following statements (i)′ and (ii)′. The proof is straightforward from the fact that a
GH path from the vertex vi to the vertex vj is an HG path from vj to vi .

(i)′ There exists at most one HG path between vi and vj .
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Fig. 2 Adjacency of vi and
vj in Γ

(ii)′ For every HG path from the vertex vi to the vertex vj , there exists an HG path
from vj to vi .

Now we prove the main theorem of this section.

Theorem 1 Let G and H be graphs on the same set of vertices {v1, . . . , vn} with the
adjacency matrices A(G) and A(H), respectively. Then C = A(G)A(H) is graphi-
cal if and only if the following three statements hold.

(i) G and H are edge disjoint.
(ii) For every two vertices vi and vj , there exists at most one GH path from the

vertex vi to the vertex vj .
(iii) For every two vertices vi and vj , if there exists a GH path from the vertex vi

to the vertex vj , then there exists an HG path from vi to vj .

In fact, the (i, j)th entry of the matrix C correspond to the unique GH path (as well
HG path) between vi and vj .

Proof Noting that a GH path from vi to vj is an HG path from vj to vi , the proof
of the theorem follows from Lemma 1 and Lemma 2. �

The above results lead us to the following definition of matrix product of two
graphs.

Definition 3 (Matrix product of graphs) Given graphs G, H and Γ on the same
set of vertices, the graph Γ is said to be the matrix product of graphs G and H if
A(G)A(H) is graphical and A(Γ ) = A(G)A(H). Further, we say that G and H are
the graph factors of a matrix product Γ .

Remark 2 If A(G)A(H) is graphical, then from statements (i) and (ii) of Theo-
rem 1, it is clear that the GH path and HG path from the vertex vi to the vertex vj ,
whenever they exist, are not through the same vertex.

Remark 3 Let G and H be two graphs on the same set of vertices {v1, v2, . . . , vn}.
Let Γ be the matrix product of G and H . From (iii) of Theorem 1 it is clear that the
vertices vi and vj are adjacent in Γ if and only if G∪H has the structure described
in Fig. 2.

In fact, the degree of any vertex vi in Γ is the number of distinct GH paths
between vi and other vertices in Γ .
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In the following theorem, we prove that if graphs G and H are regular and Γ is
the matrix product of G and H , then Γ is also regular.

Theorem 2 Let the graphs G and H be defined on the same set of vertices
{v1, v2, . . . , vn}, and graph Γ be the matrix product of G and H . If G and H are
regular graphs with regularities r and s, respectively, then Γ is regular with regu-
larity rs.

Proof As noted in Remark 3, the degree of any vertex vi in Γ is given by the number
of GH paths of length two from vi to other vertices in G ∪ H . Therefore,

degΓ vi =
∑

k

[Aik degH vk]

=
∑

k

[Aiks]

= s

(∑

k

Aik

)

= s(degG vi)

= sr.

Hence, Γ is regular with regularity rs. �

Corollary 1 If G and H are regular graphs on the same set of n vertices with
regularity r and s, respectively, and rs > (n − 1), then the product A(G)A(H) is
not graphical.

Proof Proof follows from Theorem 2. �

The following example illustrates Corollary 1.

Example 1 Consider G = C6 and H = C6 on six vertices, i.e., n = 6. Here G is
2-regular (i.e., r = 2), and H is 3-regular (i.e., s = 3). Hence, rs = 6 > 6 − 1 = 5,
satisfying the condition discussed in Corollary 1.

Now, consider the corresponding adjacency matrices and their product:

A(G) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 0 0 1
1 0 1 0 0 0
0 1 0 1 0 0
0 0 1 0 1 0
0 0 0 1 0 1
1 0 0 0 1 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, A(H) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 1 1 1 0
0 0 0 1 1 1
1 0 0 0 1 1
1 1 0 0 0 1
1 1 1 0 0 0
0 1 1 1 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, and
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Fig. 3 A(G)A(H) is not graphical

Fig. 4 Parallel edges in Γ

A(G)A(H) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 1 2 1 1
1 0 1 1 2 1
1 1 0 1 1 2
2 1 1 0 1 1
1 2 1 1 0 1
1 1 2 1 1 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

where the matrix A(G)A(H) is not graphical.
Now, we shall also observe that the graphs considered in this example are not

satisfying the conditions stated in Theorem 1. Consider the graphs G, H , and G∪H

given in Fig. 3 and the vertices v1 and v4. Clearly, the number of GH paths between
v1 and v4 is more than one. In fact, there are two such GH paths through v2 and v6.

Definition 4 Given two disjoint edges e = (x, y) and f = (u, v) in the matrix prod-
uct Γ of the graphs G and H , f is said to be parallel to e if xuy is a GH path
(HG path) and xvy is an HG path (GH path) between the vertices x and y, as
shown in Fig. 4.

Theorem 3 Given an edge e = (x, y) in the matrix product Γ of the graphs G and
H , the following statements are true:

(i) There exists an edge f = (u, v) in Γ , disjoint from e, such that f is parallel
to e.

(ii) If f is parallel to e then e is parallel to f .
(iii) The edge f parallel to e is unique.
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Fig. 5 Two GH and HG

paths between x and y

Proof (i): Let e = (x, y) be an edge in Γ . Since Γ is the matrix product of G and H ,
there exist vertices u and v in Γ such that

x ∼G u ∼H y and x ∼H v ∼G y. (1)

However, this implies

u ∼G x ∼H v and u ∼H y ∼G v. (2)

In other words, (u, v) = f is an edge in Γ , and, by the definition of the parallel edge
and Eq. (1), f is parallel to e.

(ii): From the equivalence of Eqs. (1) and (2) we get that f is parallel to e if and
only if e is parallel to f .

(iii): Suppose that f = (u, v) and f ′ = (u′, v′) are two edges parallel to e in Γ .
Then x ∼G u ∼H y, x ∼H v ∼G y, and x ∼G u′ ∼H y, x ∼H v′ ∼G y (see Fig. 5).

So, we get two GH paths xuv and xu′y between x and y, and similarly, we get
two HG paths xvy and xv′y between x and y. This contradicts (ii) of Theorem 1.
Hence the uniqueness. �

Theorem 4 If graph Γ is the matrix product of graphs G and H , then Γ has an
even number of edges.

Proof From Theorem 3 it is very clear that every edge (x, y) in Γ has unique paral-
lel edge and the relation “is parallel to” is symmetric. Though the relation is not an
equivalence relation, it partitions the set of edges of Γ , and each partition consists
of exactly two edges that are parallel to each other. So, the number of edges in Γ is
even. �

3 Further Results

In this section, we find an expression for the degree of a vertex in the matrix product.
We observe that if a graph factor of a matrix product is connected, then the other
graph factor is a regular graph. Also, we find that the graph such as a path graph is
not a graph factor for any matrix product. Finally, we characterize all regular graphs
G for which A(G)A(G) is graphical.
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3.1 Degree of a Vertex in Matrix Product

Theorem 5 Given graphs G, H , and Γ on the same set of vertices such that Γ is
the matrix product of G and H , and a vertex vi , we have that

degΓ vi =
∑

vj ∼H vi

degG vj . (3)

Proof Let A(Γ ) = C = (cij ) be the adjacency matrix of the matrix product Γ of G

and H . Define ei = [0 0 . . . 0 1 0 . . . 0]T , a column vector of length n with 1 in
the ith position and all other entries equal to zero. For a vertex vi , its degree in Γ is
given by

degΓ vi =
n∑

j=1

cji

= [1 1 . . . 1]Cei

= [1 1 . . . 1]A(G)A(H)ei

= ([1 1 . . . 1]A(G)
)(

A(H)ei

)

= [degG v1 degG v2 . . . degG vn]

⎡

⎢
⎢
⎢
⎣

A(H)1i

A(H)2i

...

A(H)ni

⎤

⎥
⎥
⎥
⎦

=
∑

j=1

(degG vj )A(H)ji .

Since A(H)ji = 1 only when vi ∼H vj , we get degΓ vi = ∑
vj ∼H vi

degG vj . �

Remark 4 Since the adjacency matrix C of Γ is symmetric, A(G) and A(H) com-
mute, and therefore degΓ vi is also given by

degΓ vi =
∑

vj ∼Gvi

degH vj . (4)

Theorem 6 Let Γ be the matrix product of the graphs G and H . If one among the
graphs G and H is connected, then the other graph is regular.

Proof First, we shall prove that degH v1 = degH v2 for every pair of vertices v1 and
v2 adjacent in G, i.e., v1 ∼G v2. For the purpose, we shall prove that there is a 1–1
correspondence between H adjacencies of v1 and H adjacencies of v2. The case
degH v1 = degH v2 = 1 is trivial. To consider the nontrivial case, let degH v2 ≥ 2.



Matrix Product of Graphs 49

Fig. 6 GH paths between v5 and v2

Consider any two vertices v3 and v4 that are adjacent with v2 in H . Since v1 ∼G

v2 ∼H v3 and v1 ∼G v2 ∼H v4 are GH paths and Γ is the matrix product of G and
H , we get that the vertices v3 and v4 are adjacent with v1 in Γ .

Now v1 ∼Γ v3 implies, as in Remark 3, that there exists an HG path v1 ∼H

v5 ∼G v3 through a vertex v5 ( �= v2). For the same reason, v1 ∼Γ v4 implies that
there exists an HG path v1 ∼H v6 ∼G v4 through a vertex v6 (�= v2). So, we have
vertices v5 and v6 adjacent with v1 in H , respectively, correspond to the vertices v3
and v4 adjacent with v2 in H . Now, we shall prove that v5 �= v6 in order to prove
the 1–1 correspondence between adjacencies of v1 and v2 in H .

Suppose that v5 = v6. Then, v5 is adjacent with v3 and v4 in G, and both v3 and
v4 are adjacent with v2 in H . Then there are two GH paths v5 ∼G v3 ∼H v2 and
v5 ∼G v4 ∼H v2 from v5 to v2 (refer Fig. 6), which contradicts (ii) of Theorem 1.

This proves that degH v1 = degH v2 whenever v1 and v2 are adjacent in G. So, if
G is connected, there exists a path between every pair of vertices, and the degrees
of all vertices of H are identical. In other words, H is regular. �

From the lines of the proof of Theorem 6, the following corollary is immediate.

Corollary 2 Let Γ be the matrix product of G and H . If vi and vj are any two
vertices connected by a path in G, then degH vi = degH vj .

Corollary 3 A graph G with unique full degree vertex cannot be a graph factor for
a nontrivial matrix product.

Proof Let G be a connected graph with unique full degree vertex, say v. In other
words, the vertex v is adjacent with all the remaining vertices in G. Suppose that
there exists a graph H and a graph Γ such that Γ is a matrix product of G and H .
By Theorem 1, H is a subgraph of G, and therefore v is an isolated vertex in H .
Since the vertex v is adjacent with all the remaining vertices in G, from Corollary 2,
degree of all the vertices in H equals to degH v(= 0). Hence, the graph H can only
be a null graph. �
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The definition of degree partition of a graph, given below, is useful in describing
a particular characteristic of graphs that explains the relation between the set of
vertices S of a component of a graph to which given vertex belongs to and the
degree of the vertices from S in the other graph, whenever the corresponding matrix
product exists.

Definition 5 (Degree partition of a graph) For a graph G on the set of vertices
{v1, v2, . . . , vn}, the degree partition of the graph G is a partition {V0,V1, . . . , Vk} of
the vertex set V (G) with the property that Vj = {vi | degG vi = j}, where 0 ≤ j ≤ k

and k = Δ(G) = max1≤i≤n{degG vi}.

Corollary 4 Let Γ be the matrix product of G and H . If {V0,V1, . . . , Vk}, where
k = Δ(G), is the degree partition of the vertex set of G, then the vertex set corre-
sponding to each component of H is entirely in one of the partite sets of the degree
partition.

Corollary 5 Let graphs G, H , and Γ be the graphs such that Γ is the matrix
product of G and H . Let G be connected, and let {V0,V1, . . . , Vk} where k = Δ(G)

be the degree partition of the vertex set of G. Further, let |Vi | = ni , Gi = 〈Vi〉, the
graph induced by the vertices in the partite set Vi , and Δi = maxw∈Vi

{degGi
w},

0 ≤ i ≤ k. Then the regularity of H is less than min0≤i≤k{ni − Δi}.

Proof Follows from Theorem 6, Corollary 4, and the fact that H is a subgraph
of G. �

Theorem 7 Let G, H , and Γ be the graphs such that Γ is the matrix product of G

and H . Then

degΓ vi = degG vi · degH vi (5)

for all vertices vi .

Proof From Theorem 5 we have degΓ vi = ∑
vj ∼H vi

degvj . In the summation on
the right-hand side, we consider all j such that vi ∼H vj . Therefore, from Corol-
lary 2 we get

degG vi = degG vj

for all j with vi ∼H vj . Therefore,

degΓ vi =
∑

vi∼H vj

degG vj

= (degG vi)

( ∑

vi∼H vj

1

)

= degG vi · degH vi.
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Hence the theorem. �

The following corollary is immediate from Theorem 7.

Corollary 6 Let G, H , and Γ be graphs such that Γ is the matrix product of G

and H , Then the following statements are true.

(i) If any two of G, H and Γ are regular, then so is the third.
(ii) Γ is regular if and only if degG vi · degH vi is a constant for all i, 1 ≤ i ≤ n.

(iii) A connected graph Γ is Eulerian if and only if the degree of each vertex is even
in at least one among the graphs G and H .

Corollary 7 If Γ is a matrix product of G and H , where one among G and H is a
regular graph, then Γ cannot be a tree.

Proof Suppose that Γ is a tree. Then Γ has a pendant vertex. Let v be a vertex
such that degΓ v = 1. By Theorem 7, degΓ v = degG v · degH v. This implies that
degG v = degH v = 1. Without loss of generality, let H be regular. So, H is 1-
regular and contains an even number of vertices. If Γ is a tree, then it contains
an odd number of edges (which is less by one than the number of vertices). This
contradicts the fact that Γ has an even number of edges (see Theorem 4). �

Remark 5 From Corollary 7 and Theorem 6 it is clear that if either of G and H is
connected, then their matrix product Γ cannot be a tree.

In the following theorem, we shall show that a path graph is not a factor graph
for any matrix product.

Theorem 8 Let G be a path graph on n vertices {v1, v2, . . . , vn}. Then, there exists
no nontrivial graph H such that A(G)A(H) is graphical.

Proof Suppose that there exists no nontrivial graph H such that A(G)A(H) is
graphical. From Theorem 1 it is clear that G and H are edge disjoint.

Let the vertices v1, v2, . . . , vn of G be such that v1 ∼G v2 ∼G · · · ∼G vn−1 ∼G vn.
Then, v1 and vn are the only vertices of degree 1 in G. Since G is connected, from
Theorem 6 we get that H is regular. Clearly, the vertices v1 and vn are not adjacent
with any of vj , 2 ≤ j ≤ n − 1, in H . Otherwise, by Corollary 2 the degree of ver-
tices among v1 and vn in G will be same as the degree of adjacent vertices among
vj , which is not true. So, if v1 and vn are not adjacent in H , then those vertices are
isolated, and by regularity of H we get that H is a null graph. Since H is consid-
ered to be non-null, v1 and vn are adjacent in H and are of degree one in H . Now,
by regularity of H , the degree of each vertex is one, and therefore H is a 1-factor
(union of disjoint K2s) of the complement of G. Hence, n is even.

Since v2 ∼G v1 and v1 ∼H vn , we obtain a GH path between v2 and vn, and
therefore v2 ∼Γ vn. Similarly, v1 ∼H vn and vn−1 ∼G vn implies vn−1 ∼Γ v1.
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Fig. 7 Adjacency between
vn/2 and vn/2+1 in both G

and H

Noting that v2 ∼Γ vn and v2 ∼G v1 ∼H vn is a GH path, as in Remark 2, there
exists a vertex vj (�= v1) such that v2 ∼H vj and vj ∼G vn. But vn−1 is the only
vertex such that vn−1 ∼G vn, and thus vj = vn−1. This implies v2 ∼H vn−1.

Continuing similarly, we get v3 ∼H vn−2, v4 ∼H vn−3, . . . , v n
2

∼H vn
2 +1 as in

Fig. 7. But G being a path, we have vn
2

∼G vn
2 +1 as in Fig. 7, which contradicts the

fact that G and H are edge disjoint.
Thus, there is no nontrivial graph H such that A(G)A(H) is graphical. �

In the following remarks, we observe a few more types of graphs G that do not
admit a graph H such that A(G)A(H) is graphical.

Remark 6 Let G be a connected graph with degree partition {V0,V1, . . . , Vk}, where
k = Δ(G). If the degree partition satisfy any of the following properties, then there
is no nontrivial graph H such that A(G)A(H) is graphical.

(i) A partite set among Vi, 0 ≤ i ≤ k, has exactly one vertex.
(ii) A partite set among Vi, 0 ≤ i ≤ k, has exactly two vertices, and G has no 1-

factor.

Proof is immediate from Corollary 2 and Theorem 6.

3.2 Regular Graphs G for Which A(G)A(G) Is Graphical

In this subsection, we shall characterize all regular graphs G such that A(G)A(G)

is graphical. In the following theorem, we shall consider the graphs with 1 or n − 2
regularity and prove that the product A(G)A(G) in such a case is always graphical.

Theorem 9 If G is a regular graph on the set of vertices {v1, v2, . . . , vn}, with
regularity 1 or n − 2, then the product A(G)A(G) is graphical. In fact, if G is
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Fig. 8 G = C4 a 1-regular graph

1-regular, then

A(G)A(G) = A(G)A(G) = A(G),

and if G is (n − 2)-regular, then

A(G)A(G) = A(G)A(G) = A(G).

Proof Note that the case n = 2 is trivial. Further, n = 3 case does not arise, in which
case neither G nor G can be 1-regular.

We shall prove the theorem when n > 3 and G is (n − 2)-regular. The case of
1-regular G follows by symmetry as G is (n − 2)-regular.

Consider any two vertices v1 and v2 in G and two distinct cases where v1 and v2
are adjacent and not adjacent in G.

Case I: v1 and v2 are adjacent in G. Since G is (n − 2)-regular, there exists a
unique vertex u such that v2 and u are adjacent in G, but u is adjacent with v1 in G.
Hence, we get a GG path v1 ∼G u ∼G v2 between v1 and v2. Again by (n − 2)-
regularity of G, there is no vertex w different from u such that v2 and w are adjacent
in G. Hence the uniqueness of GG path from v1 to v2. Similarly, we get a unique
GG path from v1 to v2.

Case II: v1 and v2 are not adjacent in G. Since v1 and v2 are not adjacent in G,
they are adjacent in G and not adjacent with any other vertex in G. Therefore, there
is no GG or GG path from v1 to v2.

From Case I and Case II above it is clear that for every pair of vertices, there
exists at most a pair of GG and GG paths, and from Theorem 1 we get that
A(G)A(G) is graphical. Again referring to the cases, we observe that a pair of
vertices are adjacent (not adjacent) in G implies that the vertices are adjacent (not
adjacent) in the matrix product Γ of G and G. Therefore, we get that Γ = G or
A(G)A(G) = A(G) = A(G)A(G). �

In Figs. 8 and 9, we demonstrate the above theorem for the cases of 1-regular
and (n − 2)-regular G.

Remark 7 In Theorem 9, we have observed that A(G)A(G) = A(G) whenever G

is (n − 2)-regular. In other words, A(G), where G is a 1-factor, acts like a projector
on the column and row spaces of A(G). But it is not true that A(G) is a projector.
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Fig. 9 G a cocktail party graph on six vertices, a (6 − 2)-regular graph

The following theorem characterizes the regular graphs G for which A(G)A(G)

is graphical.

Theorem 10 Given a regular graph G, if the nontrivial product A(G)A(G) is
graphical, then G is exactly one of the following:

(i) G is 1-regular
(ii) G is (n − 2)-regular (called a cocktail party graph on n vertices)

(iii) G = C5.

Proof Consider a regular graph G with regularity k such that A(G)A(G) is graph-
ical. Clearly, G is also regular with regularity n − k − 1. By Theorem 2, the graph
Γ realizing A(G)A(G) is also regular with regularity k(n − k − 1). Therefore,
k(n − k − 1) ≤ n − 1, and we get

n ≤ k

k − 1
+ (k + 1) (6)

for k �= 1.
In the case of k = 1, i.e., G is 1-regular in the class of graphs described in (i) of

the theorem. In fact, from Theorem 9 we have that A(G)A(G) is graphical for every
1-regular graph G.

If k �= 1, note that 1 ≤ k

k − 1
≤ 2, and by substituting the upper limit in (6), we

get that n ≤ k + 3 or k ≥ n − 3. In other words,

k = n − 1, n − 2, or n − 3.

If k = n − 1, G is the complete graph and G is the null graph, which is a trivial
case.

If k = n−2, then the graph G is (n−2)-regular in the class of graphs described in
(ii). Again referring to Theorem 9, we know that for every (n − 2)-regular graph G,
A(G)A(G) is graphical.

If k = n − 3 and k �= 1, then the regularity of G is 2, and therefore,

(n − 3)2 ≤ n − 1 =⇒ n = 5.
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Fig. 10 Γ = K5, which is the product of G = C5 and H = C5

In other words, G = C5.
Note that for a graph G = C5, also G = C5 
 C5. In G ∪ G, it is easy to observe

that between every two vertices in {v1, v2, v3, v4, v5}, there exists a unique GG path
and a unique GG path. Thus, A(G)A(G) is graphical, and the matrix product Γ is
a complete graph K5 (see Fig. 10).

Hence the theorem. �

Remark 8 Whenever H is a 1-factor graph and Γ is the matrix product of G and H ,
then it is also true that G is the matrix product of Γ and H , that is, A(Γ )A(H) =
A(G). This follows from Theorem 9 and the fact that A(H) is a permutation matrix
and is its own inverse.
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Determinant of the Laplacian Matrix
of a Weighted Directed Graph

Debajit Kalita

Abstract The notion of weighted directed graph is a generalization of mixed
graphs. In this article a formula for the determinant of the Laplacian matrix of
a weighted directed graph is obtained. It is a generalization of the formula for the de-
terminant of the Laplacian matrix of a mixed graph obtained by Bapat et al. (Linear
Multilinear Algebra 46:299–312, 1999).
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1 Introduction

Throughout this article all our graphs are simple. All our directed graphs have sim-
ple underlying undirected graphs. At times we use V (G) (resp. E(G)) to denote
the set of vertices (resp. edges) of a graph G (directed or undirected). In the ab-
sence of any specification, V (G) is assumed to be the set {1,2, . . . , n}. We write
(i, j) ∈ E(G) to mean the existence of the directed edge from a vertex i to a ver-
tex j . Sometimes it is convenient to denote (i, j) ∈ E(G) by i � j . Throughout this
article, ı = √−1.

Definition 1 (Bapat et al. [1]) Let G be a directed graph. With each edge (i, j) in
E(G), we associate a complex number wij of unit absolute value and nonnegative
imaginary part. We call it the weight of that edge. A directed graph G with such a
weight function w is called a weighted directed graph. The adjacency matrix A(G)

of G is the matrix with ij th entry

D. Kalita (B)
Department of Mathematical Sciences, Tezpur University, Napam, Sonitpur, Assam 784028, India
e-mail: k.debajit@gmail.com

R.B. Bapat et al. (eds.), Combinatorial Matrix Theory and Generalized
Inverses of Matrices, DOI 10.1007/978-81-322-1053-5_5, © Springer India 2013

57



58 D. Kalita

aij =

⎧
⎪⎨

⎪⎩

wij if i � j,

wji if j � i,

0 otherwise.

Let G be a weighted directed graph. In defining subgraph, walk, path, compo-
nent, connectedness, and degree of a vertex in G, we focus only on the underlying
unweighted undirected graph of G. Thus the degree di of a vertex i in a weighted
directed graph may be viewed as the sum of absolute values of the weights of the
edges incident with vertex i.

Definition 2 (Bapat et al. [1]) Let G be a weighted directed graph. The Laplacian
matrix L(G) of G is defined as the matrix D(G) − A(G), where D(G) is the diag-
onal matrix with di as the ith diagonal entry.

Definition 3 (Bapat et al. [1]) The vertex edge incidence matrix M = M(G) =
[mi,e] of a weighted directed graph G is defined as the matrix with rows labeled by
the vertices and columns labeled by the edges in G satisfying

mi,e =

⎧
⎪⎨

⎪⎩

1 if e = (i, j) for some vertex j,

−wij if e = (j, i) for some vertex j,

0 otherwise.

Example 1 Consider the weighted directed graph G as shown below. Weights of
the edges are written beside them. The vertex edge incidence matrix M(G) of G is
supplied.

A mixed graph is a graph with some directed and some undirected edges. Let G

be a weighted directed graph. If the weights of the edges in G are ±1, then viewing
the edges of weight 1 as directed and the edges of weight −1 as undirected, we see
that M(G) coincides with the vertex edge incidence matrix of a mixed graph intro-
duced by Bapat et al. [2]. Notice that (MM∗)ii = di for i �= j , (MM∗)ij = −wij

if i � j , (MM∗)ij = −wji if j � i, and (MM∗)ij = 0 otherwise. Thus we see
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that L(G) = MM∗, which implies that the Laplacian matrix of a weighted directed
graph is positive semi-definite.

It was observed in Bapat et al. [1] that unlike the Laplacian matrix of an un-
weighted undirected graph, the Laplacian matrix of a weighted directed graph is
sometimes non-singular. A weighted directed graph is said to be singular (resp.
non-singular) if its Laplacian matrix is singular (resp. non-singular). Several char-
acterizations of singularity of the weighted directed graphs were provided in [1].

Definition 4 Let G be a weighted directed graph. An i1–ik-walk W in G is a finite
sequence i1, . . . , ik of vertices such that, for 1 ≤ p ≤ k − 1, either ip � ip+1 or
ip+1 � ip . If e = (ip, ip+1) ∈ E(G), then we say that e is directed along the walk.
Otherwise, we say that e is directed opposite to the walk. We call

wW = ai1i2ai2i3 · · ·aik−1ik

the weight of the walk W , where aij are the entries of A(G).

2 Determinant of the Laplacian Matrix of a Weighted Directed
Graph

In this section we describe the determinant of the Laplacian matrix of a weighted
directed graph. The following lemma gives the determinant of the Laplacian matrix
of a cycle in a weighted directed graph.

Lemma 1 Let C be a weighted directed graph whose underlying unweighted undi-
rected graph is a cycle. Then det(L(C)) = 2(1 − Re wC).

Proof Consider the vertex–edge incident matrix M(C) corresponding to C. We may
assume that C = [1,2, . . . , n,1] so that the edges ei in C have end vertices i and
i + 1 for i ∈ Zn and m1,e1 = 1 after relabeling the vertices if necessary. Note that
the non-zero entries of M(C) occur precisely at the positions mi,ei

and mi+1,ei
for

each i. In that case, expanding along the first row of M(C), we see that

det
(
M(C)

) =
∏

(i+1,i)∈E(C)
i∈Zn

(−wi+1,i ) − (−1)n
∏

(i,i+1)∈E(C)
i∈Zk

(−wi,i+1).

Since L(C) = M(C)M(C)∗, we see that det(L(C)) = 2(1 − Re wC). �

In view of Lemma 1, we call a cycle in a weighted directed graph singular (resp.
non-singular) if its weight is different from 1.

The next lemma gives the determinant of the Laplacian matrix of a unicyclic
weighted directed graph.
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Lemma 2 Let G be a connected unicyclic weighted directed graph with a cycle C.
Then det(L(G)) = 2(1 − Re wC).

Proof If G is the cycle C itself, then the result follows immediately from Lemma 1.
Otherwise, G has a pendent vertex, say i. Let j be the vertex adjacent to i in G

with an edge e of weight w. We may assume, after a permutation similarity, that the
first row and the first column of M(G) correspond to the vertex i and the edge e,
respectively. Then expanding along the first row, we see that if e = (i, j), then
det(M(G)) = det(M(G′)), otherwise det(M(G)) = (−w)det(M(G′)), where G′ is
the weighted directed graph obtained from G by deleting the vertex i. Hence, in any
case, det(L(G)) = det(L(G′)). Continuing similarly, after finitely many steps we
see that det(L(G)) = det(L(C)). Hence the result holds by Lemma 1. �

Remark 1 By Lemma 2, a connected unicyclic weighted directed graph G is non-
singular if and only if the cycle in G is non-singular.

Definition 5 Let G be a connected weighted directed graph. We call a subgraph H

an essential spanning subgraph of G if V (G) = V (H) and every component of H

is a non-singular unicyclic weighted directed graph. By E (G) we denote the class
of all essential spanning subgraphs of G.

The following lemma contained in Bapat et al. [1] provides the class of non-
singular weighted directed graphs.

Lemma 3 (Bapat et al. [1], Corollary 9) Let G be a connected weighted directed
graph. Then G is non-singular if and only if it contains a non-singular cycle. In
particular, a weighted directed tree is always singular.

The next lemma says that a non-singular weighted directed graph contains at
least one essential spanning subgraph, and vice versa.

Lemma 4 Let G be a connected weighted directed graph. Then G is non-singular
if and only if E (G) is nonempty.

Proof Assume that G is non-singular. By Lemma 3, G contains a non-singular cy-
cle. Thus, G has a connected non-singular unicyclic spanning subgraph. Hence,
E (G) is nonempty.

Conversely, suppose that E (G) is nonempty. Thus, G contains a non-singular
cycle. Hence, G is non-singular by Lemma 3. �

The next result describes the determinant of the Laplacian matrix of a weighted
directed graph in terms of the determinants of its essential spanning subgraphs.
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Lemma 5 Let G be a non-singular connected weighted directed graph. Then

det
(
L(G)

) =
∑

H∈E (G)

detL(H).

Proof Since L(G) = MM∗, by the Cauchy–Binet theorem (see [3]) we know that

detL(G) =
∑

E′⊆E(G)
|E′|=|V (G)|

detM
[
V (G),E′]detM

[
V (G),E′]∗,

where M[V (G),E′] is a square submatrix of M . Note that M[V (G),E′] is the
vertex–edge incident matrix of a spanning subgraph of G, say HE′ , with the edge
set E′ such that |E′| = |V (G)|. Thus, L(HE′) = M[V (G),E′]M[V (G),E′]∗. Note
that detL(HE′) �= 0 if and only if each component of HE′ is non-singular. Since
|E′| = |V (G)|, we see that each component of HE′ is a unicyclic weighted directed
graph. Thus, detL(H ′

E) �= 0 if and only if HE′ ∈ E (G). Hence the result holds. �

Let G be a weighted directed graph, and let H be an essential spanning subgraph
of G. By ω(H) we denote the number of components of H . By Ci(H), 1 ≤ i ≤
ω(H), we denote the cycles contained in H .

The following theorem is our main result of this section, which provides a for-
mula for the determinant of the Laplacian matrix of a weighted directed graph.

Theorem 1 Let G be a non-singular connected weighted directed graph. Then

det
(
L(G)

) =
∑

H∈E (G)

2ω(H)

ω(H)∏

i=1

(1 − Re wCi(H)).

Proof Proof follows from Lemma 5 and Lemma 2. �

Definition 6 (Bapat et al. [1]) Let G be a directed graph with edges having colors
red, blue, or green. Assign a weight 1 to each red edge, a weight −1 to each blue
edge, and a weight ı to each green edge in G. We call the resulting graph a 3-colored
digraph.

Observe that the weight of a cycle in a 3-colored digraph is either 1, −1, or ±ı.
Thus, the weight of a non-singular cycle in a 3-colored digraph is either −1 or ±ı.
Hence, the following result is an immediate consequence of Theorem 1.

Corollary 1 Let G be a non-singular connected 3-colored digraph. Then

detL(G) =
∑

H∈E (G)

22ω1(H)+ω2(H),
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where ω1(H) and ω2(H) denotes the number of cycles of weight −1 and ±ı in H ,
respectively.

Note that a mixed graph may be viewed as a 3-colored digraph without green
edges. Thus, the following result obtained by Bapat et al. [2] is an immediate con-
sequence of Corollary 1.

Corollary 2 (Bapat et al. [2], Corollary 2) Let G be a non-singular connected mixed
graph. Then

detL(G) =
∑

H∈E (G)

4ω1(H),

where ω1(H) denotes the number of cycles of weight −1 in H .
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From Multivariate Skewed Distributions
to Copulas

Tõnu Kollo, Anne Selart, and Helle Visk

Abstract In this paper, a methodology is presented for constructing skewed mul-
tivariate copulas to model data with possibly different marginal distributions. Mul-
tivariate skew elliptical distributions are transformed into corresponding copulas in
the similar way as the Gaussian copula and the multivariate t-copula are constructed.
Three-parameter skew elliptical distributions are under consideration. For parameter
estimation of the skewed distributions, the method of moments is used. To transform
mixed third-order moments into a parameter vector, the star product of matrices is
used; for star product and its applications, see, for example, Kollo (J. Multivar. Anal.
99:2328–2338, 2008) or Visk (Commun. Stat. 38:461–470, 2009). Results of the
first applications are shortly described and referred to.

Keywords Method of moments · Multivariate skewness · Skew normal copula ·
Skew normal distribution · Skew t-copula · Skew t-distribution
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1 Introduction

In this paper, we consider a construction of copulas from multivariate skew symmet-
ric elliptical distributions. Copula models have become extremely popular in appli-
cations, especially in financial and environmental studies. In applications, marginal
distributions are often skewed, heavy tailed, and belong to different parametric fam-
ilies. In such situations, the copula approach gives us, in fact, the only way to model

T. Kollo (B) · A. Selart
Institute of Mathematical Statistics, University of Tartu, J. Liivi 2, Tartu 50409, Estonia
e-mail: Tonu.Kollo@ut.ee

A. Selart
e-mail: Anne.Selart@ut.ee

H. Visk
Department of Public Health, University of Tartu, Ravila 19, Tartu 50411, Estonia
e-mail: helle.visk@ut.ee

R.B. Bapat et al. (eds.), Combinatorial Matrix Theory and Generalized
Inverses of Matrices, DOI 10.1007/978-81-322-1053-5_6, © Springer India 2013

63



64 T. Kollo et al.

the data with certain dependence structure. In Sect. 2, we consider three families
of skew elliptical distributions and apply the method of moments to find estimates
of the shifted asymmetric Laplace distribution, skew normal distribution, and skew
t-distribution. The method of moments gives us biased estimates, and as these are
easy to find, they can be used as initial values of parameters for further study when
applying, for instance, maximum likelihood method. In Sect. 3, we define the skew
normal copula and skew t-copula. Estimation of the copula parameters is consid-
ered, and results of some applications are discussed.

2 Skew-Symmetric Distributions: Notions, Notation, Estimation

Since the multivariate skew normal distribution was introduced in Azzalini and
Dalla Valle [2], the model has become popular, and their construction has been gen-
eralized in different ways. Several generalizations up to 2004 can be found in the
collective monograph Genton [3]. The idea to transform a symmetric multivariate
elliptical distribution by a distribution function or a function with similar mathe-
matical properties has become extremely fruitful. There are at least two important
properties to be pointed out. Firstly, the distributions are easy to simulate; secondly,
the moment generating function M(t) often has a relatively simple analytic form,
and therefore the first moments can be easily found by differentiation of M(t). This
gives us a possibility to estimate parameters by the method of moments. In the two-
parameter case, a shape parameter is a vector, and a scale parameter is a p × p

positive definite matrix. Often a parameter-vector of shift is added, and then a three-
parameter distribution family is under consideration. In some generalizations, the
number of parameters is much bigger (see, for instance, Gonzáles-Farías et al. [4]
and Gupta et al. [5]). To apply the method of moments in the case of three-parameter
family, the first three moments are needed. Typically, these three parameters are
two vectors and one positive definite matrix. The first three moments form matrices
with growing dimensionalities. Let a p-vector x have a skew-symmetric distribution
with shift parameter μ: p × 1, the shape parameter α: p × 1, the scale parameter
Σ > 0: p × p, and the moment generating function M(t). The moments mk(x) can
be found as the matrix derivatives of M(t):

mk(x) = dkM(t)
dtk

∣
∣
∣
∣
t=0

, k = 1,2, . . . .

The matrix derivative of an r ×s-matrix Y by a p×q-matrix X is defined as the rs×
pq-matrix (for properties and higher-order derivatives, see Magnus and Neudecker
[14] or Kollo and von Rosen [9, Sect. 1.4])

dY
dX

= 1

d ′X
⊗ Y.

The central moments mk(x) are defined via the moments:

mk(x) = mk(x − Ex).
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It follows from the definitions of moments and the matrix derivative that m1(x) is
a transposed p-vector, m2(x) is a p × p matrix, and m3(x) is given by a p2 × p-
matrix of the third-order mixed moments. To apply the method of moments, we
have to transform the p2 × p-matrix of the third-order moments into a p-vector in
a meaningful way. This idea can be realized by the star-product of matrices. This
operation appeared to be useful when defining multivariate skewness and kurtosis
characteristics (Kollo [7]).

Classical measures of skewness and kurtosis were introduced by Mardia [15].
Unfortunately, these scalar characteristics may have the same numerical values for
multivariate distributions with different shape. There have been suggestions to solve
this problem by defining multivariate characteristics of skewness and kurtosis (see,
for example, Móri, Rohatgi and Székely [16] and Koziol [11]). But these suggested
characteristics do not take into account all mixed moments/cumulants of the third
and fourth orders. Kollo [7] suggests a multivariate skewness measure as a p-vector
and a kurtosis characteristic in the form of a p×p-matrix. These characteristics take
into account all mixed moments of the third and fourth orders and are defined with
help of the star-product of matrices. This notion has been introduced by MacRae
[13] as a generalization of the trace function.

Definition 1 Let A be an m × n matrix, and B an mr × ns partitioned matrix con-
sisting of r × s-blocks Bij , i = 1, . . . ,m, j = 1, . . . n. The star-product A � B of A
and B is the r × s-matrix

A � B =
m

∑

i=1

n
∑

j=1

aij Bij .

The big matrix of the third-order moments will be compressed into a p-vector
with help of the star-product in the same way as the skewness vector is defined
(Kollo [7]).

Definition 2 Let x be a random p-vector. Then a p-vector b(x) is called the skew-
ness vector of x if

b(x) = 1p×p � m3(y),

where

y = Σ−1/2(x − μ),

Σ1/2 stands for any symmetric square root of Σ , and 1p×p is the p × p-matrix of
ones.

Let us apply the method of moments to three-parameter distributions. First, we
consider estimation of the parameters of the shifted Laplace distribution (Visk [19])
with the characteristic function

ϕx+a(t) = eit′a

1 − it′μ + 1
2 t′Σt

.
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The first three moments are of the form

Ex = a + μ, Dx = Σ + μμ′,
m3(x) = 2μ ⊗ μμ′ + vecΣ · μ′ + μ ⊗ Σ + Σ ⊗ μ.

We have three parameters, and we need to transform the third central moment
into a p-vector. We shall use the star-product:

1p×p � m3(x) = 1p×p �
(

2μ ⊗ μμ′ + vecΣ · μ′ + μ ⊗ Σ + Σ ⊗ μ
)

.

Denote

M =
p

∑

i=1

μi; S =
p

∑

i=1

p
∑

j=1

(Dx)ij ; H =
p2
∑

i=1

p
∑

j=1

(

m3(x)
)

ij
.

Then the star products of interest are

1p×p �
(

μ ⊗ μμ′) = M2 μ;
1p×p � (vecΣ · μ) = M · Dx · 1p − M2 μ;

1p×p � (μ ⊗ Σ) = M · Dx · 1p − M2μ;
1p×p � (Σ ⊗ μ) = (

S − M2)μ,

where 1p is the p-vector of ones. The parameter μ can be expressed as

μ = 1

S − M2
(s − 2M · Dx · 1p),

where s = 1p×p � m3(x). To estimate μ, we need to know M .
Summing the coordinates of μ brings us to the cubic equation

M3 − 3MS + H = 0.

The only real solution of the equation is

M∗ = 3
√

−4H +
√

H 2 − 4S3,

and the parameters can be expressed as follows:

μ = 1

S − M2∗
(s − 2M∗ · Dx · 1p); Σ = Dx − μμ′; a = Ex − μ.

Let us examine now the skew normal distribution SNp(μ,R,α) with the density

fp,SN(x,μ,R, α) = 2fNp(μ,R)(x)Φ
(

α′(x − μ)
)

, (1)

where R is the correlation matrix, and Φ(·) the distribution function of the univari-
ate standard normal distribution. Expectation and dispersion matrix are of the form
(Gupta and Kollo [6])

Ex = μ +
√

2

π
δ, Dx = R − 2

π
δδ′,
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where

δ = Rα√
1 + α′Rα

.

The third central moment equals

m3(x) =
√

2

π

(
4

π
− 1

)

δ ⊗ δ′ ⊗ δ.

Then

1p×p � m3(x) = 1p×p �

√

2

π

(
4

π
− 1

)

δ ⊗ δ′ ⊗ δ.

Fortunately,

1p×p � δ ⊗ δ′ ⊗ δ = M2 δ; M =
p

∑

i=1

δi .

From here we have

δ = 1p×p � m3(X)
π3/2

M2
√

2(4 − π)
.

Summing the coordinates on both sides of the last equality gives us

M = Hπ3/2

M2
√

2(4 − π)
; H =

p2
∑

i=1

p
∑

j=1

(

m3(x)
)

ij
.

Then

M = H 1/3
√

π

(
√

2(4 − π))1/3

and

δ = 1p×p � m3(x)
πH 2/3

(2(4 − π)2)1/3
.

The estimates are obtained from the sample estimates of moments:

δ̂ = 1p×p � m̂3(x)
πĤ 2/3

(2(4 − π)2)1/3
, (2)

μ̂ = x −
√

2

π
δ̂, (3)

Σ̂ = S + 2

π
δ̂δ̂

′
, (4)

α̂ = (S + 2
π
δ̂δ̂

′
)−1δ̂

√

1 − δ̂
′
(S + 2

π
δ̂δ̂

′
)−1δ̂

. (5)
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Here x and S denote the sample mean and the sample covariance matrix, respec-
tively. Next, we consider the p-dimensional skew tp,ν -distribution where ν stands
for the number of degrees of freedom. There are several modifications and exten-
sions of the standard multivariate tp,ν -distribution; an overview can be found in
Kotz and Nadarajah [10, Chap. 5] We shall follow the definition of Azzalini and
Capitanio [1]. The density of the multivariate tp,ν -distribution is

tp,ν(x,μ,Σ) = Γ (
ν+p

2 )

(πν)
p
2 Γ (ν

2 )|Σ | 1
2

[

1 + (x − μ)′Σ−1(x − μ)

ν

]− ν+p
2

,

where the scale parameter Σ is a positive definite p × p-matrix, and the location
parameter μ is a p-vector.

Definition 3 A random p-vector x = (X1, . . . ,Xp)′ has p-variate skew tp,ν -
distribution with parameters μ, α, and Σ if its density function is of the form

gp,ν(x;μ, Σ,α) = 2 · tp,ν(x;μ,Σ) · T1,ν+p

[

αT Σ
−1/2
d (x − μ)

(
ν + p

Q + ν

) 1
2
]

,

(6)

where Q denotes the quadratic form

Q = (x − μ)T Σ−1(x − μ),

T1,ν+p(·) is the distribution function of the central univariate t-distribution with
ν + p degrees of freedom, and Σd is the diagonalized matrix Σ .

Later we shall consider the case μ = 0. For estimation, we need the first two
moments:

Ex = Σ
1/2
d ξ,

Dx = ν

ν − 2
Σ − Σ

1/2
d ξξ ′Σ1/2

d ,

where

ξ =
[

ν

π(1 + α′Rα)

]1/2 Γ (ν−1
2 )

Γ (ν
2 )

Rα,

and R is the correlation matrix. The estimates from these moment expressions are
of the form (Kollo and Pettere [8]):

Σ̂ = ν − 2

ν

(

S + x x′); (7)

α̂ = b(ν)β
√

b2(ν) − x′Σ̂−1x
, (8)

where x and S are the sample mean and the sample covariance matrix,

β = 1

b(ν)
Σ̂

1/2
d Σ̂

−1x (9)
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and Σ̂
1/2
d = (δij

√

σ̂ij ), i, j = 1, . . . p, where δij is the Kronecker delta, and

b(ν) =
[

ν

π

] 1
2 · Γ (ν−1

2 )

Γ (ν
2 )

. (10)

3 Copulas from Skewed Distributions

There are only few skewed copulas in use. Archimedean copulas are axial symmet-
ric by construction, the copulas built via elliptical multivariate distributions are also
symmetric (for instance, Gaussian and t-copula). It seems natural to join skewed
marginals into a multivariate distribution by a skewed copula density. Skew ellip-
tical families give a good possibility for that. In the following, we shall apply this
approach to multivariate skew normal and skew t-distributions.

Let X1, . . . ,Xp be continuous random variables with strictly monotone distribu-
tion functions Fi(xi) and the density functions fi(xi), respectively. Let their joint
distribution function and the density function be Fx(x1, . . . , xp) and fx(x1, .., xp).
By Sklar’s theorem (see, for example, Nelsen [17]), the distribution function
Fx(x1, . . . , xp) can be presented through a copula C(u1, . . . , up) : [0,1]p → [0,1],
u = (u1, . . . , up)′ ∈ [0,1]p:

Fx(x1, . . . , xp) = C
(

F1(x1), . . . ,Fp(xp)
)

. (11)

The copula density c(u1, . . . , up) is obtained from the copula C(u1, . . . , up) by
differentiation:

c(u1, . . . , up) = ∂pC(u1, . . . , up)

∂u1 · · · ∂up

.

Taking into account (11), we can present the density fx(x1, . . . , xp) through the
copula density

fx(x1, . . . , xp) = c
(

F1(x1), . . . ,Fp(xp)
)

f1(x1) × · · · × fp(xp) .

From here the copula density c(u) : Ip → R can be expressed through the densities
of x and Xi , i = 1, . . . , p:

c(u) = fx(F
−1
1 (u1), . . . ,F

−1
p (up))

f1(F
−1
1 (u1)) × · · · × fp(F−1

p (up))
,

where F1(·), . . . ,Fp(·) are the univariate marginal distribution functions, and
f1(·), . . . , fp(·) are the corresponding marginal densities. We are going to construct
skewed copulas that are based on the multivariate skew elliptical distributions. Let
us first define a skew normal copula.

Definition 4 A p-dimensional copula Cp,SN is called a skew normal copula with
parameters μ, R, and α if

Cp,SN(u;μ,R,α) = Fp,SN

(

F−1
1 (u1;μ1,1, α1), . . . ,F

−1
1 (up;μp,1, αp);μ,R,α

)

,
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where F−1
1 (ui;μi,1, αi) denotes the inverse of the distribution function of the uni-

variate skew normal distribution SN(μi,1, αi), and Fp,SN(·) is the distribution
function of the p-variate skew normal distribution with the density given in (1).

The corresponding copula density is

cp,SN(u;μ,R,α) = fp,SN(F−1
1 (u1;μ1,1, α1), . . . ,F

−1
1 (up;μp,1, αp);μ,R,α)

∏p

i=1 f1,SN (F−1
1 (ui;μi,1, αi))

,

where the density fp,SN(·) is given in (1), and the functions F−1
1 (ui;μi,1, αi) are

as in Definition 4.
The skew tp,ν -copula is defined in the same way (Kollo and Pettere [8]).

Definition 5 A copula Cp,ν is called a skew tp,ν -copula with parameters μ,Σ ,α if

Cp,ν(u1, . . . , up : μ,Σ,α)

= Gp,ν

(

G−1
1,ν(u1;μ1, σ11, α1), . . . ,G

−1
1,ν(up;μp,σpp,αp);μ,Σ,α

)

,

where G−1
1,ν(ui;μi,σii , αi), i ∈ {1, . . . , p} denotes the inverse of the univariate skew

t1,ν -distribution function, and Gp,ν is the distribution function of the p-variate skew
tp,ν -distribution with the density as given in (6).

The corresponding copula density is

cp,ν(u;μ,Σ,α)

= gp,ν[{G−1
1,ν(u1;μ1, σ11, α1), . . . ,G

−1
1,ν(up;μp,σpp,αp)};μ,Σ,α]

∏p

i=1 g1,ν[G−1
1,ν(ui;μi,σii , αi);μi,σii, αi]

, (12)

where the density function gp,ν(u;μ,Σ,α) : Rp → R is defined by (6), and the
functions G−1

1,ν(ui;μi,σii , αi) are as in Definition 5. As in the numerator of the
density expression in (12) stands the density of the multivariate skew t-distribution,
the resulting copula density also represents a skewed multivariate distribution. Sev-
eral properties of the skew t-copula are still under investigation. For example, what
is the maximum value of the Mardia’s multivariate skewness characteristic of the
copula; how tail dependence can be expressed between bivariate marginals, etc.

How to fit a multivariate skew elliptical copula to data? At the first step, we find
models for marginals and calculate the dependence measures between them. The
matrix of Pearson correlation coefficients would be the first idea, especially when
using the method of moments, as then the parameters of skew-elliptical distributions
can be expressed through the Pearson correlation matrix. Unfortunately, the Pear-
son correlations are not invariant under the nonlinear transformations that we use
when constructing copulas via inverse distribution functions. The rank correlations
would be invariant, but then we need to know the transformation between the linear
and the rank correlations. In the case of normal distribution, the transformation is
known for a long time; for the multivariate t-distribution, the corresponding result
is more recent (Lindskog, McNeil and Schmock [12]). The same time simulation
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studies have shown that for small and “average” values (up to 0.5) of the Spear-
man and Pearson correlations the estimates do not differ much when using inverse
functions of distribution functions. Estimates (2)–(5) for skew normal copulas and
(7)–(10) for skew t-copulas can be used as initial values for further study by the
maximum likelihood method. Some first applications of these skewed copulas have
shown that the estimates by the method of moments can be used in practice for con-
struction of data models. In Kollo and Pettere [8], a three-variate skew t-copula was
applied to anthropometric data, where two marginals followed gamma distribution,
and one was modeled by lognormal distribution. The Pearson correlations between
marginals were 0.47, 0.62, and 0.86. The skew t-copula with estimated parameters
(7)–(10) gave better fit with the data compared with the Gaussian copula. In the
second application, Pettere and Kollo [18] predicted the annual cash flow of an in-
surance company on the basis of three main business lines of the company. The best
models for the marginals were obtained by gamma, Pareto, and lognormal distribu-
tions. The marginals were correlated with Pearson correlations 0.14, 0.60, 0.11. The
joint distribution was modeled by several Archimedean copulas, Gaussian copula,
and skew t-copula. The best fit was obtained by the skew t-copula with three de-
grees of freedom, and the parameters were estimated by (7)–(10). Summarizing, we
can say that the first examples have shown applicability of skew elliptical copulas
in data modeling.
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Revisiting the BLUE in a Linear Model
via Proper Eigenvectors

Jan Hauke, Augustyn Markiewicz, and Simo Puntanen

Abstract We consider two linear models, M1 = {y,Xβ,V1} and M2 = {y,Xβ,V2},
having different covariance matrices. Our main interest lies in question whether a
particular given BLUE under M1 continues to be a BLUE under M2. We give a
thorough proof of a result originally due to Mitra and Moore (Sankhyā, Ser. A
35:139–152, 1973). While doing this, we will review some useful properties of the
proper eigenvalues in the spirit of Rao and Mitra (Generalized Inverse of Matrices
and Its Applications, 1971).

Keywords Best linear unbiased estimator · Gauss–Markov model · Linear model ·
Löwner ordering · Orthogonal projector · Proper eigenvalues
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1 Introduction

In this article, we consider the general linear model y = Xβ + ε, denoted as a triplet
M = {y,Xβ,V}, where X is a known n × p model matrix, the vector y is an ob-
servable n-dimensional random vector, β is a p × 1 vector of unknown parameters,
and ε is an unobservable vector of random errors with expectation E(ε) = 0 and
covariance matrix cov(ε) = V. The nonnegative definite matrix V is known.
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The symbol Rn×m stands for the set of real n × m matrices; all matrices in this
paper have real elements. We will use the standard notation; for example, A′, A−,
A+, C (A), C (A)⊥, and N (A) denote, respectively, the transpose, a generalized
inverse, the Moore–Penrose inverse, the column space, the orthogonal complement
of the column space, and the null space of a matrix A. By (A : B) we denote the
partitioned matrix with A and B as submatrices. By A⊥ we denote any matrix satis-
fying C (A⊥) = N (A′) = C (A)⊥. Furthermore, PA = AA+ = A(A′A)−A′ denotes
the orthogonal projector (with respect to the standard inner product) onto C (A). In
particular, we denote M = In − PX. We also denote

PA;N = A
(
A′NA

)−A′N, (1)

where A ∈ R
n×m and N ∈ NNDn, the set of n × n nonnegative definite symmetric

matrices. The matrix PA;N is invariant with respect to the choice of (A′NA)− if and
only if rank(A) = rank(A′N); see Rao and Mitra [23, Lemma 2.2.4].

An unbiased linear estimator Gy for Xβ is defined to be the best linear unbiased
estimator, BLUE, for Xβ under M if

cov(Gy) ≤L cov(Ly) for all L : LX = X, (2)

where “≤L” refers to the Löwner partial ordering.
In Sect. 2, we introduce some preliminary results that will be needed later on. In

Lemma 2, we give an equation that G has to satisfy so that Gy would be a BLUE

for Xβ under M . The symbol W will refer to a specific set of nonnegative definite
matrices:

W = {
W : W = V + XLL′X′, C (W) = C (X : V)

}
. (3)

In (3), L can be any (conformable) matrix as long as C (W) = C (X : V) is satisfied.
Writing

PX;W+ = X
(
X′W+X

)−X′W+, where W ∈ W , (4)

we get the well-known expression for the BLUE of Xβ:

PX;W+y = X
(
X′W+X

)−X′W+y. (5)

In (3), we have all members of W nonnegative definite, but this is not necessary in
all considerations to follow. Similarly, expression (5) is invariant with respect to the
choice of all generalized inverses involved (supposing that y ∈ C (X : V) = C (W)

with probability 1). For convenience, we use the Moore–Penrose inverse of W in (5).
In Lemma 1, we have collected, to simplify the referencing, some properties of
W (not assuming nonnegative definiteness though). For references to Lemma 1,
we may mention Baksalary and Puntanen [4], Baksalary, Puntanen and Styan [5,
Theorem 2], Baksalary and Mathew [3, Theorem 2], and Harville [10, p. 468].

Lemma 1 Let V be an n × n nonnegative definite matrix, let X be an n × p matrix,
and define W as W = V + XUX′, where U is a p × p matrix. Then the following
statements are equivalent:



Revisiting the BLUE in a Linear Model via Proper Eigenvectors 75

(a) C (X) ⊂ C (W),
(b) C (X : V) = C (W),
(c) X′W−X is invariant for any choice of W−,
(d) C (X′W−X) = C (X′) for any choice of W−,
(e) X(X′W−X)−X′W−X = X for any choices of the generalized inverses involved.

Moreover, each of these statements is equivalent to (a′) C (X) ⊂ C (W′) and hence
to statements (b′)–(e′) obtained from (b)–(e) by setting W′ in place of W.

2 Preliminaries

The following lemma gives the “Fundamental BLUE equation”; see, e.g., Rao [19],
Zyskind [29], Baksalary [1], and Baksalary and Trenkler [7, 8].

Lemma 2 Consider the general linear model M = {y,Xβ,V}. Then the estimator
Gy is the BLUE for Xβ if and only if G satisfies the equation

G
(
X : VX⊥) = (X : 0). (6)

The set of matrices G satisfying (6) may be denoted as {PX|VX⊥}, indicating that
G is a projector onto C (X) along C (VX⊥). Obviously, M = In − PX is one choice
for X⊥. Notice also that even though G may not be unique, the numerical observed
value of Gy is unique (with probability 1) once the random vector y has realized
its value in the permissible space C (X : V) = C (X : VM). The consistency of the
model M means that the observed y lies in C (X : V), which is assumed to hold
whatever model we have; for the consistency concept, see, for example, Baksalary,
Rao and Markiewicz [6].

Characterizing the equality of the ordinary least squares estimator PXy and the
BLUE has received a lot of attention in the statistical literature, the major break-
throughs being made by Rao [19] and Zyskind [29]; for a detailed review, see Pun-
tanen and Styan [18].

Consider now two models M1 = {y,Xβ,V1} and M2 = {y,Xβ,V2} that differ
in their covariance matrices. As in (3), define a nonnegative definite matrix W1 so
that

W1 = V1 + XLL′X′, where C (W1) = C (X : V1), (7)

and denote the set of all such matrices as W1. Then one representation for the BLUE

of Xβ under M1 is

PX;W+
1

y = X
(
X′W+

1 X
)−X′W+

1 y, (8)

while the general representation for the BLUE is By, where B = PX;W+
1

+ F(In −
PW1), with F being free to vary.
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We can now ask whether PX;W+
1

y continues to be BLUE underM2. If V1 and
V2 are positive definite, then the BLUE of Xβ has unique representations under M1

and M2, and the equality between the BLUEs becomes the equality between the
multipliers PX;V−1

1
and PX;V−1

2
. The first solution to this problem appears to be by

Thomas [25], who in an abstract considered the equality of the BLUEs with both V1

and V2 being positive definite. For further references in positive definite case, we
may mention Harville [10, p. 265], Luati and Proietti [13, Theorem 1, Corollary 1],
and Hauke, Markiewicz and Puntanen [11]. In particular, Hauke, Markiewicz and
Puntanen [11] studied the conditions for PX;W+

1
y to be the BLUE under M2 using a

particular transformation technique and the concept of linear sufficiency.
Subsequently, we will utilize the proper eigenvalues and proper eigenvectors

following Rao and Mitra [23, §6.3]; see also Mitra and Rao [17], as well as de
Leeuw [9], Mitra and Moore [16, Appendix], Scott and Styan [24], and Isotalo,
Puntanen and Styan [12, §2]. For this purpose, let A and B be two symmetric n × n

matrices of which B is nonnegative definite. Let λ ∈ R be a scalar, and w a vector
such that

Aw = λBw, Bw �= 0. (9)

Following Rao and Mitra [23, §6.3], we call λ a proper eigenvalue and w a proper
eigenvector of A with respect to B, or shortly, (λ,w) is a proper eigenpair for (A,B).
The set of all proper eigenvalues of pair (A,B) is denoted as ch(A,B). If B is
singular, there may exist a vector w �= 0 such that Aw = Bw = 0, in which case

(A − λB)w = 0 (10)

for arbitrary λ. We call such a vector w ∈ R
n an improper eigenvector of A with

respect to B. The space of improper eigenvectors is precisely N (A) ∩ N (B) =
C (A : B)⊥.

Notice that if (10) holds for some nonzero w, then necessarily

det(A − λB) = 0 (11)

for any λ ∈R. Then the pencil A − λB (with indeterminate λ) is said to be singular;
otherwise the pencil is regular. For a positive definite B, we obviously have

ch(A,B) = ch
(
B−1A, In

) = ch
(
B−1A

) = ch
(
B−1/2AB−1/2), (12)

where ch(·) refers to the set of the eigenvalues (including multiplicities) of the ma-
trix argument. If B is singular, we might wonder whether, for example, the following
might be true:

ch(A,B) = ch
(
B+A

)
? (13)

Statement (13) does not always hold, but if C (A) ⊂ C (B), then indeed (13) holds
for nonzero proper eigenvalues; see Lemma 5.
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3 When Is PX;W+
1

y BLUE Under M2?

The following lemma is due to Mitra and Moore [16, p. 140].

Lemma 3 Consider the linear model {y,Xβ,V} and denote W = V + XLL′X′,
where C (W) = C (X : V), and let W− be an arbitrary generalized inverse of W.
Then

C
(
W−X

) ⊕ C (X)⊥ = R
n, C

(
W−X

)⊥ ⊕ C (X) = R
n,

C
[(

W−)′X
] ⊕ C (X)⊥ = R

n, C
[(

W−)′X
]⊥ ⊕ C (X) = R

n,

where ⊕ refers to the direct sum of subspaces.

The above lemma is needed in the proof of Theorem 1. For completeness, we
also state the following two lemmas appearing in Rao and Mitra [23, §6.3]; see also
Mitra and Moore [17].

Lemma 4 Let An×n and Bn×n both be symmetric matrices of which B is nonnega-
tive definite, rank(B) = b, and suppose that

rank
(
N′AN

) = rank
(
N′A

)
, where N = B⊥. (14)

Then there are precisely b proper eigenvalues of A with respect to B,

ch(A,B) = {λ1, . . . , λb}, (15)

some of which may be repeated or null. Also the corresponding eigenvectors
w1, . . . ,wb can be chosen so that if W is an n × b matrix with wi being its ith
column, then

W′BW = Ib, W′AW = Λ1, C (AW) ⊂ C (B), (16)

where Λ1 is the diagonal matrix of λ1, . . . , λb .

Condition (14) holds, for example, if A is nonnegative definite or if C (A) ⊂
C (B). Using the notation nzch(·) for the set of the nonzero eigenvalues and
nzch(A,B) for the set of the nonzero proper eigenvalues of A with respect to B,
we have the following lemma.

Lemma 5 Let A and B be as in Lemma 4 and assume that (14) holds. Then the
nonzero proper eigenvalues of A with respect to B are the same as the nonzero
eigenvalues of [A − AN(N′AN)−N′A]B− and vice versa for any generalized in-
verses involved, i.e.,

nzch(A,B) = nzch
([

A − AN
(
N′AN

)−N′A
]
B−)

. (17)
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In particular,

C (A) ⊂ C (B) =⇒ nzch(A,B) = nzch
(
AB−)

. (18)

Now we are ready to introduce the main target of our paper, Theorem 1. This
theorem appears in Mitra and Moore [16, Theorems 2.1 and 2.2, Note 1]. Some
parts of it are not proved in detail, and then only hints for the proofs are given. Our
purpose is to provide a complete proof, which we believe to be of interest.

Theorem 1 Consider the linear models M1 = {y,Xβ,V1} and M2 = {y,Xβ,V2}
where rank(X) = r . Denote PX;W+

1
= X(X′W+

1 X)−X′W+
1 , where W1 is defined as

in (7) so that PX;W+
1

y is the BLUE for Xβ under M1. Denote M = In −PX and let Z

be a matrix whose column space is N (X′W+
1 ), i.e., Z ∈ {(W+

1 X)⊥}. Then PX;W+
1

y
is the BLUE for Xβ also under M2 if and only if any of the following equivalent
conditions holds:

(a) X′W+
1 V2M = 0,

(b) C (V2W+
1 X) ⊂ C (X),

(c) C (V2M) ⊂ N (X′W+
1 ) = C (W+

1 X)⊥ = C (Z),
(d) V2 ∈ {V2 ∈ NNDn : V2 = XK11X′ + ZK22Z′ for some K11 and K22},
(e) PX;W+

1
V2 is symmetric,

(f) C (W+
1 X) is spanned by a set of r proper eigenvectors of V2 with respect to

W1,
(g) C (X) is spanned by a set of r eigenvectors of V2W+

1 .

Proof The estimator X(X′W+
1 X)−X′W+

1 y is also a BLUE under M2 if and only if

X
(
X′W+

1 X
)−X′W+

1 (X : V2M) = (X : 0), (19)

which in view of Lemma 1(e) is equivalent to

X
(
X′W+

1 X
)−X′W+

1 V2M = 0. (20)

Premultiplying (20) by X′W+
1 and using again Lemma 1(e) show that (20) is equiv-

alent to

X′W+
1 V2M = 0, (21)

and so we obtain (a). Statements (b) and (c) are obvious alternative ways to express
condition (a).

According to Lemma 3, C (Z) ⊕ C (X) = R
n, where Z ∈ {(W+

1 X)⊥} and hence
every nonnegative definite V2 can be written as V2 = FF′ for some K1 and K2 such
that F = XK1 + ZK2, and so

V2 = XK1K′
1X′ + ZK2K′

2Z′ + XK1K′
2Z′ + ZK2K′

1X′

:= XK11X′ + ZK22Z′ + XK12Z′ + ZK′
12X′. (22)
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Suppose that (a) holds. Then substituting (22) into (21) yields

X′W+
1

(
ZK2K′

2Z′ + XK1K′
2Z′)M = 0, (23)

which, in view of X′W+
1 Z = 0, further simplifies into

X′W+
1 XK1K′

2Z′M = 0. (24)

By Lemma 1(d) we have rank(X′W+
1 X) = rank(X), and by Marsaglia and Styan

[15, Corollary 6.2],

rank
(
Z′M

) = rank(Z) − dimC (Z) ∩ C (X) = rank(Z), (25)

and hence we can use the rank cancellation rule of Marsaglia and Styan [15, Theo-
rem 2] and cancel X′W+

1 and M from (24) and thus obtain

XK1K′
2Z′ = 0. (26)

Substituting (26) into (22) proves that (a) implies (d). The reverse relation is obvi-
ous.

Consider condition (e), i.e.,

PX;W+
1

V2 = V2P′
X;W+

1
. (27)

Substituting (22) into (27) yields XK12Z′ = ZK′
12X′ and thereby

V2 = XK11X′ + ZK22Z′ + 2Z′K′
12X′. (28)

Pre- and postmultiplying (28) by X′W+
1 and M, respectively, yields (a), i.e., we have

shown that (e) implies (a). The reverse relation is again obvious.
Let us then take a look at (f) and (g). In view of (22), we observe that

X′W+V2W+X = X′W+XK11X′W+X. (29)

Consider the proper eigenvalues and eigenvectors of

A = X′W+
1 XK11X′W+

1 X (30)

with respect to

B = X′W+
1 X. (31)

Obviously, C (A) ⊂ C (B) and rank(B) = r . Moreover, in view of Lemma 4, there
exists a matrix Tp×r such that

T′BT = T′X′W+
1 XT = Ir , AT = BTD, (32a)

X′W+
1 XK11X′W+

1 XT = X′W+
1 XTD, (32b)
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where Dr×r = diag(d1, . . . , dr ) is a diagonal matrix. The columns of T are the
proper eigenvectors of A with respect to B, and the dis are the corresponding proper
eigenvalues.

We can cancel the left-most X′W+ from each side of (32b), and so we have

XK11X′W+
1 XT = XTD. (33)

Suppose that (d) holds. Then

V2W+
1 X = (

XK11X′ + ZK22Z′)W+
1 X = XK11X′W+

1 X, (34)

and so (33) becomes

V2W+
1 XT = XTD. (35)

From T′X′W+
1 XT = Ir it follows that rank(XT) = rank(X) = r , and so the columns

of XT ∈ R
n×r are nonzero, and thereby they comprise a set of r eigenvectors of

V2W+
1 corresponding to the eigenvalues d1, . . . , dr . In view of C (XT) = C (X), we

can conclude that C (X) has a basis comprising a set of r eigenvectors of V2W+
1 ,

i.e., we have shown that (d) implies (g).
On the other hand, because C (X) ⊂ C (W1), (35) can be equivalently written as

V2
(
W+

1 XT
) = W1

(
W+

1 XT
)
D, (36)

and so the columns of W+
1 XT ∈ R

n×r are r proper eigenvectors of V2 with re-
spect to W1. Because rank(W+

1 V2T) = r = rank(W+
1 V2), we necessarily have

C (W+
1 XT) = C (W+

1 X). Hence, C (W+
1 X) has a basis comprising a set of r proper

eigenvectors of V2 with respect to W1, i.e., (g) and (f) are equivalent.
Assume then that (35) holds. Because C (W+

1 XT) = C (W+
1 X), (35) implies that

C
(
V2W+

1 XT
) = C

(
V2W+

1 X
) ⊂ C (X), (37)

i.e., (f) implies (a). Thus, the proof is completed. �

Let us summarize the above findings concerning the proper eigenvalues. Denot-
ing A = X′RX and B = X′SX, where

R = W+
1 V2W+

1 , S = W+
1 , r = rank(B) = rank(X), (38)

and a = rank(A), we observe that if any of the conditions in Theorem 1 holds, then

ch(A,B) = {d1, . . . , da, da+1 = 0, . . . , dr = 0}
= {the set of all r proper eigenvalues of A w.r.t. B}
= {a set of r proper eigenvalues of V2 w.r.t. W1}
= {

a set of r eigenvalues of V2W+
1

}
, (39a)
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nzch
(
AB+) = {d1, . . . , da}, (39b)

ch
(
AB+) = {d1, . . . , da, da+1 = 0, . . . , dp = 0}

= ch
[
X′RX

(
X′SX

)+]
. (39c)

Moreover, denoting s = rank(W1) and m = rank(V2W1), we obviously always have

ch(R,S) = {e1, . . . , em, em+1 = 0, . . . , es = 0}
= {the set of all s proper eigenvalues of R w.r.t. S}
= {

the set of s largest eigenvalues of RS+}

= {
the set of s largest eigenvalues of V2W+

1

}
, (40a)

nzch
(
V2W+

1

) = {e1, . . . , em} = nzch
(
RS+)

. (40b)

4 When Does Every Representation of the BLUE Under M1
Continue to Be BLUE Under M2?

In Theorem 1 we consider whether a particular BLUE under M1 continues to be
BLUE under M2. What about if we require that every representation of the BLUE

under M1 continues to be BLUE under M2? The answer is given in Theorem 2.
For the proof and related discussion, see, e.g., Baksalary and Mathew [2, Theo-
rem 3], Mitra and Moore [16, Theorems 4.1 and 4.2], Rao [20, Lemma 5], Rao [21,
Theorems 5.2 and 5.5], Rao [22, p. 289], Tian [26], Tian and Takane [27, 28], and
Markiewicz, Puntanen and Styan [14].

Theorem 2 Consider the linear models M1 = {y,Xβ,V1} and M2 = {y,Xβ,V2}.
Then every representation of the BLUE for Xβ under M1 remains the BLUE for Xβ
under M2 if and only if any of the following equivalent conditions hold:

(a) C (V2X⊥) ⊂ C (V1X⊥),
(b) V2 = V1 + XN1X′ + V1MN2MV1 for some N1 and N2,
(c) V2 = XN3X′ + V1MN4MV1 for some N3 and N4,

where M = In − PX.

Acknowledgement Thanks go to the anonymous referee for very helpful remarks.
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30, 313–322 (1968)

18. Puntanen, S., Styan, G.P.H.: The equality of the ordinary least squares estimator and the best
linear unbiased estimator (with discussion). Am. Stat. 43, 151–161 (1989) [Commented by
O. Kempthorne on pp. 161–162 and by S.R. Searle on pp. 162–163, Reply by the authors on
p. 164]

19. Rao, C.R.: Least squares theory using an estimated dispersion matrix and its application to
measurement of signals. In: Le Cam, L.M., Neyman, J. (eds.) Proceedings of the Fifth Berke-
ley Symposium on Mathematical Statistics and Probability, Berkeley, California, 1965/1966,
vol. 1, pp. 355–372. University of California Press, Berkeley (1967)

20. Rao, C.R.: A note on a previous lemma in the theory of least squares and some further results.
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Inference in Error Orthogonal Models

Francisco Carvalho and João Tiago Mexia

Abstract Error Orthogonal Models constitute a very interesting class of models
very useful in the design of experiments. The use of commutative Jordan algebras
of symmetric matrices is used in order to perform statistical inference. The concept
of segregation is introduced thus allowing the estimation of variance components.

Keywords Error Orthogonal · Jordan algebras · Segregation · Variance
components
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1 Introduction

Error Orthogonal Models (EO), as defined in VanLeuwen et al. [21], are mixed
models such that the Least Square Estimators (LSE) for their estimable vector are
Best Linear Unbiased Estimators (BLUE) whatever the variance components. We
say that the LSE is a Uniformly Best Linear Unbiased Estimator (UBLUE).

An alternative definition is given by requiring that the model has the variance–
covariance matrix

V =
m∑

j=1

γj Kj ,
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where the K1, . . . ,Km are pairwise orthogonal projection matrices (POOPM) that
add up to In and commute with the orthogonal projection matrix P on the space Ω

spanned by the mean vector μ = Xβ . Actually, this alternative definition is already
mentioned in Houtman and Speed [10]. The equivalence between both definitions
is established by VanLeeuwen et al. [21]. It may be of interest to point out that,
according to the second definition, P and V commute, and so, see Zmyślony [23],
the LSE for estimable vectors are UBLUE. This observation points to the interest of
this definition in deriving interesting results.

This definition will lead to the key feature in our treatment, which will be defining
homoscedastic submodels. In the study of these submodels, we will use the notion
of quadratic sufficiency, see Mueller [15] to obtain Best Quadratic Unbiased Esti-
mators (BQUE) for the γ1, . . . , γm. This study will be continued for mixed models

Y =
w∑

i=0

Xiβi

with β0 fixed and β1, . . . ,βw independent with null mean vectors and variance–
covariance matrices σ 2

1 Ii1 , . . . , σ
2
wIiw . When the matrices Mi = XiX�

i , i = 1, . . . ,w,
the mixed model is EO, see, e.g., Fonseca et al. [9].

The study of mixed models that are EO has rested on the use of Commutative
Jordan Algebras (CJA). These are linear spaces constituted by symmetric matrices
that commute and containing the squares of their matrices. These structures were
introduced by Jordan et al. [11], who used them in a reformulation of Quantum
Mechanics. They were rediscovered by Seely, who used them to obtain many inter-
esting results on linear statistical inference, see Seely [17–19]. These were the initial
papers on a very fruitful research line, see, e.g., Seely and Zyskind [20], Drygas and
Zmyślony [3], VanLeeuwen et al. [21, 22], Fonseca et al. [7–9], Ferreira et al. [4],
and Carvalho et al. [1, 2].

We matured the use of CJA since our approach without explicitly using them is
nevertheless related. Thus, see Seely [19], for every CJA, there is one and only one
basis, the principal basis, constituted by POOPM, K1, . . . ,Km such as those that
appear also in the expression of V. Let the K1, . . . ,Km have range spaces ∇j =
R(Kj ), j = 1, . . . ,m. If they add up to In, we have the orthogonal partition

R
n =

m

�
j=1

∇j ,

where � indicates the orthogonal direct sum of subspaces. So the principal basis will
be associated to this orthogonal partition. Let now the row vectors of Aj constitute
an orthonormal basis for Vj , j = 1, . . . ,m. For the model with mean vector μ =
Xβ and variance–covariance matrix V, we have the homoscedastic submodels with
observation vectors

yj = Aj y, j = 1, . . . ,m,

and variance–covariance matrices γj Igj
with gj = rank(Kj ), j = 1, . . . ,m. These

submodels will play a central role in our treatment. To lighten the discussion of
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these submodels, we will start with a section on homocedastic submodels. In this
section, we will consider the normal one. Next, we go over to EO models, first in
general, and next when they are written as normal models

y =
w∑

i=0

Xiβ i ,

where β0 is fixed, and the β1, . . . ,βw are independent with null mean vectors and
variance–covariance matrices σ 2

i Ici
, i = 1, . . . ,w. When assuming normality, we

will discuss the existence of complete and sufficient statistics.

2 Homoscedastic Models

We start by introducing quadratic sufficiency. If y is quasi-normal, has mean vec-
tor μ = Xβ and variance–covariance matrix V = σ 2V◦, the pair (Ly,y�Ty) is
quadratic sufficient (QS) if there exists a symmetric matrix and a real ε such that
y�L�CLy + εy�Ty is BQUE for f σ 2 with f = dim(Ω⊥), with Ω⊥ being the
orthogonal complement of the space Ω spanned by μ.

A necessary and sufficient condition for the pair (Ly,y�Ty) to be QS is that

N (L) ∩ R(W) ⊆ VN
(
X�) ∩ N

(
X�T

) ∩ N (I − εV◦T),

where N (·) indicates the nullity space

VN
(
X�) = {

Vu : u ∈ N
(
X�)}

,

and

W = V◦ + XX�.

When V◦ = In, we have R(W) = R
n, and the previous condition reduces to

N (L) ⊆ N
(
X�) ∩ N

(
X�T

) ∩ N (I − εT).

Moreover, if we take T = In, since we can also take ε = 1, the condition is now
given by

N (L) ⊆ N
(
X�)

.

So, assuming that the model is quasi-normal and homoscedastic, the pair (Ly,y�y)

is QS whenever N (L) ⊆ N (X�). The orthogonal projection matrix P on Ω can
be written as

P = W�W

whenever the row vectors of W constitute an orthonormal basis for Ω . We now have
the canonical estimable vector

η = Wμ = WXβ,
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for which we have the LSE η̃ = Wy.
Clearly, the Zmyślony (1978) version of the Gauss–Markov theorem holds for

homoscedastic models, so the LSE of η will be BLUE. Moreover, we may establish
the following proposition.

Proposition 1 We have N (L) = N (X�).

Proof R(P) = R(X), so N (P) = R(P)⊥ = R(X⊥) = N (X�). Moreover, P =
W�W, so N (W) ⊆ N (P) = N (X�) and W = WW�W = WP, so N (X�) =
N (P) ⊆ N (W), thus N (P) = N (X�), and the proof is complete. �

Corollary 1 If the model is quasi-normal homoscedastic, then the pair (Wy,y�y)

is QS.

Thus, for σ 2, we have the BQUE

σ̃ 2 = 1

f

(
y�y − y�W�Wy

) = 1

f

(
y�y − y�Py

) = 1

f
y�Qy,

where Q = I − P is the orthogonal projection matrix on Ω⊥.
Let us now assume normality. Since μ�y = μ�Py = η̃�η = η�η̃, we have

‖y − μ‖2 = y�y − 2μ�y + μ�μ = S − 2η�η̃ + ‖μ‖2

with S = y�y and thus the density

n(y) = e
− 1

2σ2 (S−2η�η̃+‖μ‖2)

(2πσ 2)n/2
;

so, we will have the sufficient complete statistics S and η̃, the natural statistics θ =
1
σ 2 , and

ξ = 1

σ 2
η,

see Lehmann–Casella [14].
We now assume that the matrix X is not null. If X = 0, the sole natural parameter

would be θ with the corresponding complete sufficient statistic S.
Thus, we have the Uniformly Minimum Variance Unbiased Estimator (UMVUE),

η̃, and

σ̃ 2 = 1

f

(
S − η̃�η̃

) = 1

f
y�Qy.
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3 EO Models

We now assume that y has the mean vector μ = Xβ and variance–covariance matrix

V =
m∑

j=1

γj Kj =
m∑

j=1

γj A�
j Aj ,

where the K1, . . . ,Km, are POOPM that add up to In, and the row vectors of Aj

constitute a orthonormal basis for ∇j = R(Kj ), j = 1, . . . ,m.
We now have the homoscedastic submodels observation vectors

yj = Aj y, j = 1, . . . ,m,

which, with Xj = Aj X, have the mean vectors μj = Xjβ and variance–covariance
matrices Vj = γj Igj

with

gj = rank(Kj ) = rank(Aj ), j = 1, . . . ,m.

For the submodels, we have the spaces Ωj = R(Xj ), j = 1, . . . ,m, spanned by
their mean vectors, and the orthogonal projection matrices on these subspaces can
be written as

Pj = W†W, j = 1, . . . ,m,

once we assume that the row vectors of Wj constitute an orthonormal basis for Ωj ,
j = 1, . . . ,m. We assume that Xj are not null, so that we will have the canonic
estimable vectors

η = Wjμj , j = 1, . . . ,m,

with LSE derived from the submodels

η̃ = Wj yj , j = 1, . . . ,m.

If Xj is null, we take ηj and η̃j to be null. Now ψ = Gβ is an estimable vector for
the full model if G = UX, so that we will have

ψ = UA = U
m∑

j=1

Kjμj = U
m∑

j=1

A�
j μj =

m∑

j=1

Ujηj

with

Uj = UA�
j W�

j , j = 1, . . . ,m,

since μj = W�
j ηj , j = 1, . . . ,m. Thus, the estimable vectors are generalized linear

combinations of the canonical estimable vectors.
We recall that the LSE will be BLUE, and thus, for ψ , we will have the BLUE

ψ̃ = Gβ̃,
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where

β̃ = (
X�X

)†X�y

with L† the Moore–Penrose inverse of matrix L. Now, with

A = [
A�

1 . . . A�
m

]�
,

we have
[

y�
1 . . . y�

m

]� = Ay,

and so to have

Ly = [
(L1y1)

� . . . (Lmym)�
]� = D

(
L1 . . . Lm

)
Ay

with D(. . .) indicating a blockwise diagonal matrix, we must have

L = D(L1 . . . Lm )A.

Likewise, to have

y�Ty =
⎡

⎣
y�

1 T1y1
. . .

y�
mTmym

⎤

⎦ = y�A�D(T1 . . . Tm )Ay,

we must have

T = A�D(T1 . . . Tm )A.

We now define quadratic sufficiency for error orthogonal models. We point out that
this concept, see, e.g., Mueller [15] or Kornacki [13], has only been considered for
models with one variance component, so we are now presenting its extension. Thus,
(Ly,y�Ty) is QS for EO models if

{
L = D(L1 . . . Lm )A,

T = A�D(T1 . . . Tm )A,

with pairs (Lj yj ,y�Tj yj ), j = 1, . . . ,m, QS for the homoscedastic submodels. For
instance, if we take T = In, we can also take Tj = Igj

, j = 1, . . . ,m, and whenever
N (Lj ) ⊆ N (Xj ), j = 1, . . . ,m, taking

L = D(L1 . . . Lm )A,

the pair (Ly,y�Ty) will be QS. Namely, we can take

Lj = Wj , j = 1, . . . ,m,
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the row vectors of Wj constituting an orthonormal basis for Ωj , j = 1, . . . ,m, to
have a QS pair (Wy,y�y), where

W = D
(

W1 . . . Wm

)
A.

When we use this pair, from the submodels we get the estimator

γ̃j = 1

fj

y�
j Qj yj = 1

fj

y�Qj y, j = z + 1, . . . ,m′,

once we assume that, with z ≥ 0, the first z submodels are the ones with null matri-
ces Xj . In the last expression, we have

Qj = Aj Qj Aj , j = z + 1, . . . ,m.

Moreover, see Schott [16], if we assume y to be quasi-normal, we have

cov(γ̃j ; γ̃�) = 2

fjf�

tr(Qj VQ�V) + 4

fjf�

μ�Qj VQ�μ ≥ 0,

⎧
⎨

⎩

j �= �

j > z

� > z

since the matrices

Qj VQ� = A�
j Qj Aj VA�

� Q�A� = γj A�
j Qj Aj Aj A�

� Q�A� = 0, j �= �.

We now establish the following proposition.

Proposition 2 If, with Hj = A�
j Hj Aj , j = z + 1, . . . ,m, the

γ ∗
j = y�

j Sj yj = y�Sj y, j = z + 1, . . . ,m,

are unbiased estimators for the γj , j = z + 1, . . . ,m, and we have

var

(
m∑

j=z+1

cj γ̃j

)
≤ var

(
m∑

j=z+1

cj γ
∗
j

)
.

Moreover, with C = [ci,j ], and γ̃ and γ ∗ the vectors with components γ̃z+1, . . . , γ̃m

and γ ∗
z+1, . . . , γ

∗
m, respectively, we have

Σ�(Cγ̃ ) ≤ Σ�
(
Cγ ∗),

and Σ�(Cγ ∗) − Σ�(Cγ̃ ) is positive semi-definitive.

Proof Reasoning as above, we show that

cov
(
γ ∗
j ;γ ∗

�

) = cov(γ̃j ; γ̃�), j �= �; j > z; � > z,



92 F. Carvalho and J.T. Mexia

so

var

(
m∑

j=z+1

cj γ̃j

)
=

m∑

j=z+1

c2
j var(γ̃j ) ≤

m∑

j=z+1

c2
j var

(
γ ∗
j

) = var
(
cjγ

∗
j

)
.

In the same way, we may show that for any v, we have

var
(
v�Cγ̃

) ≤ var
(
v�Cγ ∗),

and var(v�Cγ ∗) − var(v�Cγ̃ ) is positive semi-definitive. �

If we assume the normality, since the cross-covariance matrices of the submodels
are

Σ�(yj ;Σ��) = Σ�(Aj y;A�y) = Aj

(
m∑

h=1

γhKh

)
A�

�

= γj Aj A�
� = 0gj ×g�

, j �= �,

the y1, . . . ,ym will be normal independent with, when z > 0, densities
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

nj (y) = e
− Sj

2γj

(2πγj )
gj /2 , j = 1, . . . , z,

nj (y) = e
− 1

2γj
(Sj −2η�

j
η̃+‖ηj ‖2)

(2πγj )
gj /2 , j = z + 1, . . . ,m,

where ηj = Ajμ and η̃j = Aj y, j = z + 1, . . . ,m.
Due to the independence of the submodels, the joint density is

∏m
j=1 nj (yj ).

Thus, see Lehmann and Casella [14], we have the sufficient statistics S1, . . . , Sm and
η̃z+1, . . . , η̃m and the natural parameter θ with components θj = 1

γj
, j = 1, . . . ,m,

and

ξ = [
ξ�

z+1 . . . ξ�
m

]�

with ξ j = 1
γj

ηj , j = z + 1, . . . ,m. We now establish the following lemma.

Lemma 1 There are no linear restrictions on the components of ξ or of η =
[η�

z+1 . . . η�
m ]�.

Proof It suffices to establish the thesis for η pointing out that μ spans R(X) of
dimension p = ∑m

j=z+1 pj with pj = rank(Xj ) = rank(Pj ) = rank(Wj ), j = z +
1, . . . ,m.

Now since, when z > 0, Kjμ = 0, j = 1, . . . , z, we have

μ =
m∑

j=z+1

Kjμ =
m∑

j=z+1

A�
j μj =

m∑

j=z+1

A�
j W�

j ηj
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and

rank
(
A�

j W�
j

) = rank
(
A�

j W�
j Wj Aj

) = rank
(
A�

j Aj

)

= rank(Ipj
) = pj , j = 1, . . . ,m.

We have only to point out that

rank(X) = rank(AX) = rank
(
(Az+1Xz+1)

� . . . (AmXm)�
)� =

m∑

i=1

pj

to see that if μ is to span Ω = R(X), there can be no restriction on the components
of η. �

If, moreover, there are no restrictions on the components of γ , the sufficient
statistics presented above will be, see again Lehmann and Casella [14], complete,
and we can establish the following proposition.

Proposition 3 If the normality is assumed and there are no restrictions on the com-
ponents of γ , the unbiased estimators derived from the statistics S1, . . . , Sm and
η̃z+1, . . . , η̃m will be UMVUE.

Proof The proposition follows directly from the Blackwell, Lehmann and Scheffé
theorem. �

4 Mixed Models

We now consider mixed models written in their usual form

y =
w∑

i=0

Xiβ i ,

where β0 is fixed, and the β1, . . . ,βw are independent with null mean vectors

μ = X0β0

and variance–covariance matrix

V =
w∑

i=1

σ 2
i Mi

with Mi = XiX�
i , i = 1, . . . ,w. When these matrices commute, they are di-

agonalized by the same orthogonal matrix, see Schott [16]. The row vectors
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α1, . . . ,αn of the orthogonal matrix will be eigenvectors for the M1, . . . ,Mw . Writ-
ing αhτα� when αh and α� are associated to identical eigenvectors for all ma-
trices M1, . . . ,Mw , we define an equivalence relation between eigenvectors. Let
C1, . . . ,Cm be the sets of indexes of the eigenvectors belonging to the different
equivalence classes. Then

Kj =
∑

�∈Cj

αjα
�
j

will be POOPM. Moreover, we will have

Mi =
m∑

j=1

bi,j Kj , i = 1, . . . ,w,

with bi,j the eigenvalue for Mi , i = 1, . . . ,w, and the eigenvectors with indexes in
Cj , j = 1, . . . ,m.

Then

V =
w∑

i=1

σ 2
i

m∑

j=1

bi,j Kj =
m∑

j=1

γj Kj

with

γj =
w∑

i=1

bi,j σ
2
i , j = 1, . . . ,m.

Now with, when z > 0,

γ (1) =
⎡

⎢⎣
γ1
...

γz

⎤

⎥⎦ , γ (2) =
⎡

⎢⎣
γz+1

...

γm

⎤

⎥⎦ , σ 2 =
⎡

⎢⎣
σ 2

1
...

σ 2
w

⎤

⎥⎦ ,

and

B = [
B(1) B(2)

]
,

where B(1) has z columns, and B(2) has m − z columns, we have

γ (�) = B(�)�σ 2, � = 1,2.

Of course, if z = 0, we have γ = γ (2), B = B(2), and the last expression is replaced
by γ = B�σ 2.

We now assume y to be quasi-normal, so, according to Proposition 2, we have

Σ�
(
γ̃ (2)

) ≤ Σ�
(
γ ∗(2)

)

with γ ∗
z+1, . . . , γ

∗
m, the components of γ ∗(2), derived from the submodels. If z = 0,

the last expression would be replaced by Σ�(γ̃ ) ≤ Σ�(γ ∗).
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If the row vectors of B(2) are linearly independent, we have

σ 2 = B(2)�−
γ (2)

with B(2)�−
a generalized inverse of B(2)�. Also, according to Proposition 2, we

have

Σ�
(
B(2)�−

γ̃ (2)
) ≤ Σ�

(
B(2)�−

γ ∗(2)
)
,

so, we must use γ̃ (2) to estimate σ 2. When z = 0, we replace γ̃ (2) [γ ∗(2),B(2)]
by γ̃ [γ ∗,B] to obtain the corresponding results.

Since generalized inverses are not unique, we must also consider their choice. To
lighten the writing, we assume that z = 0 since we have only to do straightforward
adjustments for the case where z > 0.

We assume the row vectors of B to be linearly independent, so w ≤ m. Now

B� = P�
[

D
0

]
P◦

with P and P◦ orthogonal and D the diagonal matrix whose principal elements are
the singular values v1, . . . ,vw of B. Thus,

B�− = P◦� [
D† U

]
P,

where U is arbitrary, and D† is the diagonal matrix with principal elements v†
i = v−1

i[= 0] when vi �= 0 [= 0], i = 1, . . . ,w.
It is also easy to see that the Moore–Penrose inverse of B� is

B�† = P◦� [
D† 0

]
P�,

so,
∥∥B�†∥∥ ≤ ∥∥B�−∥∥,

and thus, to minimize the upper bound of ‖Σ�(B(2))�−
γ̃ (2)‖, we take B�− = B�†

.

5 An Application

We now apply our results to a model with balanced cross-nesting. This model will
have a first factor with u levels that nests a factor with v levels, and the first factor
crosses with the third one with � levels. These will have r observations for each of
the u × v × � treatments.

We assume the first and third factors to have fixed effects and the second one to
have random effects. This model may be written, see Khury et al. [12] as

y =
7∑

i=1

X◦
i β

◦
i + ε◦,



96 F. Carvalho and J.T. Mexia

Table 1 Matrices, factors, and interactions

Matrices Factors and interactions

X◦
1 = 1u ⊗ 1v ⊗ 1� ⊗ 1r General mean value

X◦
2 = Iu ⊗ 1v ⊗ 1� ⊗ 1r First factor

X◦
3 = Iu ⊗ Iv ⊗ 1� ⊗ 1r Second factor

X◦
4 = 1u ⊗ 1v ⊗ I� ⊗ 1r Third factor

X◦
5 = Iu ⊗ 1v ⊗ I� ⊗ 1r Interaction between the first and second factors

X◦
6 = Iu ⊗ Iv ⊗ I� ⊗ 1r Interaction between the second and third factors

X◦
7 = Iu ⊗ Iv ⊗ I� ⊗ Ir Technical error

where, with ⊗ indicating the Kronecker matrix product, we have that the mean
vector of this model is

μ = Xβ

with

X = [
X◦

1 X◦
2 X◦

3 X◦
4 X◦

5

]
,

and, taking X1 = X◦
4, X2 = X◦

6 and X3 = X◦
7, we may write the model as

y =
3∑

i=0

Xiβ i

with β0 = β fixed and, as before, β1, β2, and β3 independent with null mean vector
and variance–covariance matrices σ 2

1 I�, σ 2
2 I�×u×v , and σ 2

3 I�×u×v×r . In Table 1 we
define how the matrices X◦

i , i = 1, . . . ,7, are constructed, and what they represent.
Now, see Fonseca et al. [5, 7], we have

⎧
⎪⎨

⎪⎩

M1 = X1X�
1 = � × r(Q1 + Q2 + Q3),

M2 = X2X�
2 = r(Q1 + Q2 + Q3 + Q4 + Q5 + Q6),

M3 = X3X�
3 = Q1 + Q2 + Q3 + Q4 + Q5Q6 + Q7,

with Kd = Id − 1
d

Id . In Table 2 we define how the matrices Q◦
i , i = 1, . . . ,7, are

constructed, and what they represent.
Now, the orthogonal projection matrix on the range space spanned by the mean

vector is

T =
4∑

j=1

Qj ,

so the γ1, γ2, γ3, and γ4 cannot be estimated from

yj = Aj y, j = 1, . . . ,4.

Moreover, since the Q1, . . . ,Q7, are pairwise orthogonal, from the expression of
T we see that the y5, y6, and y7 have null mean vectors and variance–covariance
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Table 2 Qj matrices, factors and interactions

Matrices Factors and interactions

Q1 = 1
u

Ju ⊗ 1
v

Jv ⊗ 1
�

J� ⊗ 1
r

Jr General mean value
Q2 = Ku ⊗ 1

v
Jv ⊗ 1

�
J� ⊗ 1

r
Jr First factor

Q3 = 1
u

Ju ⊗ 1
v

Jv ⊗ K� ⊗ 1
r

Jr Second factor
Q4 = Ku ⊗ 1

v
Jv ⊗ K� ⊗ 1

r
Jr Third factor

Q5 = Iu ⊗ Kv ⊗ 1
�

J� ⊗ 1
r

Jr Interaction between the first and second factor
Q6 = Iu ⊗ Kv ⊗ I� ⊗ 1

r
Jr Interaction between second and third factor

Q7 = Iu ⊗ Iv ⊗ I� ⊗ 1
r

Jr Technical error

matrices γ5Iu(v−1), γ6Iu(v−1)(�−1), and γ7Iuv�(r−1), so we get the estimators

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

γ̃5 = ‖y5‖2

u(v−1)
,

γ̃6 = ‖y6‖2

u(v−1)(�−1)
,

γ̃7 = ‖y7‖2

uv�(r−1)
.

To obtain the y5, y6, and y7, we use, see Fonseca et al. [5], the matrices

⎧
⎪⎪⎨

⎪⎪⎩

A5 = Iu ⊗ Tv ⊗ 1√
�
1�
� ⊗ 1√

r
1�
r ,

A6 = Iu ⊗ Tv ⊗ T�
� ⊗ 1√

r
1�
r ,

A7 = Iu ⊗ Iv ⊗ I� ⊗ Tr ,

where Th is obtained deleting the first row equal to 1√
h

1�
h from an h×h orthogonal

matrix.
From the expressions of matrices M1, M2, M3, and T we clearly get the matrix

B(2) =
⎡

⎣
�r 0 0
r r 0
1 1 1

⎤

⎦ ,

so,
⎧
⎪⎨

⎪⎩

γ5 = �rσ 2
1 + rσ 2

2 + σ 2
3 ,

γ6 = σ 2
2 + σ 2

3 ,

γ7 = σ 2
3 ,

and thus,
⎧
⎪⎪⎨

⎪⎪⎩

σ̃ 2
3 = γ̃7,

σ̃ 2
2 = (γ̃6−γ̃7)

r
,

σ̃ 2
1 = (γ̃5−γ̃6)

�r
.
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Table 3 Yields in kg
Location Origin 1 Origin 2

Clone 1 Clone 2 Clone 3 Clone 1 Clone 2 Clone 3

1 3.00 1.00 1.10 1.75 1.10 1.05

1.85 1.10 1.50 3.50 1.05 1.25

0.75 1.00 1.80 2.50 0.50 2.00

1.35 1.60 1.45 2.00 1.05 1.50

1.45 1.50 1.25 0.65 1.25 2.10

2 1.80 1.60 0.85 2.00 1.20 1.00

0.70 1.75 0.65 3.00 1.35 2.70

2.50 0.50 0.55 2.55 1.20 2.15

1.70 1.35 0.90 3.00 0.30 2.10

0.40 1.10 0.90 2.65 2.50 2.70

3 1.05 0.75 0.90 1.60 1.05 1.60

1.50 0.65 0.90 3.05 1.95 1.10

1.15 0.90 0.55 0.25 2.00 2.05

0.85 0.85 0.70 1.66 2.20 1.50

1.15 1.05 0.35 2.65 2.35 3.00

In order to illustrate the results presented in the previous sections, we will use an
example, see Fonseca et al. [6].

In this example, we do not intend to evaluate the grapevine castes homogeneity.
These castes are constituted by clones, and these clones have a common origin, i.e.,
probably a common ancestor. In this way, one would think that there is a genetic
homogeneity. This claim is not shared by the wine produces since, for them, the
genetic homogeneity does not always prevail.

In this example, the Touriga Nacional (Portuguese caste from the family of Vitis
Viniferas) caste was used. In the design of the experiment, two groups from different
origins of three clones were grown side by side.

The grapevines were displayed in a rectangular grid following a fertility gradient
where each column is occupied by different clones. Three locations were chosen to
cover the experimental field, and, in each location, the grapevines in five rows were
considered. The data can be seen in Table 3.

Using the previous results, taking u = 2, v = 3, � = 3, and r = 5, we obtained

⎧
⎪⎨

⎪⎩

γ̃5 = 1.5648,

γ̃6 = 0.4270,

γ̃7 = 0.3671,
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and
⎧
⎪⎨

⎪⎩

σ̃1 = 0.0759,

σ̃2 = 0.0120,

σ̃3 = 0.3671.

We may conclude that neither the third factor nor its interaction with the second
factor is relevant.
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On the Entries of Orthogonal Projection
Matrices
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Abstract The present paper is concerned with characterizing entries of orthogonal
projectors (i.e., a Hermitian idempotent matrices). On the one hand, several bounds
for the values of the entries are identified. On the other hand, particular attention
is paid to the question of how an orthogonal projector changes when its entries are
modified. The modifications considered are those of a single entry and of an entire
row or column. Some applications of the results in the linear regression model are
pointed out as well.
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Moore–Penrose inverse · Linear model
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1 Preliminaries

Let Cm,n (Rm,n) denote the set of m × n complex (real) matrices. The symbols M∗,
R(M), N (M), and rk(M) will stand for the conjugate transpose, column space
(range), null space, and rank of M ∈ Cm,n, respectively. Moreover, In will be the
identity matrix of order n, and for a given M ∈ Cn,n we define M = In − M. Ad-
ditionally, tr(M) will stand for the trace of M ∈ Cn,n. For two matrices M and N
having the same number of rows, the columnwise partitioned matrix obtained by
juxtaposing the two matrices will be denoted by (M : N). In Sect. 4, which provides
some results dealing with real matrices, we will use the symbol M′ to denote the
transpose of M ∈ Rm,n.
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We define two particular vectors in Cn,1, namely 1n, which denotes n × 1 vector
of ones, and ei , which stands for a vector having 1 in the ith row and all other entries
equal to zero, i.e.,

1n = (1,1, . . . ,1)∗ and ei = (0, . . . ,0,1,0, . . . ,0)∗, i = 1,2, . . . , n.

Recall that any vectors x,y ∈ Cn,1 satisfy the Cauchy–Schwarz inequality, which
reads |x∗y| ≤ ‖x‖‖y‖.

A matrix M ∈ Cn,n satisfying M2 = M is called idempotent. It is known that ev-
ery idempotent matrix represents an oblique projector onto its column space R(M)

along its null space N (M). A key role in the subsequent considerations will be
played by a subset of idempotent matrices consisting of matrices which are ad-
ditionally Hermitian. Such matrices are called orthogonal projectors, and their set
will be denoted by C

OP
n , i.e.,

C
OP
n = {

M ∈Cn,n : M2 = M = M∗}.

A projector M ∈ C
OP
n projects onto R(M) along R(M)⊥, where R(M)⊥ denotes

the orthogonal complement of R(M).
An important role in considerations dealing with projectors is played by the no-

tion of the Moore–Penrose inverse, for M ∈ Cm,n defined to be the unique matrix
M† ∈Cn,m satisfying the equations:

MM†M = M, M†MM† = M†, MM† = (
MM†)∗

, M†M = (
M†M

)∗
.

The Moore–Penrose inverse can be used to represent orthogonal projectors onto
subspaces determined by M ∈ Cm,n. To be precise:

(i) PM = MM† is the orthogonal projector onto R(M),
(ii) QM = Im − MM† is the orthogonal projector onto R(M)⊥ = N (M∗),

(iii) PM∗ = M†M is the orthogonal projector onto R(M∗),
(iv) QM∗ = In − M†M is the orthogonal projector onto R(M∗)⊥ = N (M).

It is known that the trace of an idempotent matrix is equal to its rank; see Bak-
salary, Bernstein, and Trenkler [3]. The trace of a product of P,Q ∈ C

OP
n satisfies

tr(PQ) ≤ min
{
rk(P), rk(Q)

} = min
{
tr(P), tr(Q)

}; (1)

see Baksalary and Trenker [4, inequality (3.29)].
The lemma below is recalled following Baksalary, Baksalary, and Trenkler [2,

Lemma 2.1].

Lemma 1 For any nonzero u,v ∈ Cn,1, the product uv∗ is an oblique projector if
and only if v∗u = 1, in which case uv∗ is an oblique projector onto R(u) along
R(v)⊥. Moreover, if v∗u = 1 and P is an oblique projector, then:

(i) P + uv∗ is an oblique projector if and only if u ∈ R(P∗)⊥ and v ∈ R(P)⊥, in
which case P+uv∗ is an oblique projector onto R(P)⊕R(u) along R(P∗)⊥ ∩
R(v)⊥,
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(ii) P−uv∗ is an oblique projector if and only if u ∈ R(P) and v ∈ R(P∗), in which
case P − uv∗ is an oblique projector onto R(P) ∩ R(v)⊥ along R(P∗)⊥ ⊕
R(u).

Another result of interest given in Baksalary, Baksalary, and Trenkler [2, Theo-
rem 1.1] characterizes possible changes of a rank of a matrix when it is modified by
a matrix of rank one. The result is recalled in what follows.

Lemma 2 For given A ∈ Cm,n and nonzero b ∈ Cm,1, c ∈ Cn,1, let M be the modi-
fication of A to the form

M = A + bc∗, (2)

and let λ = 1 + c∗A†b. Then:

rk(M) = rk(A) − 1 ⇐⇒ b ∈ R(A), c ∈ R
(
A∗), λ = 0, (↓)

rk(M) = rk(A) ⇐⇒
⎧
⎨

⎩

b ∈ R(A), c ∈ R(A∗), λ 
= 0,

b ∈ R(A), c 
∈ R(A∗),
b 
∈ R(A), c ∈ R(A∗),

(↔1)

(↔2)

(↔3)

rk(M) = rk(A) + 1 ⇐⇒ b 
∈ R(A), c 
∈ R
(
A∗). (↑)

The symbols (↓), (↔1), (↔2), (↔3), and (↑) occurring in Lemma 2 were orig-
inally used in [2] to distinguish the five possible situations that can happen when
a matrix is rank-one modified.

In the next section we focus on the entries of an orthogonal projector, providing
various bounds for its entries. In Sect. 3, we consider modifications of an orthogonal
projector by a matrix of rank one. The last section of the paper deals with the linear
regression model. The considerations in this part are concerned with situations in
which some observations are omitted or new observations are added to the model.

2 Entries of Orthogonal Projectors

All nine theorems given in the present section are satisfied trivially when the pro-
jector P ∈ C

OP
n involved in them is the zero matrix. For this reason, we exclude the

case P = 0 from the considerations.
The first theorem of the paper provides a characteristic of diagonal entries of an

orthogonal projector, which was also given in Chatterjee and Hadi [6, Property 2.5].

Theorem 1 Let P = (pij ) ∈ C
OP
n be nonzero. Then the diagonal entries pii , i =

1,2, . . . , n, are real and such that 0 ≤ pii ≤ 1.

Proof Consider the n × 1 vector ei = (0, . . . ,0,1,0, . . . ,0)∗ with the only nonzero
entry in the ith row. Then, for every i, we have e∗

i Pei = pii , i = 1,2, . . . , n. Hence,
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it is seen that the diagonal entries of P are necessarily real. Furthermore, from the
fact that P is nonnegative definite it follows that pii ≥ 0. To show that the diagonal
entries cannot be larger than 1, observe that pii = tr(pii) = tr(e∗

i Pei ) = tr(Peie∗
i ).

The product eie∗
i is clearly an orthogonal projector. In consequence, on account

of (1), we get tr(Peie∗
i ) ≤ min{rk(P), rk(eie∗

i )}. Since rk(P) ≥ 1 and rk(eie∗
i ) = 1,

we arrive at pii ≤ 1 for all i. �

Theorem 1 leads to the following characteristics.

Corollary 1 Let P = (pij ) ∈ C
OP
n be nonzero, and let a = (ai) ∈ Cn,1 be such that

‖a‖ = 1.

(i) If a ∈ R(P), then 0 ≤ pii − |ai |2 ≤ 1;
(ii) If a ∈ N (P), then 0 ≤ pii + |ai |2 ≤ 1;

where i = 1,2, . . . , n.

Proof In the light of Lemma 1, a ∈ R(P) ensures that P − aa∗ is an orthogonal
projector. Hence, point (i) of the corollary is established by Theorem 1 on account
of an observation that the elements on the main diagonal of aa∗ are aiai = |ai |2.

Similarly, the assumption a ∈ N (P) implies that P + aa∗ is an orthogonal pro-
jector. In consequence, point (ii) of the corollary is established by Theorem 1. �

An alternative formulation of the two implications established in Corollary 1
reads:

(i) if a ∈ R(P), then |ai |2 ≤ pii ≤ 1,
(ii) if a ∈ N (P), then 0 ≤ pii ≤ 1 − |ai |2,

where i = 1,2, . . . , n.
The next theorem identifies a lower bound for the product of two diagonal entries

of an orthogonal projector.

Theorem 2 Let P = (pij ) ∈ C
OP
n be nonzero. Then |pij |2 ≤ piipjj , i, j = 1,2,

. . . , n.

Proof Consider the n × 1 vector ei = (0, . . . ,0,1,0, . . . ,0)∗ with the only nonzero
entry in the ith row. Then e∗

i Pej = pij , i, j = 1,2, . . . , n. On account of P = P∗P,
we get

|pij |2 = ∣∣e∗
i Pej

∣∣2 = ∣∣e∗
i P∗Pej

∣∣2 ≤ ‖Pei‖2 ‖Pej‖2,

with the last inequality being a consequence of the Cauchy–Schwarz inequality.
Hence, observing that ‖Pei‖2 = e∗

i Pei = pii completes the proof. �
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Corollary 2 Let P = (pij ) ∈ C
OP
n be nonzero, and let a = (ai) ∈ Cn,1 be such that

‖a‖ = 1.

1. If a ∈ R(P), then:
(i) |pij − aiaj |2 ≤ (pii − |ai |2)(pjj − |aj |2),

(ii) |pij |2 − 2 Re(pij aiaj ) ≤ piipjj − pii |aj |2 − pjj |ai |2;
2. If a ∈ N (P), then:

(i) |pij + aiaj |2 ≤ (pii + |ai |2)(pjj + |aj |2),
(ii) |pij |2 + 2 Re(pij aiaj ) ≤ piipjj + pii |aj |2 + pjj |ai |2;

where i, j = 1,2, . . . , n.

Proof To establish part 1 of the corollary, consider the orthogonal projector P−aa∗.
Point 1(i) follows directly from Theorem 2. To establish point 1(ii), observe that

|pij − aiaj |2 = (pij − aiaj )(pij − aiaj ) = |pij |2 − 2 Re(pij aiaj ) + |ai |2|aj |2,
which leads to the assertion by point 1(i).

Part 2 of the corollary is derived in a similar fashion. Note that the entries of the
orthogonal projector P + aa∗ are pij + aiaj . Hence, inequality in point 2(i) follows
by Theorem 2. The proof of point 2(ii) is based on the equalities

|pij + aiaj |2 = (pij + aiaj )(pij + aiaj ) = |pij |2 + 2 Re(pij aiaj ) + |ai |2|aj |2,
whence point 2(ii) is obtained on account of point 2(i). �

Yet another upper bound for a square of a single entry of an orthogonal projector
is provided in the theorem below.

Theorem 3 Let P = (pij ) ∈ COP
n be nonzero. Then |pij |2 ≤ (1 − pii)(1 − pjj ),

i, j = 1,2, . . . , n.

Proof The entries of the orthogonal projector P = In − P are 1 − pii if i = j and
−pij if i 
= j . This observation combined with Theorem 2 leads to the assertion. �

From Theorems 2 and 3 we obtain

|pij |2 ≤ min
{
piipjj , (1 − pii)(1 − pjj )

}
, i, j = 1,2, . . . , n.

The next theorem identifies an upper bound for the sum of all entries of an or-
thogonal projector.

Theorem 4 Let P ∈ C
OP
n be nonzero. Then 1∗

nP1n ≤ n.

Proof Let Q ∈ C
OP
n be given by Q = 1

n
1n1∗

n. In the light of (1), it is seen that
tr(PQ) ≤ 1. On the other hand, tr(PQ) = tr(P 1

n
1n1∗

n) = 1
n

1∗
nP1n, which proves the

assertion. �
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An alternative proof of Theorem 4 can be based on the fact that for all nonzero
vectors x ∈Cn,1, we have

x∗Px
x∗x

≤ λmax(P),

where λmax(P) is the maximal eigenvalue of P. Taking x = 1n and referring to the
known fact that λmax(P) = 1 for nonzero P establishes the theorem. A related ob-
servation is that for all x ∈ Cn,1, we have x∗Px ≤ x∗x, which can be alternatively
expressed as x∗Px ≥ 0.

Theorem 5 Let P = (pij ) ∈ COP
n be nonzero, and let p∗

(i)
be its ith row. Then

|p∗
(i)1n|2 ≤ pii(1∗

nP1n), i = 1,2, . . . , n.

Proof Clearly, p∗
(i) = e∗

i P, from which we obtain |p∗
(i)1n|2 = |e∗

i P1n|2 = |e∗
i P∗P1n|2.

Further, by the Cauchy–Schwarz inequality, |e∗
i P∗P1n|2 ≤ ‖Pei‖2‖P1n‖2 =

pii(1∗
nP1n), which completes the proof. �

In the light of Theorem 4, an alternative expression of Theorem 5 is |p∗
(i)1n|2 ≤

piin ≤ n. Two particular situations, namely when 1n ∈ R(P) and 1n ∈ N (P), lead
to interesting conclusions. In the former of them, p∗

(i)1n = e∗
i P1n = e∗

i 1n = 1, which
means that the entries in each row of P add up to 1. On the other hand, when 1n ∈
N (P), then p∗

(i)1n = e∗
i P1n = 0, i.e., the entries in each row of P add up to 0.

An upper bound for a sum of moduli of entries in a row of an orthogonal projector
is identified in what follows.

Theorem 6 Let nonzero P = (pij ) ∈C
OP
n be of rank r . Then

n∑

j=1

|pij | ≤ √
piinr, i = 1,2, . . . , n. (3)

Proof Let p∗
(i) = (|pi1|, |pi2|, . . . , |pin|), i = 1,2, . . . , n. Hence, by the Cauchy–

Schwarz inequality,

∣∣p∗
(i)1n

∣∣2 ≤ p∗
(i)p(i)1∗

n1n =
n∑

j=1

|pij |2n.

From Theorem 2 we conclude that

n∑

j=1

|pij |2n ≤
(

n∑

j=1

piipjj

)

n ≤ npii

n∑

j=1

pjj ,

from where the assertion follows on account of the fact that the sum of diagonal
elements is rank of P. �
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The next theorem in some sense extends Theorem 6 and provides an upper bound
for a sum of moduli of all entries of an orthogonal projector. Even though the sum
of all entries of an orthogonal projector is real, it is not necessary equal to the sum
of moduli of all of its entries.

Theorem 7 Let nonzero P = (pij ) ∈C
OP
n be of rank r . Then

n∑

i=1

n∑

j=1

|pij | ≤ n
√

r. (4)

Proof It is clear that

rk(P) = tr(P) = tr
(
P∗P

) =
n∑

i=1

n∑

j=1

|pij |2.

Consider now the real matrix |P| = (|pij |) and the vector p = Vec|P|. On account
of the Cauchy–Schwarz inequality, we obtain

(
1∗
n2 p

)2 ≤ 1∗
n2 1n2p∗p.

Now

1∗
n21n2 = n2, p∗p =

n∑

i=1

n∑

j=1

|pij |2 = r, and 1∗
n2 p =

n∑

i=1

n∑

j=1

|pij |,

whence the assertion follows. �

From (3) we obtain

n∑

i=1

n∑

j=1

|pij | ≤
n∑

i=1

√
piinr = √

nr

n∑

i=1

√
pii . (5)

A natural question arises which bound is better for the sum of moduli of all entries of
an orthogonal projector, (4) or (5). The example below shows that neither of them.

Example 1 Consider the orthogonal projectors

P = 1

14

⎛

⎝
1 2 −3i

2 4 −6i

3i 6i 9

⎞

⎠ and Q = 1

3

⎛

⎝
2 −1 −1

−1 2 −1
−1 −1 2

⎞

⎠ .

It is easy to verify that rk(P) = 1 and rk(Q) = 2, whence:

n
√

rk(P) = 3 and
√

nrk(P)

3∑

i=1

√
pii = 2.78,
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n
√

rk(Q) = 3
√

2 and
√

nrk(Q)

3∑

i=1

√
pii = 6.

It is seen that with respect to the projector P, the bound defined in (5) is better than
the one specified in (4), whereas with respect to the projector Q, it is the other way
round.

Recall that Theorem 4 asserts that the sum of all entries of P ∈ C
OP
n cannot be

greater than n, whereas Theorem 7 claims that the sum of moduli of the entries
cannot exceed n

√
rk(P). The two results are clearly in accordance with each other.

This follows from the fact that for a Hermitian P we have pji = pij , whence pij +
pji = pij + pij = 2 Re(pij ) can be negative.

Subsequently, we provide an upper bound for the sum of squares of moduli of
nondiagonal entries of an orthogonal projector.

Theorem 8 Let nonzero P = (pij ) ∈C
OP
n be of rank r . Then

n∑

i=1
i 
=j

|pij |2 ≤ 0.25, j = 1,2, . . . , n.

Proof Let p∗
(j) = (pj1,pj2, . . . , pjn) denote the j th row of P. Since P is Hermitian,

p(j) =

⎛

⎜⎜⎜
⎝

pj1
pj2
...

pjn

⎞

⎟⎟⎟
⎠

=

⎛

⎜⎜⎜
⎝

p1j

p2j

...

pnj

⎞

⎟⎟⎟
⎠

= (
p∗

(j)

)∗

is the j th column of P. In consequence, pij = p∗
(i)p(j), i.e., P = (pij ) = (p∗

(i)p(j)),
whence

pii = p∗
(i)p(i) =

n∑

j=1

|pij |2 =
n∑

j=1
j 
=i

|pij |2 + p2
ii .

It is thus clear that

n∑

j=1
j 
=i

|pij |2 = pii(1 − pii),

and taking into account that pii ∈ [0,1] yields pii(1 − pii) ∈ [0,0.25] the assertion
is derived. �
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In a comment to Theorem 8 it is worth pointing out that since for each k 
= i

|pik|2 ≤
n∑

i=1
i 
=j

|pij |2 ≤ 0.25,

it follows that |pik| ≤ 0.5 for all i 
= k. Furthermore, if P is of real entries, then
−0.5 ≤ pik ≤ 0.5 for all i 
= k, which was also observed in Chatterjee and Hadi [6,
Property 2.5].

From Theorem 8 we obtain the following result.

Corollary 3 Let P = (pij ) ∈ C
OP
n be nonzero, and let a = (ai) ∈ Cn,1 be such that

‖a‖ = 1.

(i) If a ∈ R(P), then

n∑

i=1
i 
=j

|pij − aiaj |2 ≤ 0.25;

(ii) If a ∈ N (P), then

n∑

i=1
i 
=j

|pij + aiaj |2 ≤ 0.25,

where j = 1,2, . . . , n.

Proof To establish part (ii) note that a ∈ R(P) ensures that P − aa∗ is an orthog-
onal projector whose (i, j)th entry is pij − aiaj . The assertion is now obtained by
Theorem 8. The remaining part of the corollary is established in a similar fashion.

�

From Corollary 3 it follows that

|pij + aiaj | ≤ 0.5 and |pij − aiaj | ≤ 0.5 for all i 
= j.

The last result of the present section concerns an upper bound for the sum of any
number of diagonal elements of an orthogonal projector.

Theorem 9 Let nonzero P = (pij ) ∈C
OP
n be of rank r . Then

k∑

i=1

pii ≤ min{k, r}, 1 ≤ k ≤ n.
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Proof First, observe that
∑k

i=1 pii = ∑k
i=1 e∗

i Pei , from where we obtain
∑k

i=1 pii =
tr[P(

∑k
i=1 eie∗

i )]. Since
∑k

i=1 eie∗
i is an orthogonal projector, the assertion follows

on account of (1). �

Note that the bound given in Theorem 9 is sharper than
∑k

i=1 pii ≤ k, which
could be expected from Theorem 1.

3 Changes of Entries of Orthogonal Projectors

Let the (i, j)th element of P = (pij ) ∈ C
OP
n be denoted by α, i.e., pij = α. It is of

interest to inquire how does P change when we replace α with β ∈ C, β 
= α. Is it
possible that the resultant matrix remains an orthogonal projector? To answer this
question, let

Pmod = P − αeie∗
j + βeie∗

j = P − γ eie∗
j , (6)

where γ = α−β . Direct calculations show that when i 
= j , in which case e∗
i ej = 0,

then Pmod cannot be an orthogonal projector. On the other hand, when i = j , then
Pmod is an orthogonal projector provided that ei , ej ∈ R(P) and γ = 1. This fact
follows from Lemma 1 combined with Baksalary and Baksalary [1, Corollary 2].

In an analysis of the situations corresponding to γ = 1, it is useful to refer to
Baksalary, Baksalary, and Trenkler [2, Theorem 2.1]. List 2 therein provides five
representations of the projector MM† when M is of the form (2), each correspond-
ing to one of the five situations listed in Lemma 2. On account of these formulae
we conclude that the orthogonal projector PR(Pmod) onto the column space of matrix
Pmod defined in (6) has one of the following representations:

(i) if ei ∈ R(P), ej ∈ R(P), 1 + e∗
j Pei = 0, then PR(Pmod) = P − η−1ee∗, where

e = Pej , η = e∗e,
(ii) if ei ∈ R(P), ej ∈ R(P), 1 + e∗

j Pei 
= 0, then PR(Pmod) = P,

(iii) if ei 
∈ R(P), ej ∈ R(P), then PR(Pmod) = P,
(iv) if ei ∈ R(P), ej 
∈ R(P), then PR(Pmod) = P − η−1ee∗ + ν−1η−1qq∗, where

e = Pej , f = Pei , q = λe + ηf, η = e∗e, φ = f∗f, λ = 1 + e∗
j Pei , ν = |λ|2 + ηφ,

(v) if ei 
∈ R(P), ej 
∈ R(P), then PR(Pmod) = P + φ−1ff∗, where f = Pei , φ = f∗f.

Let us now consider the problem of how P ∈ C
OP
n changes when we add or sub-

tract from it the orthogonal projector aa∗, without requesting that the resultant ma-
trix remains an orthogonal projector. The theorem below provides a formula for an
orthogonal projector onto R(P + aa∗) when P + aa∗ is not an orthogonal projector.

Theorem 10 Let P ∈ C
OP
n , and let a ∈ Cn,1 be such that ‖a‖ = 1 and a 
∈ R(P).

Then

PR(P+aa∗) = P + Paa∗P

a∗Pa
.
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Proof The result is based on two known representations of orthogonal projectors.
Firstly, we refer to the fact that the orthogonal projector onto R(P : a) is given by

PR(P:a) = P + PPa; (7)

see Puntanen, Styan, and Isotalo [8, Chap. 8]. Secondly, we exploit the fact that the
latter projector on the right-hand side of (7) can be expressed as

PPa = Paa∗P

a∗Pa
;

see Meyer [7, Sect. 5.13]. Hence, the equalities

R(P : a) = R

(
(P : a)

(
P∗
a∗

))
= R

(
PP∗ + aa∗) = R

(
P + aa∗)

lead to the assertion. �

Equation (7) illustrates the sensitivity of an orthogonal projector P when it is
extended by one column, i.e., a vector a. Needless to say, it does not matter whether
the vector a stands beside the projector P or is inserted between the columns of P.

Theorem 11 Let P ∈ C
OP
n , and let a ∈ Cn,1 be such that ‖a‖ = 1 and a 
∈ R(P).

Then

R
(
P + aa∗) = R

(
P − aa∗).

Proof Note that

P − aa∗ = (P : a)

(
P∗

−a∗
)

, (8)

from where we obtain R(P − aa∗) ⊆ R(P : a) = R(P + aa∗). Since, on the one
hand, Eq. (8) yields rk(P − aa∗) = rk(P) + 1, and, on the other hand, case (↑) of
Lemma 2 entails rk(P + aa∗) = rk(P) + 1, the assertion follows. �

An alternative proof of Theorem 11 can be based on Baksalary, Baksalary, and
Trenkler [2, Theorem 2.1].

Combining Theorems 10 and 11 leads to the conclusion that when a 
∈ R(P), then
PR(P+aa∗) = PR(P−aa∗). On the other hand, when a ∈ R(P), then PR(P+aa∗) = P,
and PR(P−aa∗) is the orthogonal projector onto R(P) ∩ N (a); see Lemma 1.

4 Linear Regression Model

Consider the linear regression model

y = Xβ + u, (9)
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where y is an n × 1 observable random vector, X is an n × p matrix of regressors
(predictors), β is a p × 1 vector of unknown parameters to be estimated, and u is
an n × 1 unobservable random error vector. In order to find a unique estimate of β ,
it is necessary that X′X is nonsingular or, in other words, that X is of full column
rank, i.e., rk(X) = p. If this is the case, then β̂ = (X′X)−1X′y is the least squares
estimator of β . It is known that β̂ is unbiased for β and has the smallest variance
among all linear unbiased estimators of β .

The matrix H = X(X′X)−1X′ = XX†, often called hat matrix, plays an impor-
tant role in linear regression analysis and other multivariate analysis techniques.
It is clear that H is the orthogonal projector onto R(H) = R(X). A number of
relevant properties of the hat matrix were described in Chatterjee and Hadi [6,
Chaps. 1 and 2]. For instance, several applications of the entries of H = (hij ) given
by

hij = x′
(i)

(
X′X

)−1x(j), i, j = 1,2, . . . , n,

where x′
(i)

is the ith row of X, were pointed out in [6, Chap. 2].
The subsequent two theorems and corollary provide characteristics of entries of

the hat matrix without the assumption that X is of full column rank. In other words,
these results are concerned with the matrix H = X(X′X)†X′ = XX†.

Theorem 12 Let X ∈ Rn,p be the matrix of regressors involved in model (9), and
let H = (hij ) ∈ Rn,n be given by H = XX†.

(i) If 1n ∈ R(X), then

h2
ij − 2

n
hij ≤ hiihjj − 1

n
(hii + hjj );

(ii) If X′1n = 0, then

h2
ij + 2

n
hij ≤ hiihjj + 1

n
(hii + hjj ),

where i, j = 1,2, . . . , n.

Proof The characteristics follow directly from Corollary 2 by setting a = n−1/21n.
�

It should be pointed out that both situations considered in Theorem 12 are real-
istic. The first one, for in many regression models it is assumed that the vector 1n

occurs explicitly as the first column of X. If the first column of X is 1n, then center-
ing transforms it into the zero column which is removed from the regression model.
The second one, i.e., X′1n = 0, happens if the regression matrix is centered, i.e., the
columns of X are modified by subtracting the column means. This leads to a new
matrix of regressors Z = CX, where C = In − 1

n
1n1′

n. In such a situation, Z′ = X′C
and Z′1n = 0.
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Note that under the assumption of point (i) of Theorem 12 we have 0 ≤ hii −
1
n

≤ 1 (cf. Chatterjee and Hadi [6, Property 2.5]), whereas in point (ii) of the theo-
rem, 0 ≤ hii + 1

n
≤ 1.

Theorem 13 Let X ∈Rn,p be the matrix of regressors involved in model (9). More-
over, let xk = Xek denote the kth column of X, and let H = (hij ) ∈ Rn,n be given by
H = XX†. Then:

(i)

hii ≥ x2
ik

x′
kxk

, i, k = 1,2, . . . , n, xk 
= 0,

(ii)

hij − xikxjk

x′
kxk

∈ [−0.5,0.5], i, j, k = 1,2, . . . , n, i 
= j, xk 
= 0.

Proof Consider

H − xkx′
k

x′
kxk

=
(

hij − xikxjk

x′
kxk

)
, k = 1,2, . . . , n,

which is an orthogonal projector since xk ∈ R(X) = R(H). Now point (i) of the
theorem follows from Corollary 1, whereas point (ii) is a consequence of Corol-
lary 3. �

Corollary 4 Let X ∈ Rn,p be the matrix of regressors involved in model (9). More-
over, let xk = Xek denote the kth column of X, and let H = (hij ) ∈ Rn,n be given by
H = XX†. Then:

(i)

hii ≥ max
1≤k≤n

x2
ik

x′
kxk

, i = 1,2, . . . , n, xk 
= 0,

(ii)

hij ≥ −0.5 + max
1≤k≤n

xikxjk

x′
kxk

, i, j = 1,2, . . . , n, i 
= j,xk 
= 0.

Proof The result follows straightforwardly from Theorem 13. �

Subsequently, we consider a general situation in which X is not only not re-
quested to be of full column rank but can also have complex entries. In such a case
H is of the form

H = X
(
X∗X

)†X∗ = XX†. (10)
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It is of interest to investigate how the orthogonal projector XX† changes when one
row is omitted or a new observation row is added to the model. Let X ∈ Cn,p have
the representation

X∗ = (x(1) : x(2) : . . . : x(n)),

where x∗
(i) ∈ C1,p , i = 1,2, . . . , n, are the rows of X. When one row of X, say the

kth, is deleted, then we obtain the matrix Xk ∈Cn−1,p such that

X∗
k = (x(1) : x(2) : . . . : x(k−1) : x(k+1) : . . . : x(n)). (11)

Let Jk be the (n − 1) × n matrix obtained from In by deleting the kth row. Then
we readily have Xk = JkX. Observe that JkJ∗

k = In−1 and J∗
kJk results from In by

replacing 1 in the (k, k)th position with 0, i.e., J∗
kJk = In − eke∗

k . Moreover,

X∗X =
n∑

j=1

x(j)x∗
(j), X∗

kXk =
n∑

j=1
j 
=k

x(j)x∗
(j) = X∗J∗

kJkX.

Hence,

X∗
kXk = X∗X − x(k)x∗

(k), (12)

i.e., X∗
kXk is a rank-one modification of X∗X. It is seen that (12) is obtained from

(2) by taking M = X∗
kXk , A = X∗X, and b = −x(k) = −c. Clearly, x(k) ∈ R(X∗),

so that the only possible cases described in Lemma 2 are (↓) and (↔1), of which
the former one corresponds to a decrease of rank of X∗X by 1, and the latter leaves
rank of X∗X unaffected upon subtraction of x(k)x∗

(k). In both situations λ defined in
Lemma 2 is given by

λ = 1 + c∗A†b = 1 − x∗
(k)

(
X∗X

)†x(k) = 1 − e∗
kX

(
X∗X

)†X∗ek,

with the last equality obtained on account of x∗
(k) = e∗

kX. Referring now to the hat
matrix specified in (10) and setting H = (hij ) lead to

λ = 1 − e∗
kHek = 1 − hkk. (13)

The matrix Xk defined in (11) generates the corresponding hat matrix, which is
of the form

Hk = Xk

(
X∗

kXk

)†X∗
k = JkX

(
X∗

kXk

)†X∗J∗
k. (14)

Our aim is to derive expressions for Hk separately in each of the two cases (↓) and
(↔1) of Lemma 2. In the former of them λ = 0 which is equivalent to hkk = 1.
Then, on account of Baksalary, Baksalary, and Trenkler [2, Theorem 2.1],

(
X∗

kXk

)† = A† − δ−1dd∗A† − η−1A†ee∗ + δ−1η−1ρde∗,



On the Entries of Orthogonal Projection Matrices 115

where

d = A†b = −(
X∗X

)†x(k) = −(
X∗X

)†X∗ek = −X†ek (15)

and

e = (
A†)∗c = −d = X†ek. (16)

Furthermore,

δ = d∗d = e∗
k

(
X†)∗X†ek = e∗

k

(
XX∗)†ek,

ρ = d∗A†e = −e∗
k

(
X†)∗(X∗X

)†X†ek, and η = δ.

Hence, it can be verified that

dd∗A† = X†eke∗
k

(
X†)∗(X∗X

)†
, A†ee∗ = (

X∗X
)†X†eke∗

k

(
X†)∗

,

and

de∗ = −X†eke∗
k

(
X†)∗

.

In consequence, (14) entails

Hk = JkHJ∗
k − δ−1Jk

[
Heke∗

k

(
XX∗)† + (

XX∗)†eke∗
kH + δ−1ρHeke∗

kH
]
J∗
k.

Note that JkHJ∗
k is the hat matrix H with the kth row and kth column removed,

whereas JkHek is the kth column of H with the kth entry removed.
Let us now consider the case (↔)1. Then λ 
= 0, which is equivalent to hkk < 1.

In the light of Baksalary, Baksalary, and Trenkler [2, Theorem 2.1]

(
X∗

kXk

)† = A† − λ−1de∗,

where λ, d, and e are as specified in (13), (15), and (16). Hence,

(
X∗

kXk

)† = (
X∗X

)† + λ−1X†eke∗
k

(
X†)∗

,

which inserted in (14) gives

Hk = JkHJ∗
k + λ−1JkHeke∗

kHJ∗
k.

It should be emphasized that according to our best knowledge, the case cor-
responding to hkk = 1 was so far never considered in the literature, whereas the
case corresponding to hkk < 1 was dealt with exclusively under the assumption that
X is of real entries and such that X′X is nonsingular; see Chatterjee and Hadi [6,
Chap. 2].

Let us now consider another situation, namely where the model matrix X is ex-
tended by an additional row. For the clarity of notation, we denote the model matrix
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by Xn ∈ Cn,p and assume that Xn is obtained from Xn−1 ∈ Cn−1,p by addition of
a row vector r∗ ∈C1,p , i.e.,

X∗
n = (

X∗
n−1 : r

)
. (17)

The question arises, how can we express Hn = XnX†
n in terms of Hn−1 =

Xn−1X†
n−1? To answer it, we introduce the vector t = (Ip − X∗

n−1(X
∗
n−1)

†)r =
(Ip − X†

n−1Xn−1)r. Then, in view of Campbell and Meyer [5, Theorem 3.3.1], two
disjoint situations are to be considered, namely where t 
= 0 and t = 0, which can be
alternatively expressed as r 
∈ R(X∗

n−1) and r ∈ R(X∗
n−1), respectively. According

to Theorem 3.3.1 in [5], in the former of these situations

(
X∗

n

)† =
(

(X∗
n−1)

† − (X∗
n−1)

†rt†

t†

)
. (18)

Hence, representations (17) and (18) entail

(
X∗

n

)†X∗
n =

(
(X∗

n−1)
†(Ip − rt†)X∗

n−1 (X∗
n−1)

†r(1 − t†r)
t†X∗

n−1 t†r

)
. (19)

Since t 
= 0, we have

t†X∗
n−1 = 1

t∗t
t∗X∗

n−1 = 1

t∗t

(
Ip − X†

n−1Xn−1
)
X∗

n−1 = 0

and

t†r = t∗r
t∗t

= r∗(Ip − X†
n−1Xn−1)r

r∗(Ip − X†
n−1Xn−1)r

= 1.

Consequently, (19) can be rewritten as

Hn = XnX†
n =

(
Xn−1X†

n−1 0
0 1

)
=

(
Hn−1 0

0 1

)
,

from where we arrive at JnHnJ∗
n = Hn−1.

Let us now consider the situation where t = 0. Then by Campbell and Meyer [5,
Theorem 3.3.1] we get

(
X∗

n

)† =
(

(X∗
n−1)

† − sZ∗
Z∗

)
, (20)

where s = (X∗
n−1)

†r and Z∗ = γ s∗(X∗
n−1)

† with γ −1 = 1 + r∗X†
n−1(X

∗
n−1)

†r =
1 + r∗(X∗

n−1Xn−1)
†r. From (17) and (20) we straightforwardly obtain

XnX†
n =

(
(X∗

n−1)
†X∗

n−1 − sZ∗X∗
n−1 s − sZ∗r

Z∗X∗
n−1 Z∗r

)
.
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The south–west entry of the matrix above satisfies

Z∗r = γ s∗(X∗
n−1

)†r = γ r∗X†
n−1

(
X∗

n−1

)†r = γ r∗(X∗
n−1Xn−1

)†r = γ
(
γ −1 − 1

)

= 1 − γ.

The other entries of Hn = XnX†
n can be simplified due to the following relationships:

sZ∗X∗
n−1 = γ ss∗(X∗

n−1

)†X∗
n−1 = γ ss∗Xn−1X†

n−1 = γ sr∗X†
n−1Xn−1X†

n−1 = γ ss∗,

Z∗X∗
n−1 = γ s∗(X∗

n−1

)†X∗
n−1 = γ s∗,

and

sZ∗r = γ sr∗X†
n−1

(
X∗

n−1

)†r = (1 − γ )s.

In consequence,

Hn =
(

Hn−1 − γ ss∗ γ s
γ s∗ 1 − γ

)
,

whence we arrive at JnHnJ∗
n = Hn−1 − γ ss∗.

The paper is concluded with some comments dealing with the situation in which
the matrix X ∈ Cn,p is extended by a vector a ∈ Cn,1. On account of the result
already recalled in the proof of Theorem 10 (see Puntanen, Styan, and Isotalo [8,
Chap. 8]), the orthogonal projector onto the range of (X : a) is

PR(X:a) = PX + PMa, (21)

where M = In −H and H = XX†. Since R(X) = R(H), formula (21) can be rewrit-
ten in the form

PR(X:a) = H + Ma(Ma)†.

Observe that PR(X:a) = H if and only if Ma = 0, which is equivalent to a ∈ R(X).
On the other hand, when a 
∈ R(X), then

PR(X:a) = H + Maa∗M
a∗Ma

.

In consequence, the diagonal and nondiagonal elements of PR(X:a) are given by

hii + |e∗
i Ma|2

a∗Ma
and hij + e∗

i Maa∗Mej

a∗Ma
, i 
= j,

respectively. Parenthetically, note that

R(X : a) = R
(
XX∗ + aa∗) = R

(
XX∗) + R

(
aa∗)

= R(X) + R
(
aa∗) = R(H) + R

(
aa∗) = R

(
H + aa∗),

which is in accordance with the formulae given in the proof of Theorem 10.
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Moore–Penrose Inverse of Perturbed Operators
on Hilbert Spaces

Shani Jose and K.C. Sivakumar

Abstract Rank-one perturbations of closed range bounded linear operators on
Hilbert space are considered. The Moore–Penrose inverses of these operators are
obtained. The results are generalized to obtain the Moore–Penrose inverse of oper-
ators of the form A + V1GV ∗

2 . Applications to nonnegativity of the Moore–Penrose
inverse and operator partial orders are considered.

Keywords Moore–Penrose inverse · Bounded linear operator · Rank-one
perturbation · Partial order
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1 Introduction and Preliminaries

There are many physical models where successive computation of matrix inverses
must be performed. Naturally, in all these methods, the amount of computation in-
creases rapidly as the order of the matrix increases. In most cases, the matrix that we
deal with may not be the exact matrix representing the data. Truncation and round-
off errors give rise to perturbations. If we have a nonsingular matrix and its inverse
and suppose that some of the entries of the matrix are altered, then it is desirable
to have an efficient computational method for finding the inverse of the new matrix
from the known inverse without computing the inverse of the new matrix, afresh. In
this regard, there is a well-known and perhaps the most widely used formula called
the Sherman, Morrison and Woodbury (SMW) formula. It gives an explicit formula
for the inverse of matrices of the form A+V1GV2

∗, where A and G are nonsingular
matrices. More precisely, let A and G be n × n and r × r nonsingular matrices with
r ≤ n. Also, let V1 and V2 be n× r matrices such that (G−1 +V2

∗A−1V1)
−1 exists.
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The formula for the inverse of A + V1GV2
∗ is given by

(
A + V1GV ∗

2

)−1 = A−1 − A−1V1
(
G−1 + V2

∗A−1V1
)−1

V2
∗A−1. (1)

Note that the matrix G−1 + V2
∗A−1V1 is of order r × r . This formula is useful in

situations where r is much smaller than n and in situations where A has certain
structural properties that could be exploited so that the effort involved in evaluat-
ing A−1V1(G

−1 + V2
∗A−1V1)

−1V2
∗A−1 is small relative to the effort involved in

inverting a general n × n matrix. This formula has a wide range of applications in
various fields (see, for instance, Hager [8] and Kennedy and Haynes [9]).

The formula was first presented by Sherman and Morrison [15] and extended by
Woodbury [17]. In [15], Sherman and Morrison showed how the inverse of a matrix
changes when one of the elements of the original matrix is changed. Bartlett [3] also
developed a formula to find the inverse of matrices of the form B = A+v1v

′
2, where

v1 and v2 are column vectors.
The SMW formula (1) is valid only if the matrices A and A + V1GV ∗

2 are in-
vertible. Generalizations have been considered in the case of singular/rectangular
matrices using the concept of Moore–Penrose generalized inverses (see Baksalary,
Baksalary and Trenkler [2], Meyer [10], Mitra and Bhimasankaram [11], and Riedel
[14]). Certain results on extending the formula to operators on Hilbert spaces are
proved in Deng [5] and Ogawa [13].

The article is concerned with certain extensions of Sherman, Morrison and
Woodbury (SMW) formula to operators between Hilbert spaces. The framework
for the results of this article is as follows. Let H1,H2 be Hilbert spaces over the
same field, and B(H1,H2) be the space of all bounded linear operators from H1 to
H2. For A ∈ B(H1,H2), let R(A), N(A), R(A)⊥, and A∗ denote the range space,
the null space, the orthogonal complement of the range space, and the adjoint of the
operator A, respectively.

The Moore–Penrose inverse of A ∈ B(H1,H2) is the unique X ∈ B(H2,H1)

(if it exists) satisfying the equations AXA = A, XAX = X, (AX)∗ = AX, and
(XA)∗ = XA. The unique Moore–Penrose inverse of A is denoted by A†, and it
coincides with A−1 when A is invertible. For A ∈ B(H1,H2), the Moore–Penrose
inverse exists if and only if R(A) is closed. Any X satisfying the equation AXA = A

is called an inner inverse of A. In general, an inner inverse of an operator A is not
unique. Moreover, A has a bounded inner inverse if and only if R(A) is closed.
Throughout this paper, we will consider operators with closed range space.

The following are some of the well-known properties of the Moore–Penrose in-
verse: R(A∗) = R(A†), N(A∗) = N(A†), A†A = PR(A∗), AA† = PR(A). Here, for
complementary closed subspaces L and M of a Hilbert space H , PL,M denotes the
projection of A onto L along M . PL denotes PL,M if M = L⊥.

The following theorem, which is frequently used in the sequel, gives an equiva-
lent definition for the Moore–Penrose inverse.

Theorem 1 (Groetsch [7], Theorem 2.2.2) If A ∈ B(H1,H2) has closed range,
then A† is the unique operator X ∈ B(H2,H1) satisfying:
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(i) XAx = x ∀x ∈ R(A∗);
(ii) Xy = 0 ∀y ∈ N(A∗).

Let A ∈ B(H1,H2) with R(A) closed. For fixed nonzero vectors b ∈ H2
and c ∈ H1, we define the rank-one bounded linear operator B : H1 → H2 as
B(x) = 〈x, c〉b. Set M = A + B , a rank-one perturbation of the operator A. Then
M ∈ B(H1,H2). Though the range space of A is closed, the range space of the
perturbed operator M need not be closed. Certain sufficient conditions for the per-
turbed operator to have a closed range space can be found in Christensen [4] and
Wei and Ding [16]. The purpose of this article is to find the Moore–Penrose in-
verse of the operator M when R(M) is closed. These results are also extended to
more general perturbations of the type A + V1GV ∗

2 . In the finite-dimensional case,
rank conditions are used as main tools. These cannot be used in the general infinite-
dimensional setting. We provide linear algebraic proofs of our results.

The finite-dimensional version of the above problem was studied by Meyer [10],
who found the formulae for the Moore–Penrose inverses of rank-one perturbed ma-
trices, where he categorized the problem into six different cases. Recently, Bak-
salary et al. [1] improved this result and proved that these six cases can be reduced
to five mutually exclusive and collectively exhaustive cases. Further, they found the
Moore–Penrose inverse corresponding to each of the five different cases (see Bak-
salary, Baksalary and Trenkler [2]). We extend the results of Baksalary et al. [2] to
operators on infinite-dimensional Hilbert space. The five different cases mentioned
earlier are valid in the general setting too.

The paper is organized as follows. In Sect. 2, we give formulae for the Moore–
Penrose inverse of rank-one updated operators. Section 3 includes generalizations
of the rank-one perturbations to Hilbert space operators of the form A + V1GV ∗

2 .
The generalization corresponding to all the cases in the rank-one perturbation case
have been considered. Theorem 1 in Riedel [14] is obtained as a special case of
our result. Section 4 concludes the paper by giving some applications of our results.
Namely, we find bounds for a single element perturbation of two nonnegative opera-
tors so that the Moore–Penrose inverse of the perturbed operator is also nonnegative.
Also, we use these formulae to verify whether the perturbed operator preserves the
star partial order for operators on B(H). Certain necessary and sufficient condi-
tions under which rank-one perturbed operator preserves star partial order are also
obtained.

2 Moore–Penrose Inverse of Rank-One Perturbed Operators

In this section, we provide formulae for the Moore–Penrose inverse of the perturbed
operator M . The following are the five mutually exclusive and collectively exhaus-
tive cases considered for discussion, where λ := 1 + 〈A†b, c〉:

(i) b ∈ R(A), c ∈ R(A∗), and λ = 0;
(ii) b ∈ R(A), c ∈ R(A∗), and λ �= 0;
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(iii) b /∈ R(A), c /∈ R(A∗);
(iv) b ∈ R(A), c /∈ R(A∗);
(v) b /∈ R(A), c ∈ R(A∗).

We consider the first four of the above cases and determine the Moore–Penrose
inverse of the operator M . The fifth case is obtained by interchanging A,b, and c

by A∗, c, and b, respectively in case (iv). The following notation will be used in the
sequel:

d = A†b, e = (
A†)∗

c, f = PR(A)
⊥b, g = PR(A∗)

⊥c,

δ = 〈d, d〉, η = 〈e, e〉, φ = 〈f,f 〉, ψ = 〈g,g〉,
μ = |λ|2 + δψ, ν = |λ|2 + ηφ, p = λ̄d + δg ∈ H1, q = λe + ηf ∈ H2,

where λ = 1 + 〈d, c〉 = 1 + 〈b, e〉.
From the above notation we infer the following, which we frequently used in the

proofs:

A∗f = 0, Ag = 0, 〈b,f 〉 = φ, 〈c, g〉 = ψ. (2)

Theorem 2 Let M = A + B , b ∈ R(A), c ∈ R(A∗), and λ = 0. Then R(M) is
closed. Set D : H1 → H1 and E : H2 → H2 by D(x) = 〈x, d〉d and E(x) = 〈x, e〉e.
Then

M† = A† − δ−1DA† − η−1A†E + δ−1η−1DA†E. (3)

Proof The conditions b ∈ R(A) and c ∈ R(A∗) imply

b = AA†b = Ad, A†Ad = d, A†Ac = c, AA†e = e. (4)

Also, BA†A = AA†B = B and BA†B = −B . Therefore, we have MA†M = M .
This implies M has a bounded inner inverse, and hence R(M) is closed.

Set X = A† − δ−1DA† − η−1A†E + δ−1η−1DA†E. The condition λ = 0 im-
plies that 〈d, c〉 = 〈b, e〉 = −1. Using these, we get DA†A = D, A†B = δ−1DA†B ,
A†EA = −A†EB , and DA†EA = −DA†EB . Thus, XM = A†A − δ−1D.

Now, x ∈ R(M∗) implies x = M∗y = A∗y + B∗y for some y ∈ H2. Since Bd =
〈d, c〉b = −b and Ad = b, we have 〈x, d〉 = 〈A∗y, d〉+ 〈B∗y, d〉 = 0. As R(M∗) ⊆
R(A∗), A†Ax = x. Hence, XM(x) = A†Ax − δ−1〈x, d〉d = A†Ax = x.

For z ∈ N(M∗), we have A†z = −〈z, b〉A†e. Substituting this into the expression
for Xz and simplifying yields Xz = 0. Thus, X = M† by Theorem 1. �

Remark 1 Note that the operators δ−1D and η−1E are orthogonal projections onto
the one-dimensional subspaces, spanned by the vectors A†b and A†∗

c, respectively.
Formula (3) can also be written as M† = (I − δ−1D)A†(I − η−1E), where I −
δ−1D = PR(d)⊥ and I − η−1E = PR(e)⊥ .
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Theorem 3 Let M = A + B with R(M) is closed. Let b ∈ R(A), c ∈ R(A∗), and
λ �= 0. Then

M† = A† − λ−1A†BA†. (5)

Proof Set X = A† − λ−1A†BA†. Since b ∈ R(A) and c ∈ R(A∗), conditions in (4)
hold in this case, too.

We have XM = A†A − λ−1A†BA†A + A†B − λ−1A†BA†B . But A†BA†A =
A†B and A†BA†B = 〈d, c〉A†B = (λ − 1)A†B . Therefore, XM = A†A. For
x ∈ R(M∗), XM(x) = A†A(x) = x, which follows as R(M∗) ⊆ R(A∗).

Now, for y ∈ N(M∗), 0 = 〈M∗y,A†b〉 = λ̄〈y, b〉. This implies that 〈y, b〉 = 0 as
λ̄ �= 0. Then, A∗y = −〈y, b〉c = 0, and hence A†y = 0. Therefore, Xy = 0. Thus,
X = M†. �

Theorem 4 Let M = A + B , b /∈ R(A), and c /∈ R(A∗) with R(M) closed. Set
B1 : H2 → H2 by B1(x) = 〈x,f 〉b, G1 : H1 → H1 by G1(x) = 〈x, c〉g, and G2 :
H2 → H1 by G2(x) = 〈x,f 〉g. Then

M† = A† − φ−1A†B1 − ψ−1G1A
† + λφ−1ψ−1G2. (6)

Proof Set X = A† −φ−1A†B1 −ψ−1G1A
† +λφ−1ψ−1G2. Simplifying using (2),

we get B1A = 0 = G2A, φ−1A†B1B = A†B , G1A
†B = (λ − 1)〈x, c〉g, and

φ−1G2B = 〈x, c〉g. Then, XM(x) = A†A(x) + ψ−1〈x,g〉g.
Now, for x ∈ R(M∗), x = A∗y + 〈y, b〉c for some y ∈ H2 and XM(x) =

A†AA∗y+〈y, b〉A†Ac+ψ−1〈A∗y,g〉g+ψ−1〈y, b〉〈c, g〉g = A∗y+〈y, b〉(A†Ac+
g) = x.

For y ∈ N(M∗), A∗y = −〈y, b〉c. But A∗y = A†AA∗y = −〈y, b〉A†Ac. Equat-
ing the right-hand sides of both the equations for A∗y, we get 〈y, b〉c =
〈y, b〉A†Ac. This implies that 〈y, b〉g = 0 and hence 〈y, b〉 = 0 as g �= 0.
Hence, A∗y = 0. Therefore, y ∈ N(A∗) = N(A†). Now, 〈y,f 〉 = 〈y,PN(A∗)〉b =
〈PN(A∗)y, b〉 = 〈y, b〉 = 0. Therefore, Xy = A†y−φ−1〈y,f 〉A†b−ψ−1〈A†y, c〉g+
λφ−1ψ−1〈y,f 〉g = 0. Thus, X = M†. �

Theorem 5 Let M = A + B , b ∈ R(A), and c /∈ R(A∗) with R(M) closed. Set
G3 : H1 → H1 by G3(x) = 〈x, d〉g. Let D and G1 be defined as in Theorem 2 and
Theorem 4, respectively. Then

M† = A† − μ−1(ψDA† + δG1A
† − λG3A

† + λ̄A†BA†). (7)

Proof Set X = A† −μ−1(ψDA† +δG1A
† −λG3A

† + λ̄A†BA†). Clearly, DA†A =
D, DA†B = δA†B , G3A

†A = G3, G3A
†B = δG1, G1A

†B = (λ − 1)G1, and
A†BA†B = (λ − 1)A†B . Now,

XM(x) = A†A(x) − μ−1[ψ〈x, d〉d + δ
〈
A†Ax, c

〉
g − λ〈x, d〉g

+ λ̄
〈
A†Ax, c

〉
d + ψδ〈x, c〉d + δ(λ − 1)〈x, c〉g − λδ〈x, c〉g
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+ λ̄(λ − 1)〈x, c〉d] + 〈x, c〉d
= A†Ax − μ−1[δ−1(μ − |λ|2)〈x, d〉d − δ〈x,g〉g − λ〈x, d〉g − λ̄〈x,g〉d]

= A†Ax − δ−1〈x, d〉d + μ−1δ−1〈x,p〉p,

where p is the vector λ̄d + δg.
For x ∈ R(M∗), x = A∗y + 〈y, b〉c, A†A(x) = A∗y + 〈y, b〉A†Ac, 〈x, d〉 =

〈A∗y, d〉 + 〈y, b〉〈c, d〉 = λ̄〈y, b〉, and 〈x,p〉 = 〈A∗y, λ̄d + δg〉 + 〈y, b〉〈c, λ̄d +
δg〉 = μ〈y, b〉. Substituting into XM(x) and simplifying, we get XM(x) = x.

Proving the second condition, Xy = 0 for y ∈ N(M∗) is the same as that in the
proof of Theorem 4. Thus, X = M†. �

For case (v), the result follows from Theorem 5 by replacing A, b, and c by A∗,
c, and b respectively. We include the statement for completeness.

Theorem 6 Let M = A + B , b /∈ R(A), and c ∈ R(A∗) with R(M) closed. Set
B̃(x) = 〈x,f 〉b and Ẽ(x) = 〈x,f 〉e. Let E be as in Theorem 2. Then

M† = A† − ν−1(φA†E + ηA†B̃ − λA†Ẽ + λ̄A†BA†). (8)

Remark 2 The range spaces of M and M∗ in each of the above cases can be explic-
itly written using the expression for MM† and M†M , respectively. In each of these
cases, we get MM† and M†M as either a sum or a difference of certain orthogonal
projections.

3 Formulae for (A + V1GV ∗
2 )†

In this section, we present certain extensions of the representations of Moore–
Penrose inverse obtained for the rank-one perturbation operator M = A + B . In
particular, we study an operator of the form A + V1GV ∗

2 . That is, we replace the
vectors b and c in Sect. 2 by bounded linear operators V1 and V2. The following
theorem gives a generalization of case (i) of Sect. 2. This is a particular case of
Theorem 3.2 in Du and Xue [6]. Hence, we omit the proof.

Theorem 7 Let A ∈ B(H1,H2) with closed range space. Let V1 ∈ B(H2) and
V2 ∈ B(H2,H1) be such that R(V1) ⊆ R(A), R(V2) ⊆ R(A∗), and V ∗

2 A†V1 =
−IH2 . Let Ω̂ = A + V1V

∗
2 . Then R(Ω̂) is closed, and

Ω̂† = PR(A†V1)
⊥ A† PR(A†∗

V2)
⊥, (9)

where PR(A)⊥ = I − AA†, the orthogonal projection onto the orthogonal comple-
ment of R(A).
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In order to generalize the result corresponding to case (ii) for the perturbed oper-
ator A + V1GV ∗

2 , we observe that the analogous conditions are R(V1) ⊆ R(A) and
R(V2) ⊆ R(A∗) with G−1 + V ∗

2 A†V1 being nonsingular. The following theorem is
obtained.

Theorem 8 (Deng [5], Theorem 2.1) Let H1,H2 be Hilbert spaces, and A ∈
B(H1,H2) with closed range space. Let V1 ∈ B(H1,H2) and V2 ∈ B(H2,H1) be
such that

R(V1) ⊆ R(A) and R(V2) ⊆ R
(
A∗). (10)

Let G ∈ B(H2,H1) be such that G and G† + V ∗
2 A†V1 have closed range spaces.

Let Ω = A + V1GV ∗
2 have a closed range space. If

R
(
V ∗

1

) ⊆ R
((

G† + V ∗
2 A†V1

)∗)
, R

(
V ∗

2

) ⊆ R
(
G† + V ∗

2 A†V1
)
, (11)

R
(
V ∗

1

) ⊆ R(G), and R
(
V ∗

2

) ⊆ R
(
G∗), (12)

then,

Ω† = A† − A†V1
(
G† + V ∗

2 A†V1
)†

V ∗
2 A†. (13)

The next result is a generalization corresponding to Theorem 4 in Sect. 2. The
range conditions are R(V1) � R(A) and R(V2) � R(A∗). So, by the projection
theorem for Hilbert spaces, we have V1 = U1 + W1 and V2 = U2 + W2, where
R(U1) ⊆ R(A), R(W1) ⊆ R(A)⊥, R(U2) ⊆ R(A∗), and R(W2) ⊆ R(A∗)⊥.

Theorem 9 Let A ∈ B(H1,H2) with R(A) closed. Let U1,W1 ∈ B(H1,H2) be such
that R(U1) ⊆ R(A) and R(W1) ⊆ R(A)⊥. Let U2,W2 ∈ B(H2,H1) be such that
R(U2) ∈ R(A∗) and R(W2) ∈ R(A∗)⊥. Let G ∈ B(H2,H1) be such that R(G) is
closed. Let Ω = A + (U1 + W1)G(U2 + W2)

∗ with R(Ω) closed. If

R
(
(U1 + W1)

∗) ⊆ R(G), R
(
(U2 + W2)

∗) ⊆ R
(
G∗), (14)

R
(
G∗) ⊆ R

(
W ∗

2

)
, and R(G) ⊆ R

(
W ∗

1

)
, (15)

then

Ω† = A† − W2
†∗

U2
∗A† − A†U1W1

† + W2
†∗(

G† + U∗
2 A†U1

)
W1

†. (16)

Proof From the hypothesis we have A†AU2 = U2,A
∗W1 = 0 = W ∗

1 U1,W1
†W1G =

G, and G†G(U2 +W2)
∗ = (U2 +W2)

∗ to simplify XΩ in a direct computation. This
yields XΩ = A†A + W2W

†
2 . Now for x = A∗y + (U2 + W2)G

∗(U1 + W1)
∗y,

XΩ(x) = AA†A∗y + A†A(U2 + W2)G
∗(U1 + W1)

∗y

+ W2W
†
2 A∗y + W2W

†
2 (U2 + W2)G

∗(U1 + W1)
∗y.
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Since AW2 = 0, XΩx simplifies to x.
For y ∈ N(Ω∗), A∗y = −(U2 + W2)G

∗(U1 + W1)
∗y. Since W ∗

2 A∗ = 0 =
W ∗

2 U2, we get G∗(U1 + W1)
∗y ∈ N(W2) ⊆ R(G∗)⊥. This implies G∗(U1 +

W1)
∗y = 0 by hypothesis, and hence A∗y = 0. Also, we get (U1 +W1)

∗y ∈ N(G∗),
which implies (U1 + W1)

∗y = 0, since by assumption R((U1 + W1)
∗) ⊆ R(G).

Now, since N(A∗) ⊆ N(U1
∗), A∗y = 0 implies U∗

1 y = 0, which in turn implies
W ∗

1 y = 0. Hence, Xy = 0 for y ∈ N(Ω∗). Thus, X = Ω†. �

We obtain Riedel’s result [14] as a special case of Theorem 9.

Corollary 1 (Theorem 1, [14]) Let A be an n × n matrix of rank n1 ≤ n, and
U1,W1,U2,W2 be n × m matrices such that W1

∗W1 and W2
∗W2 are nonsin-

gular. Let G be an m × m nonsingular matrix. Let R(U1) ⊆ R(A), R(W1) ⊆
R(A)⊥, R(U2) ⊆ R(A∗), and R(W2) ⊆ R(A∗)⊥. Let Ω = A + (U1 + W1)G(U2 +
W2)

∗. Then

Ω† = A† − C2U2
∗A† − A†U1C1

∗ + C2
(
G† + U∗

2 A†U1
)
C1

∗, (17)

where Ci = Wi(Wi
∗Wi)

−1 for i = 1,2.

Proof The conditions in (14) and (15) are satisfied as G, W1
∗W1, and W2

∗W2 are
nonsingular. Thus, Eq. (17) follows from (16). �

Our next result is a generalization corresponding to the fourth case in Sect. 2.
The corresponding conditions in the general case are R(V1) ⊆ R(A) and R(V2) �
R(A∗). Let V2 = U2 + W2, where R(U2) ⊆ R(A∗) and R(W2) ⊆ R(A∗)⊥. For L =
I + U2

∗A†V1, we assume that LL∗ = L∗L. Also, we assume that W2
∗W2 = I ,

(A†V1)
∗(A†V1) = I , and K = I + L∗L = I + LL∗ is nonsingular. In the following

theorem, we obtain a formula for (A + V1(U2 + W2)
∗)†.

Theorem 10 Let A ∈ B(H1,H2) with closed range space. Let V1 ∈ B(H1,H2)

and U2,W2 ∈ B(H2,H1) be such that R(V1) ⊆ R(A), R(U2) ⊆ R(A∗), and
R(W2) ⊆ R(A∗)⊥. Let W2

∗W2 = I , (A†V1)
∗(A†V1) = I , and L = I + U∗

2 A†V1.
Assume that L∗L = LL∗ and let K = I + L∗L. Let Ω = A + V1(U2 + W2)

∗ with
R(Ω) closed. Then

Ω† = A† − (
A†V1

)
K−1(A†V1

)∗
A† − W2K

−1U2
∗A†

+ W2K
−1L

(
A†V1

)∗
A† − (

A†V1
)
K−1L∗U2

∗A†. (18)

Proof We have AA†V1 = V1, A†AU2 = U2, AW2 = 0, (A†V1)
∗A†A = (A†V1)

∗,
and U2

∗A†A = U2
∗. Now, set

X = A† − (
A†V1

)
K−1(A†V1

)∗
A† − W2K

−1U2
∗A† + W2K

−1L
(
A†V1

)∗
A†

− (A†V1)K
−1L∗U2

∗A†.
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We observe the following:

A†Ω = A†A + A†V1(U2 + W2)
∗,

A†V1K
−1(A†)∗

Ω = A†V1K
−1(A†V1

)∗ + A†V1K
−1(U2 + W2)

∗,

W2K
−1U2

∗A†Ω = W2K
−1L(U2 + W2)

∗ − W2K
−1W2

∗,

W2K
−1L

(
A†V1

)∗
A†Ω = W2K

−1L
(
A†V1

)∗ + W2K
−1L(U2 + W2)

∗,

A†V1K
−1L∗U2

∗A†Ω = A†V1K
−1L∗L(U2 + W2)

∗ − A†V1K
−1L∗W2

∗.

Thus, XΩ simplifies to

XΩ = A†A − A†V1K
−1(A†V1

)∗ + W2K
−1W2

∗

+ W2K
−1L

(
A†V1

)∗ + A†V1K
−1L∗W2

∗.

Now, for x ∈ R(Ω∗), x = A∗y + (U2 + W2)V1
∗y for some y ∈ H2. Then,

A†Ax = A∗y+U2V1
∗y, A†V1K

−1(A†V1)
∗x = A†V1K

−1L∗V1
∗y, W2K

−1W2
∗x =

W2K
−1V1

∗y, W2K
−1L(A†V1)

∗x = W2K
−1LL∗V1

∗y, and A†V1K
−1L∗W2

∗x =
A†V1K

−1L∗V1
∗y. Simplifying using these expressions, we get XΩx = x for every

x ∈ R(Ω∗).
Now, for y ∈ N(Ω∗), A∗y = −(U2 + W2)V1

∗y. Multiplying both sides by A†A,
we get A∗y = −U2V1

∗y. Hence, we have W2V1
∗y = 0, which implies that V1

∗y ∈
N(W2) = {0}. Thus, V1

∗y = 0, and so A∗y = 0. Therefore, y ∈ N(A†), so A†y = 0,
and hence Xy = 0. This proves that X = Ω†. �

For generalizing case (v), we take V1 = U1 + W1 such that R(U1) ⊆ R(A) and
R(W1) ⊆ R(A)⊥ and V2 such that R(V2) ⊆ R(A∗). Here, Ω = A + (U1 + W1)V

∗
2 .

We provide the corresponding result in the following theorem. We omit the proof
as it is obtained by replacing A, V1, U2, and W2 by A∗, V2, U1, and W1, respec-
tively.

Theorem 11 Let A ∈ B(H1,H2) with R(A) closed. Let U1,W1 ∈ B(H1,H2) and
V2 ∈ B(H2,H1) be such that R(U1) ⊆ R(A), R(W2) ⊆ R(A)⊥, and R(V2) ⊆
R(A∗). Let W1

∗W1 = I , (A†∗
V2)

∗(A†∗
V2) = I , and L̃ = I + V2

∗A†U1. Assume
that L̃∗L̃ = L̃L̃∗ and let N = I + L̃∗L̃. Let Ω = A + (U1 + W1)V2

∗ with R(Ω)

closed. Then

Ω† = A† − A†(A†∗
V2

)
N−1(A†∗

V2
)∗ − A†U1N

−1W1
∗

+ A†A†∗
V2L̃N−1W1

∗ − A†U1L̃
∗N−1(A†∗

V2
)∗

. (19)
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4 Applications

4.1 Perturbation Bounds for Nonnegativity of Moore–Penrose
Inverses

For the first application, we consider A ∈ B(l2). Suppose that A† ≥ 0 (meaning that
A†(x) ≥ 0 whenever x ≥ 0, where for x ∈ l2, x ≥ 0 means that xi ≥ 0 for all i). Let
M = A+B , where B is a rank-one operator in l2. We study the case where M† ≥ 0.
The second application studies the same question for the perturbation of a Toeplitz
matrix.

(I) Let H1 = H2 = l2, and let A be the right shift operator defined on l2, i.e., Ax =
(0, x1, x2, . . .) for every x = (x1, x2, x3, . . .) ∈ l2. Then R(A) is closed, and
hence it has a bounded M–P inverse. In fact, A†x = A∗x = (x2, x3, x4, . . .) for
every x = (x1, x2, x3, . . .) ∈ l2, the left shift operator on l2. Note that A ≥ 0 and
A† ≥ 0 in the following sense: Ax ≥ 0 whenever x ≥ 0, where x ≥ 0 denotes
that xi ≥ 0 for all i. For fixed nonzero vectors b, c ∈ l2, let B(x) = 〈x, c〉b and
M = A + B .

By Theorem 2.3 in Christensen [4], it can be shown that ‖b‖‖c‖ < 1 is a
sufficient condition for R(M) to be closed. Here we consider two different
cases.
(1) Let b = hei+1 and c = −ei for i = 1,2,3, . . . with h ∈ (−1,1), so that

R(M) is closed. Also, we have b ∈ R(A), c ∈ R(A∗), and λ = 1 − h > 0
since h ∈ (−1,1). By Theorem 3, M†(x) = A†(x)+ h

1−h
xi−1ei . Therefore,

M† ≥ 0 if and only if h ≥ 0.
(2) Let b = he1 and c = e3 with h ∈ (−1,1). Here b /∈ R(A) and c ∈ R(A∗),

which comes under case (v). Then M† ≥ 0 if and only if h ∈ [0,1).
(II) Let C be the circulant matrix generated by the row vector (1, 1

2 , 1
3 , . . . , 1

n−1 ).
Consider

A =
(

I

e1
T

)(
I + e1e1

T
)−1

C−1(I + e1e1
T
)−1

( I e1 ),

where I is the identity matrix of order n − 1, e1 is (n − 1) × 1 vector with 1 as
the first entry and 0 elsewhere. A is an n × n matrix of real entries. Then A† is
the n × n Toeplitz matrix

A† =

⎛

⎜⎜⎜⎜⎜⎜⎜
⎝

1 1
n−1

1
n−2 . . . 1

2 1
1
2 1 1

n−1 . . . 1
3

1
2

. . . . . . . . . . . . . . . . . .

1
n−1

1
n−2

1
n−3 . . . 1 1

n−1

1 1
n−1

1
n−2 . . . 1

2 1

⎞

⎟⎟⎟⎟⎟⎟⎟
⎠

.
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Clearly A† ≥ 0. Fix b = hei and c = ei , where i ∈ {2,3, . . . , n − 1}. Set M =
A + bc∗. Then M† ≥ 0 if and only if

h ≥
⎧
⎨

⎩

(n+1)2

4−(n+1)2 when n is odd;

n(n+2)
4−n(n+2)

when n is even.

Proof We have b ∈ R(A), c ∈ R(A∗), and λ = 1 + h �= 0 if h �= −1. Therefore,
M† = A† − λ−1A†BA† = A† − h

1+h
A†eiei

∗A†, where we have used Theo-
rem 3. Now,

M† ≥ 0 if and only if
h

1 + h
A†eiei

∗A† ≤ A†. (20)

The second matrix inequality in (20) yields n2 scalar inequalities. Using the
unique Toeplitz structure of the matrix A†, we can deduce that such n2 inequal-
ities yield a bound of the form h

1+h
≤ k. An inequality corresponding to the

maximum value of k yields the minimum value of h.
Now, for a fixed n, we have the inequalities as

h

1 + h
≤

{
(n+1

2 )2 when n is odd;
n
2

n+2
2 when n is even.

Hence we get the lower bound for h as

h ≥
⎧
⎨

⎩

(n+1)2

4−(n+1)2 when n is odd;
n(n+2)

4−n(n+2)
when n is even. �

4.2 Rank-One Modified Operator and Star Partial Order

Let A1,A2 ∈ B(H) with R(A1) and R(A2) closed. The star partial order relating
A1 and A2 is defined as in Mitra, Bhimasankaram and Malik [12]:

A1
∗≤ A2 if and only if A1A

∗
1 = A2A

∗
1 and A∗

1A1 = A∗
1A2. (21)

Equivalently,

A1
∗≤ A2 if and only if A1A1

† = A2A1
† and A1

†A1 = A1
†A2. (22)

Let A1
∗≤ A2. Consider two nonzero vectors b and c in H . We let B be the rank-

one operator defined as B(x) = 〈x, c〉b. Set M1 = A1 +B and M2 = A2 +B . In this

subsection, we study when M1
∗≤ M2 holds. We have the following result.
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Theorem 12 Any two of the following imply the other:

(a) A1
∗≤ A2;

(b) M1
∗≤ M2;

(c) R(B) ⊆ N(A2 − A1)
∗ and R(B∗) ⊆ N(A2 − A1).

Proof Assume that (a) and (b) hold. Then we have A1A1
∗ = A2A1

∗ and A1
∗A1 =

A1
∗A2. Also, M1M1

∗ = M2M1
∗ implies

A1A1
∗ + A1B

∗ + BA1
∗ + BB∗ = A2A1

∗ + A2B
∗ + BA1

∗ + BB∗.

Therefore, (A1 − A2)B
∗ = 0. Hence, R(B∗) ⊆ N(A1 − A2). In a similar way, sim-

plifying the equation M1
∗M1 = M1

∗M2 gives the other condition in statement (c).
The rest of the proof can also be done in a similar fashion. �

A similar result in the finite-dimensional case has been considered in [12].

Remark 3 We can also use the formulae for the Moore–Penrose inverse of the rank-
one perturbed operators, given in Sect. 2, to check whether M1

∗≤ M2. Assuming

that A1
∗≤ A2, from Eq. (22) we have

(A2 − A1)A1
† = 0 and A1

†(A2 − A1) = 0.

For case (i) considered in Sect. 1, we can obtain M1
∗≤ M2 in the following way:

(A2 − A1)(A1 + B)† = −δ−1(A2 − A1)DA1
† + δ−1η−1(A2 − A1)DA1

†E.

Now, (A2 − A1)A1
† = 0 implies (A2 − A1)A1

†b = (A2 − A1)d = 0. Therefore,

(A2 − A1)DA1
†x = 〈

A1
†x, d

〉
(A2 − A1)d = 0,

(A2 − A1)DA1
†Ex = 〈x, e〉〈A†

1e, d
〉
(A2 − A1)d = 0.

Thus, (A2 − A1)(A1 + B)† = 0. Similarly, we can show that (A1 + B)†(A2 −
A1) = 0. Hence, A1 + B

∗≤ A2 + B . The result can be obtained in a similar way
for the other cases as well.

Remark 4 Note that the equivalent condition given in Eq. (22) can be written in

terms of the adjoint when A1
∗≤ A2:

(A2 − A1)A1
∗ = 0 and A1

∗(A2 − A1) = 0.

From these equations M1
∗≤ M2 follows.
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The Reverse Order Law in Indefinite Inner
Product Spaces

Sachindranath Jayaraman

Abstract The aim of this short note is to present a few reverse order laws for the
Moore–Penrose inverse and the group inverse (when it exists) in indefinite inner
product spaces, with respect to the indefinite matrix product. We also point out its
relationship with the star and sharp orders, respectively.

Keywords Indefinite matrix product · Indefinite inner product spaces · Star order ·
Sharp order · Reverse order laws

Mathematics Subject Classification (2010) 46C20 · 15A09

1 Introduction

An indefinite inner product in Cn is a conjugate symmetric sesquilinear form [x, y]
together with the regularity condition that [x, y] = 0 for all y ∈ Cn only when x = 0.
Associated with any indefinite inner product is a unique invertible Hermitian matrix
J (called a weight) with complex entries such that [x, y] = 〈x,Jy〉, where 〈·, ·〉 de-
notes the Euclidean inner product on Cn and vice versa. Motivated by the notion of
Minkowski space (as studied by physicists), we also make an additional assumption
on J , namely, J 2 = I , which can be shown to be less restrictive as the results pre-
sented in this manuscript can also be deduced without this assumption on J , with
appropriate modifications. It should be remarked that this assumption also allows us
to compare our results with the Euclidean case, apart from allowing us to present
the results with much algebraic ease.

As there are two different values for dot product of vectors in indefinite inner
product spaces, Kamaraj, Ramanathan, and Sivakumar introduced a new matrix
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product called indefinite matrix multiplication and investigated some of its prop-
erties in Ramanathan, Kamaraj and Sivakumar [11]. More precisely, the indefinite
matrix product of two complex matrices A and B of sizes m × n and n × l, re-
spectively, is defined to be the matrix A ◦ B = AJnB . The adjoint of A, denoted
by A[∗], is defined to be the matrix JnA

∗Jm, where Jm and Jn are weights in
the appropriate spaces. Note that there is only one value for the indefinite ma-
trix product of two vectors. Many properties of this product are similar to that of
the usual matrix product and also enables one to recover some interesting results
in indefinite inner product spaces in a manner analogous to that in the Euclidean
case (refer to Lemmas 2.3 and 2.7 of [11]). Kamaraj, Ramanathan, and Sivakumar
also pointed out that in the setting of indefinite inner product spaces, the indefinite
matrix product is more appropriate than that of the usual matrix product (refer to
Theorem 3.6 of [11]). Recall that the Moore–Penrose inverse exists if and only if
rank(AA∗) = rank(A∗A) = rank(A). If we take A = ( 1 1

1 1

)
and J = ( 1 0

0 −1

)
, then

AA[∗] and A[∗]A are both zero, and so rank(AA[∗]) < rank(A), thereby proving that
the Moore–Penrose inverse does not exist with respect to the usual matrix product.
However, it can be easily verified that with respect to the indefinite matrix product,
rank(A ◦ A[∗]) = rank(A[∗] ◦ A) = rank(A). Thus, the Moore–Penrose of a matrix
with real or complex entries exists over an indefinite inner product space with re-
spect to the indefinite matrix product, whereas a similar result is false with respect to
the usual matrix multiplication. The indefinite matrix product has also been used in
connection with nonnegativity of various generalized inverses (refer to Ramanathan
and Sivakumar [10] and Jayaraman [5]) and also in studying theorems of the alter-
native, see in Ramanathan and Sivakumar [9].

One of the basic problems in linear algebra is to characterize reverse order laws
for matrix products with regard to various generalized inverses. For instance, if A

and B are matrices such that the product AB is defined, then (AB)† = B†A† holds
if and only if A∗ABB∗ is EP. Werner studied the following problem: when a matrix
of the form YX is a generalized inverse of AB , where X and Y are generalized
inverses of A and B , respectively (see Theorems 2.3 and 2.6 in Werner [13]). An-
other interesting result is that given two matrices A and B , all matrices of the form
YX, where Y is a generalized inverse of B , and X is a generalized inverse of A, are
generalized inverses of the product AB if and only if ABYXAB is invariant with
respect to the choice of Y and X. This in turn is related to the invariance of cer-
tain matrix products (see Baksalary and Baksalary [1] and the references therein).
Various partial orders were introduced on the set of all complex matrices, possibly
with a view to study matrix decompositions and those of the associated general-
ized inverses. These were later used to study reverse order laws for generalized
inverses and also in problems in Statistics (for instance, Fisher–Cochran-type the-
orems) and Electrical Engineering (shorted operators), see Mitra, Bhimasankaram
and Malik [6] (also refer to Blackwood, Jain, Prasad and Srivastava [3] and the ref-
erences therein). Three of the most prominently used partial orders are the minus,
star, and sharp orders, which are used to study reverse order laws for a generalized
inverse, the Moore–Penrose inverse, and the group inverse (when it exists), respec-
tively. A wealth of information is available on this topic, and research on this topic
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was pioneered by Drazin, Mitra, Hartwig, J.K. Baksalary, O.M. Baksalary, Tren-
kler, Gross, to name a few. For some recent work, one can refer to Benitez, Liu and
Zhong [2] and the references therein. A comprehensive source of reference is the
recent monograph by Mitra, Bhimasankaram and Malik [6]. Recently, reverse order
laws have also been studied over more general algebraic structures (refer Mosic and
Djordjevic [7, 8] and the references therein).

The aim of this manuscript is to investigate reverse order laws in indefinite inner
product spaces with respect to the indefinite matrix product. Also investigated are
possible extensions of the star and sharp order in the above setting. It turns out that
the definition of the star order carries over as such to indefinite inner product spaces,
whereas the sharp order becomes a partial order in a restricted class of matrices that
are a natural generalization of EP matrices to indefinite inner product spaces (called
J -EP matrices). The manuscript is organized as follows. We recall the definitions
and preliminary results in Sect. 2. Section 3 deals with the main results. We begin
with the definition of J -EP matrices and list a few of its properties (Definition 5
and the remarks following it). Reverse order laws for the indefinite matrix product,
where one or both factors are J -EP, are presented (without proofs); two reverse
order laws for the triple product are also presented (Theorems 1, 2, 3, and 4). The
star order with respect to the indefinite matrix product is taken up next, and two
reverse order laws are presented (Theorems 7 and 8). We then take up the case
of the sharp order. It turns out that this is a partial order in a restricted class of
matrices, namely, J -EP matrices. A few reverse order laws are presented in this
setting too (see Theorems 10, 11, and 12 and Corollary 1). Wherever possible, we
give examples to illustrate our results.

2 Notation, Definitions, and Preliminaries

We first recall the notion of an indefinite multiplication of matrices. We refer the
reader to Ramanathan, Kamaraj and Sivakumar [11], wherein various properties of
this product have been discussed in detail. One of the main advantages of this prod-
uct has been pointed out in the introduction, namely, the existence of the Moore–
Penrose inverse.

Definition 1 Let A and B be m × n and n × l complex matrices, respectively. Let
Jn be an arbitrary but fixed n × n complex matrix such that Jn = J ∗

n = J−1
n . The

indefinite matrix product of A and B (relative to Jn) is defined by A ◦ B = AJnB .

Note that there is only one value for the indefinite product of vectors/matrices.
When Jn = In, the above product becomes the usual product of matrices. Let A be
an m × n complex matrix. The adjoint A[∗] of A (relative to Jn, Jm) is defined
by A[∗] = JnA

∗Jm, and whenever A is a square matrix, we drop the subscripts
n,m and write A[∗] = JA∗J . A[∗] satisfies the following: [Ax,y] = [x,A[∗]y] and
[A ◦ x, y] = [x, (I ◦ A ◦ I )[∗] ◦ y].
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Let A be an m × n complex matrix. Then the range space Ra(A) is defined by
Ra(A) = {y = A ◦ x ∈ C

m : x ∈ C
n}, and the null space Nu(A) of A is defined

by Nu(A) = {x ∈ C
n : A ◦ x = 0} [11]. It is clear that Ra(A) = R(A) and that

Nu(A[∗]) = N(A∗).

Definition 2 Let A ∈ C
n×n. A is said to be J -invertible if there exists X ∈ C

n×n

such that A ◦ X = X ◦ A = J .

It is obvious that A is J -invertible if and only if A is invertible and in this case
the J -inverse is given by A[−1] = JA−1J . We now pass on to the notion of the
Moore–Penrose inverse in indefinite inner product spaces.

Definition 3 For A ∈ C
m×n, a matrix X ∈ C

n×m is called the Moore–Penrose
inverse if it satisfies the following equations: A ◦ X ◦ A = A,X ◦ A ◦ X = X,

(A ◦ X)[∗] = A ◦ X, (X ◦ A)[∗] = X ◦ A.

Such an X will be denoted by A[†]. As pointed out earlier, it can be shown
that A[†] exists if and only if rank(A) = rank(A ◦ A[∗]) = rank(A[∗] ◦ A) (see Ra-
manathan, Kamaraj and Sivakumar [11]). The Moore–Penrose has the represen-
tation A[†] = JnA

†Jm. We also have Ra(A ◦ A[†]) = Ra(A) and Ra(A[†] ◦ A) =
Ra(A[∗]). One can similarly define the notion of the group inverse in indefinite in-
ner product spaces.

Definition 4 For A ∈C
n×n, X ∈ C

n×n is called the group inverse of A if it satisfies
the equations A ◦ X ◦ A = A,X ◦ A ◦ X = X,A ◦ X = X ◦ A.

As in the Euclidean setting, it can be proved that the group inverse exists in the
indefinite setting if and only if rank(A) = rank(A[2]) and is denoted by A[#]. In
particular, if A = A[∗], then A[#] exists. If A = B ◦ C is a rank factorization, then
the group inverse of A exists if and only if C ◦ B is invertible and in this case, the
group inverse is given by A[#] = B ◦ (C ◦ B)[−2] ◦ C. We shall denote by I1,n the
set of all square matrices of size n having index at most 1.

3 Main Results

We present our main results in this section. Our concentration is mainly on EP ma-
trices and its generalization, J -EP matrices, to indefinite inner product spaces. The
notion of EP matrices was extended recently to indefinite inner product spaces by
the author [4].

Definition 5 A square matrix A is said to be J -EP if A ◦ A[†] = A[†] ◦ A.

The following results were proved in this connection. The proofs can be found
in [4].
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• A is J -EP if and only if AJ is EP (Remarks 3.2 of [4]).
• If AJ = JA, then A is EP if and only if A is J -EP (Theorem 3.7(a) of [4]).
• For square matrices A and B such that AJ = JA,AB is EP if and only if A ◦ B

is J -EP (Theorem 3.7(b) of [4]).
• A is J -EP if and only if Ra(A[2]) = Ra(A[∗]) (Theorem 3.7(c) of [4]).
• If A is J -EP, then A[†] is a polynomial in A.

A few results concerning the reverse order law were also obtained. We state these
below. The proofs can be found in [4].

Theorem 1 ([4], Theorem 3.14) If A and B are J -EP with Ra(A) = Ra(B), then
(A ◦ B)[†] = B[†] ◦ A[†].

Theorem 2 ([4], Theorem 3.17) Let A be such that AJ = JA. Then, (A ◦ B)[†] =
B[†] ◦ A[†] if and only if A∗A ◦ BB∗ is J -EP.

Theorem 3 ([4], Theorem 3.20) Let A,B , and C be square matrices, and J be a
weight such that AJ = JA, (A ◦ B)J = J (A ◦ B). Further, assume that A∗ABB∗
and (AB)∗(AB)CC∗ are EP. Then, (A ◦ B ◦ C)[†] = C[†] ◦ B[†] ◦ A[†].

Theorem 4 ([4], Theorem 3.21) (A ◦ B ◦ C)[†] = C[†] ◦ B[†] ◦ A[†] if and only if
(ABC)† = C†B†A†, assuming that BJ = JB .

As was pointed out in the introduction, various partial orders in the space of all
complex matrices have been used to study reverse order laws for various types of
generalized inverses. Let us recall the definition of the star order and point out a
few results. For matrices A and B of the same order, A is said to be below B in
the star order, denoted by A <∗ B , if AA∗ = BA∗ and A∗A = A∗B . The star order,
which is a partial order, was introduced by Drazin. The star order was studied in
connection with the reverse order law for the Moore–Penrose inverse. It was shown
by Drazin that A <∗ B if and only if AA† = BA† and A†A = A†B (see Mitra,
Bhimasankaram and Malik [6]). The following theorems are well known.

Theorem 5 ([6], Theorem 5.4.3) Let A and B be matrices of the same order such
that A <∗ B . Then, the following are equivalent:

(1) A is EP,
(2) A†B = BA†, and
(3) AB† = B†A.

Theorem 6 ([6], Theorem 5.4.15) Let A and B be EP matrices of the same order.
Then, A <∗ B if and only if (AB)† = B†A† = A†B† = (A†)2.

One can now define the star order with respect to the indefinite matrix product.
A natural way to generalize the star order with respect to the indefinite matrix prod-
uct is to define A <[∗] B if and only if A ◦ A[∗] = B ◦ A[∗] and A[∗] ◦ A = A[∗] ◦ B .
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Simplifying these two equations, we see that A <[∗] B if and only if AA∗Jm =
BA∗Jm and JnA

∗A = JnA
∗B . Thus, A <[∗] B if and only if A <∗ B . It also fol-

lows from the above that the relation <[∗] is a partial order on C
m×n. One can now

attempt to study reverse order laws with respect to the indefinite matrix product. A
generalization of Theorem 5 to indefinite inner product spaces is the following. We
skip the proof.

Theorem 7 ([4], Theorem 4.3) Let A and B be square matrices of the same order
such that A <∗ B . Then, A is J -EP if and only if A[†] ◦ B = B ◦ A[†].

As a consequence of the above result, the following reverse order law can be
proved.

Theorem 8 ([4], Theorem 4.4) Let A and B be square matrices of the same size.
Then, we have the following: If A <∗ B, AJ = JA, BJ = JB , and AB∗ = B∗A,
then A[†] ◦ B = B ◦ A[†] =⇒ B[†] ◦ A = A ◦ B[†].

The following result is on sums of J -EP matrices. For a remark on range addi-
tivity, refer Remarks 3.13 of [4].

Theorem 9 ([4], Theorem 3.12) Let A1, . . . ,Am be J -EP, and let A := A1 + · · · +
Am. Suppose that Nu(A) ⊆ Nu(Ai) for each i and that Ai ◦ Aj = 0 for i 	= j . Then
A is J -EP.

Let us recall that in the Euclidean setting, for matrices A,B ∈ I1,n, A <# B if
there exist commuting generalized inverses G1 and G2 of A such that AG1 = BG1
and G2A = G2B . It can then be proved that A <# B if and only if A#A = A#B and
AA# = BA# (refer Theorem 4.2.5 in Mitra, Bhimasankaram and Malik [6]). This
is in turn equivalent to A2 = AB = BA (refer to Theorem 4.2.8 of [6]); moreover,
(AB)# = B#A# (refer to Theorem 4.2.14 of [6]).

Our attempt is to generalize the above notion to indefinite inner product spaces.
It is obvious that we have to look for a class of matrices, where each member pos-
sesses a group inverse (in the indefinite setting, with respect to the indefinite ma-
trix product). With this in mind, we restrict our attention to the collection of all
J -EP matrices. It is possible that the results presented below are true for a big-
ger class of matrices, too. For J -EP matrices A and B , define A <[#] B if and
only if A[#] ◦ A = A[#] ◦ B and A ◦ A[#] = B ◦ A[#]. Note that as in the Euclidean
case, we need two equations to define this relation. Then, A <[#] B implies that
A[2] = A ◦ B = B ◦ A and conversely (compare with the equivalence of statements
(i) and (ii) in Theorem 4.2.8 of [6]). The proof of the above statement is along the
same lines as that of statements (i) and (ii) of Theorem 4.2.8 in [6] and is therefore
skipped. Since rank(A) = rank(A[2]) = rank(A[4]) (as both A[#] and (A[2])[#] exist),
we see that rank(A ◦ B) = rank((A ◦ B)[2]), thereby proving that (A ◦ B)[#] exists
when A <[#] B . It is easy to prove that when A and B are J -EP, A <[#] B if and
only if AJ <# BJ . Therefore, <[#] is a partial order on the collection of all J -EP
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matrices. It should be noted that the existence of A[#] does not imply the existence
of A# and conversely. The following examples illustrate this.

Example 1 Let

A =
(

1 −1
1 −1

)
and J =

(−1 0
0 1

)
.

Then A[†] = (1/4)A, and so A[#] exists; however, A# does not exist as A2 = 0. On
the other hand, if

A =
(

1 1
1 1

)
and J =

(
1 0
0 −1

)
,

then A# exists, whereas A[#] does not.

We notice, however, that if A is such that A# exists and is such that AJ = JA,
then A[#] also exists and equals A#. Let us also observe that both A# and A[#] may
exist without being equal to each other. We now have the following theorem.

Theorem 10 If A and B are J -EP, AJ = JA, and A <[#] B , then the group inverse
of AB is given by J (BJ )#A#.

Proof The assumptions guarantee that A is EP, and hence A# exists. Now, A <[#] B

is equivalent to AJ <# BJ , which in turn is equivalent to the two equations A2 =
J (AB)J = BA. From this it easily follows that the group inverse of AB exists. We
also know that ((A ◦ B)J )# exists as AJ <# BJ . We therefore get ((A ◦ B)J )# =
(AJBJ)# = (JABJ)# = J (AB)#J . However, ((A ◦ B)J )# = (BJ )#(AJ )#. Com-
bining everything, we get (AB)# = J (BJ )#A#. �

We now prove two more reverse order laws for the group inverse. Given two
matrices A and B of the same order, we say that A is below B in the space preorder,
denoted A <s B , if R(A) ⊆ R(B) and R(At) ⊆ R(Bt ) (refer to Definition 3.2.1 in
Mitra, Bhimasankaram and Malik [6]). It is known that if A <s B , then AB−A is
invariant under all choices of B−, where B− is a generalized inverse of B (refer
to Theorem 3.2.9 in [6]). It was proved by Malik that if A,B ∈ I1,n are such that
A <s B and if B commutes with A#A, then (AB)# = B#A# (refer to Theorem 2.2 in
Malik [12]). In particular, if A <# B , then the above reverse order law holds (refer
to Theorem 2.3 in [12]). We now prove a similar result in the indefinite setting.

Theorem 11 Let A and B be J -EP. Assume that A ◦ B = B ◦ A, that AJ <s BJ ,
and that J (A ◦ B) = (A ◦ B)J . Then, (A ◦ B)[#] = J (BJ )# ◦ (AJ )#.

Proof Since A and B are J -EP, AJ and BJ are EP and hence belong to I1,n. We
also know that A[†] is a polynomial in A as A is J -EP. Therefore, the commutativity
assumption A ◦ B = B ◦ A ensures that B ◦ A[†] ◦ A = A[†] ◦ A ◦ B . After sim-
plification we get BA†A = JA†AJB . From this it follows that BJ(AJ)#(AJ ) =
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(AJ )#(AJ )BJ as (AJ )# = (AJ )† (since AJ is EP). Therefore, by the above re-
mark, (AJBJ)# = (BJ )#(AJ )#. Since (A ◦ B)J commutes with J (as J com-
mutes with A ◦ B), we see that ((A ◦ B)J )[#] exists and equals ((A ◦ B)J )#.
Again, since J is invertible, (J (A ◦ B)J )# exists, and hence (A ◦ B)# exists.
But (J (A ◦ B)J )# = ((A ◦ B)J )#J = ((A ◦ B)J )[#]J . Since (A ◦ B)# exists and
A ◦ B commutes with J , (A ◦ B)[#] = (A ◦ B)#. Combining everything, we get
(A ◦ B)[#] = J (BJ )#(AJ )#. �

We also observe that an additional assumption BJ = JB in Theorem 11 implies
(A ◦ B)# = B# ◦ A†. We now give another reverse order law (a formula) for the
group inverse of the product of two J -EP matrices A and B when A <[#] B .

Theorem 12 Suppose that A and B are J -EP and are such that A <[#] B . If J (A ◦
B) = (A ◦ B)J , then, (A ◦ B)[#] = J (BJ )#(AJ )#.

Proof Recall that A <[#] B is equivalent to AJ <# BJ . Since AJ and BJ are
EP, we get (AJBJ)# = (BJ )#(AJ )#. As before, (AJBJ)# is ((A ◦ B)J )#. If the
commutativity assumption J (A ◦ B) = (A ◦ B)J holds, then it is easy to verify
that the group inverse of (A ◦ B)J equals J (A ◦ B)[#]. Therefore, (A ◦ B)[#] =
J (BJ )#(AJ )#. �

Remark 1 Since AJ is EP, (AJ )# = (AJ )† (similarly for BJ ). Therefore, under the
assumptions of Theorem 12, we get that (A ◦ B)[#] = B† ◦ A†.

The following example shows that the commutativity assumption J (A ◦ B) =
(A ◦ B)J cannot be dispensed with in Theorems 11 and 12.

Example 2 Let

A =
(

1 −1
1 −1

)
, J =

(−1 0
0 1

)
, and B = 2

(
0 −1
1 0

)
.

Then, A and B are J -EP, A[†] = A[#] = (1/4)A, and A <∗ B . From this it also
follows that A <[#] B (see also Corollary 1 below). Note that AJ 	= JA and
J (A ◦ B) 	= (A ◦ B)J . Note also that B ◦ (AJ )#A = (AJ )#A ◦ B = A. One can
also easily compute J (BJ )#(AJ )# = B−1(AJ )# to be equal to −(1/8)

( 1 1
−1 −1

)
.

However, (A ◦ B)[#] = −(1/8)A.

An interesting result relating the star order and the sharp order is the follow-
ing: If A and B are square matrices such that A is EP, then, A <∗ B if and only if
A <# B (refer to Theorem 4.2.8 in Mitra, Bhimasankaram and Malik [6]). A gener-
alization of this does not hold in indefinite inner product spaces. However, it is easy
to see that when A and B are J -EP and A[†] = A[#], then A <[#] B if and only if
A <∗ B . Consequently, the following mixed-type reverse order law can be obtained
as a corollary.
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Corollary 1 Suppose that A and B are J -EP with A[†] = A[#]. Let A <∗ B and
suppose that J (A ◦ B) = (A ◦ B)J . Then, (A ◦ B)[#] = B[†] ◦ A[†].

Proof From the above paragraph, the assumption A <∗ B is equivalent to A <[#] B ,
which in turn is equivalent to AJ <# BJ . Therefore, (A ◦B)[#] = B†JA† (see The-
orem 12 and Remarks 1). Since J (A ◦ B) = (A ◦ B)J , we see that J (A ◦ B)[#] =
(A ◦ B)[#]J . Thus, J (A ◦ B)[#]J = (A ◦ B)[#] = JB†JA†J = B[†] ◦ A[†]. �
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Numbers
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Abstract We derive estimates for approximation numbers of bounded linear opera-
tors between normed linear spaces. As special cases of our general results, approxi-
mation numbers of some weighted shift operators on �p and those of isometries and
projections of norm 1 are found. In the case of finite-rank operators, we obtain esti-
mates for the smallest nonzero approximation number in terms of their generalized
inverses. Also, we prove some results regarding the relation between approximation
numbers and the closedness of the range of an operator. We recall that the closedness
of the range is a necessary condition for the boundedness of a generalized inverse.
We give examples illustrating the results and also show that certain inequalities need
not hold.
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1 Introduction

Let X and Y be normed linear spaces, and BL(X,Y ) be the class of all bounded
linear operators from X to Y . We use the notations BL(X) for BL(X,X) and X′
for BL(X,C). We shall denote the set of all finite-rank operators F ∈ BL(X,Y )

with rank(F ) < k by Fk(X,Y ) and use the notation Fk(X) for Fk(X,X). Also,
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we denote by �p(n) the space C
n with norm ‖ · ‖p , 1 ≤ p ≤ ∞. We also use the

notation

δij =
{

1, i = j,

0, i �= j,
for i, j ∈N,

and for T ∈ BL(X,Y ), we denote by R(T ) the range of T .
The concept of approximation numbers of operators from BL(X,Y ) is a gener-

alization of the concept of singular values of compact operators between Hilbert
spaces. For T ∈ BL(X,Y ) and k ∈ N, the kth approximation number sk(T ) of T is
defined as

sk(T ) := inf
{‖T − F‖ : F ∈ Fk(X,Y )

}
.

It is clear that ‖T ‖ = s1(T ) ≥ s2(T ) ≥ · · · ≥ 0 and if T is of finite rank, then sk(T ) =
0 for all k > rank(T ).

Some studies on approximation numbers and their properties can be found in
Pietsch [13–15]. Approximation numbers play an important role in the geometry
of Banach spaces as they are used in defining certain subclasses (ideals) of oper-
ator spaces (see Pietsch [15]). The convergence properties of approximation num-
bers are found useful in estimating the error while solving operator equations (see
Schock [17]).

Computation of approximation numbers is a very difficult task, even in the case
of operators between finite-dimensional spaces. There have been very few attempts
in literature to estimate the approximation numbers of bounded linear operators be-
tween normed linear spaces. For example, Hutton, Morrell and Retherford [7] and
Pietsch [14] contain methods of computing approximation numbers of diagonal op-
erators in BL(�q, �p), 1 ≤ p ≤ q ≤ ∞, with nonincreasing positive diagonal entries,
diagonal operators between some finite-dimensional spaces, and embedding maps
in BL(�p, �q), 1 ≤ p ≤ q ≤ ∞. In Lomakina [9, 10], some estimates were given for
approximation numbers of certain classes of integral operators.

The purpose of this article is to give some estimates for approximation numbers
of bounded linear operators between normed linear spaces. Since, for given T ∈
BL(X,Y ) and k ∈ N, sk(T ) ≤ ‖T − F‖ for each operator F ∈ Fk(X,Y ), finding
lower estimates of approximation numbers is of importance. We give some results in
this regard in Sect. 2. Approximation numbers of isometries, projections of norm 1,
and those of some weighted shift operators in BL(�p), 1 ≤ p ≤ ∞, are specified in
this section. For finite-rank operators in BL(X,Y ), we give an estimate for the least
nonzero approximation number in terms of generalized inverses of the operator,
and as a special case, we show that it coincides with the reciprocal of the norm of
the Moore–Penrose inverse of the operator when X and Y are Hilbert spaces. This
special case is a known result.

Let X,Y be Hilbert spaces, T ∈ BL(X,Y ), and let T ∗ ∈ BL(Y,X) be the adjoint
operator of T . In Kulkarni and Nair [8], it was shown that the closedness of R(T ),
the range of T , can be characterized using the spectrum of T ∗T . A question of
interest is whether it is possible to study the closedness of R(T ) using {sk(T )} when
X and Y are general normed linear spaces. It is relevant to note here that when X, Y
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are Banach spaces and T has a bounded generalized inverse, then R(T ) is closed and
when X,Y are Hilbert spaces, then T † is bounded if and only if R(T ) is closed (see
Ben-Israel and Greville [1]). In Sect. 3, we prove some results regarding the relation
between {sk(T )} and closedness of R(T ) for T ∈ BL(X,Y ). We also give counter
examples to show the inadequacy of approximation numbers in characterizing the
closedness of R(T ).

2 Some Estimates for Approximation Numbers

The following elementary proposition is useful to identify approximation numbers
of some operators.

Proposition 1 Let X,X1, Y,Y1 be normed linear spaces, and T ∈ BL(X,Y ). Let
U ∈ BL(Y,Y1) and V ∈ BL(X1,X) be surjective isometries. Then

sk(UT V ) = sk(T ) for all k ∈N.

Proof Let k ∈ N. Then

sk(UT V ) ≤ ‖U‖sk(T )‖V ‖ = sk(T ).

Also,

sk(T ) = sk
(
U−1UT V V −1) ≤ ∥∥U−1

∥∥sk(UT V )
∥∥V −1

∥∥ = sk(UT V ).

Hence, sk(UT V ) = sk(T ) for all k ∈N. �

Example 1 Let, for 1 ≤ p ≤ ∞, D ∈ BL(�p(n)) be the diagonal operator defined by

D(x1, x2, . . . , xn) = (α1x1, α2x2, . . . , αnxn), (x1, x2, . . . , xn) ∈ �p(n),

where α1, α2, . . . , αn are real numbers satisfying α1 ≥ α2 ≥ · · · ≥ αn ≥ 0. Then it is
known that sk(D) = αk for all k ∈ {1,2, . . . , n} (see Pietsch [15]).

Now, suppose that (a1, a2, . . . , an) is a rearrangement of (α1, α2, . . . , αn) and
A ∈ BL(�p(n)) is defined by

A(x1, x2, . . . , xn) = (a1x1, a2x2, . . . , anxn), (x1, x2, . . . , xn) ∈ �p(n).

Since A = UDV for appropriate isometries U and V , by Proposition 1 we have
sk(A) = αk for k = 1, . . . , n. Also, if B ∈ BL(�p(n)) is defined by

B(x1, x2, . . . , xn) = (α1x2, α2x3, . . . , αn−1xn,αnx1), (x1, x2, . . . , xn) ∈ �p(n),

then sk(B) = αk for k = 1, . . . , n. To see this, we first observe that B = UC, where
C is the diagonal operator defined by

C(x1, x2, . . . , xn) = (αnx1, α1x2, . . . , αn−1xn), (x1, x2, . . . , xn) ∈ �p(n),

and U is the surjective isometry on C
n defined by

U(x1, x2, . . . , xn) = (x2, x3, . . . , xn, x1), (x1, x2, . . . , xn) ∈ �p(n).
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Taking V = I in Proposition 1, sk(B) = sk(UC) = sk(C) and, since (αn,α1, . . . ,

αn−1) is a rearrangement of (α1, α2, . . . , αn), sk(C) = sk(D) = αk . Since B is a
compact operator, we also have sk(B

′) = αk (see Hutton, Morrell and Retherford
[7]), where B ′ ∈ BL(�p) is the operator defined by

B ′(x1, x2, . . . , xn) = (αnxn,α1x1, . . . , αn−1xn−1), (x1, x2, . . . , xn) ∈ �p.

In the literature, very little is known about the approximation numbers of gen-
eral bounded linear operators, though the approximation numbers of compact op-
erators on Hilbert spaces (known as singular values) and of diagonal operators in
BL(�p, �q) for 1 ≤ q ≤ p ≤ ∞ are known (see Hutton, Morrell and Retherford [7]
and Pietsch [14]). Also, some estimates are given for the approximation numbers of
certain classes of integral operators in Lomakina [9] and [10].

Applicability of Proposition 1 is very limited since there may not be many isome-
tries with the help of which one can transform a given operator into a simpler
form whose approximation numbers are known. For example, even for an operator
T ∈ BL(�p(n)) with p �= 2, the class of operators T for which there exist a diagonal
operator B and surjective isometries U,V such that T = UBV is not very large.
In fact, for n = 2 and p �= 2, the operators for which this is possible are operators
having matrix representations

[ α 0
0 β

]
or

[ 0 α
β 0

]
with respect to the standard basis of

C
2 (see Böttcher [2]). Note that both these cases are already covered in Example 1.
Let T ∈ BL(X,Y ), and for each n ∈ N, let Pn ∈ BL(X) and Qn ∈ BL(Y ) be

projections with rank(Pn) = rank(Qn) = n and ‖Pn‖‖Qn‖ = 1. Let Tn := QnT Pn,
n ∈ N. We have proved in Deepesh, Kulkarni and Nair [5] (see Theorem 3.3 in [5])
that if X is separable, Y is the dual space of a separable normed linear space and
if Tnx → T x as n → ∞ for each x ∈ X in the weak* sense of convergence, then
limn→∞ sk(Tn) = sk(T ). In applications, the projections Pn and Qn may be of finite
rank, and one may know the approximation numbers of the operators

T̃n := Tn|R(Pn) : R(Pn) → R(Qn).

So, a natural question is whether sk(Tn) = sk(T̃n) for n, k ∈N. We answer this ques-
tion affirmatively, as a consequence of the following two propositions.

Proposition 2 Let T ∈ BL(X,Y ), X0 be a nonzero subspace of X, and Y0 be a
nonzero subspace of Y such that R(T ) ⊆ Y0, T0 := T |X0 : X0 → Y , and T1 := T :
X → Y0. Then

sk(T0) ≤ sk(T ) ≤ sk(T1).

Proof Let I0 : X0 → X and I1 : Y0 → Y be the inclusion operators. Then T0 = T I0
and T = I1T1, and hence,

sk(T0) = sk(T I0) ≤ sk(T )‖I0‖ = sk(T ),

sk(T ) = sk(I1T1) ≤ ‖I1‖sk(T1) = sk(T1).

�
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In the next proposition, we use the notation T̂ to represent an operator T ∈
BL(X,Y ), considered as from X to R(T ), that is, T̂ := T : X → R(T ) defined by
T̂ x = T x, x ∈ X.

Proposition 3 Let T ∈ BL(X,Y ), and let P ∈ BL(X) and Q ∈ BL(Y ) be nonzero
projections. Then we have the following:

(a) 1
‖P‖ sk(T P ) ≤ sk(T P |R(P )) ≤ sk(T P );

(b) sk(QT ) ≤ sk(Q̂T ) ≤ ‖Q‖sk(QT );
(c) 1

‖P‖ sk(QT P ) ≤ sk(Q̂T P |R(P )) ≤ ‖Q‖sk(QT P ).

In particular, if ‖P ‖ = 1 = ‖Q‖, then

sk(QT P ) = sk(Q̂T P |R(P )).

Proof (a) We have

sk(T P ) = sk(T P |R(P )P ) ≤ ‖P ‖sk(T P |R(P ))

and, by Proposition 2, sk(T P |R(P )) ≤ sk(T P ).
(b) The inequality sk(QT ) ≤ sk(Q̂T ) follows from Proposition 2. For F ∈

Fk(X,Y ), we have∥∥Q̂T − Q̂F
∥∥ = ‖QT − QF‖ ≤ ‖Q‖‖QT − F‖.

Hence, sk(Q̂T ) ≤ ‖Q‖‖QT − F‖. Taking the infimum over F ∈ Fk(X,Y ), we get
sk(Q̂T ) ≤ ‖Q‖sk(QT ).

(c) Taking T P |R(P ) in place of T in (b) and using (a), we get

sk(QT P |R(P )) ≤ sk(Q̂T P |R(P ))

≤ ‖Q‖sk(QT P |R(P ))

≤ ‖Q‖sk(QT P ).

Also, by taking QT in place of T in (a) we have 1
‖P‖ sk(QT P ) ≤ sk(QT P |R(P )).

Hence,

1

‖P ‖ sk(QT P ) ≤ sk(Q̂T P |R(P )) ≤ ‖Q‖sk(QT P ).

The particular case is obvious from (c). �

The particular case in Proposition 3, together with Theorem 3.3 in Deepesh,
Kulkarni and Nair [5], leads to the following.

Corollary 1 Let X be separable, Y be the dual space of a separable space, and
T ∈ BL(X,Y ). Let {Pn} and {Qn} be sequences of projection operators in BL(X)

and BL(Y ), respectively, such that ‖Pn‖ = 1 = ‖Qn‖, n ∈ N. Let

Tn := QnT Pn and T̃n := Tn|R(Pn) : R(Pn) → R(Qn), n ∈N.
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If Tnx → T x as n → ∞ for each x ∈ X in the weak* sense of convergence, then for
each k ∈N,

lim
n→∞ sk(T̃n) = sk(T ).

The above corollary helps us in identifying the approximation numbers of certain
weighted shift operators on �p, 1 ≤ p ≤ ∞, as illustrated in the following proposi-
tion.

Proposition 4 Let 1 ≤ p ≤ ∞, and let {αn} be a sequence of real numbers such
that αi ≥ αi+1 ≥ 0 for every i ∈N. Let A ∈ BL(�p) be the operator defined by

Ax = (α1x2, α2x3, . . .), x = (x1, x2, . . .) ∈ �p.

Then sk(A) = αk for every k ∈N.

Proof For n ∈N, let Pn ∈ BL(�p) be the projection operator defined by

Pnx = (x1, x2, . . . , xn,0,0, . . .), x = (x1, x2, . . .) ∈ �p,

and let An := PnAPn and Ãn := An|R(Pn) : R(Pn) → R(Pn). Since An → A as
n → ∞ in the weak* operator topology (considering �p as a dual space), by Corol-
lary 1, we have sk(Ãn) → sk(A) as n → ∞. Now the operator Ãn : �p(n) → �p(n)

defined by

Ãnx = (α1x2, α2x3, . . . , αn−1xn,0), x = (x1, x2, . . . , xn) ∈ �p(n)

can be obtained from the diagonal operator B ∈ BL(�p(n)) defined by

Bx = (α1x1, α2x2, . . . , αn−1xn−1,0), x = (x1, x2, . . . , xn) ∈ �p(n),

by composing with suitable isometries. Since the approximation numbers of an op-
erator do not change if the operator is composed with surjective isometries, we have

sk(Ãn) = sk(B) = αk for all k = 1,2, . . . , n − 1.

Hence,

sk(A) = lim
n→∞ sk(Ãn) = αk ∀k ∈N. �

Remark 1 Let 1 ≤ p ≤ ∞ and {αn} be as in Proposition 4. Let T ,S ∈ BL(�p) be
defined by

T x = (α1x1, α2x2, . . .), x = (x1, x2, . . .) ∈ �p,

Sx = (0, α1x1, α2x2, . . .), x = (x1, x2, . . .) ∈ �p,

respectively. Using similar arguments as in Proposition 4, it can be shown that

sk(T ) = αk = sk(S) ∀k ∈ N.



Generalized Inverses and Approximation Numbers 149

Remark 2 It can be seen that sk(A) in Proposition 4 can also be found from the
known values of sk(T ) (see Pietsch [14]) by using the inequalities

sk(T ) = sk(T V−V+) ≤ sk(T V−) ≤ sk(T ),

where T is as in Remark 1, V− and V+ are the left and right shift operators on �p ,
and A = T V−. But we give Proposition 4 as an application of Corollary 1.

The following theorem helps in finding lower bounds for approximation numbers
in certain cases.

Theorem 1 Let T ∈ BL(X,Y ), and let M be a subspace of X. Suppose that there
exists α > 0 such that

‖T x‖ ≥ α‖x‖ ∀x ∈ M.

Then

sk(T ) ≥ α ∀ k ≤ dim(M).

In particular, if M is infinite-dimensional, then

sk(T ) ≥ α ∀ k ∈N.

Proof Suppose that k ∈ N with k ≤ dim(M) and F ∈ Fk(X,Y ). Then, it follows
that N(F |M) �= {0}, so that there exists x ∈ M with ‖x‖ = 1 and F(x) = 0. There-
fore,

α ≤ ‖T x‖ = ‖T x − Fx‖ ≤ ‖T − F‖.
This is true for all F ∈ Fk(X,Y ). Hence, α ≤ sk(T ). �

Remark 3 Suppose that there exist α > 0 and k ∈ N such that sk(T ) ≥ α. One
may ask whether there exists a subspace M of X such that dim(M) ≥ k and
‖T x‖ ≥ α‖x‖ for all x ∈ M . The answer is negative. To see this, consider the in-
clusion operator I : �2 → �∞. Then sk(I ) = 1 for all k ∈ N (see Hutton, Morrell
and Retherford [7]). Now assume that there exists a subspace M of �2 such that
dim(M) ≥ 2 and ‖Ix‖∞ ≥ 1‖x‖2 for all x ∈ M . Since ‖x‖∞ ≤ ‖x‖2 for all x ∈ �2,
it follows that ‖x‖∞ = ‖x‖2 for all x ∈ M . This implies that for each x ∈ M , there
exists β ∈ C and j ∈ N such that x = βej , where ej = (δjn), j ∈ N. This j is
independent of x. To see this, suppose that x, y ∈ M are given by x = β1ej1 and
y = β2ej2 for some nonzero β1, β2 ∈ C and j1, j2 ∈ N. Then, since x + y ∈ M , we
get ej1 = ej2 , so that dim(M) = 1, which is a contradiction to our assumption that
dim(M) ≥ 2. Thus, it is impossible to have the relation ‖x‖∞ ≥ ‖x‖2 for all x ∈ M ,
if dim(M) ≥ 2.

Corollary 2 Let T ∈ BL(X,Y ) be bounded below. Then T −1 : R(T ) → X is con-
tinuous, and

sk(T ) ≥ 1

‖T −1‖ ∀ k ≤ rank(T ).

In particular, if T is an isometry, then sk(T ) = 1 for all k ≤ rank(T ).
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Proof Since T is bounded below, T is injective, rank(T ) = dim(X), and T −1 :
R(T ) → X is continuous. In particular,

‖x‖ = ∥∥T −1(T x)
∥∥ ≤ ∥∥T −1

∥∥‖T x‖ ∀x ∈ X.

Hence, by Theorem 1 we have sk(T ) ≥ 1
‖T −1‖ for all k ≤ dim(X). The particular

case is obvious. �

Remark 4 By Corollary 2, we can infer that if X is infinite-dimensional and
T ∈ BL(X,Y ) is bounded below, then sk(T ) ≥ 1

‖T −1‖ for all k ∈ N, and if
T ∈ BL(X,Y ) is an isometry, then sk(T ) = 1 for all k ∈ N.

Now we use Theorem 1 for showing that approximation numbers of projections
of norm 1 are either 1 or 0.

Corollary 3 If P ∈ BL(X) is a nonzero projection, then

1 ≤ sk(P ) ≤ ‖P ‖ ∀k ≤ rank(P ),

and sk(P ) = 0 for every k > rank(P ). In particular, if ‖P ‖ = 1, then

sk(P ) =
{

1, k ≤ rank(P ),

0, k > rank(P ).

Proof Since Px = x for all x ∈ R(P ), Theorem 1 with M = R(P ) implies that
sk(P ) ≥ 1 for k ≤ rank(P ). Thus,

1 ≤ sk(P ) ≤ ‖P ‖ ∀ k ≤ rank(P ).

The particular case is obvious. �

Let αi ∈R be such that αi ≥ αi+1 ≥ 0 for all i ∈N. Let D ∈ BL(�p), 1 ≤ p ≤ ∞,
be the diagonal operator defined by

D(x1, x2, . . .) = (α1x1, α2x2, . . .), (x1, x2, . . .) ∈ �p.

We know from Pietsch [14] that sk(D) = αk for all k ∈N. We prove a generalization
of this result as a corollary to Theorem 1, where {αn} is assumed to be a sequence
of complex numbers.

Corollary 4 Let D ∈ BL(�p), 1 ≤ p ≤ ∞, be the diagonal operator defined by

Dx = (α1x1, α2x2, . . .), x = (x1, x2, . . .) ∈ �p,

where αn ∈ C satisfy |αn| ≥ |αn+1|, n ∈ N. Then

sk(D) = |αk| ∀ k ∈N.

Proof Let k ∈ N and M = span{e1, e2, . . . , ek}, where ei = (δin), i ∈ N. Then
‖Dx‖ ≥ |αk|‖x‖ for all x ∈ M . Hence, by Theorem 1, sk(D) ≥ |αk|. Taking
Pk−1 ∈ BL(�p) as

Pk−1x = (x1, x2, . . . , xk−1,0,0, . . .), x = (x1, x2, . . .) ∈ �p,
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we have

sk(D) ≤ ‖D − Pk−1D‖ = |αk|.
Thus, sk(D) = |αk| for all k ∈N. �

The next corollary gives a relation between certain approximation numbers and
norms of certain generalized inverses. We refer to Ben-Israel and Greville [1] for
theory and applications of generalized inverses. In particular, recall that for T ∈
BL(X,Y ), S ∈ BL(Y,X) is called a {1}-inverse of T if T ST = T .

Corollary 5 Let T ∈ BL(X,Y ) be such that there exists S ∈ BL(Y,X) satisfying
T ST = T . Then

sk(T ) ≥ 1

‖S‖ ∀ k ≤ rank(T ).

In particular, if X and Y are Hilbert spaces and T has closed range, then

sk(T ) ≥ 1

‖T †‖ ∀ k ≤ rank(T ),

where T † is the Moore–Penrose generalized inverse of T .

Proof Since T ST = T , ST is a projection, and rank(ST ) = rank(T ). Therefore, by
Corollary 3,

1 ≤ sk(ST ) ≤ sk(T )‖S‖ ∀ k ≤ rank(T ).

The particular case follows by noticing that T T †T = T whenever R(T ) is closed. �

Remark 5 We may observe that Corollary 2 is a particular case of Corollary 5.

Corollary 6 Let T ∈ BL(X), and let λ be an eigenvalue of T . Then

sk(T ) ≥ |λ| ∀ k ≤ dim
(
N(λI − T )

)
.

In particular, if dim(N(λI − T )) = ∞, then

sk(T ) ≥ |λ| ∀ k ∈ N.

Proof Let Mλ := N(λI − T ) and k ∈ N be such that dim(Mλ) ≥ k. Then ‖T x‖ =
|λ|‖x‖ for all x ∈ Mλ, and hence, by Theorem 1, sk(T ) ≥ |λ|. �

Example 2 Let (αn) be a bounded sequence in C, and let β ∈ C. Let D ∈
BL(�p), 1 ≤ p ≤ ∞, be defined by

Dx = (βx1, α1x2, βx3, α2x4, . . .), x = (x1, x2, . . .) ∈ �p.

Then β is an eigenvalue of infinite geometric multiplicity, so that by Corollary 6,
sk(D) ≥ |β|. If, in addition, |αn| ≤ |β| for all n ∈ N, then we have sk(D) ≤ ‖D‖ =
|β|, so that, in this case, sk(D) = |β| for all k ∈N.
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If T ∈ BL(X,Y ) and M is a subspace of X, then we define

νM(T ) := inf
{‖T x‖ : x ∈ M,‖x‖ = 1

}
.

Also, we denote by Mk(X) the set of all subspaces M of X such that dim(M) ≥ k.
Then the quantity

sup
M∈Mk(X)

νM(T )

coincides with uk(T ), the kth Bernstein Number of T (see Pietsch [15]). It is clear
from Theorem 1 that

sk(T ) ≥ sup
M∈Mk(X)

νM(T ) = uk(T ). (1)

Remark 6 Let X and Y be Hilbert spaces, and T ∈ BL(X,Y ) be compact. Then
we have sk(T ) = νM(T ) for some subspace M of X of dimension k (see Sunder
[18], p. 165). Hence, in this case, if sk(T ) ≥ α for some α > 0, then there exists
a subspace M of X such that dim(M) = k and ‖T x‖ ≥ α‖x‖ for all x ∈ M . Hence,
in this special case, we have a positive answer to the question asked in Remark 3.

Now we show that the inequality in (1) can be strict for some operator. We
first prove a lemma in this regard by modifying the arguments in the proof of
Lemma 11.11.4 in Pietsch [14]. In the following, cardK denotes the cardinality
of a set K .

Lemma 1 Let M be a subspace of �p , 1 ≤ p < ∞, such that dim(M) ≥ n. Then
there exists e ∈ M such that ‖e‖∞ = 1 and card{k : |e(k)| = 1} ≥ n.

Proof Let 1 ≤ p < ∞. Since M ⊂ �p ⊂ �∞ is a finite-dimensional subspace, the
closed unit ball UM of M (with respect to ‖ · ‖∞) is compact and convex in M .
Hence, by the Krein–Milman theorem [18], there exists an extreme point e. Now
since e ∈ �p , also, ‖e‖∞ = 1 = |e(k0)| for some k0 ∈N.

Let K := {k : |e(k)| = 1}. Assume that card{K} < n. Then, since e ∈ �p , the
number α := sup{|e(k)| : k /∈ K} < 1. Now let

N = {
x ∈ M : x(k) = 0 for all k ∈ K

}
.

Then N is a nontrivial subspace of M . Let u �= 0 be an element of UN and δ := 1−α.
We claim that e ± δu ∈ UM . To see this, note that |e(k) ± δu(k)| = 1 for k ∈ K and
|e(k) ± δu(k)| ≤ α + δ = 1 for k /∈ K . Hence,

‖e ± δu‖∞ = max
{∣∣e(k) ± δu(k)

∣∣ : k ∈N
} ≤ 1.

Thus, e ± δu ∈ UM . But then e cannot be an extreme point of UM , and the assump-
tion card{K} < n cannot be true. Thus, card{k : |e(k)| = 1} ≥ n. �

The following example shows that the inequality in (1) is strict for the inclusion
operator I : �2 → �∞.
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Example 3 Let I : �2 → �∞ be the natural injection. Then νM(I) ≤ 1√
2

for all

M ∈ M2(�
2), and hence, s2(I ) �= supM∈M2(�

2) νM(I). To see this, note that, by
Lemma 1, any subspace of �2 of dimension 2 contains an element e with ‖e‖∞ = 1
and card{k : |e(k)| = 1} ≥ 2. Hence, ‖e‖2 ≥ √

2. Then the element u := e
‖e‖2

sat-

isfies ‖u‖2 = 1 and ‖Iu‖∞ ≤ 1√
2

. Therefore, νM(I) ≤ 1√
2

for all M ∈ M2(�
2),

whereas s2(I ) = 1 (see Rogozhin and Silbermann [7]).

It has been proved in Böttcher [2] (see Proposition 9.2 in [2]) that if X is a finite-
dimensional space, say with dim(X) = n, then for T ∈ BL(X),

sn(T ) =
{

1
‖T −1‖ if T is invertible,

0 if T is not invertible.

This is a particular case of the following general result for any finite-rank operator.

Theorem 2 Let T ∈ BL(X,Y ) be a finite rank operator, say rank(T ) = n, and let
S ∈ BL(R(T ),X) satisfy T ST = T . Then

1

‖S‖ ≤ sn(T ) ≤ ‖ST ‖
‖S‖ .

In particular, if X and Y are Hilbert spaces, then sn(T ) = 1
‖T †‖ , where T † is the

Moore–Penrose inverse of T .

Proof By Corollary 5, we have sn(T ) ≥ 1
‖S‖ . Now, since R(T ) is finite-dimensional,

there exists y ∈ R(T ) such that ‖y‖ = 1 and ‖Sy‖ = ‖S‖. By the Hahn–Banach
theorem, there exists f ∈ X′ such that ‖f ‖ = 1 and f (Sy) = ‖Sy‖ = ‖S‖. Define
P : X → Y by

Pu = 1

‖S‖f (ST u)y, u ∈ X.

Then ‖P ‖ ≤ ‖ST ‖
‖S‖ . Let F = T − P . Note that Fu = 0 for all u ∈ N(T ). Hence,

N(T ) ⊆ N(F). Since T Sy = y, we have

F(Sy) = T Sy − 1

‖S‖f (ST Sy)y = 0.

Thus, Sy ∈ N(F), but T Sy = y �= 0. Hence, N(F) � N(T ). Thus, rank(F ) ≤ n−1,
so that

sn(T ) ≤ ‖T − F‖ = ‖P ‖ ≤ ‖ST ‖
‖S‖ .

If X and Y are Hilbert spaces, then we can take S = T †, and in that case T †T is an
orthogonal projection onto N(T )⊥. Thus, we obtain ‖ST ‖ = 1 and, consequently,
sn(T ) = 1/‖T †‖. �

For T ∈ BL(X,Y ) and k ∈ N, we have sk(T ) = dist(T ,Fk(X,Y )). A question of
interest is whether one can replace the set Fk(X,Y ) by a smaller collection. In this
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regard we have the following proposition proved by Carl and Stephani [4] (see also
Pietsch [14]).

Theorem 3 (Carl and Stephani [4], pp. 67, 71) Let X and Y be Banach spaces,
T ∈ BL(X,Y ), and k ∈ N. Then we have the following.

(i) If X is a Hilbert space, then

sk(T ) = inf
{‖T − T P ‖ : P ∈ Fk(X) is an orthogonal projection

}
.

(ii) If Y is a Hilbert space, then

sk(T ) = inf
{‖T − PT ‖ : P ∈ Fk(Y ) is an orthogonal projection

}
.

In view of Theorem 3, to obtain further estimates for sk(T ), we introduce a few
more quantities.

Definition 1 For T ∈ BL(X,Y ) and k ∈N, we define

γk(T ) := inf
{‖T − PT ‖ : P ∈ Fk(Y ) is a projection

}
.

Also, for a finite dimensional subspace M of X, we define

η(M,X) := inf
{‖I − P ‖ : P ∈ BL(X) is a projection with R(P ) = M

}
,

and for n ∈N, we define

η̂n(X) := sup
{
η(M,X) : M subspace of X with dim(M) = n

}
.

Note that {γk(T )} is a nonincreasing sequence and sk(T ) ≤ γk(T ) for all k ∈N.
Clearly, if X is a Hilbert space, then η̂k(X) = 1 for all k ∈ N. For a general

normed linear space X, it is known (Pietsch [14], p. 386) that if η̌k(X) is the quantity
defined by

η̌k(X) := sup
M∈N̂k(X)

inf
{‖P ‖ : P is a projection on X with R(P ) = M

}
,

then η̌k(X) ≤ √
k, so that

η̂k(X) ≤ 1 + η̌k(X) ≤ 1 + √
k.

For a real Banach space X, it was shown in Makai and Martini [11] that

η̌k(X) ≤ 2 + (k − 1)
√

k + 2

k + 1
≤ √

k.

This leads to an improved estimate for η̂k(X), for a real Banach space X, namely,

η̂k(X) ≤ 1 + 2 + (k − 1)
√

k + 2

k + 1
≤ 1 + √

k.

In terms of η̂k , we give a general relation between sk(T ) and γk(T ) in the following.
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Proposition 5 Let T ∈ BL(X,Y ) and k ∈ N. Then

sk(T ) ≤ γk(T ) ≤ η̂k−1(Y )sk(T ) ∀ k ∈ N.

Proof Clearly, sk(T ) ≤ γk(T ) for all k ∈ N. Now let ε > 0 be given. Let F ∈
Fk(X,Y ) be such that ‖T − F‖ ≤ sk(T ) + ε. Then there exists a projection
P ∈ BL(Y ) with R(P ) = R(F) and ‖I − P ‖ ≤ η̂k−1(Y ). Hence,

‖T − PT ‖ = ∥∥(I − P)T
∥∥ ≤ ∥∥(I − P)(T − F)

∥∥
≤ ‖I − P ‖‖T − F‖
≤ η̂k−1(Y )

(
sk(T ) + ε

)
.

Thus, sk(T ) ≤ γk(T ) ≤ η̂k−1(Y )sk(T ). �

Remark 7 Since for a Hilbert space X, η̂k(X) = 1 for all k ∈ N, we get Theo-
rem 3(ii) as a corollary of Proposition 5.

Remark 8 Let X and Y be Banach spaces, and T ∈ BL(X,Y ). We may recall that
the essential norm of T , denoted by ‖T ‖ess, is defined by

‖T ‖ess := inf
{‖T − K‖ : K ∈ BL(X,Y ) is compact

}
.

Since ‖T ‖ = s1(T ) ≥ s2(T ) ≥ · · · ≥ ‖T ‖ess, it follows that for those operators T for
which ‖T ‖ = ‖T ‖ess we have

sk(T ) = ‖T ‖ ∀ k ∈N.

In particular, for Toeplitz operators in BL(�p) with 1 < p < ∞, sk(T ) = ‖T ‖ for
all k ∈ N, as for such operators, we have ‖T ‖ = ‖T ‖ess (see Böttcher [2] as well
as Böttcher and Silbermann [3]). Of course, there are operators other than Toeplitz
operators that satisfy ‖T ‖ = ‖T ‖ess. For example, consider X = C[a, b] with ‖ · ‖∞
and A : X → X defined by

(Ax)(t) = tx(t), t ∈ [a, b].
Then it can be seen that ‖A‖ = ‖A‖ess.

We also infer that if T ∈ BL(X,Y ) satisfies ‖T ‖ = ‖T ‖ess and if X is separable,
Y is a dual space of some separable normed linear space and {Tn} and {T̃n} are as in
Corollary 1, then limn→∞ sk(T̃n) = limn→∞ sk(Tn) = sk(T ) = ‖T ‖.

Now, let X be a Banach space, and for k ∈N, let

Ak := {
A ∈ BL(X) : A + F is not invertible for any F ∈ Fk(X)

}
.

In the following, we give estimates for the approximation numbers of operators of
the form λI − A for A ∈ Ak .

Proposition 6 Let X be a Banach space, λ ∈C, and A ∈ Ak for some k ∈N. Then

sk(λI − A) ≥ |λ|.
In particular, if A ∈ ⋂∞

k=1 Ak and λ ∈C, then

sk(λI − A) ≥ |λ| ∀ k ∈ N.
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Proof Let k ∈ N, A ∈ Ak , and F ∈ Fk(X). Since 0 ∈ σ(A + F), for any λ ∈ C, we
have (see Nair [12], Theorem 10.10(i))∥∥(λI − A) − F

∥∥ ≥ rσ (λI − A − F) ≥ |λ|.
Thus, sk(λI − A) ≥ |λ|. The remaining part of the theorem is obvious. �

Let X and Y be Banach spaces, and T ∈ BL(X,Y ). We recall that T is said to be
a Fredholm operator if R(T ) is closed and dim(N(T )) and codim(R(T )) are finite,
and in that case, the index of T is defined as the number

ind(T ) := dim
(
N(T )

) − codim
(
R(T )

)
.

We may recall that an operator T ∈ BL(X,Y ) is a Fredholm operator of index
zero if and only if there exists a finite-rank operator F such that T + F is invertible
(Gohberg, Goldberg and Kaashoek [6], p. 191). Hence, it follows that

T ∈ BL(X) is a Fredholm operator of index zero if and only if there exists k ∈ N such that
T �∈ Ak .

Thus, as a consequence of Proposition 6, if T ∈ BL(X) is not a Fredholm operator
of index zero, then for every λ ∈C,

sk(λI − T ) ≥ |λ| ∀ k ∈ N.

3 Closed Range Operators and Approximation Numbers

Let X and Y be Hilbert spaces, and T ∈ BL(X,Y ). If the operator T is compact,
then the set of all nonzero singular values of T coincides with the set of square
roots of nonzero elements of σ(T ∗T ). For a general T ∈ BL(X,Y ), it was shown in
Kulkarni and Nair [8] that

R(T ) is closed if and only if 0 is not an accumulation point of σ(T ∗T ).

A question of interest is whether it is possible to study the closedness of R(T ) using
the approximation numbers of T when X and Y are not necessarily Hilbert spaces.
Again it is worth recalling here that the closedness of range is connected with the
boundedness of a generalized inverse. It is known that if X,Y are Banach spaces
and T ∈ BL(X,Y ) has a bounded {1}-inverse, then R(T ) is closed. Also, if X,Y

are Hilbert spaces, then the Moore–Penrose inverse T † is bounded if and only if
R(T ) is closed.

Suppose that X and Y are Banach spaces and T ∈ BL(X,Y ) is such that
limk→∞ sk(T ) = 0. Then we know that T is a compact operator, and in that case,
R(T ) is not closed whenever T is of infinite rank.

But the converse need not be true. That is, if T has nonclosed range, then it is
not necessary that limk→∞ sk(T ) = 0. To see this, consider the diagonal operator
D ∈ BL(�2) defined by

Dx =
(

2x1,
1

2
x2,2x3,

1

3
x4,2x5, . . .

)
, x = (x1, x2, x3, . . .) ∈ �2.
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In this case, R(D) is not closed since 0 is an accumulation point of the spectrum of
D∗D (cf. Kulkarni and Nair [8]). We observe that sk(D) = 2 for all k ∈ N (taking
β = 2 and αn = 1

n
, n ∈N, in Example 2). However, we have sn(PnDPn) = 1

n
for all

n ≥ 2, so that sn(PnDPn) → 0 as n → ∞, where {Pn} is the sequence of projection
operators in BL(�2) defined by

Pnx = (x1, x2, . . . , xn,0,0, . . .), x = (x1, x2, . . .) ∈ �2.

In fact, the above result is true in a more general setting.

Proposition 7 Let X be a Banach space, T ∈ BL(X), and for each n ∈ N, let
Pn ∈ Fn(X) be projections such that Pn → I pointwise. If R(T ) is not closed,
then limn→∞ sn(PnT Pn) = 0.

Proof For n ∈ N, let Tn := PnT Pn and T̃n := Tn|R(Pn) : R(Pn) → R(Pn). Assume
that {sn(Tn)} does not converge to 0. Then there exist d > 0 and a subsequence
{snk

(Tnk
)} of {sn(Tn)} such that snk

(Tnk
) ≥ d for all k ∈ N. Hence,

snk
(T̃nk

) ≥ 1

M
snk

(Tnk
) ≥ d

M
> 0,

where M ≥ 1 is such that ‖Pn‖ ≤ M for all n ∈ N (see Proposition 3). Then T̃nk

are invertible, and snk
(T̃nk

) = 1/‖T̃ −1
nk

‖ for each k ∈ N. In particular, ‖T̃ −1
nk

‖ ≤ M
d

.
Hence, for x ∈ X,

‖Pnk
x‖ = ∥∥T̃ −1

nk
T̃nk

Pnk
x
∥∥ ≤ ∥∥T̃ −1

nk

∥∥‖T̃nk
Pnk

x‖ ≤ M

d
‖T̃nk

Pnk
x‖.

Letting k → ∞, we have ‖x‖ ≤ M
d

‖T x‖ for all x ∈ X. Thus, T is bounded below,
and hence, R(T ) closed. Thus, sn(Tn) → 0 as n → ∞ if R(T ) is not closed. �

The above result generalizes the last part of the following result proved by Ro-
gozhin and Silbermann [16].

Theorem 4 (Cf. [16]) Let T ∈ BL(�p), 1 < p < ∞, and for n ∈ N, let Pn ∈ BL(�p)

be defined by

Pnx = (x1, x2, . . . , xn,0,0, . . .), x = (x1, x2, . . .) ∈ �p.

Let {Tn} be a sequence of operators in BL(R(Pn)) such that TnPn → T pointwise
as n → ∞. If R(T ) is not closed, then for each k ∈ N,

lim
n→∞ sn−k+1(Tn) = 0.

In particular, if R(T ) is not closed, then limn→∞ sn(PnT Pn) = 0.

We would like to mention that the converse of Theorem 4 need not be true in
general, i.e., sn−k+1(Tn) → 0 as n → ∞ for all k ∈ N does not imply that R(T ) is
not closed. To see this, consider the following example.
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Example 4 For n ∈N, let Tn ∈ BL(�2) be defined by

Tnx =
(

x1, x2, . . . ,
xm

n
,
xm+1

n
, . . . ,

xn

n
,0,0, . . .

)
, x = (x1, x2, . . .) ∈ �2,

where m = [n
2 ], the greatest integer less than or equal to n

2 . For n ∈ N, let T̃n :=
Tn|R(Pn) : R(Pn) → R(Pn), where Pn is as in Theorem 4. Then for each k ∈ N,
we have sn−k+1(T̃n) = 1

n
for all sufficiently large n, and hence sn−k+1(T̃n) → 0 as

n → ∞, whereas the pointwise limit of T̃nPn is the identity operator, which has
closed range.
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On the Level-2 Condition Number
for Moore–Penrose Inverse in Hilbert Space

Huaian Diao and Yimin Wei

Abstract We prove that cond†(T ) − 1 ≤ cond[2]
† (T ) ≤ cond†(T ) + 1, where T is a

linear operator in a Hilbert space, cond†(T ) is the condition number of computing
its Moore–Penrose inverse, and cond[2]

† (T ) is the level-2 condition number of this
problem.

Keywords Condition number · Linear operator · Moore–Penrose inverse ·
Perturbation

Mathematics Subject Classification (2010) 15A09 · 15A60 · 15A35

1 Introduction

Condition numbers are a classical theme in numerical analysis (Cline, Moler and
Stewart [7], Higham [16], Kahan [17], Rump [21]). They occur as a parameter in
both complexity and round-off analysis and hence, there is an obvious interest in
their computation. In this way, a problem Π induces a new problem, namely, the
computation of its condition number condΠ . Two natural questions arise: how diffi-
cult is to compute condΠ ? and how sensitive is this computation for a given input d?

For the first question, Renegar conjectured that computing condΠ(d) is as diffi-
cult as solving Π with input d . He elaborated on this conjecture in Renegar [20].

The second question can be restated as what is the condition number of d for the
problem of computing condΠ(d)? This “condition of the condition,” called level-2
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condition number and denoted by cond[2]
Π (d), was introduced by Demmel [11], who

proved, for some specific problems, that their level-2 condition numbers coincided
with their original condition numbers up to a multiplicative constant. Subsequently,
Higham [15] improved this result by sharpening the bounds for the problems of
matrix inversion and linear systems solving. More recently, it was shown that for
a large class of problems—those whose condition number equals the relativised
inverse of the distance to ill-posedness—the level-2 condition number coincides
with the original condition number modulo adding or subtracting 1 (see Cheung
and Cucker [6]).

The goal of this paper is to further extend this result to the computation of
the Moore–Penrose inverse (Ben-Israel and Greville [1]) (for maps on infinite-
dimensional space). We note that the result in [6] does not directly apply to this
problem, since its condition number does not belong to the class dealt with in [6].
Yet, the method of proof used therein can be adapted to our case.

1.1 Condition Numbers

Condition numbers measure the sensitivity of the output of a problem with respect
to small perturbations of the input data. For instance, the condition number for the
problem of computing the inverse of a square matrix A is

κ(A) = lim
ε→0

sup
‖�A‖2≤ε

‖(A + �A)−1 − A−1‖2‖A‖2

‖A−1‖2‖�A‖2
. (1)

Here ‖A‖2 denotes the operator norm of A with respect to the Euclidean norm in
both domain and target spaces.

Classical results in linear algebra characterize κ(A) in two different ways,
namely,

κ(A) = ‖A‖2
∥
∥A−1

∥
∥

2

and

κ(A) = ‖A‖2

inf
E∈Σ

‖A − E‖2
,

where Σ denotes the set of singular matrices. Note that the elements E in Σ are pre-
cisely those for which the inverses do not exist. They are ill-posed for the problem
of matrix inversion, and, by convention, they have κ(E) = ∞.

1.2 Moore–Penrose Inverse and Its Condition Number

Let A be an m × n real matrix. Then (see Chen and Xue [5], Campbell and Meyer
[3], and Wang, Wei and Qiao [23]) there exists a unique n × m real matrix A†
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satisfying the following four matrix equations:

AXA = A, XAX = X, (AX)T = AX, (XA)T = XA.

Here, for a real matrix M , MT denotes its transpose. We call A† the Moore–Penrose
inverse of A.

It follows from the singular value decomposition (see in Golub and Van Loan
[14]) that we may write A as

A = U

[

D 0
0 0

]

V T, (2)

where U ∈R
m×m and V ∈R

n×n are orthogonal matrices, and D = diag(σ1, σ2, . . . ,

σr), where r = rank(A) and σ1 ≥ σ2 ≥ · · · ≥ σr > 0 are the singular values of A. It
is easy then to check that A† can be expressed by

A† = V

[

D−1 0
0 0

]

UT. (3)

To define a condition number for the Moore–Penrose inverse that could be of
some use, one faces the following difficulty (see Campbell and Meyer [3], p. 247).

Unpleasant fact. Suppose that A ∈ R
m×n is of neither full column nor full row rank. Then,

for any number K and any ε > 0, there exists a matrix E, ‖E‖ < ε, such that ‖(A + E)† −
A†‖ ≥ K .

Therefore, definition (1) would make ill-posed matrices that have a perfectly well-
defined Moore–Penrose inverse. A way out is to restrict definition (1) to structured
perturbations, i.e., perturbations that do not alter the rank of A.

For � ∈ N, denote by Σ(�) the set of m×n matrices with rank �. Let rank(A) = r .
Then we define

κ†(A) = lim
ε→0

sup
‖�A‖2≤ε

A+�A∈Σ(r)

‖(A + �A)† − A†‖2‖A‖2

‖A†‖2‖�A‖2
.

Also, we define

cond†(A) = ‖A‖2
∥
∥A†

∥
∥

2.

In contrast with the case of matrix inversion, we do not necessarily have κ†(A) =
cond†(A). It can be proven, however, that these numbers are closely related (see
Stewart and Sun [22], Section III.3, and Wang, Wei and Qiao [23], Chap. 7),

κ†(A) ≤ cond†(A) ≤ μκ†(A),

where μ ≤ 3 is a constant depending on the considered norm. The condition number
cond†(A) can also be characterized as a relative inverse of the distance to rank
deficiency. If A �= 0 and r = rank(A), we let

	(A) = inf
E∈Σ(r−1)

‖A − E‖2.
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Proposition 1 For all m × n real matrix A �= 0, we have

cond†(A) = ‖A‖2

	(A)
.

Proof The statement follows from the chain

	(A) = inf
E∈Σ(r−1)

‖A − E‖2 = σr(A) = ‖A†‖−1
2 ,

where the middle equality is due to Golub and Van Loan [14, Theorem 2.5.3]. �

Remark 1 Note that there is no set of “ill-posed” inputs. Here each Σ(�) plays a
similar role for the elements in Σ(� + 1), but there is no a single set Σ whose
elements are ill-posed and which is used for all input data.

These notions can be extended to the infinite-dimensional case. Let H1, H2 be
Hilbert spaces over R. We denote by L(H1,H2) the Banach space of all bounded
linear operators T : H1 → H2 with the operator norm

‖T ‖ = sup
‖x‖=1

‖T x‖.

Let T ∈ L(H1,H2), and let Im(T ) and Ker(T ) be the range and null space
of T , respectively. According to Nashed [19, Theorem 5.7], any T ∈ L(H1,H2)

with Im(T ) closed has a Moore–Penrose inverse T † satisfying the equalities

T T †T = T , T †T T † = T †,
(

T T †)∗ = T T †,
(

T †T
)∗ = T †T ,

where T ∗ is the adjoint operator of T .
For T ∈ L(H1,H2), the reduced minimum module of T , denoted by r(T ), is

defined by

r(T ) = inf
{‖T x‖ | dist

(

x,Ker(T )
) = 1

}

, (4)

where dist(x,Ker(T )) = infy∈Ker(T ) ‖x − y‖.
It is shown in Chen and Xue [5] that Im(T ) is closed if and only if r(T ) > 0. If

this holds, according to Ding and Huang [13],

r(T ) = ∥
∥T †

∥
∥−1 = inf

x∈Ker(T )⊥
x �=0

‖T (x)‖
‖x‖ . (5)

We extend the definition of cond† to bounded operators in Hilbert space by tak-
ing, when Im(T ) is closed,

cond†(T ) = ‖T ‖
r(T )

= ‖T ‖∥∥T †
∥
∥. (6)

When Im(T ) is not closed, we define cond†(T ) = ∞. This is consistent with the
fact (see Nashed [19, p. 63]) that T † is bounded if and only if Im(T ) is closed.
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1.3 Level-2 Condition Numbers

To a problem Π one can associate a new problem, namely, the computation of its
condition number condΠ . The condition number of this new problem, called level-2
condition number for Π , is defined, for an input d of Π , by

cond[2]
Π (d) = lim

ε→0
sup

‖�d‖≤ε

|condΠ(d + �d) − condΠ(d)|‖d‖
condΠ(d)‖�d‖ .

In the definition above, there are no restrictions for �d . But in the level-2 condition
numbers for the Moore–Penrose inverse, we want to restrict �d much in the same
manner as we do it for its condition number κ† or for the distance 	.

The level-2 condition number of the Moore–Penrose inverse of a linear operator
in Hilbert space. For d ∈ N, let Σ(d) = {T ∈ L(H1,H2) | dim Ker(T ) = d}. We
define the level-2 condition number for an operator T ∈ Σ(d) by

cond[2]
† (T ) = lim

ε→0
sup

‖�T ‖≤ε
T +�T ∈Σ(d)

|cond†(T + �T ) − cond†(T )|‖T ‖
cond†(T )‖�T ‖

if cond†(T ) < ∞ and cond[2]
† (T ) = ∞ otherwise.

2 Main Results

The main results of this paper are the following.

Theorem 1 Let T ∈ L(H1,H2) be such that dim Ker(T ) < ∞. Then

cond†(T ) − 1 ≤ cond[2]
† (T ) ≤ cond†(T ) + 1.

To bound the level-2 condition number of operator T , we use the following re-
sults.

Lemma 1 (Chen and Xue [5], Chen, Wei and Xue [4], Xue [28]) Let T ∈
L(H1,H2) with Im(T ) closed and Moore–Penrose inverse T †, and let �T ∈
L(H1,H2) be such that ‖T †‖‖�T ‖ < 1 and dim Ker(T +�T ) = dim Ker(T ) < ∞.
Then

∣
∣r(T + �T ) − r(T )

∣
∣ ≤ ‖�T ‖.

Proof We first prove that (T + �T )† exists and

‖T †‖
1 + ‖T †‖‖�T ‖ ≤ ∥

∥(T + �T )†
∥
∥ ≤ ‖T †‖

1 − ‖T †‖‖�T ‖ . (7)
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The right-hand side of this inequality is Chen and Xue [5, Theorem 1]. It follows
from it that ‖(T + �T )†‖ is bounded, which implies that Im(T + �T ) is closed,
see Nashed [19, p. 63]. Using this upper bound with T replaced by T + �T and
�T replaced by −�T , we obtain the left-hand side.

Since r(T ) = 1
‖T †‖ and r(T + �T ) = 1

‖(T +�T )†‖ , we may rewrite (7) as

1

r(T ) + ‖�T ‖ ≤ 1

r(T + �T )
≤ 1

r(T ) − ‖�T ‖
or, equivalently, |r(T + �T ) − r(T )| ≤ ‖�T ‖. �

The following proposition is of Wei and Ding [25, Theorem 1].

Proposition 2 Let T ,�T ∈ L(H1,H2) such that Im(�T ) ⊆ Im(T ) and Ker(T ) ⊆
Ker(�T ). If either ‖T †�T ‖ < 1 or ‖�T T †‖ < 1, then (T + �T )† is well defined,
and

(T + �T )† = (

Id + T †�T
)−1

T † = T †(Id + �T T †)−1
.

Here Id denotes the identity map.

Proof of Theorem 1 If Im(T ) is not closed, then cond†(T ) = cond[2]
† (T ) = ∞, and

the statement trivially holds. We next assume that Im(T ) is closed. Note that, for
‖�T ‖ sufficiently small, the inequality ‖T †‖‖�T ‖ < 1 holds and that we are con-
sidering �T such that dim Ker(T + �T ) = dim Ker(T ) < ∞. Therefore, the hy-
pothesis of Lemma 1 holds.

Using the definition of cond†(T ), we have

cond[2]
† (T ) = lim

ε→0
sup

(T +�T )∈Σ(d)
‖�T ‖2≤ε

|cond†(T + �T ) − cond†(T )|‖T ‖2

cond†(T )‖�T ‖2

= lim
ε→0

sup
(T +�T )∈Σ(d)

‖�T ‖2≤ε

| ‖T +�T ‖2
r(T +�T )

− ‖T ‖2
r(T )

|‖T ‖2

‖T ‖2
r(T )

‖�T ‖2

= lim
ε→0

sup
(T +�T )∈Σ(d)

‖�T ‖2≤ε

∣
∣
∣
∣

‖T + �T ‖2r(T ) − ‖T ‖2r(T + �T )

r(T + �T )‖�T ‖2

∣
∣
∣
∣
.

To prove the upper bound, note that, for all �T ,

∣
∣‖T + �T ‖2 − ‖T ‖2

∣
∣ ≤ ‖�T ‖2,

and, if T + �T ∈ Σ(d), from Lemma 1 we have

∣
∣r(T + �T ) − r(T )

∣
∣ ≤ ‖�T ‖2.
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Therefore, for all �T such that T + �T ∈ Σ(d),
∣
∣‖T + �T ‖2r(T ) − ‖T ‖2r(T )

∣
∣ ≤ ‖�T ‖2r(T )

and
∣
∣‖T ‖2r(T + �T ) − ‖T ‖2r(T )

∣
∣ ≤ ‖T ‖2‖�T ‖2.

It follows that
∣
∣‖T + �T ‖2r(T ) − ‖T ‖2r(T + �T )

∣
∣ ≤ ‖�T ‖2r(T ) + ‖T ‖2‖�T ‖2

and consequently that, for sufficiently small �T ,
∣
∣
∣
∣

‖T + �T ‖2r(T ) − ‖T ‖2r(T + �T )

r(T + �T )‖�T ‖2

∣
∣
∣
∣
≤ ‖�T ‖2r(T ) + ‖T ‖2�T ‖2

(r(T ) − ‖�T ‖2)‖�T ‖2

= r(T ) + ‖T ‖2

r(T ) − ‖�T ‖2
.

Now use this inequality together with the definition of cond[2]
† (T ) to obtain

cond[2]
† (T ) = lim

ε→0
sup

(T +�T )∈Σ(d)
‖�T ‖2≤ε

∣
∣
∣
∣

‖T + �T ‖2r(T ) − ‖T ‖2r(T + �T )

r(T + �T )‖�T ‖2

∣
∣
∣
∣

≤ lim
ε→0

sup
(T +�T )∈Σ(d)

‖�T ‖2≤ε

r(T ) + ‖T ‖2

r(T ) − ‖�T ‖2

= r(T ) + ‖T ‖2

r(T )

= 1 + ‖T ‖2

r(T )

= 1 + cond†(T ).

This proves the upper bound. We now proceed with the lower bound.
Since

∥
∥T †

∥
∥ = sup

x∈H2‖x‖=1

∥
∥T †x

∥
∥ = sup

x∈Im(T )
‖x‖=1

∥
∥T †x

∥
∥,

we can find u ∈ Im(T ) and v ∈ Im(T †) = Ker(T )⊥ with ‖u‖ = ‖v‖ = 1 and such
that

T †u = ∥
∥T †

∥
∥v.

Now define �T by

�T (x) = −ε〈x, v〉u ∀x ∈ H1,
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where 〈 , 〉 denotes the inner product of H1, and 0 < ε < min{‖T ‖,‖T †‖−1}.
Let x ∈ Ker(T ). Since v ∈ Im(T †) = Ker(T )⊥, we have 〈x, v〉 = 0 and

�T (x) = 0. Therefore,

Ker(T ) ⊆ Ker(�T ),

from which it follows that

Ker(T ) ⊆ Ker(T + �T ). (8)

In addition, ‖�T ‖ ≤ ε‖v‖‖u‖ = ε, and thus,

∥
∥T †�T

∥
∥ ≤ ∥

∥T †
∥
∥‖�T ‖ <

1

ε
ε = 1.

We can therefore apply Proposition 2 to deduce

(T + �T )† = T †(Id + �T T †)−1
,

from which it follows that

T † = (T + �T )†(Id + �T T †),

which in turn implies that Im(T †) ⊆ Im((T +�T )†). Since Im(T †) = Ker(T )⊥, we
deduce that Ker(T + �T ) ⊆ Ker(T ). Together with (8), this shows that Ker(T +
�T ) = Ker(T ) and, in particular, that dim Ker(T + �T ) = dim Ker(T ).

We now focus on the reduced minimum module of T + �T . We have

r(T + �T ) = inf
x∈Ker(T +�T )⊥

x �=0

‖(T + �T )x‖
‖x‖

= inf
x∈Ker(T )⊥

x �=0

‖T x − ε〈x, v〉u‖
‖x‖

≥ inf
x∈Ker(T )⊥

x �=0

‖T x‖
‖x‖ − ε

|〈x, v〉|
‖x‖

≥ inf
x∈Ker(T )⊥

x �=0

‖T x‖
‖x‖ − ε

= r(T ) − ε.

To prove the reverse inequality, consider w ∈ H1 such that u = T w. Then

T v = T
(∥
∥T †

∥
∥−1

T †u
) = ∥

∥T †
∥
∥−1(

T T †T w
) = ∥

∥T †
∥
∥−1

(T w) = r(T )u.

Choosing x = v ∈ Ker(T )⊥, we have

(T + �T )x = T v − ε‖v‖u = (

r(T ) − ε
)

u,
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from which it follows that r(T + �T ) = r(T ) − ε.
The lower bound now easily follows. Using that cond†(T ) = ‖T ‖

r(T )
, we get

cond[2]
† (T ) = lim

ε→0
sup

‖�T ‖≤ε
T +�T ∈Σ(d)

|cond†(T + �T ) − cond†(T )|‖T ‖
cond†(T )‖�T ‖

= lim
ε→0

sup
‖�T ‖≤ε

T +�T ∈Σ(d)

|‖T + �T ‖r(T ) − ‖T ‖r(T + �T )|
‖�T ‖r(T + �T )

≥ lim
ε→0

|‖T + �T ‖r(T ) − ‖T ‖(r(T ) − ε)|
‖�T ‖(r(T ) − ε)

≥ lim
ε→0

‖T + �T ‖r(T ) − ‖T ‖(r(T ) − ε)

‖�T ‖(r(T ) − ε)

≥ (‖T ‖ − ‖�T ‖)r(T ) − ‖T ‖(r(T ) − ε)

‖�T ‖(r(T ) − ε)

= lim
ε→0

(‖T ‖ − ε)r(T ) − ‖T ‖(r(T ) − ε)

‖�T ‖(r(T ) − ε)

= lim
ε→0

−εr(T ) + ‖T ‖ε
ε(r(T ) − ε)

= cond†(T ) − 1. �

Our result can be applied to the Moore–Penrose inverse of a matrix in finite-
dimensional space. The level-2 condition number of the Moore–Penrose inverse,
cond[2]

† (A) is defined, for a matrix A with rank(A) = r , by

cond[2]
† (A) = lim

ε→0
sup

‖�A‖2≤ε
A+�A∈Σ(r)

|cond†(A + �A) − cond†(A)|‖A‖2

cond†(A)‖�A‖2
.

By similar techniques as in the proof of Theorem 1, we have the following theo-
rem for the matrix Moore–Penrose inverse’s level-2 condition number.

Theorem 2 For all A ∈R
m×n,

cond†(A) − 1 ≤ cond[2]
† (A) ≤ cond†(A) + 1.

3 Concluding Remark

In this paper, we investigate the level-2 condition number for Moore–Penrose in-
verse in Hilbert space. We will explore the smoothed analysis for the Moore–
Penrose inverse (see Bürgisser and Cucker [2] and Cucker, Diao and Wei [9]) and
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structured/componentwise perturbation for the Moore–Penrose inverse of the rank-
deficient case (see Cucker and Diao [8], Cucker, Diao and Wei [10], Diao and Wei
[12], Li, Xu and Wei [18], Wei [24], Wei and Wang [26], and Xu, Wei and Gu [27]).
Since the main result is a pair of inequalities, it is natural to ask under what condi-
tion any of these inequalities becomes an equality. This will be our future research
topic.
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Products and Sums of Idempotent Matrices
over Principal Ideal Domains

K.P.S. Bhaskara Rao

Abstract Writing a square matrix as a product of idempotent matrices attracted the
attention of several linear algebraists. Equally interesting is the problem of writing
a square matrix as a sum of idempotent matrices. Much work was done for real
matrices and for matrices over other algebraic structures. We shall consider some of
this work and present some new results for matrices over projective free rings.

Keywords Idempotent matrices property · Field · Euclidean domain · Principal
ideal domain · Projective free ring

Mathematics Subject Classification (2010) 15A33 · 15A23 · 13F07 · 13F10 ·
11A55

1 Introduction

In 1966, J.M. Howie [6] showed that every noninvertible mapping from a finite set
X to itself is a finite composition of idempotent mappings. Taking the cue from
this result, J.A. Erdos [4] in 1967 showed that every singular real matrix is a finite
product of idempotent matrices.

Now, several natural questions arise.

• How far can this result be extended to other algebraic structures? What about
finding the maximum number of idempotent matrices that are required for writing
a matrix as a product of idempotent matrices?

• Are there corresponding results for sums of idempotent matrices? What about
finding the maximum number of idempotent matrices that are required for writ-
ing a matrix as a sum of idempotent matrices? Are there other ramifications for
writing a matrix as a sum of idempotent matrices?
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In this paper we shall look at some of these problems.
An integral domain R with 1 is called a projective free ring (see Bhaskara Rao

[2], p. 48) if every finitely generated projective module over R is free. Every princi-
pal ideal domain is a projective free ring. Over a projective free ring, every m × m

idempotent matrix can be written as PQT , where P and Q are m × r matrices such
that QT P = I (see [2], Theorem 4.21(ii)). We shall say that a ring has idempo-
tent matrices property if every singular square matrix is a product of idempotent
matrices.

2 Products of Idempotent Matrices

Ballantine [1] showed that every square matrix over a field is a finite product of
idempotent matrices. This was extended to Euclidean domains by Laffey [7]. Laffey
showed that every square singular matrix over a Euclidean domain is a finite product
of idempotents.

In Bhaskara Rao [3], Theorem 2, the present author showed the following result
for principal ideal domains.

Theorem 1 For a principal ideal domain R, the following are equivalent.

(i) Every square singular matrix over R is a product of idempotent matrices (also
called the idempotent matrices property of R in [3]).

(ii) Every 2 × 2 matrix
[

a b
0 0

]
is a product of idempotent matrices.

(iii) Every 2 × 2 matrix
[

a b
0 0

]
with gcd(a, b) = 1 is a product of idempotent matri-

ces.

The main part of the above theorem is the proof that (iii) implies (i).
Professors André Leroy and S.K. Jain brought to my attention that the proof

of Theorem 2 of Bhaskara Rao [3] given in my paper is lacking in details. Here
I shall complete the missing part of the proof of Theorem 2 of [3]. The following
proposition completes the missing part of the proof.

Proposition 1 Let a, b be elements of a principal ideal domain R with gcd(a, b) =
1. If

[
a b
0 0

]
is a product of idempotent matrices, there exist elementary matrices

U1,U2, . . . ,Uk such that
[ 1

0

] = U1U2 · · ·Uk

[ a
b

]
.

Proof Let A = [
a b
0 0

]
with gcd(a, b) = 1. Since this is a product of idempotent ma-

trices and since every principal ideal domain is a projective free ring, there exist
2 × 1 matrices P0,Q0,P1,Q1, . . . ,Pn,Qn such that A = P0Q

T
0 P1Q

T
1 · · ·PnQ

T
n

and QT
i Pi = 1 for 0 ≤ i ≤ n.

Then, necessarily, P0 = [ c
0

]
and QT

n = [e f ] for some c, e, and f . If we write
QT

0 P1Q
T
1 · · ·Pn = d , we get that a = cde and b = cdf . Since gcd(a, b) = 1, it
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follows that a = 1, e = a,f = b, and d = 1. By induction on i it also follows that
QT

i Pi+1 = 1 for all i.
Let us write Pi = [ a2i

b2i

]
and Qi = [ a2i+1

b2i+1

]
. Then ai ’s and bi ’s satisfy the condi-

tions a2n+1 = a, b2n+1 = b, a0 = 1, b0 = 0, and aiai−1 + bibi−1 = 1 for 1 ≤ i ≤
(2n + 1).

Define {pi, qi}, 0 ≤ i ≤ 2n+ 1, by pi = ai and qi = bi if i is even, pi = −bi and
qi = ai if i is odd. We also set p−1 = 1 and q−1 = 0.

Then {ci,1 ≤ i ≤ 2n + 1} defined by ci = (−1)i(pi−2qi − qi−2pi) will satisfy
the equations pi = cipi−1 + pi−2 and qi = ciqi−1 + qi−2 for i ≥ 1. As in the proof
of Theorem 7 of Bhaskara Rao [3], we also get

[
1 0

][
cn 1
1 0

][
cn−1 1

1 0

]
· · ·

[
c1 1
1 0

]
= [

a b
]
.

This can be written as
[
c1 1
1 0

][
c2 1
1 0

]
· · ·

[
c2n+1 1

1 0

][
1
0

]
=

[
a

b

]
.

But the left-side matrices are all products of elementary matrices. This proves
the proposition. �

In Landers and Xue [8], it was shown that for n > 2, every n×n singular integer
matrix is a product of at most 3n + 1 idempotent matrices. We raise the problem
of determining the maximum number of idempotent matrices that are required for
writing a square n×n matrix as a product of idempotent matrices for principal ideal
domains with the idempotent matrices property. For n = 2, no such bound exists for
integer matrices (see Laffey [7]).

3 Sums of Idempotent Matrices

If A is an m × m idempotent matrix of rank r over a projective free ring R, then
A = PQT for some P and Q, where P and Q are m × r matrices such that
QT P = eI . Hence, we have the following result.

Theorem 2 Over a projective free ring, a matrix A is a sum of idempotent matrices
if and only if A has a decomposition A = RST , where ST R has a diagonal of e’s.

It follows that the trace of A is equal to ke, where e is the unit of the ring R,
and k is an integer. Hence, over a projective free ring R, if a matrix A is a sum of
idempotent matrices, the trace of A is some ke where e is the unit of R, k is an
integer, and k ≥ rank(A).

In [5], Hartwig and Putcha showed that a real matrix is a sum of idempotent
matrices if and only if trace(A) is an integer and trace(A) ≥ rank(A). They also
showed that for matrices over fields of characteristic zero, an n × n matrix is a sum
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of idempotent matrices if and only the trace of A is ke where k is an integer, e is the
unit of R, and k ≥ rank(A).

For matrices over the ring of integers, Hartwig and Putcha showed that for a
matrix A, if rank(A) < trace(A), A is a sum of idempotent matrices and that if
rank(A) = trace(A), A may or may not be a sum of idempotent matrices.

For matrices over a field K of characteristic p �= 0, Pazzis [12] showed that a
matrix is a sum of idempotent matrices if and only if trace(A) is an element of the
prime subfield of K .

A variation of the problem of writing a matrix as a sum of idempotent matrices
is the problem of writing a matrix as a linear combination of idempotent matrices.
Indeed, every matrix over any ring with 1 is a linear combination of idempotent
matrices.

For example,
[ 0 b

0 0

] = (−1)
[ 1 0

0 0

] + [ 1 b
0 0

]
.

An interesting problem is to find the maximum number of matrices that are re-
quired to write every matrix as a linear combination of idempotent matrices.

In [13], Rabanovich showed that every matrix over a field of characteristic 0 is a
linear combination of three idempotent matrices. This was extended by Pazzis [11]
to matrices over any field.

We refer the reader to Laurie, Mathes and Radjavi [9], Rabanovich [13], Pazzis
[10–12], Wang [14], and Wu [15] for further results on writing matrices as sums of
idempotent matrices.

Problem Study the maximum number problem of writing a matrix as a linear com-
bination of idempotent matrices for matrices over projective free rings and in par-
ticular for matrices over principal ideal domains.
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Adel Alahmedi, Yousef Alkhamees, and S.K. Jain

Abstract In this paper, it is shown that the semiring of nonnegative matrices satis-
fies descending chain condition on right and left ideals, i.e., it is left or right perfect if
and only if it is closed under Drazin inverse of all elements. Furthermore, each non-
nil right and left ideal contains a nonzero idempotent. This generalizes the known
result on the characterization of finite semigroups of nonnegative matrices.
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1 Introduction

We consider semirings of nonnegative matrices that satisfy a descending chain con-
dition on principal right or left ideals. Rings with this property are known as left
or right perfect, respectively (see Bass [1]). It turns out that the condition of being
right or left perfect on a semiring of nonnegative matrices is equivalent to having
Drazin inverse of each element as [4] nonnegative. Thus, right or left perfect semir-
ing becomes two-sided perfect. Using known results on the monotonicity of Drazin
inverse (see Goel and Jain [5]), we give a complete description of the structure of
the elements of this semiring.
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2 Definitions and Notation

Throughout, R will denote a semiring of n×n matrices over nonnegative real num-
bers. R is called right Artinian or right perfect respectively if every descending chain
of right ideals or every descending chain of principal left ideals terminates after fi-
nite number of terms. One defines left Artinian semiring and left perfect semiring,
similarly. For an element a ∈ R, the index of a is defined as the smallest positive in-
teger k such that rank(ak) = rank(ak+1). For an element a ∈ R, there exists a unique
solution x, called Drazin inverse of a [4], satisfying the following system of equa-
tions numbered in the usual notation: (1n) anxa = an, (2) xax = x, (5) xa = ax,
where n ≥ index(a) (see p. 169, Ben-Israel and Greville [2]). We shall denote the
Drazin inverse of a by a(d). It is known that the Drazin inverse of any matrix a over
a field F is a polynomial in a over F (Theorem 5, p. 172, [2]).

The matrix βxyT , where β > 0 and x, y are positive column vectors, is called a
matrix of type (I). The d × d block matrix

⎛
⎜⎜⎜⎜⎜⎝

0 β12x1y
T
2 0 · · · 0

0 0 β23x2y
T
3 · · · 0

0 0 0 · · · 0
...

...
...

...
...

βd1xdyT
1 0 0 · · · 0

⎞
⎟⎟⎟⎟⎟⎠

,

where βij > 0, and xi and yj are positive column vectors, is called a matrix of
type (II) (see, for example, Goel and Jain [5]).

For all definitions and results on generalized inverses, one may consult Ben-Israel
and Greville [2].

3 Main Results

Theorem 1 Let R be a semiring of all n×n nonnegative matrices. Then the follow-
ing statements are equivalent:

(i) R is left perfect.
(ii) Each nonzero element in R has a nonnegative Drazin inverse.

(iii) Each element a of R is a sum b1 + b2 + · · · + br + t , where bi, t ∈ R, bibj = 0
for all i �= j , bit = 0 = tbi , t is nilpotent, and there exist permutation matrices
pi such that

pibip
T
i =

⎛
⎜⎜⎝

Gi GiDi 0 0
0 0 0 0

CiGi CiGiDi 0 0
0 0 0 0

⎞
⎟⎟⎠ ,

where Gi is a matrix of type (I) or (II) and Ci , Di ≥ 0.
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Remark 1 Under any of the equivalent statements of Theorem 1, the right perfect
semiring in (i) will be two-sided perfect because the Drazin inverse is right–left
symmetric.

Before we give the proof of Theorem 1, we prove two lemmas.

Lemma 1 Let R be a left perfect semiring of nonnegative square matrices. Then for
every a ∈ R, a(d) exists in R.

Proof Consider the descending chain of right ideals

aR ⊃ a2R ⊃ a3R ⊃ · · · .
By hypothesis, there exists a positive integer n such that

anR = an+1R = an+2R = · · · .
This implies that an ∈ an+1R. Without loss of generality we may assume that
n ≥ index(a). Now, an = an+1x for some x ∈ R. Premultiplying by a(d) on both
sides, we obtain

a(d)an = a(d)an+1x = anx.

Again, premultiplying both sides by a(d), we get (a(d))2an = a(d)anx = anx2. By
repeatedly premultiplying with a(d), we get

(
a(d)

)n
an = anxn.

This implies (a(d)a)n = anxn, and so

a(d)a = anxn.

By premultiplying the last equation by a(d) and using the fact that a and a(d) com-
mute, we obtain a(d)aa(d) = a(d)anxn, yielding

a(d) = a(d)aa(d) = anxxn = anxn+1,

and thus a(d) (= anxn+1) is nonnegative. This completes the proof. �

Remark 2 Under the notation in the proof of Lemma 1, we may note that a(d)a =
anxn = an+1xn+1 = · · · is an idempotent.

Lemma 2 Let R be a left perfect, and a ∈ R. Then a(d)aR = a(d)R = akR, where k

is the index of a.
In particular, every nonnil right ideal contains nonzero idempotent.

Proof From the definition of a(d) it is clear that a2a(d)R = aa(d)R. Then aR ⊃
aa(d)R ⊃ a(d)aa(d)R = a(d)R, which implies

a2R ⊃ aa(d)R = a(d)R.
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By repeatedly multiplying both sides by a, we obtain akR ⊃ a(d)R. But a(d)R ⊃
a(d)ak+1R = akR. Therefore,

a(d)aR = a(d)R = akR.

Since aa(d) is an idempotent, it follows that every right ideal contains an idempo-
tent. Note that if a is nilpotent, then a(d) = 0. This implies every nonnil right ideal
contains a nonzero idempotent. This completes the proof. �

We now proceed to prove the main theorem.

Proof (i) ⇒ (ii): This follows from Lemma 1.
(ii) ⇒ (i): Suppose that we have a descending chain of principal right ideals,

aR ⊃ a2R ⊃ a3R ⊃ · · ·. By axioms (1n) for the Drazin inverse, an+1a(d) = an.
Since a(d) ∈ R, we get that an ∈ an+1R. This yields anR = an+1R, and thus the
above descending chain terminates, proving (i).

(ii) ⇔ (iii). This follows from Goel and Jain [5]. �

4 Illustration

We illustrate the main theorem by choosing a simple example consisting of 2 × 2
nonnegative matrices. Firstly, note that any nonnegative nil element is of the form( 0 a

0 0

)
or

( 0 0
a 0

)
, where a is any nonnegative real number. For structure of nonnegative

nilpotent matrix of any order, one may refer to the paper by Jain and Goel [5]. Also,
it is well known that nonnegative nonsingular matrices having nonnegative inverse
are monomial matrices (see p. 69 in Berman and Plemmons [3]).

Following the structure of matrices as described in part (iii) of the theorem, the
possible semirings of 2 × 2 matrices satisfying the hypotheses of the main theo-
rem are the following semirings and semirings generated by appropriate elements
belonging to these semirings:

R1 =
{(

0 a

0 0

)∣∣∣a ∈R
+
}

,

R2 =
{(

0 0
a 0

)∣∣∣a ∈R
+
}

,

R3 =
{(

a 0
0 b

)∣∣∣a, b ∈R
+
}

,

R4 =
{(

0 a
1
a

0

)∣∣∣a ∈ R
+
}

,

and for a fixed nonnegative real number α,

Rα =
{(

a αa

b αb

)∣∣∣a, b ∈R
+
}

.
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We remark that the semiring satisfying the hypothesis of the theorem cannot
contain arbitrary elements in R1, R2, and R3. For if it does, then we can produce
an invertible matrix whose inverse is not nonnegative. We close with the following
natural question:

Is the perfect semiring of n × n nonnegative matrices Artinian?
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Regular Matrices over an Incline

AR. Meenakshi

Abstract We discuss the invertibility of incline matrices over DL, the set of all
idempotent elements in an incline, and for matrices over an integral incline. We
discuss the regularity of matrices over DL. We obtain equivalent conditions for the
existence of various generalized inverses of an incline matrix. We provide an algo-
rithm for the regularity of matrices over DL and illustrate with suitable examples.

Keywords Incline · Regular incline · Integral incline
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1 Introduction

The concept of an incline, introduced by Cao, is an algebraic structure, a special
type of a semiring. The notion of inclines and their applications are described com-
prehensively in Cao, Kim and Roush [1]. Kim and Roush [5] have surveyed and
outlined algebraic properties of inclines and incline matrices. In Han and Li [2, 3],
some invertible conditions of a matrix over a commutative incline R with additive
identity “OR” and multiplicative identity “1R” are obtained. Invertible matrices over
an incline and Cramer’s rule are investigated in [3].

An element a in a semiring is said to be regular if a solution exists for the equa-
tion aya = a, and such a solution is called a generalized inverse (or g-inverse) of a.
A semiring R is regular if and only if every element of R is regular. Recently,
Meenakshi and Anbalagan [7], by using the incline axioms, obtained some char-
acterizations of regular elements in an incline and proved that every commutative
regular incline is a distributive lattice. In Meenakshi and Shakila Banu [8], we have
obtained equivalent conditions for regularity of a matrix over an incline whose idem-
potent elements are linearly ordered. Recall that an incline matrix, that is, a matrix
A ∈ Rmn, the set of m × n matrices over an incline R, is regular if and only if there
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exists Y ∈ Rnm such that AYA = A, and such a Y is called a g-inverse of A (see
Kim and Roush [5]). Regularity of matrices over a regular incline are discussed in
Meenakshi and Shakila Banu [9]. For regularity of fuzzy matrices, that is, matrices
over the max min fuzzy algebra F with the operations defined as a + b = max{a, b}
and a.b = min{a, b} for all a, b in F and their g-inverses, one may refer to Kim and
Roush [4] and Meenakshi [6].

In this paper, we discuss the invertibility of an incline matrix over DL, the set of
idempotent elements of an incline R. We obtain equivalent conditions for an incline
matrix over DL to be regular as a generalization of the results found in Meenakshi
and Shakila Banu [8] for matrices over a regular incline and those of fuzzy matrices
established by Kim and Roush [4]. We discuss the existence of various g-inverses of
a matrix over DL. We provide an algorithm for the regularity of a matrix over DL as
a generalization of algorithms available for matrices over a regular incline [9] and
for matrices over a regular incline whose elements are linearly ordered (Kim and
Roush [4, 5]).

2 Preliminaries

In this section, we present basic definitions and required results on incline matrices.

Definition 1 An incline is a nonempty set R with binary operations addition and
multiplication denoted as (+,•) and satisfying the following (we usually suppress
the dot • for multiplication) for a, b, c ∈ R:

(i) a + b = b + a;
(ii) a + (b + c) = (a + b) + c;

(iii) a(bc) = (ab)c;
(iv) a(b + c) = ab + ac;
(v) (b + c)a = ba + ca;

(vi) a + a = a;
(vii) a + ac = a;

(viii) c + ac = c.

In an incline (R,+,•) with order relation ≤ defined on R as x ≤ y if and only if
x + y = y for x, y ∈ R, by the incline axioms x + xy = x and y + xy = y we get
xy ≤ x and xy ≤ y. Thus, inclines are additively idempotent semirings in which
products are less than or equal to either factor. This incline order relation has the
following properties:

(P.1) x + y ≥ x and x + y ≥ y for x, y ∈ R;
(P.2) xy ≤ x and xy ≤ y for x, y ∈ R.

Definition 2 For x, y ∈ R, if x ≤ y for all y ∈ R, then x is called the least element
of R and is denoted as 0. If x ≥ y for all y ∈ R, then x is called the greatest element
of R and denoted as 1. However, 1 need not be the multiplicative identity IR (refer
the example in Remark 7).
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Definition 3 (Cao et al. [1]) A ∈ Rmn is regular ⇔ AYA = A for some Y ∈ Rnm.

In the sequel, we shall repeatedly use the following:

Lemma 1 (Meenakshi and Anbalagan [7]) Let R be an incline. Then the following
are equivalent:

(i) R is a regular incline;
(ii) Every element of R is regular;

(iii) Every element of R is idempotent.

Let Rmn denote the set of all m × n matrices over an incline R. Let Rm denote
the set of all m × m matrices over an incline R. For A ∈ Rmn, let AT , A−, Ai∗,
A∗j , R(A), and C (A) denote the transpose, g-inverse, ith row, j th column, row
space, and column space of A, respectively. We shall follow the basic operations on
matrices over R induced by the incline operations of R as in [1]. Let DL be the set
of all idempotent elements of R. DLmn denotes the set of m × n matrices over DL.

Lemma 2 Let R be any semiring. For A,B ∈ Rmn, we have the following:

(i) R(B) ⊆ R(A) ⇔ B = XA for some X ∈ Rm;
(ii) C (B) ⊆ C (A) ⇔ B = AY for some Y ∈ Rn.

Lemma 3 (Meenakshi et al. [9]) Let R be an incline. If for A,B ∈ Rmn, R(A) =
R(B) (or) C (A) = C (B), then A is a regular matrix ⇔ B is a regular matrix.

Theorem 1 (Meenakshi et al. [9]) Let A ∈ Rmn.

(i) If R(A) = R(AT A), then A is a regular matrix ⇔ AT A is a regular matrix.
(ii) If C (A) = C (AAT ), then A is a regular matrix ⇔ AAT is a regular matrix.

3 Invertible Matrices over an Incline

In this section, let us consider an incline R with least element 0, greatest element 1,
and having no multiplicative identity. For, if R has the multiplicative identity IR ,
then by Definition 2, IR ≤ 1, and by incline property (P.2) 1 = 1 · IR ≤ 1R . Hence,
IR coincides with the greatest element. In general, the greatest element 1 is not
idempotent (refer Remark 7). Here, we shall use the following results proved in our
earlier work.

Lemma 4 (Meenakshi et al. [8]) Let R be an incline with 0 and 1. Then 1 is the
multiplicative identity for elements of DL.

Remark 1 In particular, for a regular incline, by Lemma 1, DL = R, and by
Lemma 4, 1 is the multiplicative identity of R.
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Lemma 5 Let R be a regular incline whose elements are all linearly ordered. Then,
for x, y ∈ R, x ≤ y ⇔ x + y = y ⇔ xy = x.

Remark 2 From the above Lemma 5 it follows that, for a regular incline R whose
elements are all linearly ordered, the incline operations reduce to the max min oper-
ations, and hence, R = {[0,1],max{x, y},min{x, y}} is the max min fuzzy algebra.

Definition 4 Let R be an incline with 0 and 1. A ∈ DLn is invertible over DL if and
only if there exists X ∈ DLn such that AX = XA = In, where In is the n × n matrix
whose diagonal entries are the greatest element 1 and the remaining entries are all 0.

Remark 3 In particular, for a regular incline, by Lemma 1, Definition 4 reduces to
the invertible matrices over an incline (Han and Li [2, 3]).

Theorem 2 (Meenakshi et al. [8], Theorem 3.20) Let R be an incline with 0 and 1.
Then A ∈ DLn is invertible over DL ⇔ AAT = AT A = In.

Corollary 1 Let R be an incline with 0 and 1. If the elements of DL are lin-
early ordered, then DL is an integral incline, and A ∈ DLn is invertible over
DL ⇔ AAT = AT A = In.

Proof Since elements of DL are linearly ordered, for any pair of nonzero elements
x, y ∈ DL, either x ≤ y (or) y ≤ x. Hence, either x +y = y (or) x +y = x. We claim
that (x, y) is not an integral pair. For, if it is an integral pair, then x + y = 1 and
xy = 0, which implies that either y = 1 (or) x = 1. Since x, y ∈ DL, by Lemma 4,
x · 1 = x and y · 1 = y. Substituting y = 1 (or) x = 1 into xy = 0, we get x = 0 (or)
y = 0, which is a contraction, and hence DL has no integral pair. Therefore, DL is
an integral incline. The rest follows from Theorem 2. �

Corollary 2 (Meenakshi et al. [8], Corollary 3.38) Let R be a regular incline whose
elements are linearly ordered. Then A ∈ Rn is invertible ⇔ AAT = AT A = In ⇔ A

is a permutation matrix.

Remark 4 From Remark 2 we observe that Corollary 2 reduces to the result that
“a fuzzy matrix is invertible if and only if it is a permutation matrix” (see Kim and
Roush [4]).

Definition 5 Let R be an incline whose idempotent elements are linearly ordered.
For A ∈ DLmn and α ∈ DL, the zero pattern Aα of A is defined as

[Aα]ij =
{

1 if aij ≤ α,

0 otherwise.

Let φA denote the set of all nonzero entries of A. Then for each α ∈ φA, the zero
pattern Aα of A is the matrix whose entries are 0 and 1.
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Remark 5 If 1 ∈ DL, then Aα ∈ DLmn. If not, then by Lemma 4, αAα ∈ DLmn for
each α ∈ φA. If R is a regular incline, then by Lemma 5, Definition 5 reduces to the
zero patterns of a fuzzy matrix defined in [4].

Theorem 3 Let R be an incline whose idempotent elements are linearly ordered.
Let A ∈ DLmn, and φA be the set of all nonzero entries of A. Then A = ∑

α∈φA
αAα .

Proof Let A = (aij ) ∈ DLmn and B = ∑
α∈φA

αAα . By Remark 5, it follows that
B = (bij ) ∈ DLmn. It is enough to show that aij = bij for all i, j . Since aij ∈ φA,
aij is the ij th entry of αAα for some α, one of the summands of B ,

bij =
( ∑

α∈φA

α · Aα

)

=
∑
α∈φA

ij th entry of (α · Aα)

=
∑
α∈φA

α · ij th entry of Aα (by Definition 5)

=
∑
α∈φA

α · (0 or 1) (by Lemma 4, α.1 = α ∈ DL)

= aij .

Thus A = ∑
α∈φA

α · Aα . Hence the theorem. �

Theorem 4 Let R be an incline whose idempotent elements are linearly ordered.
Let A,B ∈ DLn and α ∈ DL, then (AB)α = Aα · Bα .

Proof Let A = (aij ) ∈ DLn and B = (bij ) ∈ DLn. Then[
(AB)α

]
ij

= 1 ⇐⇒ (AB)ij ≥ α (by Definition 5)

⇐⇒
n∑

k=1

aik · bkj ≥ α

⇐⇒ aik · bkj ≥ α for at least one k (by P.1)

⇐⇒ air · brj ≥ α (for k = r , say)

⇐⇒ air ≥ α and brj ≥ α (by P.2)

⇐⇒ [Aα]ir = 1 and [Bα]rj = 1 (by Definition 5)

⇐⇒
n∑

k=1

(Aα)ik(Bα)kj = 1

⇐⇒ (AαBα)ij = 1.

Thus, (AB)α = AαBα . Hence the theorem. �
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Fig. 1 Hasse graph

Corollary 3 Let R be an incline whose idempotent elements are linearly ordered.
If 1 ∈ DL, then A ∈ DLn is invertible over DL ⇔ Aα ∈ DLn is invertible over DL for
each α ∈ φA.

Proof Note that

A is invertible over DL ⇐⇒ AAT = AT A = In (by Theorem 2)

⇐⇒ (
AAT

)
α

= (
AT A

)
α

= (In)α for each α ∈ φA

⇐⇒ AαAT
α = AT

α Aα = In

(by Theorem 4 and by Remark 5)

⇐⇒ Aα is invertible over DL for each α ∈ φA

(by Definition 4)

Hence the corollary. �

Remark 6 In particular, for a regular incline, by Remark 2, Theorems 3 and 4 and
Corollary 1 reduce to the results of Kim and Roush [4] and proved in P. 41 in
Meenakshi [6].

Theorem 5 Let R be an incline whose idempotent elements are linearly ordered
and 1 ∈ DL. If A ∈ DLmn is regular over DL, then Aα ∈ DLmn is regular over DL
for each α ∈ φA.

Proof Since A ∈ DLmn is regular over DL, there exists X ∈ DLmn such that
AXA = A. For each α ∈ φA, (AXA)α = Aα . By Theorem 4, AαXαAα = Aα . By
using 1 ∈ DL, we get Aα ∈ DLmn and Xα ∈ DLmn for each α ∈ φA. Thus, Aα is
regular over DL. �

Remark 7 We observe that both the conditions on DL are essential. Let us consider
the incline R = {0, a, b, c, d,1} lattice-ordered by Hasse graph as given in Fig. 1.

Define R · R → R as

xy =
{

d if x, y ∈ {b, c, d,1},
0 otherwise.
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In this incline, for x, y ∈ R, xy = 0 (or) d , DL = {0, d}, the elements of DL are
linearly ordered. R is not regular by Lemma 1 and 1 /∈ DL. For A = [ 0 d

d 0

] ∈ DL2,

AAT = AT A �= [ 1 0
0 1

]
.

A is not invertible over DL. Here, A3 = A. Hence, A is regular over DL.
For 0 �= d ∈ φA,Ad = [ 0 1

1 0

]
/∈ DL2. By Lemma 4, 1 · d = d · 1 = d , and hence,

there exists no Y ∈ R2 such that AdYAd = Ad . Hence, Ad is not regular. Thus, the
conclusions of Theorem 5 do not hold.

Remark 8 The condition 1 ∈ DL need not imply that R is a regular incline. Let
us consider R = {[0,1], sup{x, y},•} under usual multiplication of real numbers.
Here 1 ∈ R is the multiplicative identity and the greatest element of R, and DL =
{0,1} �= R. Hence, by Lemma 1, R is not regular.

4 Generalized Inverses of Matrices over an Incline

In this section, we discuss the existence and construction of various inverses associ-
ated with an incline matrix.

Definition 6 For A ∈ Rmn, consider the following four equations:

1. AXA = A;
2. XAX = X;
3. (AX)T = AX;
4. (XA)T = XA.

X ∈ Rnm is said to be a λ-inverse of A and X ∈ A{λ} if X-satisfies λ-equation
where λ is a subset of {1,2,3,4}. In particular, if λ = {1,2,3,4}, then X is called
the Moore–Penrose inverse of A and denoted A†.

Remark 9 For A ∈ Rmn,X ∈ A{1,3} ⇔ XT ∈ AT {1,4}.

Lemma 6 For A ∈ DLmn,AAT A ≥ A.

Proof Let A = (aij ) ∈ DLmn. Then the ipth element of AAT A = (
∑

j (
∑

k aikajk) ·
ajp). By incline property (P.1) this expression is greater than or equal to each term
in the summation. Hence, for k = p and j = i, we have that the ipth element of
AAT A ≥ aik ·aik ·aip = a3

ip = aip , the ipth element of A, by using aij ∈ DL. Hence,

AAT A ≥ A. �

Lemma 7 For A ∈ DLmn, AAT A = A ⇔ A† exists and equals AT .

Proof The existence of A† directly follows from the fact that AT satisfies the defin-
ing equations in Definition 6. The converse is trivial.
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Just for sake of completeness, we shall state a part of Theorem 7 of Meenakshi
and Shakila Banu [8], and applying it, we discuss the existence of various g-inverses
of A ∈ DLmn. �

Theorem 6 Let R be an incline whose idempotent elements are linearly ordered
and form a vector space over R. For A ∈ DLmn, the following statements are equiv-
alent:

(i) A is regular.
(ii) There exists an idempotent matrix E ∈ Rn such that R(E) = R(A) = (DLn)E.

(iii) There exists an idempotent matrix F ∈ Rn such that C (A) = C (F ) = (DLm)F .
In either case, row rank(A) = column rank(A).

Theorem 7 Let R be an incline whose idempotent elements are linearly ordered.
For A ∈ DLmn, A has a {1,3} inverse ⇔ AT A is a regular matrix and R(AT A) =
R(A).

Proof Let X be a {1,3} inverse of A. Then by Definition 6, AXA = A and (AX)T =
AX. Hence, AT A = AT AXA and A = AXA = (AX)T A = XT AT A. Then by
Lemma 2, R(A) ⊆ R(AT A) and R(AT A) ⊆ R(A). Hence, R(A) = R(AT A).
Since A has a {1,3} inverse, this automatically implies that A has a {1} inverse.
Then if A is regular and R(A) = R(AT A), then AT A is regular by Theorem 1(i).
Conversely, if AT A is a regular matrix and R(A) = R(AT A), then A is a regular
matrix by Theorem 1(i). Since AT A is regular, let us define Y = (AT A)−AT for
some g-inverse of AT A. Further, by Lemma 2,

R(A) ⊆ R
(
AT A

) �⇒ A = XAT A for some X ∈ Rm, (4.1)

AY = XAT A
(
AT A

)−
AT

= XAT A
(
AT A

)−
AT AXT

= X
(
AT A

)(
AT A

)−(
AT A

)
XT

= XAT AXT

= XAT . (4.2)

Now post multiplying by A and using (4.1), we get AYA = XAT A = A. Hence,
Y ∈ A{1}, and (AY)T = (XAT )T = AXT = XAT AXT = XAT = AY by (4.2).
Therefore, Y ∈ A{3}. Thus, A has a {1,3} inverse. �

Theorem 8 Let R be an incline whose idempotent elements are linearly ordered.
For A ∈ DLmn, A has a {1,4} inverse ⇔ AAT is regular and C (AAT ) = C (A).

Proof Note that

A has a {1,4} inverse ⇐⇒ AT has a {1,3} inverse (by Remark 9)

⇐⇒ AAT is regular, and R
(
AT

) = R
(
AAT

)
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(by Theorem 7)

⇐⇒ AAT is regular, and C (A) = C
(
AAT

)
.

Hence the theorem. �

Since for an incline R whose idempotent elements are linearly ordered and form
a vector space over R, every finite subspace of DLn has a unique standard basis, see
Cao et al. [1]. Further, by Lemma 4, for α,β ∈ DL, α ≤ β ⇔ α +β = β ⇔ αβ = α,
which is precisely the max–min compositions in DL. Hence, equivalent conditions
for the existence of {1,3} ({1,4}) inverses involving row (column) basis vectors
proved in Theorem 3.16 of Kim and Roush [4] (quoted in P. 99 of Meenakshi [6])
for fuzzy matrices remain valid for matrices over DL. Hence, we state the following
theorems without proofs.

Theorem 9 Let R be an incline whose idempotent elements are linearly ordered
and form a vector space over R. For A ∈ DLmn, the following statements are equiv-
alent:

(i) A has a {1,3} inverse.
(ii) For any two row basis vectors Ai∗ and Aj∗, xAi∗ = xAj∗ for some x ∈ R.

Theorem 10 Let R be an incline, whose idempotent elements are linearly ordered
and form a vector space over R, then the following statements are equivalent:

(i) A has a {1,4} inverse.
(ii) For any two column basis vectors A∗i and A∗j , xA∗i = xA∗j for some x ∈ R.

These theorems lead to the formula for the computation of the Moore–Penrose
inverse of a matrix over DL.

Corollary 4 Let R be an incline whose idempotent elements are linearly ordered
and form a vector space over R. Then, A(1,4)AA(1,3) = A† for some A(1,4) ∈ A{1,4}
and A(1,3) ∈ A{1,3}.

Proof This follows directly by verifying the defining equations of the Moore–
Penrose inverse in Definition 6. �

Theorem 11 Let R be an incline whose idempotent elements are linearly ordered
and form a vector space over R. For A ∈ DLmn, the following statements are equiv-
alent:

(i) AAT and AT A are regular, R(A) = R(AT A), and C (A) = C (AAT ).
(ii) A has a {1,3} inverse and {1,4} inverse.

(iii) For any two row basis vectors Ai∗ and Aj∗ and any two column basis vec-
tors A∗i and A∗j ,Ai∗Aj∗ = xAi∗ = xAj∗ and A∗iA∗j = yA∗i = yA∗j for
x, y ∈ R.

(iv) AT is a g-inverse of A.
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(v) Each zero pattern of A has a Moore–Penrose inverse.
(vi) A† exists and equals AT .

Proof (i) ⇔ (ii): This follows directly from Theorems 7 and 8.
(ii) ⇔ (iii): This follows from Theorems 9 and 10.
(ii) ⇔ (vi): (ii) ⇒ (vi) follows by Corollary 4, and the converse is trivial.
(iv) ⇔ (vi): This equivalence is precisely Lemma 7.
(iv) ⇔ (v): If each zero pattern Aα of A has a Moore–Penrose inverse, then by

Lemma 7, A†
α = AT

α . Now by Theorem 3, AT = (
∑

α∈φA
αAα)T = ∑

α∈φA
αAT

α =∑
α∈φA

αA†
α = A†. Thus, AT = A† is the Moore–Penrose inverse of A, and hence

AT is a g-inverse of A. �

Example 1 Let us consider the incline R = [0,1] under addition as supremum and
usual multiplication of real numbers. Here, DL = {0,1}, and the elements of DL are
linearly ordered and form a vector space over R.

Example 2 For the incline R in Remark 7, DL = {0, d}. The elements of DL are
linearly ordered. Since the product of any two elements of R is 0 (or) d , DL does
not form a vector space over R.

5 Algorithm

In Meenaksi and Shakila Banu [9], we have given an algorithm for regularity of
a matrix over a regular incline. Here, we observe that the same algorithm remains
valid for the regularity of a matrix over DL whose elements are linearly ordered and
form a vector space over R.

6 Conclusion

The main results in the present paper are generalization of the results on regu-
lar fuzzy matrices, construction of generalized inverse of fuzzy matrices found in
Kim and Roush [4], and generalization of regular matrices over a regular incline in
Meenaksi and Shakila Banu [8].
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Matrix Partial Orders Associated with Space
Preorder

K. Manjunatha Prasad, K.S. Mohana, and Y. Santhi Sheela

Abstract In this expository article, we discuss some fundamentals of well-known
matrix partial orders that are closely associated with space preorder on rectangular
matrices. Particularly, we consider partial order defined by space decomposition,
star ordering, and minus partial order for our discussion. These relations are closely
associated with comparison of column spaces and row spaces of matrices. Results
associated with selected matrix relation that are known in the literature along with
some interesting observations are put together. At many places, though the proofs
of several results are known in the past literature, by part or completely, for better
reading purpose, independent proofs are provided.
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1 Preliminaries

In this section, we provide preliminaries such as notation, definitions, and basic
results required on matrices, generalized inverse, and partial order on a set.
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1.1 Matrices and Generalized Inverses

Let C,R,F denote the complex, real, and arbitrary fields, respectively. We use the
notation K for a scalar field when the concerned scalar field can be either C or R by
choice. Let Fn denote the vector space of all n-tuples (usually written columnwise)
with entries from F. Fm×n denotes the set of all m × n matrices, which is also
a vector space over F. The dimension of a vector space V is denoted by D(V ). The
class of all matrices defined over F is denoted by Mat(F).

Given two vector spaces V and W , a mapping

T : V → W

is called a linear mapping if T is additive (T (v + w) = T (v) + T (w) ∀v,w ∈ V )
and preserves scalar multiplication (T (λv) = λT (v) for all scalars λ and v ∈ V ).
An additive mapping T on a complex vector space is called conjugate linear if
T (λv) = λ̄T (v).

A ∈ F
m×n can also be treated as a linear transformation

A : Fn → F
m.

The matrix denoted by A′ (A∗ in case F = C) is an n × m matrix such that the
(i, j)th entry of A′ equals the (j, i)th entry of A (conjugate of the (j, i)th entry in
the complex case). The (i, j)th entry of a matrix A is generally denoted by Aij . A′ is
called the transpose of A, and A∗ in the case of complex numbers is called conju-
gate transpose of A. A complex (real) matrix is said to be Hermitian (symmetric) if
A = A∗ (A = A′). The class of all n × n Hermitian matrices is denoted by Hn.

The vector space spanned by the columns of A is called the column space (col-
umn span) of A and denoted by C (A). In general, the row space (row span) of a
matrix A considered to be the subspace generated by rows of A, which is same as
C (A′). But in the case of complex numbers, the row space of A is C (A∗). The row
space of A is denoted by R(A). The dimension of column space (which is inciden-
tally the same as the dimension of row space) is called the rank of A and denoted
by ρ(A). The null space (kernel) of a matrix A, denoted by K (A), is the subspace
{x ∈ F

n : Ax = 0}. The dimension of K (A) is often referred to as nullity of A.
A square matrix A of size n is said to be invertible if there exists a matrix B such

that AB = I , the identity matrix of size n. Such inverse always exists uniquely for
a matrix of full rank and is denoted by A−1. Given a matrix A ∈ Fm×n, we consider
the following matrix equations:

AXA = A, (1)

XAX = X, (2)

(AX)∗ = AX, (3)

(XA)∗ = XA. (4)
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The set of matrix equations (1)–(4) above is called the Moore–Penrose equations,
and a matrix X satisfying all the four equations is called the Moore–Penrose inverse
of A (see Rao and Mitra [27]). A matrix X satisfying condition (1) is called a gener-
alized inverse, 1-inverse, g-inverse, or sometimes an inner inverse of A. An arbitrary
g-inverse is denoted by A−. Similarly, a matrix X satisfying (2) is called a 2-inverse
or outer inverse of A. An arbitrary outer inverse is denoted by A=. A matrix X

satisfying both (1) and (2) is called a reflexive generalized inverse or (1,2)-inverse
of A. The Moore–Penrose inverse, which is unique when it exists, is denoted by
A+. Whenever m = n, i.e., for square matrices, we shall consider the following
additional conditions:

AX = XA, (5)

XAk+1 = Ak. (1k)

A square matrix X satisfying (1), (2), and (5) is called a group inverse (denoted
by A#) of A, and X satisfying (2), (5), and (1k) for some integer k is called a Drazin
inverse of A (denoted by A†).

For subspaces U ,V , the sum W = U + V is said to be a direct sum, and we
write W = U ⊕ V if U ∩ V = (0). In such a case, U ⊕ V is said to be a space
decomposition of W .

The concept of disjoint matrices given in the following definition is very useful.

Definition 1 (Disjoint matrices, Mitra [11]) Given B,C ∈ C
m×n are said to be dis-

joint matrices if C (B) ∩ C (C) = (0) and R(B) ∩ R(C) = (0).

Let L1 be a subspace of a linear space L . Let L2 be another subspace such that
L = L1 ⊕ L2. In fact, there are infinitely many choices for such a subspace L2
whenever (0) 	= L1 	= L . Every x ∈ L can be uniquely expressed as x = x1 + x2,
where x1 ∈ L1 and x2 ∈ L2. Clearly, the mapping P : x → x1 is a linear mapping
onto L1. Since L1 ⊕ L2 = L , we see that P 2 = P , i.e., P is an idempotent linear
transformation with range L1 and kernel L2. Such an idempotent linear transfor-
mation is called a projector onto L1 along L2. If L1 and L2 are orthogonal to each
other, then the projector P is called an orthogonal projector onto L1.

We refer to Ben-Israel and Greville [5] and Rao and Mitra [27] for all the prelim-
inaries regarding matrices and generalized inverses. For the further reading on the
initial developments on generalized inverses, one may refer to Moore [22], Penrose
[24] and Rao [25, 26].

1.2 Partial Order on a Set

A relation ∼ on a set S is said to be:

(i) reflexive if x ∼ x ∀x ∈ S,
(ii) symmetric if x ∼ y ⇒ y ∼ x, x, y ∈ S,
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(iii) antisymmetric if x ∼ y and y ∼ x ⇒ x = y,
(iv) transitive if x ∼ y, y ∼ z ⇒ x ∼ z for x, y, z ∈ S.

A relation ∼ on S is said to be an equivalence relation if it is reflexive, symmetric,
and transitive.

A relation which is reflexive and transitive is called a preorder on S. A preorder
that is also an antisymmetric is called a partial order.

Let ≤ be a partial order on S. We say that x, y ∈ S are comparable if x ≤ y or
y ≤ x. A partial order ≤ is said to be a total order on S if all elements x, y ∈ S are
comparable.

A set S together with partial order (preorder; total order) ≤ is called a partially
ordered (preordered; ordered) set.

Let (S,≤) be a partially ordered set or, shortly, a poset. If S1 is a subset of S, ≤
induces a trivial partial ordering on S1. A subset S1 of S is called a chain if S1 is a
totally ordered set with respect to the induced partial order. If a ≤ b in S, an interval
between these elements, generally denoted by [a, b], is the subset of all elements z

such that a ≤ z ≤ b.
Given any two partially ordered sets (S,≤s) and (T ,≤t ), a mapping

f : S → T

is said to be:

(i) order preserving if for x, y ∈ S,

x ≤s y =⇒ f (x) ≤t f (y);
(ii) order reversing if for x, y ∈ S,

x ≤s y =⇒ f (y) ≤t f (x).

Theorem 1 Let (S,≤s) be a partially ordered set, and U be any set. Given a map-
ping f : U → S, consider the induced relation ≤f defined on U such that for
u1, u2 ∈ U ,

u1 ≤f u2 if f (u1) ≤s f (u2). (6)

Then:

(i) ≤f is a preorder on U .
(ii) ≤f is a partial order on U if and only if f is a one-to-one mapping.

A partial order ≤1 on a set S1 is said to be an extended partial order of a partial
order ≤2 on S2 if S2 ⊆ S1 and for a, b ∈ S2,

b ≤1 a ⇐⇒ b ≤2 a.

A partial order ≤2 on a set S2 is said to be dominated by a partial order ≤1
defined on S1 if S2 ⊆ S1 and for a, b ∈ S2,

b ≤2 a =⇒ b ≤1 a.



Matrix Partial Orders Associated with Space Preorder 199

In such a case, often we say that ≤1 is a dominant partial order with reference to
other partial order ≤2.

Let (S,≤) be a partially ordered set, and S1 ⊆ S. An element x ∈ S1 is said to be
a maximal (minimal) element in S1 if from x ≤ y (y ≤ x) for any y ∈ S1 it follows
that x = y. An element z ∈ S is said to be a lower bound (an upper bound) of S1 if
z ≤ x (x ≤ z) for every x ∈ S1. The greatest lower bound (also known as infimum)
of S1, when it exists, is the unique maximal element in the set of lower bounds of S1.
The g.l.b., i.e., the greatest lower bound of S1, when it exists, is denoted by

∧
S1

or infS1. Similarly, the least upper bound (also known as supremum) of S1, when it
exists, is the unique minimal element in the set of all upper bounds of S1. The l.u.b.,
i.e., least upper bound of S1, when it exists, is denoted by

∨
S1 or supS1. Whenever

S1 = {x1, x2} is a two-element set,
∧

S1 and
∨

S1 are also denoted by x1 ∧ x2 and
x1 ∨ x2, respectively.

A poset (S,≤) is said to be a lattice if x1 ∧ x2 and x1 ∨ x2 are well defined
for every pair of x1, x2 in S. A poset S is said to be a lower semilattice (upper
semilattice) if x1 ∧x2 (x1 ∨x2) is well defined for every pair of x1, x2 in S. A subset
S1 of a lattice S is said to be a sublattice of S if S1 itself is a lattice under the induced
∧ and ∨ operations.

The set of all subsets of a set X is called the power set of X and denoted by
P(X). P(X) is a poset with set inclusion relation ⊆. P(X) is also a popular
example for a lattice.

Theorem 2 Given a poset (S,≤), there exists a set X and a one-to-one map

f : S → P(X)

that is order preserving.

2 Partial Order on Matrices

The most well-known poset to every mathematician is the set of all real numbers R,
which is in fact an ordered field. This ordering on R can be easily utilized to have
the simplest conceivable partial ordering on Rn by defining a relation ≤R such that
for x, y ∈ R

n,

x ≤R y ⇐⇒ xi ≤ yi, 1 ≤ i ≤ n.

The class of all m × n real matrices, which has a one-to-one correspondence with
R

mn, the class of real mn -tuples, is partially ordered in a natural way. Thus, the
relation ≤R on R

mn, when extended to a pair of matrices A,B ∈R
m×n, would read

as follows:

A ≤R B ⇐⇒ (A)ij ≤ (B)ij ∀ i, j. (7)

This is a partial order that plays an important role in combinatorial matrix theory.
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Now consider the class Hn of all n × n hermitian complex matrices. For any
x ∈ C

n and H ∈ Hn, we have x∗Hx ∈ R. So, resembling nonnegative real num-
bers, we have here a well-established concept of nonnegative elements in Hn called
hermitian nonnegative definite matrices. Recall that a matrix N ∈ Hn is called her-
mitian nonnegative definite if x∗Nx ≥ 0 for all x ∈ C

n and the cone of all n × n

nonnegative definite matrices is denoted by Nn:

Nn = {
N : N ∈Hn and x∗Nx ≥ 0 ∀x ∈C

n
}
. (8)

Now for A,B ∈Nn, define the relation ≤L such that

A ≤L B if B − A ∈ Nn. (9)

This relation ≤L defines a partial order on Nn and is called the Löewner partial
order on Nn. ≤L can be extended for Hn to define a relation which would remain
a partial order. This partial order, which was initially introduced by Löwner (see
Löwner [10]), has wide application in applied linear algebra and is well studied in
the literature.

In sequel of the Löewner order, several partial orders have been studied on the
subclasses of matrices. Star partial order, Minus partial order, Sharp partial order,
and Core partial order are a few amongst prominent partial orders. Readers are re-
ferred to Mitra, Bhimasankaram and Malik [15] for the further reading.

2.1 Column and Row Space-Dependent Relations

Given a finite-dimensional vector space V , let S be the set of all subspaces of V .
Interestingly, S is a poset with space inclusion relation providing the partial order.
In fact, S is a lattice with S1 ∧ S2 = S1 ∩ S2 and S1 ∨ S2 = S1 + S2 for
all S1,S2 ∈ S. So, this observation, together with Theorem 1, would lead to the
following preorders:

Given A,B ∈ Mat(C), consider the following relations:

(i) ≤C defined by

B ≤C A if C (B) ⊂ C (A). (10)

(ii) ≤R defined by

B ≤R A if R(B) ⊂ R(A). (11)

(iii) ≤sp defined by

B ≤sp A if B ≤C A and B ≤R A. (12)

All these three relations defined above are easily found to be reflexive and transitive
but not antisymmetric. This can be seen easily by considering a pair of invertible
matrices of the same size. These relations define just preorders on Mat(C). ≤C is
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called a column space preorder; ≤R is called a row space preorder, and ≤sp is
called simply a space preorder. Two matrices A,B are said to be space equivalent
matrices if A ≤sp B and B ≤sp A.

Proposition 1 Let C be a matrix such that C ≤C A and C ≤R B for some nonnull
A,B . Then there exists a matrix X such that AXB = C and A,B are respectively
left and right cancelable on X.

Proof From the definition of C it is clear that AA−CB−B = C ∀A−,B−. Choose
GA ∈ {A−

r } and GB ∈ {B−
r }. Clearly, X0 = GACGB is a solution for AXB = C

such that A,B are respectively left and right cancelable on X0. �

Though ≤sp fails to be a partial order on Mat(C), interestingly, it defines a partial
order on the class of idempotent matrices.

The following theorem characterizes the idempotent matrices with specified col-
umn and row spaces.

Theorem 3 Let M and N be any two matrices such that C (M) and R(N) are
subspaces of Cn. Then:

(i) There exists an idempotent matrix E 	= 0 such that E ≤C M and E ≤R N if
and only if NM 	= 0, i.e., C (M) and R(N) are not orthogonal subspaces.

(ii) {E : E2 = E,E ≤C M and E ≤R N} = {M(NM)=N}.
(iii) There exists an idempotent matrix E such that C (E) = C (M) and R(E) =

R(N) if and only if ρ(NM) = ρ(N) = ρ(M). Such an idempotent matrix is
unique, when it exists.

Proof (i): If NM = 0, then so is any matrix E with E ≤C M and E ≤R N .
Part (ii): Now let NM 	= 0, and (NM)= be any nonzero outer inverse of NM .

Clearly, (M(NM)=N)(M(NM)=M) = M(NM)=N since (NM)=NM(NM)= =
(NM)=, and therefore

{
M(NM)=N

} ⊆ {
E : E2 = E,E ≤C M, and E ≤R N

}
.

To prove the reverse inclusion, consider any idempotent matrix E from the set on the
RHS above. From Proposition 1 we get that E = MXN is solvable such that M and
N are respectively left and right cancelable on X. Now, E2 = E ⇒ X ∈ {(NM)=},
and this proves (ii).

Part (iii): Since the given idempotent matrix E is of the form E = M(NM)=N ,
we obtain that

ρ(E) = ρ(M) = ρ(N) ⇐⇒ ρ(NM) = ρ(M) = ρ(N)

and (NM)= ∈ {
(NM)−r

}
. (13)

The uniqueness of E in such a case is immediate from the invariance of M(NM)−r N .
�
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The result given in the following corollary is well known and follows immedi-
ately from Theorem 3.

Corollary 1 Let S1 and S2 be any two subspaces such that S1 ⊕ S ⊥
2 = C

n.
Then:

(i) There exists a unique idempotent matrix E ∈ C
n×n such that C (E) = S1 and

R(E) = S2. In fact, K (E) = S ⊥
2 .

(ii) An orthogonal projection on S1 exists and is unique.

Note that the orthogonal projection is based on the decomposition S1 ⊕ S ⊥
1 = C

n.

Theorem 4 Let E,E1 be any two n × n idempotent matrices, and E2 = E − E1.
Then the following statements are equivalent:

(i) E1 ≤sp E,
(ii) E2 ≤sp E,

(iii) E1 = EE1 = E1E,
(iv) E1E2 = E2E1 = 0,
(v) E2 is an idempotent matrix,

(vi) ρ(E1) + ρ(E2) = ρ(E) (rank additivity),
(vii) C (E) = C (E1) ⊕ C (E2) (column space decompositions),
(viii) R(E) = R(E1) ⊕ R(E2) (row space decomposition).

Proof (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) is easily verified. (v) ⇒ (vi) follows from the
fact that the rank of an idempotent matrix is given by its trace.

(vi) ⇒ (vii): Since E = E1 + E2, we have that C (E) ⊂ C (E1) + C (E2) and

ρ(E) = D
(
C (E)

) ≤ D
(
C (E1) + C (E2)

)
(14)

= D
(
C (E1)

) + D
(
C (E2)

) + D
(
C (E1) ∩ C (E2)

)
(15)

≤ ρ(E1) + ρ(E2). (16)

Now from (vi) and the chain of inequalities just established we obtain that C (E1) ∩
C (E2) = (0) and in fact C (E) = C (E1) ⊕ C (E2).

(vi) ⇒ (viii) is similarly established.
(vii) ⇒ (i): From (vii) it is clear that E1 ≤C E. To prove E1 ≤R E, observe that

E1 + E2 = (E1 + E2)
2 (17)

= (
E2

1 + E1E2
) + (

E2
2 + E2E1

)
. (18)

Since C (E1) ∩ C (E2) = (0), we obtain that E1 = E2
1 + E1E2, which in turn gives

that E1E2 = 0 and E1E = E1. Therefore, E1 ≤R E.
(viii) ⇒ (i) is similar. �
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Remark 1 From the observation (i) ⇔ (iii) of Theorem 4, the antisymmetry of the
relation ≤sp can be easily seen on the set of idempotent matrices. So ≤sp defines a
partial order on the class of idempotent matrices.

If we drop the condition that E1 be an idempotent matrix, condition (i) does not
remain equivalent to any of conditions (iv)–(viii). But conditions (vii) and (viii) of
the theorem are stronger than space preorder condition, and (vii) or (viii) ⇒ E1 is
an idempotent matrix whenever given E is an idempotent matrix.

Remark 2 Theorem 3(iii) plays a crucial role in forcing ≤sp to be a partial order on
idempotents. Note that ≤sp is already a space preorder on Mat(C) and thus automat-
ically a partial order on the space equivalent classes in C

n×n. Theorem 3(iii) shows
that each such class contains a unique idempotent matrix. The null matrix in Cn×n

has the exclusive membership of the space equivalent class to which it belongs and
the null matrix is already idempotent. Any other space equivalent class has only non-
null members. Choose and fix any such member E to represent the class. In the same
spirit, E could replace both N and M in the formulation of Theorem 3, whence the
condition ρ(N) = ρ(M) = ρ(NM) is seen to be equivalent to demanding that the
matrix E be a core matrix, that is, ρ(E2) = ρ(E). This property is clearly invariant
under the choice of the representative E. Hence, a space equivalent class containing
a noncore matrix cannot at the same time include an idempotent matrix that is core.
All other space equivalent classes include a unique idempotent matrix each, and the
relation ≤sp is seen to be a partial order on the entire collection of space equivalent
classes. ≤sp is thus also a partial order on the subcollection of space equivalent core
matrices and concurrently on idempotent matrices.

Now we shall prove a theorem.

Theorem 5 Let E be an n × n idempotent matrix, and E = E1 + E2. Then the
following statements are equivalent:

(i) E1 is an idempotent matrix such that E1 ≤sp E.
(ii) C (E) = C (E1) ⊕ C (E2).

Proof (i) ⇒ (ii) is proved in Theorem 4.
(ii) ⇒ (i): From column space decomposition we see that for every x ∈C

n, there
exists y = Ey such that

E1x = Ey = E1y.

So now we get 0 = E2y = E2Ey = E2E1x for every x. Therefore, E2E1 = 0, which
in turn gives E1 = EE1 = E2

1 . Now the proof follows from Theorem 4(vii) ⇒ (i)
part. �

The class of all orthogonal projectors being a subclass of the class of idempotent
matrices, ≤sp defines a partial order on this subset. In fact, ≤sp defines a lattice
structure on the set of all orthogonal projectors of order n, denoted by Pn.
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A well-known result given in the following theorem for projectors is an analogue
to Theorem 4 proved for the class of idempotents.

Theorem 6 Let P ∈ C
n×n be an orthogonal projector, and P = P1 + P2. Then the

following statements are equivalent.

(i) P1 ∈ Pn and P1 ≤sp P .
(ii) P1 = P1P = PP1 = P ∗

1 .
(iii) P1 ∈Hn and P1P2 = P2P1 = 0.
(iv) P1 ∈Hn and C (P1) ⊕ C (P2).
(v) C (P1) ⊥ C (P2) and R(P1) ⊥ R(P2).

Proof (i) ⇔ (ii) ⇔ (iii) ⇒ (iv) follows from easy verifications.
(iv) ⇒ (v): Since P is a projector and C (P) = C (P1) ⊕ C (P2), (ii) ⇒ (i) of

Theorem 5 gives that P1 is an idempotent matrix such that P1 ≤sp P . From (i) ⇒ (iv)
of Theorem 4 we obtain P1P2 = PP1 = 0. Since P,P1 ∈ Hn, eventually we get
C (P1) ⊥ C (P2) and R(P1) ⊥ R(P2).

(v) ⇒ (i): From (v) we see that P2P
∗
1 = P ∗

1 P2 = 0 and therefore PP ∗
1 = P1P

∗
1

and P ∗
1 P = P ∗

1 P1. This in turn gives P1 ≤sp P ⇔ P ∗
1 ≤sp P . Since P ∈ Pn, we

now obtain that P1 = P1P
∗
1 = P1P

∗
1 , and hence P1 ∈ Hn and P1 ∈ Pn. �

Theorem 7 (Pn,≤sp) is a lattice.

Proof Let S denote the set of all subspaces of C n. S is a poset under the space
inclusion relation. S is in fact a lattice with

S1 ∧ S2 = S1 ∩ S2, S1 ∨ S2 = S1 + S2 ∀S1,S2 ∈ S.

Consider the mapping

f : Pn → S

defined by f (P ) = C (P ). By Corollary 1(ii), clearly, f is bijective. Note that f

also induces ≤sp on Pn, and therefore (Pn,≤sp) is a lattice.
Alternatively, one can define

P1 ∧ P2 = 2P1(P1 + P2)
+P2 = 2P2(P1 + P2)

+P1, (19)

P1 ∨ P2 = (P1 + P2)(P1 + P2)
+ (20)

and verify that (Pn,≤sp) is a lattice. This verification is left as an exercise to the
reader. �

Remark 3 It is interesting to notice that Theorem 6 does not remain true if we drop
the condition P1 ∈ Hn in the statements (iii) and (iv). Observe that for any idempo-
tent matrix E /∈Hn, I = E1 + E2 such that E1E2 = E2E1 = 0.
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Theorem 8 Let P1,P2 ∈ Pn. Then

(i) I − (P1 ∨ P2) = (I − P1) ∧ (I − P2),

(ii) I − (P1 ∧ P2) = (I − P1) ∨ (I − P2).

Proof Observe that for any P1,P2 ∈ Pn, (I −P1), P1 ∧P2, and P1 ∨P2 are projec-
tions on (C (P1))

⊥, C (P1) ∩ C (P2), and C (P1) + C (P2), respectively. Therefore,
from

C (I − P1 ∨ P2) = (
C (P1 ∨ P2)

)⊥ (21)

= (
C (P1 + P2)

)⊥
(22)

= (
C (P1) + C (P2)

)⊥ (23)

= (
C (P1)

)⊥ ∩ (
C (P2)

)⊥ (24)

we get that

I − P1 ∨ P2 = (I − P1) ∧ (I − P2).

Similarly, from

C (I − P1 ∧ P2) = (
C (P1) ∩ C (P2)

)⊥
(25)

= C (P1)
⊥ + C (P2)

⊥ (26)

we conclude that

I − P1 ∧ P2 = (I − P1) ∨ (I − P2). �

2.2 Partial Ordering via Space Decomposition

While each of ≤C , ≤R , and ≤sp fails to be a partial order on Mat(C), it would be
interesting to see what further conditions in addition to this preorder make Mat(C) a
partially ordered set. In fact, the equivalence of (i), (vi), (vii), and (viii) of Theorem 4
lead us in the right direction. In the following theorem we shall see that conditions
(vi), (vii), and (viii) in Theorem 4 are still equivalent when we consider arbitrary
matrices from Mat(C).

Theorem 9 (Rao and Mitra [27]) The following statements are equivalent for any
A,B ∈ C

m×n:

(i) C (A) = C (B) ⊕ C (A − B) (column space decomposition),
(ii) ρ(A) = ρ(B) + ρ(A − B) (rank additivity),

(iii) R(A) = R(B) ⊕ R(A − B) (row space decomposition).
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Proof (i) ⇒ (ii) is trivial from the fact that ρ(A) = D(C (A)) = D(C (B) ⊕
C (A − B)) = D(C (B)) + D(C (A − B)) = ρ(B) + ρ(A − B).

(ii) ⇒ (i): Let us write C = A − B . Since Ax = Bx + Cx ∀x ∈ C
n, we have

C (A) ⊂ C (B) + C (C). Noting that

D
(
C (B) + C (C)

) = D
(
C (B)

) + D
(
C (C)

) − D
(
C (B) ∩ C (C)

)
(27)

≤ ρ(B) + ρ(C), (28)

the rank additivity is seen to imply that C (B) ∩ C (C) = 0 and therefore C (A) =
C (B) ⊕ C (A − B).

From the equivalence (i) ⇔ (ii) just established it follows that R(A) = R(B) ⊕
R(A−B) ⇔ C (A∗) = C (B∗)⊕C (A∗ −B∗) ⇔ ρ(A∗) = ρ(B∗)+ρ(A∗ −B∗) ⇔
ρ(A) = ρ(B) + ρ(A − B). Thus, (i) ⇔ (ii). �

Definition 2 The space decomposition relation ≤⊕ on Mat(C) is a relation defined
by B ≤⊕ A if any of the equivalent conditions given in Theorem 9 holds.

Theorem 10 The relation ≤⊕ on Mat(C) is a partial order.

Proof By the definition, it is trivial that ≤⊕ is reflexive and transitive. To prove the
antisymmetry, let A ≤⊕ B and B ≤⊕ A. That is,

C (B) = C (A) ⊕ C (B − A), (29)

C (A) = C (B) ⊕ C (A − B). (30)

Since C (B − A) = C (A − B), from (29) it is seen that C (A − B) is a part of
C (B), while (30) claims that C (B) and C (A − B) are virtually disjoint. These two
contradictory statements can be reconciled only if C (A − B) is zero-dimensional,
that is, if A − B = 0. �

Theorem 11 Given A,B ∈ C
m×n, the following statements are equivalent:

(i) B ≤⊕ A.
(ii) B and A − B are disjoint i.e.,

C (B) ∩ C (A − B) = (0), R(B) ∩ R(A − B) = (0). (31)

(iii)

ρ(A) = ρ(B) + ρ(A − B). (32)

Proof (i) ⇒ (ii) is a simple consequence of the definition of ≤⊕.
(ii) ⇒ (iii): Put C = A−B and let B and C be disjoint. To prove that this implies

(iii), we shall prove that

C (A) = C (B) ⊕ C (C). (33)
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Since C (B) ∩ C (A − B) = (0), it is enough to prove that C (B) ⊂ C (A). For this,
note that R(B) ∩ R(C) = (0) would mean

N (B) + N (C) = C
n.

That is, every x ∈ C
n can be written as x = y + z for some y ∈ N (B) and z ∈

N (C). Therefore, Az = Bz = B(y + z) = Bx for every x, and hence C (B) ⊂
C (A). By Theorem 9, (33) ⇒(iii).

(iii) ⇒ (i) is a simple consequence of the definition of ≤⊕. This proves the theo-
rem. �

Corollary 2 Let the representations B = L1R1 and C = L2R2 be rank factoriza-
tions of B and C, respectively. Then the following statements are equivalent:

(i) A = B ⊕ C.
(ii) The representation A = (L1 L2 )

( R1
R2

)
is a rank factorization.

(iii) A = B + C and B ≤⊕ A.

Proof The corollary follows from the fact that B and C are disjoint ⇔ C (L1) ∩
C (L2) = (0) and R(R1)∩R(R2) = (0) ⇔ ρ(L1 L2 ) = ρ(L1)+ρ(L2) = ρ(R1)+
ρ(R2) = ρ

( R1
R2

)
. �

Corollary 3 Given A = B + C ∈ C
m×n and G ∈ {A−}, the following statements

are equivalent:

(i) B ≤⊕ A.

(ii) BG ≤⊕ AG (and/or GB ≤⊕ GA) and G ∈ {B−} ∩ {C−}.
(iii) BG and CG are idempotent matrices, and G ∈ {B−} ∩ {C−}.
(iv) GB and GC are idempotent matrices, and G ∈ {B−} ∩ {C−}.

Proof Observe that each statement given in the corollary implies that ρ(A) =
ρ(B) + ρ(C). To complete the proof, we shall prove that B ≤⊕ A and G ∈ {A−}
implies that G ∈ {B−} ∩ {C−}. Since C (A) = C (B) ⊕ C (C), we obtain that B =
AGB = BGB+CGB, which in turn gives that BGB = B . Similarly, C = CGC. �

3 Drazin’s Star Partial Order

In Theorem 11, we have just seen that B ≤⊕ A can hold if and only if C (B) ∩
C (C) = (0) and R(B)∩R(C) = (0), where C = A−B . Now let us see what would
happen if C (B) ⊥ C (C) and R(B) ⊥ R(C). That is, we expect C (B) and C (C) to
decompose C (A) orthogonally and similarly R(B) and R(C) to decompose R(A)

orthogonally.



208 K. Manjunatha Prasad et al.

Lemma 1 Let A = B + C ∈ C
m×n. Then the following statements are equivalent:

(i) C (B) ⊥ C (C) and R(B) ⊥ R(C).
(ii) B∗C = CB∗ = 0.

(iii) B∗A = B∗B and AB∗ = BB∗.
(iv) B+A = B+B and AB+ = BB+.

Proof The (i) ⇔ (ii) ⇔ (iii) of the lemma is trivial. (iii) ⇔ (iv) follows from the
fact that for any matrix X, X∗ and X+ are space equivalent matrices. �

Now define the star relation ≤∗ on Mat(C) such that for A,B ∈ Mat(C),

B ≤∗ A ⇐⇒ B∗B = B∗A and BB∗ = AB∗. (34)

In fact, ≤∗ defines a partial order on Mat(C) and is called a star partial order.
Drazin [6] was the first to notice that ≤∗ defines a partial order on a semigroup

with proper involution, and Hartwig and Drazin [8] were the first to call this as star
order. By Lemma 1, ≤∗ is clearly a partial order on Mat(C).

The star partial order is closely related with the Moore–Penrose inverse and sin-
gular value decomposition (S.V.D.).

Lemma 2 Let A = B + C ∈ C
m×n such that B ≤∗ A. Then:

(i) C ≤∗ A.

(ii) B+ + C+ is the Moore–Penrose inverse of A.

Proof The first part of the lemma follows from the definition of star order. To prove
the second part, observe that B+C, CB+, C+B, and BC+ are null matrices. Using
direct computation, one can now verify that B+ + C+ satisfies the required condi-
tions to be the Moore–Penrose inverse of A. �

Lemma 3 The mapping A → A+ is an order-preserving map on Mat(C) under star
partial order.

Proof Since A+ is a g-inverse of A with C (A+) = R(A) and R(A+) = C (A), the
lemma follows immediately from the definition of star partial order. �

Lemma 4 The following statements are equivalent:

(i) B ≤∗ A;
(ii) B ≤⊕ A, and BA∗ and A∗B are hermitian;

(iii) B ≤⊕ A, and BA+ and A+B are hermitian;
(iv) B ≤⊕ A, and B+A and AB+ are hermitian.

Proof From the definition of ≤∗ it is clear that B and A−B are disjoint matrices. So
from Theorem 11 we have that B ≤⊕ AA. Therefore, (i) ⇒ (ii) is immediate from
the definition of star partial order. Let AA = B + C. We know that B+ = B+ + C+
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whenever B ≤∗ A. Again from the definition of ≤∗ we get that BC+, C+A, B+C,

and CB+ are null matrices, and therefore (i) ⇒ (iii) and (iv) is immediate.
(ii) ⇒ (i): Write BA∗ = BB∗ + BC∗, where C = AB . Observe that if BA∗ is a

hermitian, then so is BC∗. Therefore, BC∗ = CB∗ and

BA∗ = BB∗ + CB∗. (35)

Since B ≤⊕ A, we have that C (B)∩C (C) = 0, and now (35) implies that CB∗ = 0.
Similarly, B ≤⊕ A and A∗B hermitian implies that B∗C = 0. So, B ≤∗ AA.

(iii) ⇒ (i): Write AA+ = BA+ + CA+. Since B ≤⊕ A, from Corollary 3 we get
that BA+ and CA+ are idempotent matrices, and

AA+ = BA+ ⊕ CA+.

This in turn gives that BA+CA+ = 0. Since BA+ is hermitian, we get that
(A+)∗B∗CA+ = 0, and therefore B∗C = 0. Similarly, since B ≤⊕ A and A+B

is hermitian, it follows that BC∗ = 0. So, B ≤∗ A.
(iv) ⇒ (i): Since B+A hermitian, we get that

B+A = B+B + B+C (36)

= B+B + C∗(B∗)+
. (37)

Since R(A) = R(B) ⊕ R(C), we get that C∗(B∗)+ is a null matrix. Therefore,
C∗B = 0. Similarly, since B ≤⊕ A and AB+ is hermitian, it follows that CB∗ = 0.
Hence, B ≤∗ A. �

Lemma 5 Let P1,P2 ∈ Cn×n . Then we have the following:

(i) If P2 ∈ Pn and P1 ≤∗ P2, then P1 ∈ Pn.
(ii) If P1 ∈ Pn and P1 ≤∗ P2, then

P2 = P1 + (I − P1)X(I − P1)

for some X.

Proof (i): Since P1 ≤∗ P2, it is clear that P1 ≤sp P2. Now P2 ∈ Pn implies that
P1 = P1P2 = P1P

∗
2 = P1P

∗
1 , and therefore P1 ∈ Pn.

Part (ii) is immediate from the fact that P1 ≤∗ P2 and P1 ∈ Pn implies that
C (P2 − P1) ⊆ C (I − P1) and R(P2 − P1) ⊆ R(I − P1). �

Theorem 12 For A,B,C ∈ C
m×n, let A = B + C. Then the following statements

are equivalent:

(i) B ≤∗ A.
(ii) There exists a singular value decomposition of B that can be extended for A.

That is, there exist unitary matrices U and V of order m and n, respectively,
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such that

B = U

(
Δ1 0
0 0

)

V, A = U

(
Δ2 0
0 0

)

V ∗, (38)

where Δ1 = diag(d1, . . . , dk), Δ2 = diag(d1, . . . , dk, dk+1, . . . , dl), and di are
positive real numbers.

(iii) A+ = B+ + C+ and ρ(A) = ρ(B) + ρ(C).
(iv) A+ = B+ ⊕ C+.

Proof (i) ⇒ (ii): From S.V.D. of matrices B and C we obtain the respective repre-
sentations

B = U1Δ1V
∗
1 and C = U2D2V

∗
2 ,

where Δ1 and D2 are diagonal matrices with singular values of B and C as the
respective diagonal entries; U1,U2,V1, and V2 are orthonormal matrices. Since
B∗C = 0 and BC∗ = 0, we get U∗

1 U2 = 0 V ∗
1 V2 = 0. By completing (U1 U2 ) and

(V1 V2 ) into square unitary matrices U and V , respectively, and Δ2 = diag(Δ1D2),
we obtain the expression (38).

(ii) ⇒ (iii) follows immediately from S.V.D. we obtained in (38).
(iii) ⇒ (iv) follows from the fact that ρ(X) = ρ(X+) for every X and Theorem 9.
(iv) ⇒ (i): Again from S.V.D. of B and C, write

B = U1Δ1V
∗
1 , C = U2Δ2V

∗
2 ,

where Δ1 and Δ2 are diagonal matrices with singular values of B and C as the
respective diagonal entries. Clearly,

B+ = V1Δ
−1
1 U∗

1 , C+ = V2Δ
−1
2 U∗

2 . (39)

Since A+ = B+ ⊕ C+, from Theorems 11 and 9 we obtain that B and C are also
disjoint. Therefore, we get that C (U1) ∩ C (U2) = 0 and C (V1) ∩ C (V2) = (0).
Now by Gram–Schmidt’s orthogonalization process we obtain orthogonal matrices
U3 and V3 such that (U1 U3 ) and (V1 V3 ) are orthogonal matrices and

(
U1 U2

) = (
U1 U3

)
(

I P

0 I

)

,
(
V1 V2

) = (
V1 V3

)
(

I Q

0 I

)

(40)

for some suitable matrices P and Q. Since A = B + C, we can write

A = (
U1 U3

)
(

I P

0 I

)

Δ

(
I 0

Q∗ I

)(
V ∗

1

V ∗
3

)

, (41)

where Δ = diag(Δ1,Δ2). Now we obtain

A+ = (
V1 V3

)
(

I 0
−Q∗ I

)

Δ−1
(

I −P

0 I

)(
U∗

1

U∗
3

)

. (42)
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Note that the condition A+ = B+ ⊕ C+ and (39) give that

A+ = (
V1 V2

)
Δ−1

(
U∗

1

U∗
2

)

= (
V1 V3

)
(

I Q

0 I

)

Δ−1
(

I 0
P ∗ I

)(
U∗

1

U∗
3

)

. (43)

From (43) and (42) we obtain that P and Q are null matrices and eventually U2 =
U3 and V2 = V3. From the definition of U3 and V3 we have U∗

1 U3 = V ∗
1 V3 = 0.

U∗
1 U2 = U∗

1 U3 = 0 implies B∗C = 0, and similarly V ∗
1 V2 = V ∗

1 V3 = 0 implies
BC∗ = 0. Thus, we proved B∗A = B∗B and AB∗ = BB∗. �

Theorem 13 Given A = B + C ∈C
m×n, the following statements are equivalent:

(i) B ≤∗ A.

(ii) A+ ∈ {B{1,3,4}}.
(iii) BA+ ≤∗ AA+, A+B ≤∗ A+A, and B ≤sp A.
(iv) There exist orthogonal projections P and Q such that

B = PA = AQ.

Proof (i) ⇒ (ii): From Theorem 12 we have that A+ = B+ +C+ whenever B ≤∗ A.
Since B∗C and CB∗ are null matrices, we observe that BC+ and C+B are also null
matrices. Therefore,

A+B = B+B and BA+ = BB+,

and this in turn implies that A+ ∈ {B{1,3,4}}.
(ii) ⇒ (iii) follows easily from the identities BA+ = BB+ and A+B = B+B .
(iii) ⇒ (iv): Since B ≤sp A and BA+ ≤∗ AA+, we get that BA+ is an orthogonal

projection, in fact on C (B). Now defining P = BA+, again from B ≤sp A we get
that B = PA. Similarly, defining Q = A+B , we obtain that Q∗ is an orthogonal
projection onto R(B) such that B = AQ.

(iv) ⇒ (i) is trivial since P and Q are orthogonal projectors. �

Corollary 4 Given A,B ∈C
m×n, B ≤∗ A if and only if there exist orthogonal pro-

jections P and Q such that

B = PAQ and PA(I − Q) = (I − P)AQ = 0.

3.1 Lattice Properties of Star Order

It would be quite interesting to see whether (Cm×n,≤∗) satisfy any of the lattice
properties. In fact, Hartwig and Drazin [8] proved that g.l.b.{B,C} = B ∧ C exists
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in the poset (Cm×n,≤∗) and hence (Cm×n,≤∗) is a lower semilattice. However, one
can easily see that l.u.b.{B,C} does not exist when B and C both are of full rank.
In fact, in this case, there does not exist any A such that B ≤∗ A and C ≤∗ A.

Lemma 6 Let A,B,C ∈ C
m×n be such that B ≤∗ A and C ≤sp B . Then C ≤∗ A if

and only if C ≤∗ B .

Proof If C ≤∗ B , by the transitivity of ≤∗, it is trivially true that C ≤∗ A, thus
proving the “if” part of the lemma. To prove the “only if” part of the lemma, let
C ≤∗ A. Therefore, we have

CC+A = AC+C = C. (44)

Since C ≤sp B , clearly, C+ ≤sp B+, and further,

CC+BB+ = CC+ and B+BC+C = C+C. (45)

From (44) and (45) we get that

CC+B = CC+BB+A (because B ≤∗ A) (46)

= CC+A = C. (47)

Similarly, we get that BC+C = C, and therefore C ≤∗ B . �

Lemma 7 Let P1,P2 ∈ Pn. Then g.l.b.{P1,P2} exists in the poset (Cn×n,≤∗) and
is the same as g.l.b.{P1,P2} in the lattice (Pn,≤sp).

Proof For P ∈ Pn and Q ∈ C
n×n, observe that Q ≤∗ P ⇒ Q ≤sp P and Q∗ =

Q∗P = Q∗Q = PQ∗ = QQ∗. Therefore, we obtain

Q ≤∗ P ⇐⇒ Q ≤sp P and Q ∈ Pn, (48)

and this eventually proves the lemma. �

Theorem 14 An interval [0,A] ⊆ (Cm×n ≤∗) is a lattice under star partial order.

Proof To prove the theorem, we shall prove that B1 ∧ B2 and B1 ∨ B2 are well
defined in [0,A] for every B1,B2 ∈ [0,A].

Existence of B1 ∧B2: For i = 1,2, there exist an orthogonal projection Pi ∈ Pm

on C (Bi) and orthogonal projection Qi ∈ Pn on R(Bi) (in fact, we can take Pi =
BiB

+
i and Qi = B+

i Bi ) such that

Bi = PiAQi and (I − Pi)AQi = PiA(I − Qi) = 0. (49)

Now define P3 = P1 ∧ P2 and Q3 = Q1 ∧ Q2. From (49) it is clear that

P3A(I − Q3) = P3A
(
(I − Q1) + (I − Q2)

)(
(I − Q1) + (I − Q2)

)+ = 0
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and

(I − P3)AQ3 = (
(I − P1) + (I − P2)

)+(
(I − P1) + (I − P2)

)
AQ3 = 0.

In other words,

P3AQ3 = P3A = AQ3.

Now from Corollary 4 we get that C = P3AQ3 ≤∗ A, and from the definition of P3

and Q3 we get that C ≤sp B , C ≤sp B2 Further, by appealing to Lemma 3, we get
that C ∈ L∗

(B1,B2)
, where

L∗
(B1,B2)

= {D : D ≤∗ B1,D ≤∗ B2}.
Now, for any D ∈ L∗

(B1,B2)
, observe that

D = DD+A = AD+D,DD+ ≤sp B1B
+
1

and

DD+ ≤sp B2B
+
2 .

Therefore,

DD+ ≤sp
(
B1B

+
1

) ∧ (
B2B

+
2

) = P3.

Similarly, we get that D+D ≤sp Q3. Therefore, D is a matrix such that D ≤∗ A and
D ≤sp P3A(= AQ3 = C). Now, again appealing to Lemma 6, we get that D ≤∗ C.
This proves that C = g.l.b.{B1,B2} = B1 ∧ B2 in [0,A].

Existence of B1 ∨ B2 : Now let

U∗
(B1,B2)

= {D : B1 ≤∗ D,B2 ≤∗ D and D ≤∗ A}.
Define E = P4AQ4, where P4 = P1 ∨ P2 in (Pm,≤sp) and Q4 = Q1 ∨ Q2 in
(Pn,≤sp). Since Q4 is the projection on C (Q1) + C (Q2), we get that I − Q4 ≤sp

(I − Q1), (I − Q2). So, PiA(I − Q4) = 0 for i = 1,2, and therefore P4A(I −
Q4) = 0. Similarly, we obtain that (I − P4)AQ4 = 0. This proves that E ≤∗ A.
From the definition of P4 and Q4 we have that Bi = PiE = EQi , and therefore
Bi ≤∗ E. Hence, E ∈ U∗

(B1,B2)
.

For any D ∈ U∗
(B1,B2)

,C (Bi) ⊆ C (D), and therefore,

C (B1) + C (B2) = C (P4) ⊆ C (D) (50)

and, similarly,

R(B1) + R(B2) = R(Q4) ⊆ R(D). (51)

From (50) and (51) we get that E ≤sp D. Now appealing to Lemma 6, we get that
E ≤∗ D, and therefore E = l.u.b.{B1,B2} in [0,A]. �
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Remark 4 Observe that C
m×n with star partial order satisfies the chain condi-

tion. That is, for any ascending (descending) sequence of matrices {Ai} such that
Ai ≤∗ Aj for i ≤ j (j ≤ i), we have that Ak = Ak+l for some k and l = 1,2, . . . .
This is simply due to the fact that if Ai 	= Aj and Ai ≤∗ Aj , then necessarily
ρ(Aj ) ≥ ρ(Ai) + 1.

Theorem 15 Given A,B ∈ C
m×n, let

L∗
(A,B) = {C : C ≤∗ A,C ≤∗ B}.

Then L∗
(A,B) is sublattice of both [0,A] and [0,B] with unique maximal element.

Proof For M = A,B , let ∧M and ∨M respectively denote the ∧ and ∨ operations
in [0,M] under star partial order. Observe that for i = 1,2, Ci ≤∗ A and Ci ≤∗ B

if and only if there exist Pi (= CiC
+
i ) and Qi (= C+

i Ci) such that Ci = PiA =
PiB = BQi = AQi . Now

C1 ∧A C2 = (P1 ∧ P2)A(Q1 ∧ Q2) (52)

= 4P1(P1 + P2)
+P2AQ1(Q1 + Q2)

+Q2 (53)

= 4P1(P1 + P2)
+P2BQ1(Q1 + Q2)

+Q2 (54)

= (P1 ∧ P2)B(Q1 ∧ Q2) (55)

= C1 ∧B C2. (56)

Therefore, C1 ∧ C2 = C1 ∧A C2 = C1 ∧B C2 is well defined in L∗
(A,B). Similarly,

C1 ∨A C2 = (P1 ∨ P2)A(Q1 ∨ Q2) (57)

= (P1 + P2)
+(P1 + P2)A(Q1 + Q2)(Q1 + Q2)

+ (58)

= (P1 + P2)
+(P1 + P2)B(Q1 + Q2)(Q1 + Q2)

+ (59)

= (P1 ∨ P2)B(Q1 ∨ Q2) (60)

= C1 ∨B C2, (61)

and C1 ∨ C2 = C1 ∨A C2 = C1 ∨B C2 is well defined in L∗
(A,B). Therefore, L∗

(A,B)
is a lattice.

Further, if E and F are any two distinct maximal elements in L∗
(A,B), then

E ∨ F ∈ L∗
(A,B) is the element that dominates both E and F , which contradicts

the maximality of E and F . �

Lemma 8 Given P1,P2 ∈ Pn, l.u.b.{P1,P2} in (Pn,≤sp) is the same as l.u.b.{P1,

P2} in (Cn×n,≤∗).

Proof From the proof of Theorem 7 it is clear that the l.u.b.{P1,P2} in Pn is the
projection P3 on (C (P1) + C (P2)). So, P3 ∈ U∗

(P1,P2)
is the set of upper bounds of

{P1,P2} in (Cn×n,≤∗).



Matrix Partial Orders Associated with Space Preorder 215

Now suppose that P3 is not l.u.b.{P1,P2} in (Cn×n,≤∗) and there exists a D

in U∗
(P1,P2)

that is not comparable with P3. By Theorem 15, P3 ∧ D exists in
(Cn×n,≤∗). Since P3 and D are not comparable, P3 ∧ D is strictly dominated by
P3 under star partial order. Therefore, we observe that P3 ∧ D is a projection that
dominates P1 and P2 both in (Pn,≤sp). This contradicts the fact that P3 is the
l.u.b.{P1,P2} in (Pn,≤sp). �

Lemma 9 Let A,B ∈ C
m×n such that U∗

(A,B), the set of all upper bounds of {A,B},
is nonempty. Then U∗

(A,B)
has unique minimal element, and hence A ∨ B is well

defined in (Cm×n,≤∗).

Proof Let C1,C2 ∈ U∗
(A,B)

. Now, by Lemma 8, C1 ∧ C2 exists in (Cn×n,≤∗), and
observe that, by the definition of g.l.b., both A,B ≤∗ C1 ∧C2. Therefore, C1 ∧C2 ∈
U∗

(A,B). If E and F are any two distinct minimal elements in U∗
(A,B), then E ∧ F ∈

U∗
(A,B), which contradicts the minimality of E and F . This proves the lemma. �

Remark 5 In view of Lemma 9, let us consider an element ∞ called infinity from
outer space to C

m×n, so that we define

A ∨ B = ∞ (62)

if U∗
(A,B) is empty. Denote the set Cm×n ∪ {∞} by C

m×n∞ . With the assumption that
∞ is the largest element in Cm×n∞ , we get that (Cm×n∞ ,≤∗) is a poset and in fact a
lattice.

From Theorem 15, Lemmas 8 and 9, and Remark 5 we derive the following
theorem.

Theorem 16 In Mat(C) with star partial order, the following statements are true:

(i) (Cm×n,≤∗) is a lower semilattice.
(ii) (Cm×n∞ ,≤∗) is a lattice.

(iii) (Pn,≤sp) and (Pn,≤∗) are identical posets and sublattices of lattice
(Cm×n∞ ,≤∗).

Theorem 17 For A ∈ (Mat(C),≤∗), we have the following:

(i) [0,A+] = {A{2,3,4}}.
(ii) For F ∈ [0,A+], AFA ∈ [0,A].

(iii) [A+,∞) = {A{1,3,4}}.
(iv) A+ = min{A{1,3,4}} = max{A{2,3,4}} in (Mat(C),≤∗).

Proof From Theorem 13 we can see that

F ≤∗ A ⇐⇒ A = (
A+)+ ∈ {

F {1,3,4}} (63)

⇐⇒ F ∈ {
A{2,3,4}}. (64)



216 K. Manjunatha Prasad et al.

This proves part (i).
Part (ii): If F ∈ [0,A+], from part (i) it clear that FAF = F and that AF and

FA are orthogonal projectors onto subspaces C (A) and R(A), respectively. Now
write A1 = AFA. Observe that

A1FA1 = AFAA+AFA = AFAFA = AFA = A1,

and further, A1A
+ = AFAA+ = AF and A+A = A+AFA = FA are hermitian.

Therefore, A+ ∈ {A{1,3,4}
1 }, which proves that A1 ∈ [0,A].

Part (iii) follows immediately from the fact that

F ∈ [A+,∞) ⇐⇒ F = A+ + (
I − A+A

)
X

(
I − AA+)

for some X (65)

⇐⇒ F ∈ {
A{1,3,4}}. (66)

Part (iv) follows from parts (i) and (iii). �

3.2 Left- and Right-Star Orders

When we drop out one among the conditions B∗A = B∗B and AB∗ = BB∗ in
defining a relation between A and B , the new relation does not satisfy antisymmetry.
Still, these relations with space preorder condition define a partial order on Mat(C).

Define two relations ≤l(∗) and ≤r(∗) on Mat(C) such that for any two matrices
A,B ∈ Mat(C),

B ≤l(∗) A if B∗A = B∗B and B ≤C A, (67)

B ≤r(∗) A if A∗B = B∗B and B ≤R A. (68)

Lemma 10 Let A,B ∈C
m×n. Then:

(i) B ≤l(∗) A ⇔ B∗ ≤r(∗) A∗.
(ii) B ≤l(∗) A and B ≤r(∗) A ⇔ B ≤∗ A.

Lemma 11 Given A,B ∈ C
m×n, let B ≤l(∗) A and A ≤C B . Then A = B .

Proof Since A ≤C B , there exists a matrix M such that A = BM . Now from
B ≤l(∗) A we get that

B∗B = B∗A = B∗BM,

which in turn gives that B = BM = A. �

From Lemma 11 we observe that the relation ≤l(∗) is antisymmetric.
Therefore, ≤l(∗) defines a partial order on Mat(C), called a left-star partial order.

Similarly, we observe that ≤r(∗) defines a partial order on Mat(C), called a right-
star partial order. Readers are referred to Baksalary and Mitra [3] and Baksalary et
al. [4] for more results on left-star and right-star orders.
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4 Partial Orders Based on g-inverses

4.1 Minus Partial Order

Inspired by Drazin’s work (see Drazin 1978 [6]) on star partial order on semigroup
with proper involution, Hartwig, 1980 [7] introduced a plus partial order (later re-
named as a minus partial order) on the set of regular elements in a semigroup. In
the context of matrices, it was seen that B ≤∗ A (B related to A under star relation)
is equivalent to the condition B+A = B+B and AB+ = BB+. The question was
whether the Moore–Penrose inverse was really necessary in the condition to define
a partial order on the set of regular elements in a semigroup. Hartwig 1980 [7] re-
placed B+ in the condition with a reflexive g-inverse of B and later found that just
a generalized inverse of B would suffice to obtain a partial order.

Definition 3 (Minus order, Hartwig [7] and Nambooripad [23]) Let A,B ∈ F
m×n.

We write B ≤− A if for some choice of A−,

B−A = B−B, (69)

AB− = BB− (70)

and say that the matrix B is less than the matrix A under minus order.

The following lemma provides a few alternative characterizations of minus par-
tial order. For the proof, we refer to Mitra [13] and Jain–Manjunatha Prasad [9].

Lemma 12 For A,B ∈ F
m×n, the following conditions are equivalent:

(i) B and A − B are disjoint matrices, i.e., C (B) ∩ C (A − B) = (0) and R(B) ∩
R(A − B) = (0).

(ii) rank(B) + rank(A − B) = rank(A).
(iii) B ≤− A with reference to minus order.
(iv) {A−} ⊆ {B−}.
(v) C (B) ⊕ C (A − B) = C (A).

(vi) R(B) ⊕ R(A − B) = R(A).

Let S = C (E) and T = R(F ). Define the set

C = {
C ∈ F

m×n : C (C) ⊆ S,R(C) ⊆ T
}

= {
C = EXF : X ∈ F

p×q
}
. (71)

Definition 4 (Shorted matrix, Mitra [12], Mitra and Puri [21]) A matrix B ∈ C

is called a shorted matrix of A relative to S and T and denoted by S[A|S,T] or
S[A|E,F ] if

rank(A − B) = min
C∈C rank(A − C). (72)
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An equivalent maximality condition (see Mitra and Manjunatha Prasad [17]) for the
minimality condition given in (72) is

B = max
C∈C

C ≤− A. (73)

The shorted matrix is known to be unique under certain regularity conditions. The
shorted matrix could also be unique in some pathological situations where the reg-
ularity conditions fail (see Mitra [14]). When regularity conditions hold, the unique
shorted matrix has many attractive properties (see Mitra [12], Mitra [13], and Mitra
and Puri [20, 21]). Some of these properties are lost when a shorted matrix is not
unique.

The definition of shorted matrix given in (73) extends the notion of shorted op-
erator introduced by Anderson and Trapp. Initially, Anderson [1] and Anderson and
Trapp [2] introduced the concept of a shorted operator having significance in the
context of electrical network. If A is the impedance matrix of a resistive n-port
network, then As is the impedance matrix of the network obtained by shorting the
last n − s ports; thus, we call As a shorted operator. This shorted operator satisfies
certain maximal properties under the Löewner partial order. The shorted operator
defined under Löewner partial order and the shorted matrix under minus partial or-
der coincides when we confine to the class of positive semidefinite matrices. The
notion of a shorted operator has very interesting interpretation in linear model (see
Mitra and Puntanen [18] and Mitra, Puntanen and Styan [19]).

In the context of matrices possibly rectangular, we define B ≤− A if there ex-
ists B− such that

B−A = B−B and AB− = BB−. (74)

In such a case, we introduce the class of matrices

{
B−}

A
:= {

B− : B−A = B−B,AB− = BB−}
. (75)

Condition (74) is equivalent to

B−
r A = B−

r B and AB−
r = BB−

r . (76)

Now we have the following theorem.

Theorem 18 Given A,B ∈ C
m×n, the following statements are equivalent:

(i) There exist G1,G2 ∈ {B−} such that

G1B = G1A and BG2 = AG2. (77)

(ii) B ≤− A.
(iii) There exists a G ∈ {B−} such that

B = BGA = AGB. (78)
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(iv) There exist idempotent matrices E and F such that

B = EA = AF. (79)

(v) B ≤⊕ A.
(vi) (A − B) ≤− A.

Proof (i) ⇒ (ii) follows from the observation that

G2BG1B = G2BG1A, BG2BG1 = AG2BG1,

and G2BG1 ∈ {B−}. (ii) ⇒ (iii) ⇒ (iv) is trivially established.
(iv) ⇒ (v): From (79) we have that A − B = (I − E)A, and therefore C (B) ∩

C (A − B) = 0. Hence, C (B) ⊕ C (A − B) = C (A).
(v) ⇒ (i): Observe that C (A) = C (B) ⊕ C (A − B) implies that B = AA−B =

BA−B + CA−B , and therefore CA−B = 0, B = BA−B . Similarly, from R(A) =
R(B) ⊕ R(C) we obtain that BA−C = 0. Now, by writing G1 = G2 = A−BA−
for some A− we get that

G1B = G1A, AG2 = BG2.

(vi) ⇔ (i) follows trivially from the (v) ⇔(i) part of the theorem and the defini-
tion of ≤⊕. �

Now it is clear that ≤− defines a partial order and in fact coincides with ≤⊕ on
Mat(C). ≤− is popularly known as a minus partial order.

Theorem 19 Given A,B ∈ C
m×n, the following statements are equivalent:

(i) B ≤− A.
(ii) {A−} ⊆ {B−}.

(iii) For C = A − B , BA−C = CA−B = 0 for all A−.

Proof (i) ⇒ (ii): Let G be a g-inverse of B such that

GA = GB, AGB = BG. (80)

For any arbitrary g-inverse A− of A, observe that

BA−B = (BGB)A−(BGB) (81)

= BGAA−AGB (82)

= BGAGB (83)

= BGBGB = B. (84)

Therefore, {A−} ⊆ {B−}.
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(ii) ⇒ (iii): Since BA−B = B for all A−, from the matrix invariance of BA−B

we get that B ≤sp A, which implies BA−A = AA−B = B and in turn BA−C =
BA−A = 0, CA−B = AA−B − BA−B = 0.

(iii) ⇒ (i): Since BA−C = CA−B = 0 for all A−, from the invariance of BA−C

and CA−B we get that B ≤sp A, and in turn BA−A = B , which implies BA−B =
BA−(A−C) = B + 0 = B . Thus, A− ∈ {B−}. Now, clearly A−BA− is a choice of
g-inverse of B satisfying (74). Hence, B ≤− A. �

Corollary 5 Given a poset Cm×n with ≤−, the mapping

G : Cm×n → P
(
C

n×m
)
,

where G (A) = {A−}, is injective and order reversing.

Corollary 6 Let A,B , and C from C
m×n be such that A = B +C. Then the follow-

ing statements are equivalent:

(i) A,B , and C have a common g-inverse.
(ii) B ≤− A.

Proof If G is a common g-inverse of A,B , and C, then AG,BG, and CG are
idempotent matrices such that

AG = BG + CG.

Therefore, Tr(AG) = Tr(BG)+Tr(CG) ⇒ ρ(A) = ρ(B)+ρ(C) ⇒ B ≤⊕ A. This
proves (i) ⇒ (ii).

(ii) ⇒ (i): Noting that

B ≤− A ⇐⇒ B ≤⊕ A (85)

⇐⇒ C (A) = C (B) ⊕ C (C) (86)

⇐⇒ C ≤⊕ A (87)

⇐⇒ C ≤− A, (88)

(i) ⇒ (ii) part of Theorem 19 proves the part (ii) ⇒ (i) of the corollary. �

Remark 6 In proving the part (i) ⇒ (ii) of Corollary 6, the existence of a g-inverse
of A, which is also a common g-inverse of B C, is very crucial. Just having a com-
mon g-inverse for B and C does not imply that B ≤− A. Observe that the matrices
B = ( 1 0

0 0

)
and C = ( 1 1

0 0

)
have the identity matrix as a common g-inverse but B is

not dominated by B + C under minus partial order.

In [16], it was seen that the minus partial order can also be defined via outer
inverses.
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Theorem 20 Given A,B ∈ C
m×n, B ≤− A if and only if there exists an outer

inverse A= of A such that

B = AA=A. (89)

Proof If B = AA=A for some outer inverse of A, observe that for all A−,

BA−B = AA=AA−AA=A = AA=A = B. (90)

So from Theorem 19 we get that B ≤− A since (90) could be restated as {A−} ⊆
{B−}.

If B ≤− A, observe that A−BA− is a reflexive g-inverse of B for any choice of
A− and B ≤sp A, the later being otherwise evident from Theorem 18, equivalence
of (ii) and (iii). Therefore,

(
A−BA−)

A
(
A−BA−) = A−BA−,

A
(
A−BA−)

A = AA−BA−A = B.

This proves the theorem. �

We have seen in Theorem 19 that B ≤− A if and only if {A−} ⊆ {B−}. It seems
natural to ask whether a partial order could be defined through the set inclusion
{A=} ⊆ {B=}. Unfortunately, this relation does not define any interesting partial
order since 0 is the only matrix different from A that can be comparable with A

under the present relation. This could be seen as follows. Let B be a nonzero matrix
such that B 	= A. If A = 0, A∗ is the only outer inverse of A that is also an outer
inverse of B . Otherwise, there exists a vector x such that Bx 	= Ax and Ax 	= 0 .
Now choose y such that y∗Ax 	= y∗Bx but y∗Ax = 1. So we have xy∗ ∈ {A=} but
xy∗ 	∈ {B=}. Therefore, {B=} 	⊆ {A=}. Similarly, we obtain that {A=} 	⊆ {B=}. So,
for any two nonnull A and B such that A 	= B , the class of outer inverses are not
comparable.

4.2 Minus Partial Order on the Class of Inner and Outer Inverses

Let SA = {A−} ∪ {A=} be the set of all inner and outer inverses of A. Given below
are some interesting relations between elements in SA, based on minus partial order.

Lemma 13 Given a G ∈ {A−}, there exists a G1 ∈ {A−
r } such that G1 ≤− G.

Proof Define G1 = GAG. Clearly, G1 is a reflexive g-inverse of A, and in fact A is
a g-inverse of G1. Observe that

AG1 = AG and G1A = GA.

Hence, G1 ≤− G. �
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It may be noted that a relation ∼ on the set of generalized inverses of A, defined
by G1 ∼ G2 if G1AG1 = G2AG2, is an equivalence relation. Further, [G]g the
equivalence class that contain G ∈ {A−} has unique reflexive generalized inverse
of A. In the following Corollary 7, which follows immediately from the Lemma 13,
we obtain that the reflexive g-inverse in the equivalence class is the unique minimal
element.

Corollary 7 An equivalence class [G]g determined by G in {A−} has unique mini-
mal element which is equal to GAG.

Lemma 14 Given O1 ∈ {A=}, let O2 be any matrix such that O2 ≤− O1. Then
O2 ∈ {A=}.
Proof From Theorem 19 we see that O2 ≤− O1 implies {O−

1 } ⊆ {O−
2 }. Since A ∈

{O−
1 }, we obtain that A ∈ {O−

2 }; in other words, O2 ∈ {A=}. �

Lemma 15 Given any O1 ∈ {A=}, there exists a G ∈ {A−
r } such that O1 ≤− G.

Proof From Theorem 20 we observe that B = AO1A ≤− A. Now choose any g-
inverse A− and define

G = O1 + A−(A − B)A−. (91)

Since B = BA−B = BA−AAA−B, a straightforward computation gives that
AGA = A and GAG = G. Again, B ≤− A implies that ρ(A−(B − A)A−) =
ρ(A − B). Therefore,

ρ(G) = ρ(A) = ρ(B) + ρ(A − B) (92)

= ρ(O) + ρ
(
A−(A − B)A−)

, (93)

which in turn gives that O1 ≤− G. �

From Lemmas 13, 14, and 15 we have the following theorem.

Theorem 21 Let A ∈Cm×n. Then
{
A−

r

} = max
{
A=} = min

{
A−}

(94)

under the minus partial order.

Lemma 16 The space preorder ≤sp defines a partial order on the set {A=}. Further,
both ≤sp and ≤− are identical on {A=}.
Proof The reflexivity and transitivity of ≤sp are trivial, the antisymmetry of ≤sp on
{A=} can be proved as follows. Let O1 and O2 are any two outer inverses of A such
that O1 ≤sp O2 and O2 ≤sp O1. Since A ∈ {O−

1 } ∩ {O−
2 }, we observe that

O1 = O2AO1 = O2,

proving antisymmetry.
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To prove the second part of the lemma, consider any two O1,O2 ∈ {A=}. Now,
from the definition of ≤− it is obvious that

O1 ≤− O2 =⇒ O1 ≤sp O1.

Conversely, if O1 ≤sp O2, we get that O1O
−
2 O1 is invariant under the choice of

O−
2 . Since A ∈ {O−

1 } ∩ {O−
2 },
O1O

−
2 O1 = O1AO1 = O1.

This proves that O1 ≤− O2 and hence the lemma. �

Theorem 22 Let A ∈C
m×n, and G be an arbitrary but fixed g-inverse of A. Then

{
A1 : A ≤− A1, G ∈ {

A−
1

}} = {
A + (I − AG)U(I − GA)

}
,

where U ∈ {(G − GAG)=}.

Proof Consider any A1 such that A ≤− A1 and G ∈ {A−
1 } ⊆ {A−}. Clearly, A =

A1GA = AGA1. This in turn gives that

AG(A1 − A) = (A1 − A)GA = 0

and

C (A1 − A) ⊆ C (I − AG), R(A1 − A) ⊆ R(I − GA).

Therefore,

A1 − A = (I − AG)(A1 − A)(I − GA).

Now by computing (A1 − A)(G − GAG)(A1 − A) we obtain that A1 − A ∈ {(G −
GAG)=}, and hence,

{
A1 : A ≤− A1, G ∈ {

A−
1

}} ⊆ {
A + (I − AG)U(I − GA)

}
,

where U ∈ {(G − GAG)=}.
To prove the reverse inclusion, consider A2 = A+(I −AG)U(I −GA) for some

U ∈ {(G − GAG)=}. Since G ∈ {A−}, G1 = GAG ∈ {A−}, and

G1A2 = G1A, A2G2 = AG1.

Therefore, A ≤− A2.

Now,

A2GA2 = AGA + (I − AG)U(I − GA)G(I − AG)U(I − GA) (95)

= A + (I − AG)U(G − GAG)U(I − GA) (96)

= A + (I − AG)U(I − GA). (97)

Therefore, G ∈ {A−
2 }. �
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Corollary 8 Let O ∈ {A=}. Then
{
A= : O ≤=

A

} = {
O + (I − OA)U(I − AO)

}
, (98)

where U ∈ {(A − AOA)=}. Further,
{
A−

r : O1 ≤sp A−
r

} = {
O1 + (I − OA)(A − AO1A)−r (I − AO)

}
. (99)

Corollary 9 (Rao and Mitra [27], Theorem 2.7.1) Let A ∈ Cm×n of rank r , and s

be an integer such that r ≤ s ≤ min(m,n). Then G ∈ {A−} with ρ(G) = s if and
only if it is of the form

(A + M)−r ,

where M is a matrix disjoint with A.

Proof If A and M are disjoint matrices, from Theorem 11 we get that A ≤−
(A + M). Therefore, G ∈ {(A + M)−r } ⇒ G ∈ {A−}.

If G ∈ {A−}, chose U to be any reflexive g-inverse of G − GAG and define
M = (I −AG)U(I −GA). Since A and M are disjoint matrices, from Theorem 11
we get that A ≤− A + M and G ∈ {(A + M)−r }. So, clearly AGM = MGA = 0.
Now by computing G(A + M)G we find that G ∈ {(A + M)−r }. �

Analogous to the equivalence relation ∼g on the set {A−}, we introduce ∼o on
the set {A=} in the following definition.

Definition 5 (Equivalence relation on {A=}) For O1,O2 ∈ {A=}, we say O1 ∼o O2
if AO1A = AO2A. The equivalence class determined by O ∈ {A=} is denoted by
[O]o.

From Theorem 20 we have observe that O ∈ {A=} implies AOA ≤− A. In fact,
we have the following.

Theorem 23 Given O ∈ {A=} and B = AOA, the following statements are true.

(i) [O]o = {B−
r } ∩ {B−}A.

(ii) [O]o = {A−BA−}.

Proof Consider any O1 ∈ [O]o, i.e., AOA = AOA = B . Since O1 ∈ {A=}, we ob-
tain that O1BO1 = O1AO1AO1 = O1 and BOB = AO1AOAO1A = AO1A = B .
This proves O1 ∈ {B−

r }. Further,

BO = AO1AO1 = AO1, (100)

OB = O1AO1A = O1A, (101)

which in turn, gives that O1 ∈ {B−}A, and therefore [O]o ⊆ {B−
r } ∩ {B−}A. To

prove the reverse inclusion, consider any reflexive g-inverse G of B in {B−}A satis-
fying GB = GA and BG = AG. This implies that GAG = GBG = G and AGA =
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BGB = B . This proves that G ∈ [O]o, and therefore [O]o = {B−
r } ∩ {B−}A, prov-

ing part (i).
Since B = AOA ≤− A, by direct computation we obtain that {A−BA−} ⊆ [O]o.

To prove the reverse inclusion, for any O − 1 ∈ [O]o, consider any G = O1 + (I −
O1A)(A − B)−r (I − AO1) (as in (99)). The direct computation gives that O1 =
GBG, proving the reverse inclusion. �

The following corollary is immediate from the above theorem.

Corollary 10 Let A be an m × n matrix. Then:

(i) For any O ∈ {A=} and B = AOA,

[O]o = {
B−

r

} ∩ {
B−}

A
= {

A=} ∩ {
B−}

. (102)

(ii) The mapping [O]o �→ B where B = AOA is a bijective mapping between the
class of equivalence classes in {A=} and the set {B : B ≤− A}.
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An Illustrated Introduction to Some Old Magic
Squares from India

George P.H. Styan and Ka Lok Chu

Abstract In this article we consider old magic squares from India associated with

1. Daivajna Varāhamihira (505–587 AD) and his Br. hat Saṁhitā [39]: magic per-
fume;

2. Khajuraho 945 AD: Sir Alexander Cunningham (1814–1893) [14];
3. Dudhai (Jhansi district) early 11th century: Harold Hargreaves (b. 1876) [27];
4. T. hakkura Pherū (fl. 1291–1323): Gan. itasārakaumudı̄: The Moonlight of the

Essence of Mathematics [1];
5. Simon de la Loubère (1642–1729): Monsieur Vincent, Surat [3,15];
6. Major-General Robert Shortrede (1800–1868) [16], Gwalior 1483 [11, (1842)];

Andrew Hollingworth Frost (1819–1907) [23], Nasik [17, (1877)];
7. Nārāyan. a Pan.d. ita (fl. 1340–1400): Gan. ita Kaumudı̄ [2, (1356)];
8. Srinivasa Aiyangar Ramanujan (1887–1920) [34,35,40,43]; Prasantha Chandra

Mahalanobis (1893–1972).

Magic squares were once part of occult philosophy, but more recently, however, they
form part of recreational mathematics. For the past 50 years or so, they have been
studied in a matrix-theoretic setting. Our main interest is in the history and philoso-
phy of magic squares and the related magic matrices and in the related bibliography
and biographies. We try to illustrate our findings as much as possible and, whenever
feasible, with images of postage stamps and other philatelic items.
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1 Introduction

I want to tell you about some old magic squares from India and to show you images
of some related postage stamps. But first a little history. Legend has it that the very
first magic square, the Luoshu, was discovered in China near the Luoshu River about
4000 years ago on the back of a turtle or tortoise! The magic square known as
Luoshu = Luo River Writing is based on the classic 3 × 3 fully magic matrix

L =
⎛
⎝

4 9 2
3 5 7
8 1 6

⎞
⎠ .

In a classic fully magic matrix, the numbers in all the rows and columns and in the
two main diagonals all add up to same magic sum m, here m = 15. When only the
numbers in all the rows and columns but not the two main diagonals add up to the
same magic sum, then we have a semi-magic matrix. We will say that an n×n magic
square is classic when the n2 entries are 1, 2, . . . , n2 and adjusted-classic when the
n2 entries are one less: 0,1, 2, . . . , n2 − 1.
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2 Daivajna Varāhamihira (505–587 AD) and His Br. hat Saṁhitā
[39]: Magic Perfume

According to Hayashi [45, 47] the oldest datable magic square in India occurs in
the encyclopedia Br. hat Saṁhitā [19, 39] on divination by the 6th-century Indian as-
tronomer, mathematician, and astrologer Daivajna Varāhamihira (505–587 AD) and
is first published in Sanskrit. Varāhamihira showed how to make several varieties of
perfume with precisely 4 substances selected from 16, including Agar wood (which
yields Oud perfume oil), and used the magic square defined by the 4 × 4 magic
matrix

V1 =

⎛
⎜⎜⎝

2 3 5 8
5 8 2 3
4 1 7 6
7 6 4 1

⎞
⎟⎟⎠ (1)

with magic sum 18. In the matrix V1, the integers 1,2, . . . ,8 each appear twice and
correspond to:

The Sanskrit text above comes from the English translation [39] by Bhat (1993)
of Varāhamihira’s Br. hat Saṁhitā. See also our “philatelic magic square” in Fig. 1
(and Table 1).
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Fig. 1 A “philatelic magic square” for the 16 substances used by Varāhamihira [19]

To obtain a perfume mixture, Varāhamihira mixed together precisely 4 of the 16
substances, provided that the corresponding numbers add up to 18. For example,
consider the first row of the Varāhamihira-perfume magic matrix V1

(
2 3 5 8

Agar wood bay leaves frankincense lichen

)
. (2)



An Illustrated Introduction to Some Old Magic Squares from India 231

Table 1 The stamps in the “philatelic magic square” (Fig. 1)

Then dividing (2) by 18 yields

2

18
(Agar wood) + 3

18
(bay leaves) + 5

18
(frankincense) + 8

18
(lichen). (3)

From Table 2 it seems that Varāhamihira could have made as many as 172 differ-
ent perfume mixtures in all in c. 500 AD.

Varāhamihira used the magic square defined by the 4 × 4 fully magic matrix V1

(1) above and (4) below. The matrix V1 is not classic since each of the integers



232 G.P.H. Styan and K.L. Chu

Table 2 172 different perfume mixtures

1,2, . . . ,8 appears twice, but it is pandiagonal, the four numbers in each diagonal
(with wrap-around) parallel to the main diagonals add up to the magic sum, here 18.
Pandiagonal magic matrices are also called Nasik, following the seminal work [17]
by Andrew Hollingworth Frost (1819–1907), while he was a British missionary in
Nasik (Maharashtra), 1853–1869 [23].
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Varāhamihira probably created the magic matrix V1 from a classic Nasik (pan-
diagonal) magic matrix with entries 1,2, . . . ,16. A likely candidate [42] is V2 (4).
Subtracting 8 from the eight largest entries in V2 yields V1. Rotating V2 by 90◦
counter-clockwise yields V3 (4). Cammann [36] calls V3 the “Plato magic matrix”.

V1 =

⎛
⎜⎜⎝

2 3 5 8
5 8 2 3
4 1 7 6
7 6 4 1

⎞
⎟⎟⎠ , V2 =

⎛
⎜⎜⎝

10 3 13 8
5 16 2 11
4 9 7 14

15 6 12 1

⎞
⎟⎟⎠ ,

(4)

V3 =

⎛
⎜⎜⎝

8 11 14 1
13 2 7 12
3 16 9 6
10 5 4 15

⎞
⎟⎟⎠ .

3 Khajuraho and Dudhai (Jhansi district)

Our next oldest magic square was found at Khajuraho in the 9th century Jinanatha
temple, “the largest and finest of the group of Jain temples at Khajuraho” ([14,
No. 25, Plate XCV (p. 412/413), pp. 432–434 (1871)] and [21]). The Khajuraho
magic square was found on the right door jamb, with the dedication: Bhata’s son,
Sri Deva Sarmma, may he be victorious. See also Fig. 2.

This magic square was also found “inscribed on a lintel, brought to light by a
fall of masonry, in the 11th century Chota Surang shrine in Dudhai (Jhansi dis-
trict)” [27, p. 3 (1915/1916)]; see also Fig. 3 and [27, Photograph 2035, Appendix
B (1915/1916)]. Laxmi Bai, the Rani of Jhansi (c. 1835–1858), was the queen of
the Maratha-ruled princely state of Jhansi. She was one of the leading figures of the
Indian Rebellion of 1857 and a symbol of resistance to the rule of the British East
India Company in the subcontinent. Jhalkari Bai (1830–1890) was a soldier in the
women’s army of Laxmi Bai and played an important role in the 1857 Rebellion
during the battle of Jhansi. At the height of the battle, she disguised herself as the
queen and fought on the front to let the queen escape safely out of the fort. (Easdale
is one of the Slate Islands, in the Firth of Lorn, Scotland and was once the center of
the British slate industry.)
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Fig. 2 The magic square in the 9th century Jinanatha temple at Khajuraho [14, No. 25, Plate XCV
(p. 412/413), pp. 432–434 (1871)]
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Fig. 3 The magic square in the 11th century Chota Surang shrine in Dudhai (Jhansi district) [27,
p. 3 (1915/1916)]

We define the magic square found in Khajuraho and in Dudhai by the Khajuraho–
Dudhai magic matrix

K =

⎛
⎜⎜⎝

7 12 1 14
2 13 8 11
16 3 10 5
9 6 15 4

⎞
⎟⎟⎠ , (5)

which, as we see, is Nasik (pandiagonal).
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Fig. 4 Algorithm for constructing odd-order magic squares [1, pp. 171–172]

4 T. hakkura Pherū (fl. 1291–1323)

In his Gan. itasārakaumudı̄: The Moonlight of the Essence of Mathematics [1,
pp. 171–172], the Jain polymath T. hakkura Pherū (fl. 1291–1323) gave a method
(Fig. 4) for constructing odd-order magic squares, e.g., the 5 × 5 Pherū magic ma-
trix

P =

⎛
⎜⎜⎜⎜⎝

11 18 25 2 9
10 12 19 21 3
4 6 13 20 22
23 5 7 14 16
17 24 1 8 15

⎞
⎟⎟⎟⎟⎠

, (6)

where the numbers in the middle column are in arithmetic progression.
This method for the construction of odd-order magic squares was also given [3]

in the late 17th century by the French diplomat and mathematician Simon de la
Loubère (1642–1729), who learned the method from a Monsieur Vincent, médecin
provençal, who (in turn) had learnt it in Surat, just north of Nasik; see also Frost
[15, p. 93 (1865)].
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5 Robert Shortrede (1800–1868), Andrew Hollingworth Frost
(1819–1907), and Two Gwalior Magic Matrices

“As every thing tending to throw any certain light on the antiquities of India has
an interest, I send you the following inscription of a Magic Square, which I copied
last year [1841] from an old temple in the hill fort of Gwalior. It bears the date
1483 AD. The temple is on the northern side of the hill, and at one time it has been
a very magnificent edifice, though now it be sorely dilapidated.”

The 1842 article [11], which announced the discovery of this magic square (7), is
signed by “Captain Shortreede”, who we believe was (later Major-General) Robert
Shortrede (1800–1868) [16], with the double “e” in “Shortreede” in the 1842 article,
a typo. Robert Shortrede went to India in 1822 and was appointed to the Great
Trigonometric Survey (GTS) with which he remained until 1845.

We define Shortrede’s magic square by the Nasik (pandiagonal) Gwalior–
Shortrede magic matrix

G1 =

⎛
⎜⎜⎜⎝

16 9 4 5

3 6 15 10

13 12 1 8

2 7 14 11

⎞
⎟⎟⎟⎠ . (7)

Shortrede [11, (1842)] observed that the magic square defined by G1 has a “rhom-
boid” property: the places of the numbers

1, 2, 3, 4 (8)

in G1 form a “rhomboid”. So do the places of the numbers

5, 6, 7, 8; 9,10,11,12; 13,14,15,16. (9)

We will say that G1 is “rhomboidal”. Hayashi [47, (2008)] reports several 4 × 4
magic squares from the Gan. ita Kaumudı̄ [2, (1356)] by Nārāyan. a Pan.d. ita (fl. 1340–
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1400). Cammann [37, p. 274] gives Nārāyan. a’s favorite magic square defined by the
Nasik (pandiagonal) magic matrix

N =

⎛
⎜⎜⎜⎝

1 8 13 12

14 11 2 7

4 5 16 9

15 10 3 6

⎞
⎟⎟⎟⎠ , (10)

which is also rhomboidal. Moreover, N is the “complement” of the Gwalior–
Shortrede matrix G1 since

N + G1 =

⎛
⎜⎜⎜⎝

17 17 17 17

17 17 17 17

17 17 17 17

17 17 17 17

⎞
⎟⎟⎟⎠ . (11)

Andrew Hollingworth Frost (1819–1907) in his classic articles in The Ency-
clopædia Britannica [18, 9th ed. (1883); 24, 11th ed. (1911)] observed that a magic
square like

G2 =

⎛
⎜⎜⎜⎝

15 10 3 6

4 5 16 9

14 11 2 7

1 8 13 12

⎞
⎟⎟⎟⎠ (12)

“is engraved in the Sanskrit character on the gate of the fort of Gwalior”; see also
Strindberg [25, p. 307 (c. 1912)], Bragdon [26, pp. 47–48 (1915)], Kohtz and Brun-
ner [30, p. 5 (1918)], Anderson [31, (1918); 32, 33, (1918/1919)], Bidev [38, Fig. 15,
p. 51 (1981); 41, Fig. 15, p. 51 (1986)]. Frost [17, (1877)] gives the matrix G2 and
observes that it is Nasik, but he does not connect G2 there with Gwalior. We will
call G2 the Gwalior–Frost magic matrix.

We note that the Gwalior–Frost matrix G2 is also rhomboidal and that the differ-
ence matrix

G1 − G2 =

⎛
⎜⎜⎜⎝

1 −1 1 −1

−1 1 −1 1

−1 1 −1 1

1 −1 1 −1

⎞
⎟⎟⎟⎠ (13)

is fully magic with magic sum 0 and is Nasik (pandiagonal).
Frost [15, (1865)] wrote “That the idea of constructing [Nasik or pandiagonal]

squares occurred centuries ago to Indian Mathematicians, is shewn [sic] by the ex-
istence of such a square engraven in the Sanscrit [sic] character upon the gate of
the Fort at Gualior [sic], a record of which appears in the Transactions of the Royal
Asiatic Society.” Frost [15, (1865)], however, presents neither G1 nor G2, and we
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Fig. 5 Remarks by Robert Shortrede at the end of his article [11, p. 293 (1842)]

have not found any article on magic squares of any kind in the Transactions of
the Royal Asiatic Society of Great Britain and Ireland, which was published be-
tween 1827 and 1834; the Journal of the Royal Asiatic Society began publication
in 1834.

The Gwalior–Shortrede magic square G1 was copied by Shortrede [11, (1842)]
from a “temple in the hill fort of Gwalior”. Cammann [37, pp. 274–275 (1969)],
commenting on the magic square G1 (7), wrote: “The more recent literature con-
tains many references to ‘the magic square on the gate of Gwalior Fort’, apparently
referring incorrectly to G1. I have personally twice climbed the citadel at Gwalior
to examine the gates of the Old Fort, but found no magic squares on them”. So were
G1 and G2 both found in a “temple in the hill fort of Gwalior”?

Shortrede [11, (1842)] ends his article with some remarks, see our Fig. 5 above.
The top left 4 × 4 corner in the “sample” above is the Gwalior–Shortreede matrix
G1, while the submatrix boxed in red, G3 say, is the Gwalior–Frost matrix G2 with
its rows flipped, i.e., G3 = FG2, where

F =

⎛
⎜⎜⎝

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

⎞
⎟⎟⎠

is the 4 × 4 flip matrix. By “Dr. Franklin’s “Magical Square of Squares”, we be-
lieve that Shortrede [11, (1842)] was thinking of “A Magic Square of Squares” (our
Fig. 5 above) by Benjamin Franklin is his (our Fig. 6 above) Experiments and Ob-
servations on Electricity [5, Plate IV, p. 353 (1769); 8, Plate IV, p. 360 (1774)],
which Franklin called “the most magically magical of magic squares” [49, pp. 134–
135].
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Fig. 6 “A Magic Square of Squares”: Franklin [8, Plate IV, p. 360 (1774)], photograph from
BrewBooks [44]. Entry (10, 7) corrected to 211 (from 241), but entry (1, 16) incorrect at 181
(should be 185). See also [6, 29]

6 Srinivasa Aiyangar Ramanujan (1887–1920)

Srinivasa Aiyangar Ramanujan (1887–1920) was born in Erode and lived in Kum-
bakonam (both then in Madras Presidency, both now in Tamil Nadu), and died in
Chetput (Madras, now Chennai). Ramanujan lived most of his life in Kumbakonam,
an ancient capital of the Chola Empire. Raja Raja Chola I, popularly known as Raja
Raja the Great, ruled the Chola Empire between 985 and 1014 CE. The dozen or
so major temples dating from this period made Kumbakonam a magnet to pilgrims
from throughout South India.

Ramanujan was born on 22 December 1887, and in celebration of his birthday, on
22 December 1962 and on 22 December 2011, India Post issued a postage stamp in
his honor. On 22 December 2011, Prime Minister Dr. Manmohan Singh in Chennai
declared 22 December as National Mathematics Day, and declared 2012 as National
Mathematics Year [51].

From 1914–1919 Ramanujan worked with G.H. Hardy at Trinity College, Cam-
bridge, and lived in Whewell’s Court [60].
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Fig. 7 (Left panel) Trinity College, Cambridge, with Ramanujan, center; (right panel) Whewell’s
Court [60]

Ramanujan’s talent was said by the English mathematician Godfrey Harold
Hardy (1877–1947) to be in the same league as that of Gauss, Euler, Cauchy, New-
ton, and Archimedes.

Ramanujan’s work on magic squares is presented, in some detail, in Chap. 1
(pp. 16–24) of Ramanujan’s Notebooks, Part I, by Bruce C. Berndt [40]. “The origin
of Chap. 1 probably is found in Ramanujan’s early school days and is therefore
much earlier than the remainder of the notebooks.” Ramanujan’s work on magic
squares was also presented, photographed from its original form, in Notebooks of
Srinivasa Ramanujan, Volume I, Notebook 1, and Volume II, Notebook 2, pub. Tata
Institute of Fundamental Research [34].
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In Berndt [40, Corollary 1, p. 17], we find: In a 3 × 3 magic square, the ele-
ments in the middle row, middle column, and each [main] diagonal are in arithmetic
progression. And so we have the general form for a 3 × 3 magic matrix

R3 =
⎛
⎜⎝

h + u h − u + v h − v

h − u − v h h + u + v

h + v h + u − v h − u

⎞
⎟⎠

= h

⎛
⎜⎝

1 1 1

1 1 1

1 1 1

⎞
⎟⎠ + u

⎛
⎜⎝

1 −1 0

−1 0 1

0 1 −1

⎞
⎟⎠ + v

⎛
⎜⎝

0 1 −1

−1 0 1

1 −1 0

⎞
⎟⎠ . (14)

Berndt [40, p. 21] presents

R4 =

⎛
⎜⎜⎜⎜⎝

a + p d + s c + q b + r

c + r b + q a + s d + p

b + s c + p d + r a + q

d + q a + r b + p c + s

⎞
⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎝

a d c b

c b a d

b c d a

d a b c

⎞
⎟⎟⎟⎠ +

⎛
⎜⎜⎜⎝

p s q r

r q s p

s p r q

q r p s

⎞
⎟⎟⎟⎠ , (15)

the sum of two orthogonal Latin squares (Graeco–Latin square), while Ramanu-
jan [34, Volume II, Notebook 2, p. 12 = original p. 8] gives the following 5 × 5
magic square, which is also the sum of two orthogonal Latin squares (Graeco–Latin
square):
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Berndt [40] reports two 7 × 7 (p. 24) and two 8 × 8 (p. 22) magic squares (but
apparently no 6 × 6) by Ramanujan, including

R7 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 49 41 33 25 17 9
18 10 2 43 42 34 26
35 27 19 11 3 44 36
45 37 29 28 20 12 4
13 5 46 38 30 22 21
23 15 14 6 47 39 31
40 32 24 16 8 7 48

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(16)

R8 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 62 59 8 9 54 51 16
60 7 2 61 52 15 10 53
6 57 64 3 14 49 56 11
63 4 5 58 55 12 13 50
17 46 43 24 25 38 35 32
44 23 18 45 36 31 26 37
22 41 48 19 30 33 40 27
47 20 21 42 39 28 29 34

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

and says that R8 is “constructed from four 4 × 4 magic squares”. We find that R8

may be constructed from two 4 × 4 magic squares. We write

R8 =
(

R(11)
8 04

04 04

)
+

(
04 R(12)

8

04 04

)
+

(
04 04

R(21)
8 04

)
+

(
04 04

04 R(22)
8

)
, (17)
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where R(11)
8 ,R(12)

8 ,R(21)
8 ,R(22)

8 are 4×4 fully-magic Nasik (pandiagonal) matrices,
each with magic sum 130 equal to half the magic sum of R8. Moreover, the four
4 × 4 magic matrices R(11)

8 ,R(12)
8 ,R(21)

8 , R(22)
8 are interchangeable, and so there

are 4! = 24 fully magic Nasik (pandiagonal) 8 × 8 matrices like R8. Barnard [20,
p. 227] says that a magic matrix with this property is “tessellated”. We write

R(12)
8 = R(11)

8 + 8X,

R(21)
8 = R(11)

8 + 16X, (18)

R(22)
8 = R(11)

8 + 24X,

where the fully-magic Nasik (pandiagonal) 4 × 4 matrices

R(11)
8 =

⎛
⎜⎜⎜⎝

1 62 59 8

60 7 2 61

6 57 64 3

63 4 5 58

⎞
⎟⎟⎟⎠,

(19)

X =

⎛
⎜⎜⎝

1 −1 −1 1
−1 1 1 −1
1 −1 −1 1

−1 1 1 −1

⎞
⎟⎟⎠ ,

with magic sums m(R(11)
8 ) = 1

2m(R8) = 130 and m(X) = 0. So we see that Ra-
manujan’s 8×8 magic matrix R8 may be constructed from two 4×4 magic matrices
R(11)

8 and X (19), (20):

R8 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 62 59 8 9 54 51 16
60 7 2 61 52 15 10 53
6 57 64 3 14 49 56 11

63 4 5 58 55 12 13 50
17 46 43 24 25 38 35 32
44 23 18 45 36 31 26 37
22 41 48 19 30 33 40 27
47 20 21 42 39 28 29 34

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=
(

1 1
1 1

)
⊗ R(11)

8 + 8

(
0 1
2 3

)
⊗ X. (20)
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A 16 × 16 tessellated magic square was constructed by Isaac Dalby (1744–1824)
and published by Hutton [10, vol. 2, pp. 5–9, Plate XIX, Fig. 1 (1815)]:

R16 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

226 255 18 15 194 223 50 47 162 191 82 79 130 159 114 111

32 1 240 241 64 33 208 209 96 65 176 177 128 97 144 145

239 242 31 2 207 210 63 34 175 178 95 66 143 146 127 98

17 16 225 256 49 48 193 224 81 80 161 192 113 112 129 160

228 253 20 13 196 221 52 45 164 189 84 77 132 157 116 109

30 3 238 243 62 35 206 211 94 67 174 179 126 99 142 147

237 244 29 4 205 212 61 36 173 180 93 68 141 148 125 100

19 14 227 254 51 46 195 222 83 78 163 190 115 110 131 158

230 251 22 11 198 219 54 43 166 187 86 75 134 155 118 107

28 5 236 245 60 37 204 213 92 69 172 181 124 101 140 149

235 246 27 6 203 214 59 38 171 182 91 70 139 150 123 102

21 12 229 252 53 44 197 220 85 76 165 188 117 108 133 156

232 249 24 9 200 217 56 41 168 185 88 73 136 153 120 105

26 7 234 247 58 39 202 215 90 71 170 183 122 103 138 151

233 248 25 8 201 216 57 40 169 184 89 72 137 152 121 104

23 10 231 250 55 42 199 218 87 74 167 186 119 106 135 154

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(21)
In R16, the sixteen 4 × 4 magic submatrices R(11)

16 ,R(12)
16 , . . . ,R(44)

16 (starting with
the top left 4×4 submatrix and then to the right and down) are interchangeable, and
so there are 16! = 20,922,789,888,000 fully magic Nasik (pandiagonal) 16 × 16
matrices like R16. See also Newton [12, (1844)]. We find that

R16 = E4 ⊗ R(11)
16 + 32G ⊗ X1 + 2G′ ⊗ X2, (22)

G =

⎛
⎜⎜⎝

0 1 2 3
0 1 2 3
0 1 2 3
0 1 2 3

⎞
⎟⎟⎠ ,

X1 =

⎛
⎜⎜⎝

−1 −1 1 1
1 1 −1 −1

−1 −1 1 1
1 1 −1 −1

⎞
⎟⎟⎠ , (23)

X2 =

⎛
⎜⎜⎝

1 −1 1 −1
−1 1 −1 1
−1 1 −1 1
1 −1 1 −1

⎞
⎟⎟⎠ .
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For a “model of the biographer’s art”, we recommend The Man who Knew Infin-
ity: A Life of the Genius Ramanujan by Robert Kanigel [43]; see also [35]. There
we learn that [43, Prologue, pp. 1–2]:

One day in the summer of 1913, a twenty-year-old Bengali from an old and
prosperous Calcutta family stood in the chapel of King’s College, Cambridge, Eng-
land. Prasantha Chandra Mahalanobis (1893–1972) was smitten. Mahalanobis was
an Indian scientist who founded the Indian Statistical Institute and contributed to
the design of large-scale sample surveys.

Scarcely off the boat from India and planning to study in London, Mahalanobis
had come up to Cambridge on the train for the day to sightsee. The next day he
met with the provost, and soon, to his astonishment and delight, he was a student
at King’s College, Cambridge. Mahalanobis had been at Cambridge for about six
months when his mathematics tutor asked him:

“Have you met your wonderful countryman Ramanujan?”
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He had not yet met him, but he had heard of him. Soon Mahalanobis did meet
Ramanujan, and the two became friends; on Sunday mornings, after breakfast, they
would go for long walks, talk about life, philosophy, mathematics. Later, looking
back, Mahalanobis would date the flowering of their friendship to one day in the fall
following Ramanujan’s arrival. He had gone to see him at his place in Whewell’s
Court. Cambridge (Fig. 7, right panel) was deserted. And cold.

“Are you warm at night?”,

asked Mahalanobis, seeing Ramanujan beside the fire.

“No”,

replied the mathematician from always warm Madras, where he slept with his over-
coat on, wrapped in a shawl. Until early 1914, Ramanujan lived in a traditional home
on Sarangapani Street in Kumbakonam. The family home is now a museum. From
1914–1919 Ramanujan lived in Whewell’s Court, a 5-minute walk from Hardy’s
rooms. Whewell’s Court was a 3-story stone warren of rooms laced with arched
Gothic windows and pierced at intervals by staircases leading to rooms.

Figuring his friend had not enough blankets, Mahalanobis stepped back into the
little sleeping alcove on the other side of the fireplace. The bedspread was loose, as
if Ramanujan had just gotten up. Yet the blankets lay perfectly undisturbed, tucked
neatly under the mattress. Yes, Ramanujan had enough blankets; he just did not
know what to do with them. Gently, patiently, Mahalanobis showed him how you
peeled them back, made a little hollow for yourself, slipped inside . . . .

For five years, walled off from India by World War One (1914–1918), Ramanujan
would remain in strange, cold, distant England, fashioning, through 21 major papers,
an enduring mathematical legacy. Then, he would go home to India to a hero’s
welcome.

“Srinivasa Ramanujan”, an Englishman would later say of him, “was a mathematician so
great that his name transcends jealousies, the one superlatively great mathematician whom
India has produced in the last thousand years.”
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1. [c. 1315/2009-Pherū] Gan. itasārakaumudı̄: The Moonlight of the Essence of Mathematics by
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1 About Workshop and Conference

1.1 Objective of the Workshop

Photograph 1 Pro Vice Chancellor Dr. Vinod
Bhat inaugurating the workshop by lighting the
lamp. Accompanying are Professors S. Kirkland,
K.M. Prasad, N.S.K. Nair and R. Balakrishnan

The objective of the workshop was to
provide a platform for the young gen-
eration to have an exposure to lec-
tures from leading mathematicians in
the area of Combinatorial Matrix the-
ory and Generalized inverses and its
Applications. Apart from tutorial lec-
ture on these topics, organizers’ inten-
tion was to provide an exposure to all
participants with allied linear algebra
topics through some special lectures.
To meet these objectives, several tu-
torial lectures, special lectures, formal
and informal discussion hours were
arranged. An environment for young
scholars to interact with leading mathematicians was also created on and off the
venue.
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1.2 Objective of the Conference

Generalized inverses of matrices and combinatorial matrix theory are among areas
of matrix theory with a strong theoretical component and with applications in di-
verse areas that have seen rapid advances in recent years. The interaction between
graph theory and matrix theory is known to be very fruitful, and example abound
where generalized inverses of matrices arising from graphs play an important role.
Just to give one example, an expression for the resistance distance between two ver-
tices in a graph in terms of a generalized inverse of the Laplacian matrix is a key
tool. The objective of two-day Conference was to provide an ideal opportunity for
participants from India and abroad to interact and exchange ideas in pleasant and
academic surroundings.

1.3 Participation

Photograph 2 Ashma, Pavan, Suma, Nitin,
Anitha, Shruti, Shavina, Pallavi, Serah and Banu-
chitra at Registration Counter

Having an initial response of 150 indi-
viduals (32 speakers, 56 students and
63 other participants), the actual at-
tendance for the workshop and confer-
ences were 114 (97 for workshop and
102 for the conference). We have re-
ceived response from

1. Bangladesh,
2. Canada,
3. Estonia,
4. Finland,
5. Germany,
6. Ireland,
7. Nepal,
8. New Zealand,
9. Poland,

10. Portugal,
11. United States of America,
12. PR China and
13. Denmark

apart from India. Most of the speakers who have given their initial consent made
their presence possible, except in two cases, where in one case the speaker could
not make it because of VISA, and in other case due to financial constraint. The
organizing committee was very happy with the response from the speakers for the
workshop and conferences.
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2 Endorsement and Support

2.1 Societies and National Agencies

The organizers are thankful to:

• INTERNATIONAL LINEAR ALGEBRA SOCIETY (http://www.ilasic.math.uregina.
ca/iic/) for endorsing these events.

• SOCIETY FOR INDUSTRIAL AND APPLIED MATHEMATICS (http://www.siam.
org/) for being cooperating society.

The organizers place in record their thanks to Professor Steve Kirkland, the Pres-
ident of ILAS, for obtaining the endorsement and agreeing to be the representative
of SIAM for these events.

While conducting an international event of this level apart from providing good
academic environment and materials, local hospitality of high standard and the local
travel facilities are equally important, which demand the involvement of very high
amount of finance.

Many speakers from abroad and some from organizations like IITs and ISI have
utilized their personal research grant to reach Manipal, and only their local expenses
were taken care of by the organizers. Organizers take this opportunity to thank their
respective organizations for the support that enabled those scientists of high repute
to meet here and the scholars of the region to benefit from the formal and informal
interaction with them.

In the interest of providing benefit for students and scientists in the underdevel-
oped countries of ASIA and help them in developing strong network with the rest
of the world, ICTP (International Centre for Theoretical Physics) granted a sum of
3000 Euro. They have also permitted the organizers to utilize a part of the amount
for a speaker from another country.

THE ABDUS SALAM INTERNATIONAL CENTRE FOR THEORETICAL PHYSICS

(http://www.ictp.it/) supported us by awarding travel grant for selected speakers.
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The speakers nominated for partial support of ICTP travel grant were

1. Prof. Yimin Wie, Fudan University, Shanghai, China.
2. Prof. Md. Maruf Ahmed, BRAC University, Dhaka, Bangladesh.
3. Prof. Oskar Maria Baksalary, Adam Mickiewicz University, Poland.
4. Prof. Om Prakash Niraula, Tribhuvan University, Kathmandu, Nepal.

Unfortunately, Prof. Yimin Wie could not turn up due to a problem with him getting
VISA, but the other three have utilized the ICTP grant for their travel and local
hospitality.

The following national agencies have supported through the grants which en-
abled the organizers to have the success in organizing the events:

• CENTRAL STATISTICAL OFFICE, MINISTRY OF STATISTICS AND PROGRAMME

IMPLEMENTATION (http://www.mospi.nic.in)

• COUNCIL OF SCIENTIFIC AND INDUSTRIAL RESEARCH (http://www.csir.res.in)
for supporting us by awarding separate grant-in-aid for workshop and conference.

• NATIONAL BOARD FOR HIGHER MATHEMATICS (http://www.nbhm.dae.gov.in)
for supporting us by awarding grant-in-aid.

2.2 Support from Manipal University

MANIPAL UNIVERSITY is always keen on supporting research related activities.
So, the university has provided the maximum possible support to the organizers,
apart from regular administrative, secretarial and logistic support. It has provided
the maximum possible local transportation to all the delegates and provided accom-
modation for about 17 speakers at FIVV (normally an accommodation at FIVV
costs about INR 6,000 per day for a person) during the workshop and conference.
Also, the conference dinner on the day of inauguration of conference was subsidized
to the extent of 50 percent. The University has provided the dedicated lecture halls
with audio and visual facilities. The support provided by the Manipal University is
informally estimated for the cost about INR 10,00,000 (Ten Lakh only).
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3 Feedback and the Response

In general, all the participants have expressed their happiness towards

• Hospitality
• Academic Environment
• Facilities available around and
• the opportunity they got for the interaction and learning new ideas from leading

Mathematicians.

A comment from the participants is that

• with an assurance of travel support, many scholars not receiving support from any
funding agencies would have attended and benefited from the program.

With the last comment, organizers find the reason for several dropout but felt help-
lessness as the response, for our request of fund support, from several agencies till
November was not encouraging and could not commit firmly on support for the
scholars. Of course, from the organizers end the registration fee was already subsi-
dized to large extent.

4 International Workshop, 02–07 January 2012

The workshop was for the duration of 6 days consists of 10 tutorial lectures
(21 Hrs.), 6 special lectures (7:30 Hrs.) and formal and informal discussion hours
everyday. The afternoon session of Saturday (last day) was spent on taking feed
back and valedictory session.

Based on the lectures delivered in the workshop, lecture notes titled “Lectures on
Matrix and Graph Methods” were published. Editors for this volume are Professors
R.B. Bapat, S. Kirkland, K. Manjunatha Prasad and Simo Puntanen, and the book
was nicely printed and published by Manipal University Press. Organizers have ar-
ranged distribution of copies to all the participants of workshop at free of cost.

Photograph 3 Release of
souvenir
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Workshop was inaugurated by Pro Vice Chancellor Dr. H. Vinod Bhat. Prof.
Steve Kirkland and Prof. R. Balakrishnan were the guests of honor for the function.
Souvenir of the workshop was released by Prof. Kirkland.

The actual conduct of the workshop is as given in the following schedule:

The titles of lectures delivered in the workshop are as given below:

• SSK – Steve Kirkland – Graph structure revealed by spectral graph theoretic
methods

• SSK – Steve Kirkland – A structured condition number for an entry in the sta-
tionary distribution of a Markov chain

• SRK – S. Sivaramakrishnan – Applications of the Laplacian matrix of graphs
• SP – Sukanta Pati – Matrices and graphs
• SP – Sukanta Pati – Algebraic connectivity of graphs
• OMB – Baksalary O.M. – Hyderabad 2000–Manipal 2012—over 11 years with

projectors
• TESR – T.E.S. Raghavan – Graph theoretic applications to computing the nucle-

olus of an assignment game
• RBK – R. Balakrishnan – Spectral properties of graphs
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• GT – Trenkler Götz – Projectors in the linear regression model
• HJW – Hans Joachim Werner – G-inverses, projectors, and the general Gauss–

Markov model
• JJH – Jeffrey Joseph Hunter – The derivation of Markov chain properties using

generalized matrix inverses
• SIMO – Simo Puntanen – Matrix trix for statistical model
• KMP – K. Manjunatha Prasad – What are “generalized inverses” any way?
• RB – Rajendra Bhatia – Matrix inequalities
• SG – S. Ganesan – Covariance matrices in nuclear data
• GPHS – G.P.H. Styan – An introduction to Yantra magic squares and Agrippa-

type magic matrices
Scheduled on Thursday, 5 January 2012; Time: 7:00–8:00 pm; Video Lecture

and discussion through Skype.

Photograph 4 Prof. Sukanta Pati (on the left) of IIT Guwahati delivering his lecture on “Algebraic
Connectivity” and Prof. Oskar M Baksalary (on the right) of Adam Mickiewicz University, on his
journey with “Projectors” for past 11 years

Photograph 5 Prof. Simo Puntanen with Prof.
Jeffrey Hunter

Apart from above academic activi-
ties, an informal arrangement of visit-
ing the places around and cultural ac-
tivities have been arranged for the del-
egates. The activities were as follows:

02-01-2012 Evening: Bharatha Natya
(Indian Classical Dance) programme
by Shridhara Rao Bannanje’s troupe,
following the inaugural function

03-01-2012 Evening: Around Univer-
sity, Anatomy Museum & End Point
visit

04-01-2012 Evening: Malpe Beach &
Krishna Temple visit

05-01-2012 Evening: Photo Session; Barkur Palace visit
08-01-2012 St. Mary Island Picnic (during the break between workshop and con-

ference).
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The workshop part was concluded with feedback session and valedictory func-
tion. Registrar of Manipal University, Dr. G.K. Prabhu was the chairman of the vale-
dictory function, and Prof. Rajendra Bhatia and Prof. Götz Trenkler were the chief
guests of the function. Participation certificates for participants and the thanking
letters for the resource persons were distributed on this occasion.

Photograph 6 Dr. H. Vinod Bhat—Pro Vice Chancellor lighting the lamp (on the left). Oth-
ers accompanying are Prof. Krikland, Prof. Prasad, Prof. Nair and Prof. Balakrishnan. On the
right—Prof. Raghavan of University of Illinois at Chicago being greeted by Prof. Sudhakara

Photograph 7 (On the left) Dr. H Vinod Bhat—Pro Vice Chancellor addressing the gathering
at Inaugural function; (on the right) Shridhara Rao Bannanje and his team performing “Bharatha
Natyam”

5 International Conference

Two days conference starting on 10 January was with four plenary sessions, 18 in-
vited talks and 12 contributed talks. Invited talks and contributed talks were arranged
in three parallel sessions.

Halls for plenary sessions and parallel sessions are named after three pioneers
PROF. S.S. SHRIKHANDE, PROF. R.A. BRUALDI, PROF. M.P. DRAZIN and PROF.
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ADI-BEN ISRAEL in the areas of “Combinatorial Matrix Theory”, “Generalized
Inverse of Matrices” and “Matrix Methods in Statistics”.

Organizers have arranged for an agreement with Springer in publishing the pro-
ceedings of the conference with an editorial board comprising Professors Bapat,
Kirkland, Prasad and Puntanen. As a result, this volume with title “Combinatorial
Matrix Theory and Generalized Inverses of Matrices” is before you.

Photograph 8 Halls for plenary sessions and parallel sessions are named after pioneers in the
area of “Combinatorial Matrix Theory”, “Generalized Inverse of Matrices” and “Matrix Methods”.
Apology for not able to obtain the photograph of M.P. Drazin in time

List of invited speakers presented papers in the conference:

1. RAFIKUL ALAM, Indian Institute of Technology, Guwahati
2. OSKAR MARIA BAKSALARY, Adam Mickiewicz University, Poland
3. R. BALAKRISHNAN, Bharathidasan University, Tiruchirapalli
4. RAJENDRA BHATIA, Indian Statistical Institute, New Delhi
5. FRANCISCO CARVALHO, Polytechnic Institute of Tomar, Portugal
6. JEFFREY JOSEPH HUNTER, Auckland University of Technology, New Zealand
7. SURENDER KUMAR JAIN, Ohio University, USA
8. STEVE J. KIRKLAND, National University of Ireland Maynooth, Ireland
9. TÕNU KOLLO, University of Tartu, Estonia

10. BHASKARA RAO KOPPARTY, Indiana State University, USA
11. S.H. KULKARNI, Indian Institute of Technology, Madras
12. AUGUSTYN MARKIEWICZ, Poznań University of Life Sciences, Poland
13. AR. MEENAKSHI, Annamalai University, Chennai
14. SIMO PUNTANEN, University of Tampere, Finland
15. T.E.S. RAGHAVAN, University of Illinois at Chicago, USA
16. SHARAD S. SANE, Indian Institute of Technology, Bombay
17. K.C. SIVAKUMAR, Indian Institute of Technology, Madras
18. SIVARAMAKRISHNAN SIVASUBRAMANIAN, Indian Institute of Technology,

Bombay
19. MURALI SRINIVASAN, Indian Institute of Technology, Bombay
20. GEORGE P.H. STYAN, McGill University, Canada
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21. GÖTZ TRENKLER, Technische Universität Dortmund, Germany
22. HANS JOACHIM WERNER, University of Bonn, Germany

List of speakers presented contributed paper in the conference:

1. MOHAMMAD MARUF AHMED, BRAC University, Dhaka
2. A. ANURADHA, Bharathidasan University, Tiruchirapalli
3. RAVI SHANKAR BHAT, Manipal Institute of Technology, Manipal
4. SACHINDRANATH JAYARAMAN, Indian Institute of Science Education and Re-

search, Kolkata
5. DEBAJIT KALITA, Indian Institute of Technology, Guwahati
6. K. KAMARAJ, University College of Engineering, Arni
7. KUNCHAM SYAM PRASAD, Manipal Institute of Technology, Manipal
8. K. SHREEDHAR, K.V.G. College of Engineering, Sullia
9. KEDUKODI BABUSHRI SRINIVAS, Manipal Institute of Technology, Manipal

10. G. SUDHAKARA, Manipal Institute of Technology, Manipal
11. H.S. SUJATHA, Manipal Institute of Technology, Manipal

6 Conference Schedule and Activities

Venue: V Floor, Innovation Center

10th January 2012
9:00–9:30 Registration

9:30–10:20 Plenary Session Prof. S.S. Srikhande Hall

Steve J. Kirkland, National University
of Ireland Maynooth, Ireland—SIAM
Representative
The Group Inverse and Conditioning of
Stationary Vectors for Stochastic Matri-
ces

Chairman: Prof. R.B. Bapat

10:20–11:00 Tea Break
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Invited Talks: Prof. R.A. Brualdi Hall

Photograph 9 Prof. Sivaramakrishnan Siva-
subramanian of IIT, Bombay

11:00–11:35
Sivaramakrishnan Sivasubramanian,
Indian Institute of Technology, Bom-
bay
The Second Immanant of Two Combi-
natorial Matrices

11:40–12:15
T.E.S. Raghavan, University of Illinois
at Chicago, USA
Optimization Methods in Matrices

12:20–12:55
AR. Meenakshi, Professor Emeritus, Annamalai University, Annamalai Nagar
Regular Matrices over an Incline

Chairman: Prof. R. Balakrishnan

Invited Talks: Prof. M.P. Drazin Hall

Photograph 10 Chair of the session—Prof.
Trenkler honoring the speaker Prof. S.K. Jain

11:00–11:35
Surender Kumar Jain, Ohio University,
USA
Some Results on Semiring (Semi-
group) of Nonnegative Matrices

11:40–12:15
Oskar Maria Baksalary, Adam Mick-
iewicz University, Poland
On Subspaces Attributed to Functions
of Oblique Projectors

12:20–12:55
K.C. Sivakumar, Indian Institute of
Technology, Madras
Weak Monotonicity of Interval Matrices

Chairman: Prof. Götz Trenkler
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Invited Talks: Prof. Adi Ben-Israel Hall

Photograph 11 Prof. Carvalho being hon-
ored by Prof. Rao

11:00–11:35
Jeffrey Joseph Hunter, Auckland University
of Technology, New Zealand
The Role of Kemeny’s Constant in Proper-
ties of Markov Chains

11:40–12:15
Hans Joachim Werner, University of Bonn,
Germany
Weak Complementarity, Non-Testability
and Restricted Moore–Penrose Inverses

12:20–12:55
Francisco Carvalho, Polytechnic Institute of Tomar, Portugal
Models with Commutative Orthogonal Block Structure: Inference and Structured
Families

Chairman: Prof. K.P.S. Bhaskara Rao

13:00–14:30 Lunch

14:30–15:20 Plenary Session Prof. S.S. Srikhande Hall

Rajendra Bhatia, Indian Statistical Institute, New Delhi
The Sylvester Equation

Chairman: Prof. Simo Puntanen

15:20–16:00 Tea Break

Contributed Talks: Prof. R.A. Brualdi Hall

Photograph 12 Prof. Sudhakara G.

16:00 –16:20
G. Sudhakara, Manipal Institute of Tech-
nology, Manipal
Realization of Product of Adjacency Ma-
trices of Graphs

16:20–16:40
A. Anuradha, Bharathidasan University,
Tiruchirapalli
Nonisomorphic Cospectral Oriented Hy-
percubes

Chairman: Prof. Sivaramakrishnan
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Contributed talks: Prof. M.P. Drazin Hall
16:00–16:20
Sachindranath Jayaraman, IISER, Thiruvanthapuram
Matrix Partial Orders in Indefinite Inner Product Spaces

16:20–16:40
Mohammad Maruf Ahmed, BRAC University, Dhaka
Assorted Representations of Generalized Inverse with Numerical Solutions

Chairman: Prof. Augustyn Markiewicz

Contributed Talks: Prof. Adi Ben-Israel Hall

Photograph 13 Prof. AR. Meenakshi chairing
the session

16:00–16:20
Kuncham Syam Prasad, Manipal Insti-
tute of Technology, Manipal
Insertion of Factors Property in Matrix
Nearrings

Chairperson: Prof. AR. Meenakshi

16:45–17:00 Photo Session

17:00–20:00 Inaugural Function Chaitya Hall, FIVV

Inaugural Function of Conference

Inaugural function of the conference was started with a video recorded talk by Prof.
G.P.H. Styan from McGill University, Canada, and discussion with him over the
Skype. Dr. H.S. Ballal—Pro Chancellor inaugurated the conference. Prof. K.P.S.
Bhaskara Rao of Indiana University, USA, Prof. Simo Puntanen of University of
Tampere, Finland, and Prof. T.E.S. Raghavan of University of Illinois at Chicago
were the chief guests. Prof. Ravindra Bapat of ISI Delhi, who is the Chairman of
Scientific committee, also presided over the function.

Inaugural function was followed by semi-classical dance by M.Sc. Biostatistics
student, folk dance by kids Sushumna and Akshatha, and classical music by Raviki-
ran and his troupe.
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Photograph 14 Dr. H.S. Ballal (on the left) lighting the lamp at Inaugural function of the confer-
ence. Others in the picture are Prof. K.M. Prasad, Prof. Simo Puntanen, Prof. K.P.S. Bhaskara Rao,
Prof. T.E.S. Raghavan, Prof. R.B. Bapat and Prof. N.S.K. Nair. Prof. G.P.H. Styan (on the right)
talking over the Skype

Conference Schedule contd..

Venue: V Floor, Innovation Center

11th January 2012

9:30–10:20 Plenary Session Prof. S.S. Srikhande Hall

Bhaskara Rao Kopparty, Indiana State University, USA
Sums of Idempotent Matrices

Chairman: Prof. S.K. Jain

10:20–11:00 Tea Break

Invited Talks: Prof. R.A. Brualdi Hall

Photograph 15 Prof. Sharad S. Sane with
Prof. Steve Kirkland

11:00–11:35
R. Balakrishnan, Bharathidasan Univer-
sity, Tiruchirapalli
Polynomial Time Computation of the
Hosoya Index of Some Families of
Graphs

11:40–12:15
Sharad S. Sane, Indian Institute of Tech-
nology, Bombay
Linear Algebra of Strongly Regular
Graphs and Related Objects
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12:20–12:55
Murali Srinivasan, Indian Institute of Technology, Bombay
The Complexity of the q-Analog of the n-Cube

Chairman: Prof. Steve J. Kirkland

Invited Talks: Prof. M.P. Drazin Hall

Photograph 16 Prof. Rafikul Alam

11:00–11:35
Rafikul Alam, Indian Institute of Tech-
nology, Guwahati
On Structured Mapping Problems for
Matrices

11:40–12:15
S.H. Kulkarni, Indian Institute of Tech-
nology, Madras
Generalized Inverses and Approxima-
tion Numbers

Chairman: Sivakumar

Invited Talks: Prof. Adi Ben-Israel Hall

Photograph 17 Prof. Tonu Kollo and Prof. Bak-
salary

11:00–11:35
Simo Puntanen, University of Tam-
pere, Finland
Equalities of the BLUEs and/or BLUPs
in Two Linear Models

11:40–12:15
Augustyn Markiewicz, Poznań Univer-
sity of Life Sciences, Poland
An Optimality of Neighbour Designs
Under Interference Models

12:20–12:55
Tonu Kollo, University of Tartu, Esto-
nia
Matrix Problems of Skewed Multivari-
ate Distributions

Chairman: Oskar M. Baksalary

13:00–14:30 Lunch
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14:30–15:20 Plenary Session Prof. S.S. Srikhande Hall

Photograph 18 Prof. Trenkler with Prof.
Hunter.

Götz Trenkler, Technische Universität
Dortmund, Germany
Functions of Orthogonal Projectors In-
volving the Moore–Penrose Inverse

Chairman: J.J. Hunter

Contributed Talks: Prof. R.A. Brualdi Hall

Photograph 19 Prof. Murali Srinivasan

15:30–15:50
Debajit Kalita, Indian Institute of Technol-
ogy, Guwahati
The Singularity of Weighted Directed
Graphs

15:50–16:10
K. Shreedhar, K.V.G. College of Engineer-
ing, Sullia
Metric Dimension of Graphs by Using Dis-
tance Matrices

Chairman: Prof. Murali Srinivasan

Contributed Talks: Prof. M.P. Drazin Hall

Photograph 20 Prof. Hans J. Werner

15:30–15:50
K. Kamaraj, University College of Engi-
neering, Arni
Characterization of Normal Matrices in an
Indefinite Inner Product Spaces

15:50–16:10
Kedukodi Babushri Srinivas, Manipal Insti-
tute of Technology, Manipal
Matrices Associated with GI(N )

Chairman: Prof. H.J. Werner



A Report on CMTGIM 2012, Manipal 269

Contributed Talks: Prof. Adi Ben-Israel Hall

Photograph 21 Prof. Sreemathi S. Mayya

15:30–15:50
Ravi Shankar Bhat, Manipal Institute
of Technology, Manipal
Strong/Weak Edge Vertex Mixed Dom-
ination Number of a Graph

15:50–16:10
H.S. Sujatha, Manipal Institute of Tech-
nology, Manipal
Realization of Modulo 2 Product of Ad-
jacency Matrices of Graphs

Chairperson: Prof. Sreemathi S. Mayya

16:10–16:30 Tea Break

16:30 Valedictory Function: AC Seminar Hall

The valedictory function for the conference was chaired by Vice Chancellor,
Dr. K. Ramnarayan, and the chief guests on the occasion were Prof. S.K. Jain, Prof.
Jeffrey Hunter, Prof. H.J. Werner and Prof. Kumkum Garg. Prof. R.B. Bapat, the

Photograph 22 Dr. K. Ramnarayan, the Vice Chancellor of Manipal University, addressing the
gathering. On the stage (from the left) are Prof. Jain, Prof. Hunter, Prof. Werner, Prof. Bapat, Prof.
Kumkum Garg and Prof. N.S.K. Nair
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Chairman of Scientific Committee, and Prof. N.S.K. Nair were also presided over
the function. Prof. Sane from IITB, Prof. Om Prakash from Thribhuvan Univer-
sity Nepal and Prof. Kirkland, President of ILAS, are prominent among individuals
given the feedback on conference. There was overwhelming appreciation on the
conduct of conference, which gave an opportunity for Mathematicians from sev-
eral countries to meet in person and discuss in a wonderful academic and beautiful
environment. Everyone appreciated the academic reward benefited through the con-
ference. Prof. Bapat announced on publication of lecture notes on selected work-
shop lectures, to be published by Manipal University Press, and proceedings of the
conference published by the Springer.

7 Selected Photographs from the Events

Photograph 23 Workshop group photo. Sitting from left: Steve Kirkland, Francisco Carvalho,
J.J. Hunter, T.E.S. Raghavan, H.J. Werner, O.M. Baksalary, N.S.K. Nair, K.M. Prasad, Sudhakara,
Shreemathi Mayya. Standing 1st row: Nitin, Pavan, Amitha, Serah, Shavina, Vinitha, Divya,
Reema, Pallavi, Sri Raksha, Melissa, Apporva Hegde, Apoorva, Vikas, Manjunath, Santhi, Banu-
chitra. Standing 2nd row: Biswajit Deb, Shahistha, Shruti, Ashma, G. Indulal, Milan Nath, Debajit
Kalita, Sam Johnson, Bhargavarama Sarma, Maruf Ahmed, Kamaraj, Syed Asifulla, Manjunath,
Madgala Werner. Standing 3rd row: Chaitra, Hamsa Nayak, Vasumathi, Anitha, Divya, Subrama-
niam, Somasundaram, Kalyan Sinha, Chaluvaraju, Vibekananda Dutta, Richard Werner, Narendra
Shrimali, Mrs. Baksalary, Mrs. Carvalho. Standing 4th row: Ashwini, Suma, Shruthi Rao, Nivedita
Baliga, Sowmya, Sujatha, Indira, Anuradha, Anuvarghese, Jais Kurian, Sanjay Kumar Patel, G.
Vasudeva. Standing last row: Vinay, Devadas Nayak, Mohan, Kiran Hande, V.S. Binu, G. Ramu,
Balaji, D. Sukumar, Ventakaramana, Vasanth, Mohandas
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Photograph 24 Conference group photo. 1st row: R.B. Bapat, Sachindranath Jayaram, Simo Pun-
tanen, J.J. Hunter, H.J. Werner, Steve Kirkland, S.K. Jain, K. Manjunatha Prasad, K.P.S. Bhaskara
Rao, Om Prakash Niraula, G. Trenkler, R. Balakrishnan, Augustyn Markiewicz, N. Sreekumaran
Nair; 2nd row: G. Ramu, Balaji, O.M. Baksalary, Francisco Carvalho, Tonu Kollo, Ashma, Va-
sumathi, Adelaide Rose Meryl, Anuvarghese, Anuradha, AR. Meenakshi; 3rd row: D. Sukumar,
Sam Johnson, S.H. Kulkarni, Rafikul Alam, Shreedar Kunikullayya, Sudhakara, A. Raghavendra,
Jais Kurian; 4th row: Binu Kumar, Debajit Kalita, Mohan, V.S. Binu, Maruf Ahmed, Sivaramakr-
ishnan, Anjan Ray Chaudhury, Kamaraj; last row: Biswajit Deb, K.C. Sivakumar, Sharad S. Sane,
Rajendra Bhatia, Murali K. Srinivasan

Photograph 25 From NW corner to the right: a Prof. Kirkland inspiring through his dedicated
involvement throughout the workshop and conference and interactions with participants; b Duo
Prof. Trenkler and Prof. Baksalary absorbing every moments of the workshop and conference;
c Prof. Balakrishnan with a rose before his lecture; d Enjoying(!) food at Food Court; e Artists per-
forming “Bharatha Natyam”; f Prof. Werner teaching g-inverses in Gauss–Markov linear models
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Photograph 26 a Dr. G.K. Prabhu—Registrar, MU, greeting Prof. Tonu Kollo. b Dr. Prabhu
with Prof. Bhatia. c Hunter couple with their soup. d Prof. Bhaskara Rao being greeted by Pro
chancellor. e Markiewicz, Puntanen, Werner, Kollo, Steve and Hunter on chat and Bapat, Rafikul
and Om Prakash are seen from the behind. f Organizers receiving an applause from the participants
and delegates

Photograph 27 a Bharatha Natyam performance; b and c M.Sc. Biostatistics students; d Ravi
Kiran and his team at performance of classical music; e Prof. Puntanen addressing the gathering in
conference inauguration
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Photograph 28 a Prof. Sivakumar with Prof. Trenkler, b Prof. Puntanen, c Prof. Jain received by
Prof. Prasad; standing behind is Prof. Ashma, d Prof. Bhatia being greeted by Prof. Puntanen

Photograph 29 a Student volunteers, b Student participants, c Dr. G.K. Prabhu addressing the
gathering at workshop valedictory function

8 Message from Pro Vice-Chancellor

Department of Statistics of Manipal University successfully conducted an Inter-
national Workshop and Conference on Combinatorial Matrix Theory & Gener-
alized Inverses of Matrices in January 2012. This well-attended academic event
had presentation of invited papers from the likes of Steve Kirkland, Sharad Sane,
Sivaramakrishnan, Jeffrey Hunter, Simo Puntanen, Balakrishnan, Rajendra Bhatia,
T.E.S. Raghavan, George Styan, Oskar Baksalary, Götz Trenkler, etc.

Manipal Centre for Natural Sciences (MCNS) will soon be establishing a division
of Mathematics & Computational Sciences. This will be one of many divisions that
MCNS will initiate and incubate.

Dr. Manjunatha Prasad, Dr. Sreekumaran Nair and the faculty of Department of
Statistics have strived hard to make a success of the conference and the publication
of these proceedings is a testimony to that effort.

Thanks to all the authors for their excellent contributions and to the editorial team
lead by Dr. R.B. Bapat for their effort in bringing out this volume.

Manipal, September 2012 Dr. H. Vinod Bhat
Pro Vice-Chancellor, Manipal University

9 Message from Joint Secretary, CSIR

Council of Scientific and Industrial Research (CSIR), as a premier scientific orga-
nization, takes pride in supporting and promoting scientific activities in the country.
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We are delighted to note that the International Workshop and Conference on CMT-
GIM received global representation and was conducted in a befitting manner.

We congratulate the organizers for bringing out proceedings on lectures delivered
in the workshop and research articles, which would help in dissemination of the
knowledge across a wide spectrum of academic fraternity, researchers and students.

Manipal, September 2012 Dr. K. Jayakumar, IAS
Joint Secretary, CSIR, New Delhi

10 Message from Director General, CSO

The Central Statistics Office (CSO) in the Ministry of Statistics and Programme
Implementation has the responsibility to coordinate statistical activities in the coun-
try. The CSO is keen on encouraging organization of events such as workshop and
conferences on pure and applied statistics, which strengthen the knowledge base of
students and researcher in the field.

Generalized inverses of matrices and combinatorial matrix theory are among the
areas of matrix theory with strong theoretical component. They have applications
in diverse areas such as linear models, multivariate analysis, graphical statistical
modeling and optimization.

The MOSPI congratulates the organizers for the success of the international
Workshop and Conference on Combinatorial Matrix Theory and Generalized In-
verses of Matrices. CSO takes pride in being a partner of these events that attracted
speakers from about twelve nations. Furthermore, the CSO expresses its pleasure
in supporting the cause of publishing the present volume on Combinatorial Ma-
trix Theory and Generalized Inverses of Matrices, which disseminates the research
progress made by national and international scientists working in the area.

The volume will prove valuable to all the participants and researchers. The CSO
appreciates the efforts of the editors in bringing out this volume.

Manipal, September 2012 Dr. S.K. Das
Director General, CSO
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