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Preface

The International Symposia on Process Systems Engineering (PSE) have been a triennial
tradition since 1982. The series has been organized by the International Organization for
Process Systems Engineering with representations from the Asia Pacific Confederation of
Chemical Engineering, the European Federation of Chemical Engineering, and the Inter-
American Confederation of Chemical Engineering. It has proved to be an attractive global
platform for the PSE academics, researchers, and practitioners from all corners of the
world for sharing advances in PSE education, research, and application. PSE2012, the
11™ in the series, was held in the global village of Singapore during July 15-19, 2012.
This 2-part book presents the various plenary, keynote, oral, and poster papers that
featured in PSE2012.

While the PSE community continues its focus on understanding, synthesizing, modeling,
designing, simulating, analyzing, diagnosing, operating, controlling, managing, and
optimizing a host of chemical and related industries using the systems approach, the
boundaries of PSE research have expanded considerably over the years. While the early
PSE research concerned largely with individual units and plants, the current research
spans wide ranges of scales in size (molecules to processing units to plants to global
multinational enterprises to global supply chain networks; biological cells to ecological
webs) and time (instantaneous molecular interactions to months of plant operation to
years of strategic planning). The changes and challenges brought about by the increasing
globalization and common global issues of water, energy, sustainability, and environment
provided the motivation for the theme of PSE2012: Process Systems Engineering and
Decision Support for the Flat World.

PSE2012 involved nearly 340 contributions on modeling, simulation, design,
optimization, operations, control, water, energy, environment, sustainability, biosystems,
oil and gas, pharmaceuticals, education, industrial applications, and others. Part A
includes the plenary, keynote, short oral, and poster contributions, while Part B comprises
the full oral presentations.

We are indebted to many from the PSE community, who contributed their invaluable time
and effort as members of the three main committees of PSE2012, namely the
International Program Committee (IPC), the Local Organizing Committee (LOC), and the
Graduate Organizing Committee (GOC). The LOC reviewed nearly 580 initial abstracts
and also full-length papers. The IPC members provided at least two timely and critical
reviews for each contributed full-length paper. Finally, the GOC led by Naresh Susarla
and Mohammad Sadegh Tavallali accomplished the many tedious and challenging tasks
required in bringing this book to its current form. We are grateful to the members of all
three committees for their voluntary contributions in various capacities.

We hope that this book serves as a useful reference for the PSE community to advance
the science and application of Process Systems Engineering.

I A Karimi and Rajagopalan Srinivasan
Chairs, PSE2012
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A Perspective on Energy and Sustainability

Jeffrey J. Siirola

Purdue University, West Lafayette, Indiana 47907 and Carnegie Mellon University,
Pittsburgh, Pennsylvania 15213, USA

Abstract

There is much interest in concepts of sustainability within the chemical industry,
especially related to health, safety, and environmental performance, product
stewardship, value chain management, efficient use of resources, and mitigation of
potential climate change. However, perhaps the greatest sustainability challenges are
those associated with energy production and consumption. Energy consumption
directly contributes to the majority of carbon dioxide emissions, and recent estimates of
future economic growth imply that global energy consumption may more than triple
over the coming decades. Since at present carbon capture and sequestration
technologies are very expensive, in difficult economic times emphasis will be given first
to energy conservation and fuel switching as primary carbon management approaches.
A number of current issues will be discussed including economic limitations to
implementing energy conservation in retrofit situations, new approaches to the optimal
control of energy during process operations, techniques to hasten the utilization of
biomass energy sources, and the impacts of shale gas development.

Keywords: carbon management, energy conservation, fuel switching, biomass
torrefaction, smart manufacturing

1. Introduction

While contemplating the near and longer term future of the chemical industry, it is
instructive to examine the recent past. For the organic chemical industry, it appears that
especially for the half-century from 1940 and the advent of synthetic polymers, the
industry was driven by substitution and in particular by the substitution by polymeric
fibers, films, and plastics for metals, stone, brick, cotton, wool, linen, and paper. As
that period of materials substitution matured, the growth rate in the chemical industry
instead tended to more closely reflect general economic activity. That activity in turn is
related to population size and increases in the standard of living within each region.

The global population has been steadily expanding and has just reached seven billion.
However, many projections estimate that over the coming decades it will stabilize,
probably at a level just below ten billion. Over the same period, the standard of living
as measured by per capita gross economic product, especially in areas currently less
well off, is projected to significantly improve largely because oftechnology. The result
of both of these factors is that the global gross economic product is expected to increase
by a factor of six-seven over the next five decades. Based on past trends, such an
increase would also result in an increased demand for material commodities including
the products made by the chemical industry by perhaps a factor of five and an increase
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in overall energy demand by more than a factor of three but an electrical energy demand
by perhaps a factor of seven. A legitimate concem is raised whether such a magnitude
of materials and energy demand increase, even if only approximately accurate, can be
sustainably satisfied. That is, can such a demand be satisfied without compromising the
ability of future generations to meet their quality of life aspirations?

The current interest in sustainability focuses on a number of areas including
environmental protection, health and safety, energy efficiency, product stewardship,
industrial ecology, renewable resources, water management, green chemistry, and
national security. But perhaps the greatest challenges to sustainability are the issues of
climate change and carbon management, and especially those associated with energy
production and consumption.

About eighty-five percent of all energy consumed throughout the world today is derived
from carbonaceous fossil fuels (natural gas, shale gas, crude oil, coal, lignite, and peat).
Coal is the most abundant and the fuel used most for the production of electricity. Oil is
the most common source for the production of transportation fuels. Gas is globally the
least abundant and is difficult to transport except by pipeline, but is easy to clean, has
the greatest energy content per unit of carbon, and traditionally has commanded the
highest price.

The present burning of fossil fuels for the production of energy results in the release of
carbon dioxide, a portion of which dissolves in the ocean, but the remainder of which
adds to the inventory in the atmosphere, currently increasing the CO, concentration by a
little more than 2ppm per year. Recent atmospheric CO, concentrations have exceeded
395ppm compared with the pre-industrial-revolution level of 280ppm. The level is
expected to continue to increase at an accelerating rate as annual fossil fuel combustion
to meet growing global energy demand continues to grow. There is widespread concemn
that the increased CO, concentration may interfere with nocturnal radiative emission
which could lead to increased average temperatures, altered weather patterns, more
severe storms, expanded periods and regions of drought, and other manifestations of
global climate change. In any event, such a rise in concentration of any atmospheric
constituent is in itself a cause for concern.

The present emission of carbon from the combustion of fossil fuel is on the order of 8
billion tons carbon (30 billion tons CO,) per year. If over the coming decades the
global demand for energy more than triples and if the same mix of fossil fuels continues
to be burmed even with population stabilization, living standard maturity, and a fair
amount of energy conservation awareness, these annual emissions could increase to on
the order of 30 billion tons carbon (100 billion tons CO;) per year at which time
atmospheric CO, concentration could be increasing at something like 7ppm per year to
a total concentration between 600 and 700ppm.

Although there may be significant error in these concentration estimates and in the
climatic impact of such concentrations, the atmospheric addition of even only a few tons
CO, per year clearly is not sustainable and as a result policymakers are likely to
mandate some kind of fossil fuel combustion restrictions or carbon emission restrictions
in the near future. In anticipation of this possibility, a number of reduction and control
strategies are being evaluated by governments, research institutions, and companies
around the world.
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2. Carbon Manage ment

A number of approaches to carbon management have emerged including carbon
emissions reduction, carbon capture and permanent storage, and carbon offsetting or
recycling. Common carbon capture approaches from flues and other sources of CO,
include absorption, adsorption, membrane separation, and others. In general, the
captured CO; is then recovered from the capturing media and then prepared for storage
for example as a supercritical liquid in saline aquifers or in depleted oil and gas
reservoirs, or adsorbed in coal seams too thin to mine, or dissolved in oceanic waters.
Each of the capture methods is sensitive to the CO, partial pressure of the source, and
each of the storage methods has its own concemns including acidification, stability,
leakage, etc. Although the US Government has targets that carbon management should
not increase the cost of electricity to consumers by more than 50%, current estimates for
base case absorption, recovery, and compression technologies for coal-fired power
plants are several times greater than the target. The Carbon Capture Utilization and
Storage program was initiated by the US Department of Energy to directly address
capture and storage technology and economic performance, risk, and uncertainty in an
attempt to accelerate the timeline in which carbon capture and storage could be
considered commercially available by a factor of three. Much current research in the
component Carbon Capture Simulation Initiative and the National Risk Assessment
Partnership is directed to accelerating all phases of carbon capture and storage
technology from development through deployment using a framework of science based
and valuated performance simulation, technical and financial uncertainty quantification,
and risk adjusted decision making.

3. Emissions Reduction

Nevertheless, at the present time, carbon capture and storage appears extremely
expensive and no full scale capture systems on commercial power plants have been
installed. Therefore, it is expected that first response to any control restrictions or
mandates will most likely take the form of engineered emissions reductions. Within the
chemical industry these reductions may be approached from several directions. One is
energy conservation.

Energy conservation has long been studied within the process systems community.
Topics range from simple operational efficiency considerations (turning out unneeded
lighting, optimal insulation thickness to minimize heat losses from pipes, proper
matching of driver power to machine requirement, etc.) to greater use of energy
recovery and reuse (heat exchanger networks, waste incinerators and heat recovery
boilers, etc.) to more aggressive conservation consideration during the process design
phase (operating condition selection to maximize the opportunities for heat integration
especially of latent heats, use of multi-effect configurations in evaporation and
distillation, thermally-coupled distillation, process electricity utility and process steam
utility cogeneration, etc.). Typical energy savings range from a few percent for
operational policies to ten to twenty percent for the incorporation of heat recovery
networks to fifty percent or more for multi-effect separations.
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Unfortunately, as large as some of these energy savings are, they are most times
difficult or impossible to justify economically as retrofit projects, unless other aspects of
the project also result in additional manufacturing capacity and additional sales volume
potential. Only in these cases does the potential for additional income (in addition to
the energy cost savings) offset the capital costs of the energy-conserving process
improvement modifications. There have been many studies where it was speculated
that a certain rise in energy costs (or perhaps a future energy or carbon tax) alone could
justify the new energy conservation capital (calculated from recent equipment cost
experience). However, these studies have been almost never borne out, as it is now
more widely recognized that chemical plant equipment costs correlate almost exactly
with energy (especially crude oil) prices (with a several year delay), and have done so
consistently for more than a century. Any study projecting at what future energy price
the capital investment for a particular energy-saving technology will finally be justified
must carefully consider that the current equipment cost indices will also escalate by a
similar ratio. It is because of this effect that energy conserving retrofit projects rarely
can be justified in the absence of additional product sales revenue.

4. Smart Manufacturing

However, there is now under consideration a new paradigm called Smart Manufacturing
that may also have an important impact on energy conservation. Smart manufacturing
is a proposal to use massive amounts of process data and extensive computational
resources to enable a dramatically intensified knowledge-enabled chemical process
enterprise in which all business and operating actions are executed to achieve
significantly enhanced safety, health, environmental, economic, sustainability, and
energy performance. Among the concepts included within smart manufacturing
especially for energy-intensive industries like the processing industries are greater use
of process sensors, much larger stores of process data, the necessary computational
infrastructure to allow real-time reconciliation, analysis, and interpretation of process
data, and the process modeling and other generation of knowledge needed to make on-
line plant-wide optimal control decisions considering the multiple objectives of fitness-
for-use, safety, environmental protection, economics, and energy.

In addition to obviously massive computational and IT requirements and installation of
many more process sensors, it is anticipated that process engineering modifications will
also need to be invented in order to increase the number of control degrees of freedom
so that other smart manufacturing objectives and in particular energy consumption may
also be optimized in addition to the usual requirements for product fitness -for-use and
public safety.

In the present process systems engineering paradigm, it is common practice to design
for energy conservation. During process synthesis, lower energy consuming equipment
or configuration alternatives can be selected and operating conditions to minimize
energy use and maximize heat recovery opportunity can be chosen. However, during
actual operation, energy minimization is less often a control objective. Quite to the
contrary, if a fitness-for-use specification (for example, product purity) is being missed,
it is often the reflux ratio (and energy consumption) that is first increased in an attempt
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to return to specification. Likewise, it is to the utility system that control disturbances
are rejected (and in doing so generally resulting in increased energy consumption).

One of the aims of the smart manufacturing initiative in the processing industries is to
design for and use additional operational degrees of freedom so that with the aid of
increased amount of process data and large-scale on-line computational capability,
product fitness-for-use goals can be met while at the same time actively optimizing
other sustainability objectives including energy minimization. As an example, consider
a distillation column fitted with some futuristic additional engineering infrastructure
that would allow active sensing and control of phase mixing or approach to flooding
(and hence efficiency) on each tray. In such a case, even though the refluxratio is still
used to control product purity, active control of tray efficiency could simultaneously
lower that required reflux ratio even though the existing number of trays remains fixed.

5. Fuel Switching

Different carbonaceous fuels have different heats of combustion depending on their
composition. The lower heating value heat of combustion (product water remains as a
vapor) per carbon atom can readily be estimated from the average "oxidation state" of
carbon in the fuel which is turn can be estimated from the molecular formula and
considering the constituents in the fuel that will be converted to a mass of water upon
combustion. With this scheme, it is readily seen that the heat of combustion per carbon
atom of natural gas is about twice that of coal, and that of most liquid hydrocarbon fuels
lies about half way in between. This also means that for the same heat production, the
amount of CO, emissions from burning gas are about half those fromburning coal.

That also means that fuel switching will likely be another early approach to carbon
emissions reduction. In the US, coal accounts for approximately half of all electricity
generation. Although electrical generation is the largest consumer of coal by about an
order of magnitude, significant amounts are also burned in heating plants for large
institutions (such as universities) and utility boilers (including some in the chemical
industry).

In the past, natural gas consumption in the US for electricity generation was limited by
both policy and economics. However, policy began to change two decades ago, which
has led to many new natural gas electrical generators, especially to meet peaking
demand. At the time these new peaking plants first came on line, the available supply
of gas could not increase with the result that gas prices rose. This price increase had
several effects which included rejection of gas for most base load demand, a much
steeper price for peak-hour electricity (leading to more widespread adoption of time-of-
day electricity pricing), and decrease use of natural gas as a feedstock in the US
chemical industry (except for the production of hydrogen). Under these economic
conditions, few users would consider replacing base-load coal even though it has high
CO, coproduction.

However, high gas prices also encouraged the development of two new production
technologies, directional (horizontal) drilling and hydraulic fracturing.  These
technologies in turn have enabled the exploitation of shale gas, gas contained in
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relatively thin and impermeable shale rock formations. Previously, as no extraction
technology was known to be practical, shale gas was not even counted among gas
reserves. In the US, there are perhaps two dozen shale gas fields, some of them very
large. The first to be developed with horizontal drilling and fracturing were so
productive, that now official gas reserves in the country have been doubled. This
increased production has also fundamentally changed gas pricing structure which has
decreased from its historical ratio to the price of both oil and coal on an energy basis by
a factor of four. This means natural gas has gone fromthe most expensive fossil fuel to
being the least expensive as well as being the fuel with the greatest combustion energy
per unit CO, emissions. Natural gas turbines, in addition to being favored for peaking
plants is also useful as a backup electricity generation for intermittent wind farms and
solar photovoltaic installations because of relative ease in starting and dynamic load
following.

With new natural gas economic realities, it may be that a relatively simple carbon
emissions reduction technique will be fuel switching of natural gas into existing coal-
fired boilers (many pulverized versions of which already have natural gas bumers for
pilots). Such a conversion requires only minimal capital, but can almost halve carbon
emissions (firing a coal-designed boiler with gas results in some derating of output
because the ratio of the size of the convective heat section to the radiant heat section is
low compared to what it would be in a purpose-designed gas-fired boiler). If low shale-
gas-inspired prices continue, the pace of such fuel switching may even accelerate until
either gas prices re-equilibrate to some higher value, or virtually all coal firing is
eliminated.

A related feature that will further reduce CO, emissions from the electricity generation
sector is the further installation of natural gas combined cycle (NGCC) technology.
This technology combines a very high temperature Brayton cycle gas turbine with a
conventional Rankine waste heat bottoming cycle steam turbine and achieves an
electrical generation efficiency approaching 60% (compared to 35-40% for coal-fired
power plants). This increased electrical generation efficiency combined with the higher
heat of combustion per carbon atom means that new NGCC plants could reduce carbon
emissions from the coal part of the electric power generation industry by something
close to 70% before implementation of capture and storage technology.

6. Biofuel

Another approach to carbon dioxide emissions reduction is the substitution of biofuels
for fossil fuels. Biofuels are considered to be carbon neutral, at least after an equal
amount of replacement biomass is regrown. Most current biofuels involve conversion
of one specific component in the biomass (for example starch or oil) into a specific
compound (ethanol or fatty ester methyl ester) typically for use as a liquid fuel for the
transportation sector. Much of the remaining energy content in the biomass feedstock is
not used.

However, another option which may in fact have a larger and more immediate impact
on CO, emissions reduction is the direct combustion of biomass in power plants
especially as a partial or total replacement for coal. The oxidation state of carbon in



A Perspective on Energy and Sustainability 7

most biomass is about the same as that of the carbon in coal. Per carbon atom, biomass
has about the same heat of combustion as coal. However, unlike coal, biomass also
carries with it two kinds of water in the form of bulk moisture and in the "hydrate" part
of the carbohydrate components starch, cellulose, and hemicellulose. This water not
only takes up weight, but its heat of vaporization detracts fromthe heat of combustion.
In addition, it may be difficult to burn bulk biomass in a boiler designed to burn coal.
The additional water lowers combustion temperatures which in turn derates boiler
capacity. Economizers in boilers designed for coal in particular are undersized when
the same boiler burns biomass.

Nevertheless, in regions where significant biomass is available and underutilized
including some hardwood and softwood forests and agricultural residues, biomass could
be sustainably harvested for coal substitution for electricity production. In addition,
some pretreatment technologies, such as the mild form of pyrolysis known as
torrefaction, have been proposed which can remove all of the bulk moisture and some of
the "hydrate" part of the carbohydrate components producing a dark, relatively dense,
hydrophilic, and brittle material that can even be ground and burned in pulverized coal
boilers using existing equipment. Depending on the specific nature of the biomass, the
torrefaction process can also produce volatile organic coproducts which could be
recovered and used to fuel the torrefaction pyrolysis process itself. Torrefied biomass is
another way to extract value from the existing coal-fired power generation assets and
infrastructure while significantly reducing net carbon dioxide emissions by substituting
a carbon neutral fuel for what is now the most CO, inefficient fuel.

7. Conclusions

Although there is growing interest in chemical industry sustainability issues such as
health, safety, and environmental performance, perhaps the greatest process systems
sustainability challenges are those associated with energy production. Energy
production directly contributes to the majority of carbon dioxide emissions of growing
concern. As presently known carbon capture and sequestration technologies are very
expensive, in difficult economic times carbon management emphasis will first take the
form of engineered emissions reduction. Emissions reduction by capital retrofit energy
conservation techniques have proven to be difficult to economically justify in the
absence of increased product sales revenue. Instead, emissions reductions are likely to
implemented first by fuel switching especially increasingly plentiful shale gas for coal
in electrical power production, and also by increased substitution of whole biomass and
especially torrefied biomass for coal which may prove to have a greater environmental
impact that the production and use of bioderived transportation fuels. Implementation
of the data rich and computing intense smart manufacturing paradigm may also allow
energy minimization to be included along with product fitness-for-use objectives in the
optimal control of operating chemical facilities.
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Abstract

As supply chains become increasingly outsourced, the end-to-end supply network is often spread
across multiple enterprises. In addition, increasing focus on lean inventory can often create
significant supply/demand imbalances over a multi-enterprise supply chain. This paper discusses
a set of integrated analytics for supply/demand synchronization with a new emphasis on customer
facing actions called demand shaping. Demand shaping is the ability to sense changing demand
patterns, evaluate and optimize an enterprise supply plan to best support market demand and
opportunity, and execute a number of demand shaping actions to "steer" demand to align with an
optimized plan. First, we describe a multi-enterprise cloud-based data model called the Demand
Signal Repository (DSR) that includes a tightly linked end-to-end product dependency structure
as well as a trusted source of demand and supply levels across the extended supply chain.
Secondly, we present a suite of mathematical optimization models that enable on demand up-
selling, alternative-selling and down-selling to better integrate the supply chain horizontally,
connecting the interaction of customers, business partners and sales teams to procurement and
manufacturing capabilities of a firm. And finally, we describe findings and managerial insights
from real-life experiences with demand shaping in a server computer manufacturing environment.

Keywords: Demand shaping, product substitution, configure-to-order, mixed choice models,
supply chain visibility.

1. Introduction

In today’s competitive and dynamic business environment, companies need to
continually evaluate the effectiveness of their supply chain and look for ways to
transform business processes to achieve superior customer service and higher
profitability. Imbalances between supply and demand are the primary reason for
degraded supply chain efficiency, often resulting in delinquent customer orders, missed
revenue, and excess inventory. This paper describes a novel supply chain planning and
execution process that incorporates demand shaping and profitable demand response to
drive better operational efficiency of the supply chain. The proposed methodology aims
at finding marketable product alternatives that replace demand on supply-constrained
products while minimizing expected stock-out costs for unfilled product demand and
holding costs for left-over inventory. While most prior related literature focuses on the
concept of Available-To-Promise (ATP) where a scheduling system determines a
particular product’s availability, this paper proposes a customer-centric approach based
on customer choice modeling and demand shaping to dynamically incorporate product
substitutions and up-sell opportunities into the supply-demand planning process.

Demand shaping is a demand-driven, customer centric approach to supply chain
planning and execution. The aim is to align customer’s demand patterns with a firm’s
supply and capacity constraints through better understanding of customer’s preferences
which helps influencing customer’s demand towards products that the firm can supply
easily and profitably. Demand shaping can be accomplished through the levers of price,
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promotions, sales incentives, product recommendations, or on the spot upgrades /
discounts to enables sales teams to close deals for in-stock products.

The underlying principles of demand shaping are centered on three competencies:
= Customer preference and demand pattern recognition
=  Supply capability analysis that provides improved visibility to the sales force
on in-stock and out-of-stock products
= Optimal demand shaping based on advanced customer analytics that estimate
propensities of customers to purchase alternate products so that the sales force
can guide customers to “next-best” product options

Detecting customer preferences and demand patterns relies heavily on predictive
analytics and automated gathering of sales data from every customer touch point,
including retailer point-of-sales data, channel partner data, and shopping basket or
checkout data from e-Commerce sales portals. Such data is often stored in a so-called
Demand Signal Repository (DSR), a cross-enterprise database that stores sales data in a
format that allows for easy retrieval of information so that a firm can easily query the
database to identify what's selling, where, when and how. Supply capability analysis
provides timely information on available product supply to identify imbalances between
customer demand and available supply. The third competency of optimal demand
shaping is to steer customer demand to a preferred set of products that optimizes the
firm’s profitability and revenue while increasing overall serviceability and customer
satisfaction.

In this paper, we propose a methodology for demand shaping based on mathematical
models that aim at finding marketable product alternatives in a product portfolio that
best utilize inventory surplus and replace demand on supply-constrained products. We
explicitly analyze customer expectations in a dynamic setting utilizing a customer
choice model that determines how customers evaluate product substitutions if their
initial product selection is unavailable. Moreover, we present numerical results that
attempt to quantify the business value of demand shaping in a configure-to-order (CTO)
supply chain where end products are configured from pluggable components, such as
hard disks, microprocessors, video cards, etc., an environment where demand shaping is
most effective.

2. Related Literature

The demand shaping approach we discuss in this paper has connections to several
problems in related literature streams. Ervolina and Dietrich (2001) describe an
application of the implosion technology for order promising in a configure-to-order
(CTO) manufacturing environment. Building on this approach, Dietrich et al. (2005)
develop a deterministic implosion model that identifies suitable product configurations
for an Available-to-Sell process that consume the most surplus inventory and require
minimal additional component purchasing costs. Market demand, customer preferences,
or product substitution policies are not considered in their model. Chen-Ritzo (2006)
studies a similar availability management problem in a CTO supply chain with order
configuration uncertainty. Ervolina et al. (2009) employ integer programming to
identify marketable product alternatives in a product portfolio that best utilize inventory
surplus and replace demand on supply-constrained products. Yunes et al. (2007) apply a
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customer migration model in conjunction with mixed-integer programming to determine
the optimal product portfolio at John Deere and Company. A customer migration list
contains alternative product configuration choices if a customer’s preferred product
selection is unavailable. Balakrishnan et al. (2005) apply concepts from revenue
management to investigate how a firm can maximize profits by shaping demand
through dynamic pricing. Liu and van Ryzin (2008) discuss choice-based optimization
in the context of network revenue management, and present a static linear programming
approximation that relates to the approximate dynamic programming formulation
presented in this paper. Dong et al. (2009) employ a stochastic dynamic programming
formulation to study inventory control of substitutable products. Finally, Bernstein et al.
(2011) present a model of assortment customization, similar to the choice-set
manipulation that we model as a possible lever for demand shaping.

3. Customer Choice Model

In addition to the product-level demand patterns that can be derived from sales data
collected at customer touch points, demand shaping requires a detailed model of
customer decision-making that can be used to predict the success rate of various shaping
actions. We model customers’ product choices using a discrete-choice framework that
casts the likelihood of all possible purchase decisions within a parametric form. Our
framework incorporates product attributes, customer characteristics, and additional
market signals that may effect customer decisions. The resulting customer choice model
depicts latent inter-product relationships, and is combined with up-to-date product-level
forecasts to give a full picture of demand.

Product demand forecasts and customer choice modeling are integrated into a two-stage
decision process for customer purchases. The first stage occurs prior to demand shaping
and involves determination of an unshaped product choice for each customer. Our
assumption is that the distribution of unshaped product choices is, with the exception of
some random forecast error, represented accurately by product demand forecasts that
are generated through the traditional planning process. We then allow for a second
decision stage in which some portion of this forecasted demand is re-allocated by
various shaping actions that are applied across the product portfolio. The end result is a
shaped demand that we expect to observe post-shaping. The customer choice model is
used to predict the degree of redistribution that can be achieved through each possible
set of shaping actions.

3.1. Representation of Substitution Probabilities

Customer choice analytics support optimization of shaping actions by generating a
matrix of substitution probabilities to reflect the rate of demand redistribution between
product pairs for any potential collection of shaping actions. To start, customers are
segmented by a combination of customer characteristics and unshaped product choice.
The set Y provides a collection of observable customer profiles, used to group
customers by attributes such as, e.g., sales channel, industry segment, length of
relationship, etc. For each type y € Y , we obtain at time € T an unshaped forecast

Fw of demand for each product j in the product portfolio J . This allows a further

segmentation by unshaped product choice, so that shaping actions are targeted at a
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segment s € ¥ X J, with a forecasted segment size 71, equal to the corresponding

unshaped forecast. Let S =Y X J and partition so that § y contains those segments

with customer type y.

For each segment s, we operate within a set A; of admissible shaping actions. An
example of a possible shaping action in A; is to “offer product i to segment s customers
at a 20% discount”. As each segment relates to a specific unshaped product choice j,
actions for that product are intended to redistribute some portion of product j’s demand
to elsewhere in the portfolio. Since multiple actions may be applied simultaneously, we

define an action profile h, € H  C 2 to characterize the full set of shaping activities

targeted at segment s. For each action profile, we provide the optimizer with the
following representation of demand redistribution:

V., (h,): al/l-vector of substitution probabilities, such that V' is the proportion of the
unshaped demand from segment s that is redistributed to product i when the action
profile A_is applied.

As a result, we are able to represent the predicted shaped demand for any set of
segment-specific action profiles as F, ({h,} )= Zns,Vs (hy) , where F, itself is a
KA

l/1-vector of shaped product demands.

As is often done in the discrete-choice literature (Kok and Fisher 2007), we can

decompose the vector V (h,) into the product of a substitution-structure vector

B (h,), and a substitution-rate parameter 0 € [0,1]. The parameter O is an important

measure of the overall substitutability between products in the market. In our numerical
tests, we will explore the degree to which effective shaping is dependent on a high value

of O . First, we discuss the estimation of B s (+) from historical orders and customer

data.

3.2. Estimation with Mixed Logit Models

For any significant number of products and actions, the large number of required
substitution probabilities makes direct estimation of these values prohibitive. Instead,
we derive all of the necessary terms from a discrete-choice model containing far fewer
parameters. An important element of this model is the ability to accurately represent
customer heterogeneity. In particular, substitution patterns reflect the degree to which
products draw from overlapping customer pools, which can only be captured
meaningfully through a heterogeneous model. To this end, we employ a mixed logit
model of demand (McFadden and Train 2000), which extends the standard logit model
(McFadden 1974) to incorporate variation in customer preferences.
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We fit a demand model for each customer type y, using historical orders from the

customer set K yover the time horizon, T As with the standard logit model, the

Hist *
mixed logit model predicts order probabilities as a function of product attributes. At
time ¢, customer k& has a stochastic valuation of each product j,

denoted u kit = CZkT X; + ﬂk an + &£ it * where X; contains  product attributes,

2y, contains information on shaping actions applied at time 7, { &, ,Bk } are model
parameters to be estimated, and € it is a stochastic error term. In the server environment
that we model, attributes in X ; include, e.g., CPU speed, hard drive capacity, hard drive

speed, and GB of memory. The second data term, Z,;, , contains factors impacting
purchasing that may be manipulating through shaping actions. In the simplest case
Lt equals the price Dije» but this vector can be expanded to encompass quoted order

lead-times, marketing intensity, and other relevant factors.

Under the logit assumption that £, are i.i.d. extreme-value distributed, the likelihood

of purchase for product j, assuming a choice-set J,, of available products, is:

T
—_ akx""ﬁkzk'z aTxi+ﬁ kit
Ly, (@ f.x,2) =™V (14 ) e® 5y
ieJy,
Whereas, in the standard logit model, ¢ and ,3 are constant across customers, the
mixed logit model allows for these values to vary across the population according to a
specified mixing distribution G y (o, ,8 | @), whose parameters can in turn be estimated.
This can be a continuous distribution, i.e. a normal or lognormal distribution, or a
discrete distribution, which then gives rise to distinct latent customer segments. In

practice, we combine a discrete component of preference variation, which introduces
multi-modality into our preference distribution, with a continuous component that is

more economical in its use of parameters. The full parameter vector @ is then estimated
along with & and ﬂ using a maximum likelihood procedure with our historical order

set. In this case, simulation must be used to evaluate £ [Lyjus, 1, since this quantity

no longer has a closed form.

Under the mixed model of demand, customers’ unshaped product choices reflect on
their personal values of ¢ and ,3 giving insight into each customer’s sensitivity to

shaping actions, and the likelihood of accepting specific substitutes. By conditioning the
mixing distribution on each customer’s unshaped product choice j (e.g., Revelt and
Train (1999)), or more generally, on their history of product choices, we obtain an

individualized mixing distribution, Gyli , that is used to assess various targeted action
profiles. In particular, we associate, with each action profile hs , a shaping attribute

vector Z(h,) and an alternative product set J (h,). The likelihood of a segment s

customer, where this dictates a type y and unshaped choice j, accepting substitute i
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when shaping profile A is applied, is then provided by the expected value
EGN, [ Lkitlfk,(hj)(a’” B.x,Z7(h))].

This quantity is computed to populate the i” entry in B.(h,).

4. Demand Shaping Optimization

Having outlined customer behavior and the effects of shaping actions, we turn in this
section to a description of the optimization model that selects our recommended shaping
actions. The optimization is based on a stochastic view of demand forecasts and is
formulated as a Markov decision process. Because of the large size of the model, we
solve it using approximate dynamic programming.

As described above, demand is shaped in the context of a manufacturer which purchases
and inventories individual components and then uses them to assemble and sell
products. The demand is shaped over a sequence of time periods, which is indexed as

t =1,2,.... The set of all component types is denoted by C and the set of all products,
as above, is denoted by J . The bill of material is represented by U ; that is each
product j € J is assembled of U( j,c) components of type ¢. Components that are

not sold are inventoried; the inventory of a component ¢ at time 7 is denoted /,(c).

The planning horizon is infinite and future returns are discounted by a given discount
factor ¥ . The purchase of each component is subject to a moderate lead-time [, which

we assume to be identical across components. The order size cannot be changed once it
is placed.

Demand shaping, as considered in this paper, can address two main types of the supply-
demand imbalance: 1) deterministic imbalance, and 2) stochastic imbalance. A
deterministic imbalance is known in advance of the lead time for most components, but
the supply constraints do not allow to fully satisfy the demand. This kind of imbalance
typically occurs after an introduction of a new product or during a long-term component
shortage and it may be mitigated deterministically in advance. Stochastic imbalance is
not known in advance and only becomes known after it is too late to adjust component
supply. This kind of imbalance can be caused by an incorrect demand forecast, an
unexpected last-minute supply disruption, or incorrect planning.

Deterministic and stochastic imbalances in the supply chain not only have separate
causes, but also require different solution approaches. Since a deterministic imbalance is
known within the lead-time of most components, the demand can be shaped into other
products and the supply can be adjusted accordingly. Since a stochastic imbalance
occurs only after it is too late to modify the component supply, it can only be mitigated
by keeping appropriate inventories and shaping the excess demand into products that are
available in the inventory. The model described here addresses both deterministic and
stochastic supply-demand imbalances.
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Components are ordered based on a build-to-order supply policy—that is the supply
matches the expected demand. This assumption is made to simplify the model; in most
actual applications, the orders would be based on the solution of a newsvendor
optimization problem. The actual solution that we use is based on approximate dynamic
programming and in essence generalizes the news-vendor solution to multiple stages.
Since the supply is assumed to match the product demand, we can ignore component
supplies in our model. In addition, all unused components are automatically inventoried
with no expiration.

We model the customers using the customer-choice model defined above. In particular,
the set S represents the customer segments with a forecasted size 1, at time  for a
segment § . The forecast is assumed to be made at time # —/, the latest time when the
supply can be adjusted. Because the forecast must be made in advance, we allow for
stochastic disturbances A, in demand, which will lead to imbalances between supply
and the unshaped demands. As a result, the realized segment size is a random variable

N, with mean n,. The realization of this value at time f becomes known only at time

t+1.

The realized demand disturbances are normally distributed with mean 0. The
distribution used in the model can be arbitrary and can be fit to historical data. The
variance of this distribution depends on an external stochastic process of demand

variability. Here, we consider a single-dimensional model of variability, denoted 7.
The variability itself evolves as a normally distributed martingale with fixed variance

and zero mean. The demand disturbances A across the products are usually negatively
correlated with a larger variance in individual products than the total demand. We use

A 4 to denote the covariance matrix.

The realized, unshaped customer demand is modified by taking shaping actions from
the set H _; which includes a no-shaping action option. As described above, the

probability of a customer from segment § buying a product i after a shaping action /1,
is taken is V;(h,). Applying action profiles {/h,} g at time fresults in a realized,

shaped demand of Dty= ZSES N,V (h ). At the start of the horizon, 50, is a

random vector, whose realization will depend on realized values of N qfor S € S v

The inventory of component type € is subject to a per-item holding cost ¢, (c).
Taking any shaping action A carries a fixed cost c4(h)—such as the cost of
advertising—and variable costs ¢, (h) —such as product discounts—which are a

function of the segment size. The marginal profit for a product j is ¢, (j) . Finally,
the customer model assumes no backlogging---all demand that cannot be satisfied is
lost. The overall objective is then to minimize the sum of lost sales due to the product
being unavailable, the cost of shaping actions, and the holding costs.
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We are now ready to formulate the stochastic optimization problem. If desired, we
allow for specific action profiles to be applied to only a portion of a segment. As such,

our decision variables 7, represent the probability of taking each shaping action /1, at

every time step ¢ for each segment § . These probabilities are denoted as 7T, (s, h )

The main optimization problem in demand-shaping is stochastic due to the uncertain
nature of the demand forecasts and can be modeled as a Markov decision process
(MDP) (Puterman 2005). The Markov state at time f is represented by the inventory of
all products, the demand variability, and the demand forecast. Demand forecast evolves
stochastically as described above; the demand variability evolves as a martingale. The

Bellman optimality condition for a value function v, (/,, 2}, n, ) is as follows:

Y (@)1, + Y e, () min{g, (), Y. D, 1+ ]

ceC jeJ yeY
v,(I,,8,n)=minE|+ > > 7,(s,h) (cs(h)+c, (h) N, )+ (1)
o seS he H ’

t7 Vg (IH—I ’ 791+1 ’ nz+1)

Here, we use ¢,(j) to represent how many products can be build from the available

components and ¥ € (0,1) to represent the discount factor.

The optimization variables in the problem above are constrained as follows. The first

constraint ensures that the shaped demands D are based on the shaping action
probabilities 77 :

D,=> >N,V (h) 7 (s,h) forall yeY and je J.

seS heH
The second constraint ensures that the number of the products sold corresponds to the
inventory of each component type:

q,(j)-U(j,c)<1,(c) forall j€ J and ce C.

Note that due to the assumption of the supply matching the deterministic demand 7, we
can assume that the demand with no shaping is 0. This assumption allows us to study
the effects of stochastic imbalances alone and can be easily relaxed. There are additional
constraints that ensure that the probabilities of shaping actions in each segment sum to 1
and that the inventories are correctly tracked across time periods.

The optimization problem in Eq. (1) is too large to be solved directly because the value
function is defined for continuously many states. Instead, we solve the MDP using
approximate linear programming, which is a version of approximate dynamic
programming (Powell 2008). Normal distributions are approximated by the Gauss-
Hermite quadrature. The shaping decisions are then chosen greedily with respect to the
approximate value function.
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5. Numerical Experiments

In this section, we evaluate the effectiveness of demand shaping, as it is depicted in
Sections 3 and 4, in minimizing backlogging costs that result in the presence of
unbalanced supply and demand. We simulate a production/sales environment that is
modeled on a realistic problem setting taken from IBM’s server supply chain. The
simulation has two parameters — the demand variability ¢J and the substitution rate O —
that may be altered to create alternative settings. Within this two dimensional space, we
compare the expected backlogging costs that arise both with and without shaping to
assess the value of shaping optimization, and to highlight its sensitivity to the two
control parameters.

The details of our simulation are as follows: we begin with true historical forecasts and
realized customer orders from the hard drive options portfolio supporting IBM’s System
X line of servers. We link the forecasts directly into the above model to populate F,
while we use customer and order data to estimate a substitution structure framework B .
We assume a baseline level of supply that exactly covers the forecasted demand, but
simulate the stochastic process A of demand disturbances to induce supply imbalances,
with the potential to correct these through shaping. Our product set consists of 16 hard
drives, and we model customer decisions on the basis of hard drive capacity, speed,
interface type, and — a potential shaping lever - price. We assume that any unfilled
demand will result in lost sales, and evaluate supply chain performance by the
percentage of sales that are lost. Results are averaged across 15 simulation runs for each
setting. Simulations cover a 30 week horizon, with a discount rate % = 5% and a cost of

1% of unit revenue for holding inventory across periods.

Figure 1 plots the percentage of sales lost across a range of simulation environments.
Each curve is generated at a particular O (i.e. low, moderate, or high substitutability),
and ¥ is varied from zero up to a setting with a coefficient of variation of 22.5% for
each product demand. The O = 0 case provides a baseline where no demand can be

shaped, and the improvement from this case illustrates the value of shaping in each
setting.

The directions of performance improvement for our shaping optimization are quite
intuitive. As variability is increased, there is a greater inherent mismatch between
forecasts and realized demand. This increases lost sales in all settings, but also presents
a larger opportunity to increase performance through shaping. As such, the value of
shaping, measured by the performance gap from the O = 0 case, widens with increasing

¥. In conjunction, shaping actions become more effective as the degree of
substitutability between products is increased, so that the value of shaping increases in
the direction of O as well. When both variability and substitutability are high, the
impact of shaping can be dramatic. For example, with high variability and d = 1, we
observe a reduction in lost sales from 13.1% down to only 2.4% with shaping.
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Figure 1: Percentage of sales lost in simulated experiments with demand shaping.

As substitutability is increased from 0, we observe a sharp jump downwards in lost sales
resulting from only weak substitutability. For example, in the high variability case,
shaping with a conservative substitution rate of 0 = 0.4 delivers a relative reduction of
60% in lost sales compared to not shaping. It thus appears, from a product assortment
perspective, that only a modest amount of substitutability is needed to successfully
implement demand shaping. Interestingly, this result provides something of a demand-
side analog to the result of Jordan and Graves (1995) on the steepness of initial returns
to production flexibility. A deeper analysis of the interactions between demand shaping
and production flexibility may indeed prove worthwhile for future study.

With regards to variability, we observe that the gap in lost sales between each O curve

and the no-shaping curve will increase with 2J in most cases (the exception is with O =
0.2, where the gap increases at first, before reaching a threshold where it seems that
potential shaping actions are being exploited fully). Despite this trend in performance, it
is apparent that additional variability drives a steady increase in lost sales percentage
along each curve. Thus, while shaping can soften the deleterious effects of mismatched
supply, a comprehensive approach aimed at improved forecast accuracy and/or reduced
lead-times is most beneficial. To this end, however, we note that demand shaping will
often be the simplest of available measures to implement, and may come at a relatively
small cost to the manufacturer. With a strictly supply-side focus, the investment
required to achieve a comparable reduction in lost sales can often be prohibitive.

6. Conclusion

In this paper, we have described a mathematical model for demand shaping that aims at
finding marketable product alternatives in a product portfolio that best utilize inventory
surplus and replace demand on supply-constrained products. We outlined demand
shaping actions that improve inventory positions with early and efficient actions to
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address surplus materials, and shift demand to available and profitable products through
dynamic pricing. Our numerical results showed that more flexible customers are more
profitable customers. Market intelligence and data analytics can identify these more
flexible customers via market models. For example, a very price-sensitive client may
only be presented with two sales recommendations — both of which are alternative-sells
or one alternative sell and one down sell. A more price insensitive client may be
presented with five dynamic sales recommendations — three are up-sells and two are
alternative sells (no down sells). This stratification of clients by price sensitivity and the
approach to dynamic sales recommendations will be essential to achieving the business
results we have identified.
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Abstract

This paper argues for a paradigm shift to properly address the requirements of model-
based design of future bio-based value chains. Rather than focusing on the process with
emphasis on separations and heat integration, the decisions on the molecular level
require much more attention. A rough sketch of a systematic sequential and iterative
model-based design strategy is presented and illustrated by a few examples related to
the manufacturing of future bio-based fuels.
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1. Introduction

Different scenarios have been published recently which predict the depletion of fossil
carbon resources for the production of fuels, chemicals and materials in face of the
increasing demand of a growing world population. The substitution of fossil by
biorenewable carbon feedstock seems to be inevitable to stop the increase of the average
surface temperature on our planet by equilibrating global CO, binding and release.

The shift from fossil to biorenewable carbon offers a unique opportunity to design new
value chains, which are tailored to the feedstock properties while exploring a novel
product range (Marquardt et al., 2010). The first opportunity is the exploitation of the
rich molecular structure of biomass to the extent possible (Sanders et al., 2007). Rather
than breaking its molecular structure into C,; building blocks, either by gasification to
synthesis gas (CO, H,) or by anaerobic fermentation to a methane-rich gas (CHy, CO,,
H,), the synthesis power of nature should be preserved by exploiting and
refunctionalizing the native molecular structures in the feedstock into new chemicals,
materials and fuels. A second opportunity is the replacement of existing molecular
products by novel products of comparable performance in a desired application. Current
molecular products contain little oxygen because they are derived from oxygen-free
fossil carbon feedstock. In contrast, future bio-based products should contain higher
oxygen content to reduce the amount of oxygen to be released during processing as
either CO, or H,O. While the former alternative reduces carbon efficiency and
contributes to the climate problem, the latter requires large amounts of hydrogen, which
has to be produced sustainably.

Such a perspective of the future calls for a radical change in chemical and biochemical
catalysis, in the associated process technologies, and in the strategies towards novel
molecular and functional products. A holistic systems approach orchestrating
experimental and model-based methods and tools across disciplines in a complementary
manner offers an enormous potential for sustainable, first-time-right solutions (Bakshi
& Fiksel, 2003). Process systems engineering (PSE) is in a perfect position to address
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this challenge by extending its scope to become a leader in implementing this transition
in the next decades. This way, our field can effectively contribute to address the global
challenges our society is facing (Glenn & Gordon, 2007).

This contribution will focus on opportunities for process design and synthesis. In
particular, we will motivate a paradigm shift in process design in Section 2: Rather than
taking raw materials, products, reactions and reaction pathways as well as a first process
flowsheet for granted, these choices should become part of integrated and rational,
ideally model-based decision-making to achieve an optimum in terms of sustainability.
Following the PSE tradition, all significant aspects might be cast into an optimization
problem which is solved to global optimality. Obviously, model complexity and
limitations of numerical optimization methods prevent such a strategy. Rather,
decomposition of the multi-faceted design problem is unavoidable to arrive at
manageable subproblems. A first sketch of such a strategy is presented in Section 3. A
brief outlook on future research needs is finally given in Section 4.

2. Designing bio-based processes — need for a paradigm shift?

Established process design usually starts off when the raw materials and the products
have been fixed and a promising reaction pathway has been identified (Douglas, 1988).
Stoichiometry and yield of this sequence of reactions fix the material flows from raw
materials to target and side products. The given pathway is then translated into a
flowsheet consisting of interconnected reactors and unit operations. While flowsheet
design is a creative work process largely driven by experience, mass and energy
balancing, the choice of suitable unit operations, heat integration or the estimation of
cost and expected revenue constitute routine engineering tasks. All these tasks are well-
supported by process design software, which is routinely employed in industrial
practice. As a consequence of this established approach, process economics is largely
determined by the often rational, but typically not model-based selection of the reaction
pathway by chemists and the process flowsheet by process engineers. A similar strategy
is also followed in process revamping: while aiming, e.g., at an improvement of reaction
selectivity and conversion or at the debottlenecking of existing process units the
reaction pathway and (basic) flowsheet structure are typically not questioned.
Consequently, early design decisions — being often heuristic and experience-based — run
at risk to bias the technological development and to miss promising research results in
chemistry or process engineering which could enable innovative process concepts.

The history of the Organosolv process for the pretreatment of native biomass as part of
future biorefineries can serve as an educating example to underline this argument.
Originally invented by chemists as early as 1931 (Kleinert & v. Tayenthal, 1931), this
process relies on some aqueous-organic solvent mixture to produce pulp from wood or
to fractionate wood into its components lignin, hemicellulose, and cellulose. Despite the
continuous improvements to realize environmentally friendly reaction conditions, the
concept has been discredited when a pilot plant had to be shut down due to technical
and economical deficits in the early 1990s (Hergert, 1998). However, the potential of
the Organosolv process as a first step toward the production of bio-based chemicals,
materials or fuels from the variety of available lignocellulosic feedstock lead to a
revival of this technology. Recent cooperative research has led to an impressing
technology readiness level (Michels & Wagemann, 2010), though conceptual process
design and model-based analysis have largely been neglected. Consequently, the
developed process may still be economically unviable and may face scale-up pitfalls.
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Obviously, model-based analysis and scale-up studies carried out prior to building a
large-scale pilot plant would reduce the risk of unsatisfactory plant performance which
might even jeopardize the success of the biorefinery concept as a whole. Our recent
conceptual design study of the Organosolv process has identified significant room for
improvement. For example, the energy demand of the costly solvent recovery system
can be reduced by heat integration by 89 % (Viell et al., 2012). An economic analysis
shows that the improved process can be profitably operated even at capacities well
below that of current world-scale plants. Still, our systematic analysis identifies serious
deficits inherent to the Organsolv process, such as large solvent streams and a high
energy demand of the separation system. While the latter can be tackled by yet not fully
exploited heat integration, the efficiency of the Organosolv process is still much lower
than that of fossil refinery processes.

Radical improvement might be materialized, if tailored solvents and reaction media are
employed to facilitate innovative process concepts off the beaten track. For example, a
biphasic aqueous-organic electrolytic solvent system could be chosen to facilitate
lignocellulose fractionation solvent recovery in an integrated process (vom Stein et al.
2011). Such a concept encourages integrated reaction and separation in a single unit
which constitutes the core of a highly integrated pulping process. Unfortunately, the
reaction mechanisms and kinetics of this and related biomass pretreatment processes are
not yet adequately understood to support model-based design. Intensive research is
required to unveil new promising mechanisms for wood pretreatment, such as chemical
disintegration and fractionation by means of ionic liquids (Viell & Marquardt, 2011) or
by their mixtures with molecular solvents (Rinaldi, 2011).

This example motivates that an innovative formulation of the process design problem
should not only address reaction, separation and recycling strategies on the flowsheet
level, but should rather include decision-making on the molecular level (e.g., Bardow et
al. (2010)). Such extended design strategies not only require intense collaboration
between chemists and process engineers, but also a shift in the research agenda to
overcome inherent methodological limitations. For example, complex reaction
chemistry and phase behaviour (i.e., organic-aqueous electrolyte mixtures or non-
aqueous electrolyte systems with various dissolved macromolecular species) cannot yet
be described by available property models at desirable accuracy. Moreover, experiments
have to be carried out to allow for quantitative (reaction kinetics) modelling, following
for example, the concept of model-based experimental analysis (Marquardt, 2005).

3. Toward an incremental strategy for integrated design of value chains

State-of-the-art process design focuses on the degrees of freedom available after the
reaction pathway has largely been fixed. Such an approach will inevitably miss the true
potential buried in the reaction (sequence), catalyst systems and reaction solvents.
Though integration of chemistry- and process-related decision-making practiced in
industry to some extent, systems-oriented methods and tools are largely lacking. Rather,
design problems are currently often approached pragmatically, hence, running at risk to
miss truly innovative solutions as demonstrated by example in the previous section.

The predicted manifold capacity increase in chemical industries and the advent of bio-
based value chains emphasize the necessity to integrate process and molecular level
decision-making. Rather than waiting for the “pull” of the evolving bioeconomy and
applying established, but inadequate design methodologies, researchers in PSE should
shift their attention and develop appropriate methodologies which systematically
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address molecular degrees of freedom in addition to those on the process level. Due to
the complex nature of biobased raw materials as well as the increasing importance of
sustainability, decisions on the most promising reaction steps and pathways, on proper
compartmentalization of reactions, on efficient catalysts and reaction solvents, on non-
standard (often multi-phase) reactor systems, and on an integration of reaction and
separation in either a single multi-functional unit or in non-standard reaction-separation
flowsheet structure have to be routinely addressed during design. Such an extended
scope of systematic, model-based process design and optimization results in a design
problem of unprecedented complexity, because it spans multiple scales from the
molecular level to the level of the process, the site or even the complete value chain.
Since an “all-in-one” formulation and model-based solution of such a design problem
does not seem to be tractable, an incremental strategy is suggested to comprehensively
address the requirements of designing future bio-based value chains.

The proposed concept assumes given raw material and target product molecules, though
product and raw material design could be integrated into process design. The design
problem is addressed here on three levels: the reaction, the device and the flowsheet
level. The decision on a reaction pathway on the reaction level is based on a material-
flow analysis of a set of promising pathways through a network of chemical compounds
linking raw materials and target products. The reactions (and material flows) are not yet
associated to a “physical” reaction compartment. This decision constitutes the first step
of the device level, where a reaction kinetic model is used to decide on a network of
reaction compartments to refine the yield-based approach employed on the reaction
level. At the same time, the number and interconnection of reaction and separation
subsystems is determined for specified target split factors and/or recoveries. In a second
step, separation system variants are generated and evaluated for feasibility and effort
using shortcut methods. This decision making process results in a spatially resolved
allocation of the reaction or separation tasks to a device in the spirit of task-based
design (Menon et al.,, 2007), thus proposing a first flowsheet configuration. The
realization of the devices in concrete pieces of equipment and their connectivity to a
process flowsheet are decided on the flowsheet level. Major equipment design
parameters are optimized rigorously by minimizing total annualized cost subject to mass
and energy balances and rigorous physical property and reaction kinetic models.

On each level, the number of possible alternatives is reduced, while the degree of detail
is refined in order to obtain a sustainable process, thus generalizing the process
synthesis framework of Marquardt et al. (2008) to reaction-separation processes.
Furthermore, the uncertainties on the different levels are addressed systematically by
propagating available results to the following more detailed steps. Since assumptions in
a previous step may be disproved in a subsequent step, iterations are not only
unavoidable but also desirable. The incremental refinement and improvement can be
stopped once the postulated design targets are fulfilled.

In the following, the individual design levels and their relations are introduced and
sketched from a methodological perspective. They are illustrated in parallel by means of
exemplary design problems arising in the context of designing a process for the
production of the novel biofuel candidate 2-methyltetrahydrofuran (2-MTHF).

3.1. Reaction level

The objective on the reaction level is to assess possible reaction pathways for the
molecular transformation of a given raw material to a desired molecular product from a
process perspective. Relevant design decisions are pointed out, including the selection
of (a few) favourable pathways for a more detailed analysis regarding energy and raw
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material demand, carbon footprint, product yield and selectivity or production cost.
Consequently, the reaction level is designed to link the traditional areas of bio-/chemo-
catalysis and conceptual process design, thus bridging the disciplinary gap between
chemistry and process engineering. This early design stage is characterized by many
reaction pathway alternatives and, at the same time, by very little data on reactions and
fairly uncertain property predictions. Under these circumstances, the use of established
conceptual process design methods is not only very time-consuming, if possible at all,
but also not very informative in face of the lack of valid information on reactions,
material properties and process performance. To reduce the reaction pathway
alternatives to a manageable number, fast screening methodologies are required to
accomplish a first crude characterization of the target production process. Even though
the analysis of large reaction networks is well established in metabolic pathway analysis
(Varma & Palsson, 1994), and the design of reaction networks in the context of
chemical synthesis has been discussed for a long time (e.g., Mavrovouniotis & Bonvin
(1995) or Broadbelt et al. (2004)), systematic screening strategies for the assessment of
reaction pathways in the context of process design are still scarce, but have received
some attention recently in the context of biorenewables processing (Cherubini &
Stromman, 2010; Pham & El-Halwagi, 2011).

Motivated by metabolic pathway analysis and by the challenges of designing innovative
bio-based value chains, a novel reaction scouting method called “Reaction Network
Flux Analysis” (or RNFA for short) has been developed to assist model-based selection
of promising reaction pathways in the early stage of process design (Besler et al., 2009,
Voll & Marquardt, 2011). All relevant reactions are summarized in a network including
all known reaction alternatives in the sense of a superstructure such that stoichiometric
material balances can be formulated for all the substances to result in a set of linear
equations. This basic model can be extended by yield constraints or by selected
performance models to predict, for example, the overall product yield, the use of main
and auxiliary reactants such as H,, or the formation of (undesired) by-products such as
CO, or H,O. It is also possible to estimate indicators for investment and operating cost
or for process sustainability such as carbon or energy efficiencies and environmental
impact without having completed the process design process. The promising reaction
pathways can be found as the multiple solutions of a mixed-integer optimization
problem which minimizes or maximizes a given objective function reflecting multiple
selected performance criteria. Finally, the different reaction pathways can be compared
according to even additional evaluation criteria. The analysis not only reveals most
promising pathways, but also identifies single reaction steps which have tremendous
impact on performance and hence require further attention — either in the following
investigation on the device level (to reduce uncertainty in the assumptions on yield or
selectivity) or in catalysis research (to search for catalyst systems with higher turnover
number).

The RNFA methodology has recently been used to evaluate reaction networks for the
production of 10 novel biofuel candidates and to compare them to those of more
common biofuels like ethanol or butanol (Voll & Marquardt, 2012). Assuming that the
same amount of fuel energy should be produced by each pathway, a multi-objective
optimization problem accounting for environmental impact and total annualized cost has
been solved for each fuel candidate to identify the most competitive fuel product and
corresponding reaction pathways. This model-based screening suggests 2-MTHF as a
target biofuel and the pathway shown in Fig. 1. Starting from glucose, 2-MTHF can be
synthesized via hydroxymethylfurfural (HMF) and levulinic acid (LA) followed by a
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sequence of hydrogenation and dehydration reactions (Geilen et al., 2010). According to
lab experience, the reaction pathway can be subdivided into two reaction systems,
namely A for converting glucose to LA and B synthesizing 2-MTHF from LA. The
yield of the acid-catalysed reaction system A limited by decomposition of glucose and
HMF to humines. The reaction forming 2-MTHF is catalyzed by a ruthenium-based
catalyst with a triphos-ligand and a p-toluene sulfonic acid additive. Selectivity towards
2-MTHF is high at 95%, with pentanol being the major by-product. The aqueous-
organic mixture exhibits a miscibility gap, which can be exploited for separation.
However, a simple liquid-liquid phase split does not result in the product purity,
because the water produced in the dehydration has to be completely removed from 2-
MTHEF for fuel application.

reaction system A reaction system B

\ OH humines humines

pentanol H

| glucose HMF lewulinic acid) _y-valerolactone 1,4-propanediol 2-MTHF

Figure 1: Reaction pathway for the production of 2-methyltetrahydrofuran

3.2. Device level

The goal on the device level is to close the gap between the reaction level and the
flowsheet level by evaluating the assumptions made on the reaction level, optimizing
the reactions, deciding on reaction compartments, and validating the feasibility of the
chosen separation strategies. The result of this step is a network of devices which assign
an abstract reaction or separation task to a physical compartment without deciding on its
technical realization. This is similar to the first steps of the (heuristic) hierarchical
framework for conceptual design introduced by Douglas (1988). In particular, the
Douglas methodology starts with clustering the reactions of the network into groups of
reactions which can take place in the same reaction device. Starting from the results
obtained on the reaction level, a single or a set of contiguous reaction steps is mapped to
an “elementary process” (using the terminology of Douglas). The result is a partial
decoupling of the reaction pathway into sequences of reactions carried out in individual
reaction devices, which are possibly structured into reaction compartments, and which
are typically separated by separation devices. While reaction compartments are
modeled by well-mixed, homogeneous volume elements, the separation devices are
represented by splitters with given target split factors. Although such modular
frameworks have been suggested before in process synthesis (Papalexandri &
Pistikopoulos (1996) and later work), they either restrict the achievable product
composition to reaction equilibrium (Ismail et al., 2001) or they use superstructure-
based methods to account for different flowsheet options (Linke & Kokossis, 2003).

For an assessment of the validity of the assumptions on the reaction level regarding
reaction yield and selectivity, for the optimal choice the reaction conditions and for the
decision on the network of reaction and separation devices, a classical mass-exchange
network is used to model the interconnections of the reaction and separation devices.
Each reaction device is structured and represented by a network of reaction
compartments, which is subject to structural optimization. There are various possible
formulations to derive candidate networks of interconnected reaction and separation
devices. For example, Peschel et al. (2010) uses the concept of elementary process
functions. A fluid element is tracked on its way along a (spatial or temporal) reaction
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coordinate. During its travel, the state of the fluid element defined by concentrations,
temperature, and pressure, for example, can be manipulated by reaction and heat and
mass transfer fluxes. Thus, an optimal state trajectory of the element in thermodynamic
state space can be decided. An analysis of this trajectory provides insight into the choice
of promising device networks. While largely neglecting the separations, Peschel et al.
(2010) decide on the type of reactor system by experience and refine it by a model-
based approach. In contrast, we prefer to use nonlinear programming to first decide on
the compartment structure of a reaction device embedded in a postulated network of
reaction and separation devices (Recker & Marquardt, 2012). This way, reaction device
performance can be assessed at an optimal operating point accounting for relevant
external (feed and effluent) streams without fixing the type of reactor a priori.

Deciding on the internal structure of each reaction device requires knowledge about the
kinetics of the reactions in the relevant part of the pathway including undesired side
reactions. Hence, in contrast to the reaction level, a number of decisions regarding
molecular transformations have to be fixed to allow postulating a likely reaction
mechanism, which is a prerequisite for reaction kinetic modeling. Consequently,
reaction solvent selection, catalyst design, reaction kinetic experiments as well as
reaction kinetic modeling have to be carried out before the calculations on the device
level become possible. The objective used for deciding on the compartment network of
the reaction device can be the same as the one employed in RNFA. Then, the results
obtained on the device level (for possibly different chemistries) can be abstracted into
yields, which may be fed back to the reaction level to repeat the RNFA with refined
assumptions to revise the rating of the reaction pathway alternatives.

The described approach has been used to structure the reaction device implementing the
elementary process A from glucose to LA in Fig. 1 using reaction kinetics and side
reactions of an acid-catalyzed pathway proposed by Girisuta et al. (2007). A single
compartment is found to constitute the optimal device structure, because the rates of the
side reactions are an order of magnitude slower than those of the main reactions. The
elementary process exhibits a yield of 77 %, which is beyond the yields reported in
literature (Huber et al., 2006) and assumed in RNFA analysis on the reaction level.

elementary process A elementary process B
D T 1 B A -
; #‘ ) #‘ :
1 1 i 2-MTHF
lucose | 1A f " . ipentanol
S reaction A | separation A [ —- +—3| reaction B separation B =+
! 1
I 1
leccccccaca- Y R S M ——— F—-
formic acid H water
N 2
humins

water

Figure 2: Device network for the production of 2-MTHF

After a device network of the process has been optimized assuming ideal separation (see
Fig. 2 for 2-MTHF process), the thermodynamic and economic feasibility of the
separations have to be investigated. Candidate separation sequences are constructed
(manually) based on insight into the thermodynamic mixture behavior and process
specifications. Separation sequence alternatives can efficiently be rated by means of
shortcut methods. The separation is always analyzed in combination with the structured
reactor device to properly handle the coupling of reaction and separation. Exemplarily,
the separation system for elementary process B is designed to separate 2-MTHF from
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the reactor effluent containing water, pentanol and 2-MTHF (cf. Fig. 2). Three different
flowsheet variants have been created based on a thermodynamic analysis of the mixture
and have been screened using the feed pinch shortcut method of Kraemer et al. (2010).

3.3. Flowsheet level

The device structure determined on the device level is the starting point for the
development of candidate flowsheets and their rigorous optimization on the flowsheet
level. Consequently, the network of separation and reaction devices is refined to a
process flowsheet constituting of concrete concrete reactors and unit operations. In
particular, the structured reactor device has to be mapped to concrete reactors and the
separation sequences have to be detailed with respect to their technical realization. The
large number of structural and continuous degrees of freedom cannot be adequately
addressed by heuristic rules, process simulation and sensitivity analysis (Barnicki &
Siirola, 2004). Therefore, the promising sequences are optimized by means of
deterministic mixed-integer optimization minimizing total annualized cost. Each of the
separation variants is detailed by a superstructure to capture additional technical detail,
for example the number of trays and the feed and sidestream trays in a distillation
column (Viswanathan & Grossmann 1990) which is part of the separation sequence. A
similar approach could be used to detail the design of the reactor systems.

The mixed-integer optimization problem can robustly be solved by employing the
results from shortcut evaluation on the device level for efficient initialization and by its
reformulation into a continuous optimization problem (Kraemer et al., 2009). Still, these
difficult problems can only be solved if robust formulations and solution strategies are
available. For example, the switching from two to three phases on the trays in
heteroazeotropic distillation has been tackled successfully only recently (Skiborowski et
al., 2012) by tailored sequential and simultaneous optimization strategies. All models
used on the flowsheet level rely on rigorous property prediction models in addition to
reaction kinetic models. Since model parameters are often not available to predict the
behaviour of the complex mixtures arising in biorenewables processing, the missing
parameters have to be determined experimentally or need to be estimated by some
computational chemistry approach such as molecular dynamics, CosmoRS, group
contribution methods or quantitative structure-property relationships.

water
2-MTHF
pentanol
compressor = r
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hydrogen o c
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Figure 3: Process flow diagram with superstructure for the optimization of the 2-MTHF purification

The most promising flowsheet variant found on the device level for elementary process
B (cf. Fig. 1) consists of two decanters and two distillation columns; the corresponding
superstructure is shown in Fig. 3. The vaporous reactor effluent is first condensed and
split into two liquid fractions, each of which is fed to a distillation column. In both
columns, the product is withdrawn at the bottom at high purity. The composition at the
top corresponds to the vapour line of the miscibility gap, which starts at the minimum
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boiling heteroazetrope of 2-MTHF and water. Rigorous mixed-integer optimization is
used to minimize for total annualized cost by fixing the column designs and the
operating point. A total energy demand of about 2.6% of the energy content of the fuel
(Geilen et al., 2010) was determined for the cost-optimal design. The cost of separation
can further be reduced by heat integration. In particular, recompression of the top
vapour can be used to provide the heat of vaporization, which allows for a reduction of
75% in energy demand and of 54% in cost. Hence, the resulting energy demand is an
order of magnitude lower than that of bioethanol production (Vane, 2008).

4. Conclusions

This paper presents a first and rough sketch of a process design methodology which
extends the scope of traditional PSE from decision-making on the flowsheet to the
molecular level in order to address the multiple and often competing objectives of
sustainability in the emerging bioeconomy. The extended scope of process design
introduces a number of complications, including the need of improved models to predict
molecular phenomena, which can be integrated into reactor system and flowsheet design
as well as proper formulations of the multi-scale and multi-objective decision-making
problem. Since a direct solution of the design problem will not be possible,
decomposition and iterative refinement of promising alternatives for the subproblems
become mandatory. As always, decomposition runs at risk to miss important
interdependencies. This trade-off between the desired holistic treatment and the
inevitable decomposition of the design problem as well as the existing limitations of
model-based design approaches will constitute the major future research challenges.
Interdisciplinary cooperation between PSE and the molecular sciences seems to be a key
to success, because truly innovative process solutions are typically initiated on the
molecular level. Vice versa, the tradition of quantification in PSE has to offer a lot to
the exploratory research in the molecular sciences. In particular, model-based
approaches can provide focus and orientation in the discovery process to systematically
track down the truly golden “needles in the haystack™.
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Abstract

Process systems engineering, which in content if not in title has a history almost as old
as the chemical engineering discipline itself, can rightly be proud of having had a
remarkable and sustained impact on the chemical and related industries. Model based
methodologies for process design, process control and operations have become firmly
imbedded in industrial practice world-wide, with focused teams regularly applying these
approaches and tools in virtually all major CPI corporations (Stephanopoulos and
Reklaitis, 2011). Within academic environments, instruction in process design and
control likewise was firmly embedded as a core part of the chemical engineering
curriculum, beginning in the mid 60’s. However, in the 90’s through the early years
after the turn of the century, this core gradually eroded, especially in US universities.
While the US ABET criteria continue to emphasize that the chemical engineering
curriculum should” enable graduates to design, analyze, and control physical, chemical,
and biological processes”, many departments gradually lost the in-house capabilities to
provide the appropriate process engineering educational experience, have relied on
adjunct faculty to meet those critical needs, and in some cases have simply scaled-back
in delivering this educational experience. This was on the one hand driven by exciting
developments in nanoscale materials and applied biological sciences and growth in
associated research funding which stimulated departments to add faculty who could
contribute to such efforts. On the other hand, declines in available research funding for
PSE methodology from US R&D funding agencies coupled with reduction of industrial
support for academic research in PSE areas, at least in part as a result of reduced capital
investments within the developed world, caused departments to see PSE faculty
candidates as less attractive contributors to the departmental research funding portfolio.
Accordingly, faculty numbers in PSE declined while industry demand for engineers
trained in PSE was sustained in part as a result of the needs in associated industries such
as semiconductors and pharmaceuticals.

However, in the past five years, the rising cost of petroleum and associated increasing
cost of transportation fuels and core chemical building blocks, the mounting shortages
of potable water in many parts of the world , and the concerns to at least restrain the
growth of CO2 in the atmosphere, have driven a resurgence of research in process
innovations, such as in technologies to exploit renewable energy sources and in the
invention of process pathways towards biologically sourced organic chemical building
blocks. In parallel, the healthcare needs of the aging populations of the developed
economies and burgeoning healthcare needs of developing economies that required
cost-effective solutions, have stimulated research and developments in products and
processes for meeting those needs. Most recently, the economic downturn and loss of
manufacturing jobs in the developed countries have awakened governments to the
importance of advanced manufacturing to their economies both in terms of economic
output and in creation of good quality jobs. These factors have impacted demands for
PSE trained graduates both from industry and increasingly to staff university
departments. It thus seems that the scene has been set for a period of growth in the PSE
discipline.
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In parallel with these economic drivers, the enabling technologies on which the PSE
discipline can build its model-based applications have also seen tremendous growth in
capabilities and scope. Four major technology drivers of particular note are massive
low cost data storage, cheap and powerful computing, near universal connectivity and
innovative multimode man-machine interfaces. The PSE community is already
exploiting this growth in power to address large scale process problems. We are seeing
applications such as the dynamic grade change optimization of a chemical plant in
which the optimization formulation involves some 6+ million differential algebraic
equations (Hartwick and Marquardt, 2010) and integrated production planning and
scheduling applications involving tens of thousands of discrete variables (Grossmann,
2012). An important and interesting question is where can and will these capabilities
take us in the next decade?

It can be predicted with certainty that PSE algorithms and tools will be enhanced to take
advantage of computing and data management capabilities. Global optimization and
treatment of stochastic decision problems certainly are among the methodology domains
of highest potential and need. For instance, such decision problems readily arise in
product development pipeline management which involve large scale multi-stage
stochastic decision problems of very challenging dimensions (Lainez et al., 2012).
Certainly the capabilities to store, manage and access Big Data, developments in which
science applications in biology and physics have dominated to date, will allow the PSE
community to effectively exploit massive process and product historical data to better
model process and product performance but also to better understand and mitigate
abnormal process behavior along the lines advanced by Seider and coworkers to extract,
characterize and learn from process near misses (Pariyani et al 2012). The
management of the information, models and knowledge, which constitute the
intellectual capital of an enterprise is another area of great potential. For instance,
effective knowledge management over the life cycle of pharmaceuticals is recognized as
central to the quality by design process promulgated by the FDA ( Junker et al 2011).
While the financial and commercial worlds are already exploiting wireless connectivity
and highly intuitive graphical interfaces that use visual, tactile and audio inputs and
outputs to support real time distributed decision making, there is tremendous promise
for applications to real time process management, extending from the plant to the supply
chain.

These technologies will also allow considerable expansion of the scope of PSE
problems that it will be possible to attack, ranging from design and operation of smart
manufacturing systems and enterprise-wide decision support systems to socio-technical
systems such as regional power and water distribution grids. Such expansions in
temporal and special dimensions will be matched by PSE support for modeling and
design synthesis at micro and nano scales in biological and materials applications. It is
interesting to speculate whether the PSE community can establish a valued role in these
application domains where scientific discovery is the driver but PSE support tools and
analysis are needed to support and guide that discovery process. Developments in the
discovery, manufacture and delivery of medicines for personalized treatment and
developments of innovative chemical pathways to the processing biologically derived
feedstocks, both of which require multiscale approaches spanning the molecular to the
process scale, seem to offer significant promise challenge.

In this paper we will offer speculations and predictions on such future directions along
with opinions on prospects for success and impact. It certainly seems that the PSE area
of chemical engineering is on an exciting path towards reestablishing its central role in
chemical engineering.
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Abstract

Demand for fresh water is continuously growing worldwide and more than half of the
world would be under water stress by 2015 [1]. As the gap between available fresh
water and demand widens, the current water and wastewater treatment technologies are
challenged to treat tougher waters and meet stringent environmental regulations at
affordable cost. Conventional treatment technologies have been successful within limits
of feed water quality, contaminant removal efficiencies, recoveries and treatment cost.
However, to manage this global crisis, a holistic approach to water treatment needs to be
adopted to provide a robust and cost effective solution for lot more demanding
requirements. This paper focuses on key trends in water treatment technology, from
both the component and system design perspective that significantly impact the total
solution and ability to meet the overall requirements. Also specific developments in
desalination and wastewater treatment technologies like Reverse Osmosis,
Ultrafiltration, energy recovery devices and Membrane bioreactors are discussed that
have significantly widened the capability envelope. An integrated multi-scale approach
to system design leveraging various technologies can provide the viable alternatives and
meet this global challenge in sustainable way.

Keywords: Process Intensification in water, Novel water solution, Cost of water,
Evolution in water technology

1. Introduction

Water quality and quantity issues are certainly one of the biggest challenges that the
world is facing at present. Water consumption is constantly increasing and has increased
six times in the last 100 years and is expected to double again by 2050 [1]. Population
growth, rapid industrialization and urbanization have been key factors driving increase
in consumption. There are 1.2 billion people who live in regions experiencing water
scarcity, and the situation is expected to worsen for individuals as well as companies
which operate in many emerging economies. To make situation worse, water quality of
surface water and aquifers has deteriorated in certain regions due to indiscriminate
discharge of wastewater without adequate treatments. Environmental regulations
pertaining to water discharge and usage are becoming tighter. Both, drinking and
wastewater infrastructure either are ageing or require new development in most part of
the world. The multitude of water related issues means water industry has to do more
with less.

Traditional water treatment approaches are not able to meet afore mentioned growing
needs and there is need to look beyond conventional methods of water treatment [2].
The new approaches should either be able to treat more contaminated water as source,
or allow alternative sources of water with increasing salinity at affordable cost, or treat
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tougher wastewater to meet discharge standards and to reuse. These should also be able
to work without ageing or non-existent infrastructure like point-of-source supply, point
of discharge and point-of-use systems. The management of this global crisis requires a
holistic approach to water treatment solution that is more robust and cost effective for
growing requirements.
Process Intensification is an innovation strategy that has greatly benefitted process
industry in making the process more efficient, safer, flexible, smaller, cheaper and more
environment-friendly [3]. It defines a holistic approach starting with an analysis of
economic constraints followed by the selection or development of a production process..
Process intensification also aims at taking a systemic approach towards performance
improvements of each process. In a few words, this strategy aims to “Produce much
more with much less” [4] for more sustainable industrial processes. This in the context
of water treatment industry could mean reducing energy consumption, increasing
recovery, reducing the foot-print, reducing the waste or even generating the value from
the waste, more flexible processes that meets varying feed water qualities, shorter time
to market, lower lifecycle costs or combination of these objectives.
This paper essentially seeks to address the relevance and realization of process
intensification in water and waste water treatment at various levels including
development of new materials, equipment design and plant design. It also discusses
cases of successfully commercialized technologies that demonstrate the paradigm shift
in designing water treatment solutions. Within this context, the process intensification in
following five categories is discussed:

(1) Surface Water Treatment

(2) Desalination

(3) Wastewater Treatment and Reuse

(4) Waste to Value

(5) Zero Liquid Discharge

2. Surface Water Treatment

Surface water like river or reservoir water is increasingly used in the production of
potable water or industrial process water. Surface water is characterized by high degree
of suspended solids and microbial contamination [4]. A conventional surface water
treatment plant comprises of a multi-step process based on physico-chemical processes
including screen-filtration, ozonisation, coagulation and flocculation, sedimentation,
media filtration, and usually disinfection as a last step. The process is fairly complex
and each step of this process has to be controlled to get an optimal performance of the
overall process. The use of chemicals like ozone, flocculants, hydrogen peroxide, lime
and chlorine requires special precautions for safety purposes [5]. As the surface water
quality gets further deteriorated, the conventional process is really limited in its ability
to meet treated water specifications. Recent advances in Ultra Filtration (UF) have
enabled direct filtration of surface water after a course filtration step without cost
intensive pretreatment [6, 23].

It is to be noted that conventional media filtration worked on the basic principle of
depth filtration while ultrafiltration works on the principle of surface filtration. The term
ultrafiltration is used to describe a membrane filter, ideally with a pore size of 100
nanometers or less [6]. This is smaller than bacteria, rejecting virtually all non-dissolved
particles on its surface. They have capability to produce 6 log reductions in bacteria and
considerable reduction in viruses too.
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The UF membrane filtration process provides several advantages such as superior
quality of water and ease of operation over the conventional process. Simplicity in the
process allows automation to be effective. Furthermore, fluctuations in the demand and
changing river water quality can be managed through modular construction, offering
higher degree of flexibility. Except for cleaning of membranes, excessive use of
chemicals is avoided thus enabling significant reduction in residues and by-products.
The ultrafiltration also serves to reduce the risk of biofouling and particulate fouling in
subsequent operations such as nano-filtration and reverse osmosis. A more efficient
performance of UF is also complemented with the reduced foot print of the plant, which
is primarily achieved through elimination of large settling tanks. .

Large plants are most often managed by well trained and qualified engineers, which is
seldom the case with decentralized facilities and remote areas [7]. Fully automated UF
systems aptly fit into these conditions and their reliability could further be improved
through remote monitoring and diagnostics.

Ultrafiltration Plants are also increasingly used for retrofitting existing conventional
drinking water plants that demands higher capacity within existing footprint, or as a
decentralized water treatment solution

The increased usage of Ultrafiltration for surface water treatment for industrial and
municipal applications with above mentioned benefits is a great example of process
intensification in water treatment.

3. Desalination

Desalination through membrane processes represents one of the unique successes in
water treatment technology and is probably one of the distinct examples today of the
success of process intensification in the water industry..

Seawater and saline aquifers account for 97.5% of all water on the Earth. Hence
capturing even a tiny fraction could have a huge impact on water scarcity. Until
recently, seawater desalination was only limited to desert areas like Middle East but
now it has expanded its use in coastal areas owing to all technological developments
and decrease in cost [8]. Two basic types of technologies have been widely used to
separate salts from ocean water: thermal evaporation and membrane separation [15].
Over the past ten years, seawater desalination using semi-permeable sea water reverse
osmosis (SWRO) membranes has gained momentum and currently dominates
desalination markets. Membrane treatment process is more efficient, requires less
physical space and is less energy consuming than vaporization or distillation [22].

A key factor which has contributed to the noteworthy reduction in seawater desalination
costs is the advancement of the SWRO membrane technology [21]. Today’s high-
productivity membrane elements are designed with higher surface area, enhanced
permeability and denser membrane packing. Increasing active membrane leaf surface
area and permeability allows it to gain higher flux and hence significant productivity
improvement is achieved using the same size (diameter) membrane element. The total
active surface area in a membrane element is also increased by increasing the membrane
size. Although 8 inch SWRO membrane elements are still the ‘standard’ size most
widely used in full-scale applications, larger 16 inch and 18 inch size SWRO membrane
elements have become commercially available over the past three years, and have
already found full-scale implementation in SWRO projects worldwide[9]. The above
mentioned factors result in significantly reduced footprint, piping, pressure vessels and
associated costs [25].
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Advances in the technology and equipment allowing the recovery and reuse of energy
applied for seawater desalination, have resulted in a reduction of 80% of the energy
used for water production over the last 20 years. While few years ago, the majority of
the existing seawater desalination plants used Pelton-Wheel based technology to recover
energy from the SWRO concentrate, today the pressure exchanger-based energy
recovery systems dominate most desalination facility designs. The key feature of this
technology is that the residual energy exchange between the concentrate and fresh
seawater intake to the SWRO system. . Pressure exchanger technology typically yields
5-15% higher energy recovery savings than the Pelton-Wheel based systems. The
specific (per unit of produced potable water) energy of desalination has been reduced
from over 20kWh/m3 in the 1970s to below 3 kWh/m3 [10].

Further efficient desalination processes can be achieved through integrated membrane
systems. Integrating different membrane technologies for minimizing the limits of the
single membrane units and for increasing the efficiency of the overall system offers
significant benefits. Feed water to RO systems needs pretreatment to remove inorganic
and organic membrane foulants. Conventional pretreatment process is complex and has
a high operating cost. There is a growing trend to replace all of this equipment with
ultrafiltration. These membrane pre-treatment processes can handle a large variation in
raw water quality and still produce water for the RO unit that is of better quality than
water produced by the conventional technology [11]. Membrane pretreatment systems
are also more compact and have lower operating costs than the conventional processes.
Membrane based pretreatment allows RO design to be operated at higher fluxes, more
compact membranes (440 ft2 vs. 400 ft2) and significantly reduces the fouling
occurrence in RO system thus further making the design more efficient and robust.
Extending the capability of desalination further, integrated systems have been
developed to push the recovery up for brackish water systems. High Efficiency Reverse
Osmosis (HERO™) is one such proprictary system originally developed to provide
ultrapure water to the microelectronics industry [12]. Ultrapure water is critical in a
number of industrial applications, such as power generation, semiconductor
manufacturing, and pharmaceutical formulation. Besides greater water recovery (95-
99% vs. 75% from conventional RO), it also has other advantages like higher quality
permeate, higher operating flux (gallons per square foot of membrane per day), and
generally lower costs. HERO™ systems are ideally suited for applications with
challenging feed water (e.g., with silica content greater than 20 ppm) or in areas with
high water costs, limited available water, high water quality requirements, or zero liquid
discharge requirements. It produces water that is higher in quality than necessary for
potable use.

In HERO™, the membrane process is operated at higher pH thus eliminating
microbiological fouling and making membranes self-cleaning. Due to the use of high
pH, the hardness of the feed is reduced to less than 0.1mg/litre using hardness and
alkalinity removal stage through weak and strong acid cation exchanger upstream.
HERO™ does not use anti-scalant chemicals and requires less cleaning and
maintenance than conventional RO. HERO™ also has limited self-healing properties, so
small problems tend not to cause major system disruptions. In addition, there are the
environmental benefits of saving water and energy [12].

Electro-deionization (EDI) is another such technology developed that combines ion-
exchange resins, ion-exchange membranes and electric field. This has the capability to
make ultrapure water using permeate from RO process [13]. Traditionally, ion exchange
has been used to provide ultrapure water in these industries. EDI process can provide
very high levels of demineralization and offer the advantage of continuous operation.
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Moreover, these are not as mechanically complex as ion-exchange systems, and they
require no acid and caustic regeneration, nor waste neutralization. Thus there is no need
to store or handle bulk chemicals on the site.

All these technologies are well integrated and now available in pre-engineered packaged
plants or even containerized mobile plants. This significantly reduces the footprint,
overall cost and it can be installed in very short times to the point that they are used
routinely for providing even emergency services.

4. Wastewater Treatment and Reuse

As the regulations and environment compliance parameters are being tightened and as
concerns are mounting over the deteriorating quality and quantity of water supply, water
reuse is recognized as more viable and sustainable source of water both for municipal
and industrial applications [14]. The treatment and reuse of wastewater has two fold
advantages as it reduces the quantity of wastewater to be discharged and it reduces the
requirement of fresh water.

Reclaimed municipal or industrial wastewater must meet very stringent treatment
standards to be acceptable to regulatory agencies and the end-users. In addition to
removal of conventional pollutants such as Total Suspended Solids (TSS) and BOD, the
elimination of all waterborne pathogens is required, as well as the reduction of nutrients
such as total nitrogen and phosphorous . Membrane Bioreactor (MBR) systems provide
this high effluent quality in a greatly simplified process. This requires only head works,
biological processes, membrane filtration and disinfection to meet the most stringent
water quality standards. In comparison, conventional process requires additional
primary treatment, secondary clarifiers, enhanced nutrient removal and media filtration.
The main advantage of the MBR process is that it reduces for the burden of biomass
sedimentation, thus allowing a significantly smaller tank to be used for the bio-
treatment process [24]. The operations can be conducted at higher mixed liquor
concentrations (commonly 8,000-18,000 mg/l) as compared to conventional systems
(around 2000 mg/1); this significantly reduces the footprint required as well as improves
the removal of dissolved constituents. MBR designs will require only 30- 50% of the
space required for conventional systems designed to meet the even more stringent
treatment goals. This improved space efficiency benefits not only for new facilities but
allows expansion and upgrade of existing facilities up to 3-5 times existing capacity
without additional treatment volume or site footprint.

MBR systems also provide more flexibility in coping with flow rate and feed quality
variation as hydraulic retention time (a function of flow rate) can be decoupled from
sludge retention time (a function of biological reaction processes and sludge setting
rates). They are also simpler, with fewer process components and maintenance
requirements. Common maintenance is still required on mechanical components, but
operators can now avoid difficulties in operation tied to sludge settling and clarifier
sludge blankets. Besides, these can be easily automated and instrumented to measure
performance. It allows systems to be remotely operated and monitored, thus
significantly reducing operator attendance. The modular nature of the membrane system
allows more efficient phasing of facilities. Membrane modules can be delivered on a
“just in time” basis, thus reducing the need for large and costly initial construction to
meet long-term projections.

The holy grail of reclamation and reuse of water is to capture water directly from non-
traditional sources such as industrial or municipal wastewaters and restore it to direct
useable quality either for potable or industrial purpose. Since the large part of the cost
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of water is pumping, transport and storage, recovering water at or close to the point of
use is the most efficient. Decentralized systems allows remote treatment of wastewater,
thereby alleviating the need for expanding centralized sewage systems and long distance
pipelines, which can be disruptive and costly. However, there has been a historic
concern about the robustness, cost and operational effectiveness, creating the need for
treatment solutions that deliver reduced complexity and provide affordability for the
customer, as well as allow regulators to ensure high operation and maintenance
standards. Also, wastewater treatment plants have historically required a significant
amount of land to construct the necessary tanks and infrastructure for the required levels
of treatment. MBR technology greatly addresses the concerns and makes it ideal choice
for decentralized systems.

It offers ability to meet more stringent effluent water quality requirements, space
constraints, lower operator involvement, modular expansion characteristics and
consistent effluent water quality capabilities. Thus MBR technology meets the Process
Intensification Criterions laid out earlier.

5. Waste-to-value

There is a conceptual shift from today's pollution prevention towards resource recovery.
For instance, organics (COD) in water can be used as source of methane rather than
having them destroyed aerobically by adding fossil energy. The same concept can be
applied to nutrients such as phosphorous, nitrogen and potassium. Rather than removing
or draining nutrients, we can make products out of them.

Water can be treated through aerobic process (oxidation) which consumes energy, or
anaerobic digestion (reduction) which generates energy in the form of methane. Aerobic
process consumes 1-2 Ml/kg of COD, while anaerobic digestion delivers about 12 MJ
per kg of COD consumed. As the name suggests, anaerobic digestion demands the
system to be completely isolated from air (oxygen) and maintain a redox potential of
less than -250 mV. Ideally, anaerobic digestion is recommended on higher strength
wastewater (COD>3000) whereas the aerobic process is suitable for a lower strength
waste.

The waste-to-value concept discussed in this paper focuses on two different schemes
both aiming at deriving energy/power from the organics followed by reusable water.
The first scheme is applicable for the wastewater with higher COD loading. With
necessary pretreatment, the water is fed to the anaerobic digester, followed by optional
TSS removal unit, MBR and RO. The biogas thus generated is typically used for
generating steam or electricity in gas engines. This integrated approach also seeks to
treat the concentrate produced from MBR/RO with the help of waste heat of the flue
gas. This strategy is more suitable for high strength wastewater from food and beverage
industries. The second scheme is typically more applicable for wastewater laden with
higher amount of volatile suspended solids. The water is initially clarifier to separate the
solids whereas the supernatant from the clarifier is fed to the MBR. The solids from
clarifier and the sludge from the MBR are fed to the anaerobic digester. The biogas
from the digester produces captive power driving the entire system towards energy
neutral condition.

In addition to the power and water, both the above mentioned integrated solutions can
be designed to bring-down the concentration of the nutrients in the treated wastewater
below the dischargeable limits. These solutions defeat the notion of wastewater
treatment being cost intensive but on the contrary make the economics more attractive
for the customer.
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The holistic approach to wastewater treatment and shift towards resource recovery again
highlights the process intensification trend in wastewater management.

6. Zero Liquid Discharge

Many industries, power plants, oil and gas exploration companies and even
municipalities are facing with problems on the disposal of the liquid waste generated by
their operations. In most of these plants, the ultimate goal is salt or total dissolved solids
(TDS) reduction using economical process and minimization of liquid wastewater. As a
result, Zero liquid discharge (ZLD) systems have become more prevalent. The goal of a
well-designed system is to minimize the volume of liquid waste that requires treatment
while also producing a clean stream suitable for use elsewhere in the plant processes.
Energy companies involved in development of unconventional gases and oil sands are
facing severe challenges in managing the wastewater on site. Extraction of gas sources
like Coal Bed Methane, Shale rock deposits and tight sand gas deposits requires
fracturing to create openings in the deposits. The fracking process is enormously water-
intensive, with up to five million gallons of water being required for a single well.
Anywhere from 5% to 60% of this water flows back to the surface. In addition, water
that is naturally found in the rock formations will flow from the well over the course of
its proactive life, which is known as “Produced Water”. Besides, in enhanced oil
recovery process (EOR) using steam assisted gravity drainage (SAGD), 100% quality
steam is injected into the well to heat-up the formation and get the heavy oil to flow.
Produced water is highly variable and evolves over time, so a new well will produce
smaller volumes of water than an older well. For treatment technology to be effective in
produced water market, it must be robust to work efficiently under varying conditions
and with variable flow rates. It must be versatile to remove a variety of contaminants
and process a wide range of waters. It must be serviceable for easy O&M and most
importantly, it must be economical.

In EOR process, huge water demand and ultimate conversion to steam requires the
maximum amount of recycle potential from the water. Oil and condensed steam are
brought to the surface where the oil is separated, and the condensate, or produced water,
is treated and recycled to produce the steam. The traditional de-oiling, softening,
filtration, and ion exchange produced water treatment scheme is complex, costly,
produces several waste streams requiring disposal, is labor intensive, requires the use of
steam generator, and requires vapor/liquid separation systems (to produce the required
100% steam quality for SAGD process). Evaporation through novel evaporators
provides an alternate approach to produced water treatment which is simpler, more cost
effective, more reliable, and reduces the size and complexity of the steam generation
system significantly.

Novel design of evaporators and crystallizers has greatly facilitated the Zero Liquid
Discharge solutions even with significantly challenging conditions like in gas fields
with significantly reduced complexity and in cost effective way.

7. Integrated System Design Framework

There have been numerous technical advancements in water and wastewater treatment
technologies as discussed in sections above. The holistic approach to water management
requires evaluation of water treatment solution on various technical, economic, social
and environmental parameters. The overall solution is integrated part of larger system
that could be an industrial process or residential communities and has the capability to
significantly influence it. For example, for industrial process, water and wastewater
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treatment solution can influence the choice of technology with regard to water
consumption, effluent discharge quality and quantity and overall economics. Likewise,
for municipal process, water treatment solution clearly influences the water quality and
quantity of the potable water, water tariffs and development in the territory. The
evaluation of various options at various levels including using existing water source or
desalination or wastewater reuse as an option requires an integrated framework. This
framework should provide capability to evaluate the solution on various technical,
economic, social and environmental parameters. This requires development of
predictive process models for various water treatment unit operations, capability to
integrate various unit operations, cost models for CAPEX, OPEX and lifecycle cost
analysis, all on one platform. The predictive capability needs to be for specific water
quality parameters, product flow rate, system recovery, energy consumption and several
other parameters discussed in sections above. Likewise, these models should be able to
predict in wide range of operating conditions, account for all the variability in the
system, and allow designers to carry out what-if and sensitivity studies [16]. Besides,
this also should be able to provide framework for optimization during design as well as
operations phase. The choice of water treatment technologies and their capabilities are
so numerous that even a knowledge management based decision support tool is required
to help design flow-sheet and configuration to reach an optimum solution.

There is huge opportunity from Process Systems Engineering standpoint to develop this
integrated framework that allows city planners, industrial process engineers or even
residential communities to come up with the optimum solution that works within the
constraints defined by them and also meet their overall requirements.

8. Conclusion

The developments of new technologies that follow the process intensification principles
are critical to solve the current water and wastewater treatment challenges. This in the
context of water treatment industry could mean reducing energy consumption,
increasing recovery, reducing the foot-print, generating the value from the waste, more
flexible processes that meets varying feed water qualities, shorter time to market, lower
lifecycle costs or combination of these objectives. The new processes like membrane
based ultrafiltration treatment, seawater desalination processes, membrane bio-reactors
are lot more process efficient, safer, flexible, smaller, lower cost and more environment-
friendly as compared to conventional processes and have the capability to meet the
challenging requirements in the current scenario. The shift in approach towards resource
recovery from pollution prevention is a good example of benefits of holistic approach
and system level thinking. There is also a need for integrated design framework that
allows evaluation of multiple options on economical, technical and environmental
parameters, has the capability to integrate advanced and conventional technologies and
evaluate various process configurations to design optimum solution.
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Abstract

Health and sustainability are two of the most daunting global challenges facing
humankind today. The need to preserve and improve human life in new and more robust
ways is at the core of these global challenges. Process systems engineering (PSE) when
applied to the manufacturing and distribution of medicines and vaccines has the
capacity to impact these global issues for the better, but it must be effective at size
scales that span global enterprises and supply chains and time scales that cross multi-
year long range planning. Technology roadmapping is a process that has been applied
effectively to the identification, selection, acquisition, development, exploitation, and
protection of technologies in a variety of industries. We explain how this method
combined with PSE can be used to design and enact complex technological change at
the size and time scales needed to transform a global manufacturing operation.

Keywords: manufacturing technology roadmap pharmaceuticals vaccines biologics.

1. Introduction

Technology roadmapping is a process that has been applied effectively to the
identification, selection, acquisition, development, exploitation, and protection of
technologies in a variety of industries. In this paper we describe an approach taken at
our company that allows this technique to be used to drive process systems engineering
(PSE) activities across a size scale that spans a global manufacturing operation with
hundreds of connected supply chains and time scales that cover multiple years into the
future. When driven at the global operation level, technology roadmapping provides the
only viable way to align thousands of technological, organizational and business model
changes to systematically transform and coordinate PSE activities across the
organization. This is especially critical in our business sector where our global
operations deal with the manufacture and distribution of medicines and vaccines that
preserve or improve human life and animal health. We have defined technology as a
system comprised of scientific/technical knowledge, processes and equipment that is
used to accomplish a specific goal. The knowledge encompasses the understanding of
fundamental principles and relationships that provide the foundation of the technology.
The processes are the procedures, techniques and best practices associated with the
technology. The equipment is the physical manifestation of the technology as devices,
instruments and machinery. Given this definition, manufacturing technologies are
combinations of knowledge, process and equipment that transform raw materials into
products and deliver them in a useful form to our patients & customers. Additionally,
product configurations are changes in format to a product that a customer would see
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or perceive — for example formulation platforms or packaging configurations that
manufacturing technologies enable.

Our approach follows this reasoning in a fairly linear way. Initially we create global
operations level systems views, allowing for holistic management and consideration of
systems changes. This creates the visual of the larger system that is the subject of
transformation and deployment of technologies. Stakeholder maps are created that
account for the external and internal constituencies, clearly identifying the key
stakeholder groups involved in global systems level transformation. The changing
global trends are then mapped inwards from the customer market and societal needs and
outwards from the business drivers and requirements from the manufacturer. In this
paper, we focus on the some significant shifts in the health and sustainability areas.
This stakeholder mapping also allows for the development of key performance
indicators (KPIs) for the global system, thus collapsing the trends and drivers identified
into workable and measurable goals. These KPIs result in very precise operational
definitions around which global operations level changes can be made. During the
needs and requirements definition, technology inventories can be created
simultaneously by technology subject matter experts that become repositories of internal
and external technology efforts and innovations. The two streams of efforts combine
when the KPIs, trends and drivers are used to prioritize the technologies in time that are
most important. This allows for the initial creation of technology roadmaps. Individual
technologies are generally at the single and multi-phase system and process unit level,
and thus visualization on roadmaps allow for plant, site and enterprise level integration
and planning. Interactions between different global pathways can be analyzed utilizing
dependency structure matrix (DSM) analysis. This creates a portfolio of PSE projects
that can be managed through maturity by an enterprise-wide technology management
process and governance, with information and knowledge being refreshed on an annual
basis as the transformation and implementation progresses.

2. Global Operations Level Systems Views

A simple schematic of all the possible pathways of manufacturing possible at the global
operations level was created. This is depicted in Exhibit 1 below.
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Exhibit 1: Global operations level system view
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In this global view, process unit systems up to plant scales can exist within each box,
while site and enterprise level integration occurs along pathways defined by connections
of different boxes. An example of a pathway is AKOQR, which represents the pathway
for a small molecule pharmaceutical oral dosage form. It is clear that from even this
view, PSE models for enterprise optimization such as those discussed by Sahinidis
(Sahinidis et al, 1989) or Grossman and Biegler (Biegler et al., 1997) can be applied to
pathways such as AKOQR, and that the evolution of technologies within any given
node of box would inform the variables, constants and coefficients of the models from
the current pathways to future pathways. Each processing unit box can be further blown
out as necessary, but the overarching scheme allows for taxonomy of future roadmaps
for each node and each pathway.

3. Stakeholder maps, trends, drivers and key performance indicators

Having a clear way of representing all the stakeholders of the global operation is
incredibly important as it allows for segmentation of needs and ultimate definition of
key performance indicators by constituency. A high level stakeholder map from our
work is shown in Exhibit 2.
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Exhibit 2: Stakeholder map for the global operation

As global operations-level transformation occurs, there are multiple interests that must
be met. Patients and consumers must benefit from the appropriate use of our products
and services and challenges such as affordability and adherence must be met. Different
configurations that allow for convenient and safe use as well as protect the product from
human and environmental threats must be introduced. On the other side of the
stakeholder map, we serve our society, from the local communities in which we operate
to the national and international levels, by supporting and promoting environmental
sustainability. This leads to processes designed to be green with respect to emissions
and waste and sustainable packaging designs and configurations.
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Exhibit 3: Stylized stakeholder, KPI, trend and driver mapping

It is important to reflect the needs and requirements of the various stakeholders in
precise terms, with operational definitions and maps that can establish precise sub-
factors that can be targeted by the global operation for improvement. Exhibit 3 is a
generic global operations level stakeholder needs and requirements mapping that shows
a stylized representation of the stakeholder, KPI, trend and driver mapping.

4. Technology inventories

While the work of defining key performance indicators are being established for the
technologies, parallel work can and should be occurring to gain common and universal
enterprise level visibility to all technologies being considered or potentially of interest.
An important connection between advances in technology achieved at local levels in the
enterprise and the higher level technology strategy should be the development and
maintenance of a technology inventory. The technology inventories should be a
primary reference source whenever an effort to resolve a stakeholder-driven set of needs
or requirement via manufacturing technology is undertaken. The inventory serves as one
avenue to connect technology advances in manufacturing, research and all
manufacturing businesses to the customers and business. Leaders of technical
organizations should assign functional areas to have one or more representatives keep
the technology inventory current so that it may be a continuously useful tool for
technology roadmapping. Local groups in research and manufacturing can have
updating the inventory as a standing objective for technologies in their scope of work.
We have found that customer field visits, and reports from conferences, visits to partner
companies and industrial collaborations may serve as key sources of contributions to the
inventory. Individuals within each area of the enterprise should appoint an appropriate
function or group of individuals to periodically check to ensure the inventory is kept
current, at least, on an annual basis.
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5. Technology Management Process

A stylized example of a technology roadmap is shown in Exhibit 4, and does not differ
much from conceptual examples presented by Phaal (Phaal, 2004) and other
manifestations of roadmaps going back to their initial use in Corning and Motorola in
the 1980s. The top of the roadmaps are representations of product or business strategies
while the bottom represents investments in the most critical enabling technology
projects. The horizontal axis represents multi-year transformation time scales while the
dotted line ties from the top to the bottom represent a visually simple way of showing
the most critical ties. It is important to note that these roadmap visuals constitute a
graphical summary of much more complex and interrelated connections that are best
managed through multi-domain matrices as will be discussed in the last section.
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Exhibit 4: Stylized example of a technology roadmap.

The subsystems we have spoken of so far become a part of an integrated technology
management process that has these roadmaps at the center, and this concept we have
depicted in Exhibit 5. We have chosen to adopt the European Institute of Technology
Management (EITM) definition of technology management as that which "addresses the
effective identification, selection, acquisition, development, exploitation and protection
of technologies (product, process and infrastructural) needed to maintain (and grow) a
market position and business performance in accordance with the company's
objectives." (Phaal, 2004). This must be managed by an organizational structure that
has clear accountabilities and decision rights established. ~Most importantly, an
overarching ability of tracking and responding to process health metrics and realization
indicators are extremely important. Each section and its roles are described.

5.1 F1 — Technology inventory system — This part of the process ensures that the
enterprise can consistently track and update the technologies it has in its inventories
from the inside and outside as the business learns more. The sub-process gives
access to all technologists to help maintain and access these inventories.
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Appropriate guidelines for an intellectual property strategy are embedded in this
section.

5.2 F2 - Product planning system — Access for the latest product plans for every
health area and market are embedded here. The means of transforming these
product plans into a way the technology roadmaps can consume and use them are
defined in this sub-system.

5.3 F3 — Customer & business needs/reqts system — It is critical that a firm link is
created between the clinical and marketing portions of the business and the
customer need-sensing and translation processes are established so that
observations can be translated into business requirements and goals. This sub-
system also assures that we stay in touch with the business needs and requirements
that are independent of customer needs.

5.4 P1 — Technology roadmap mgmt — This part of the system establishes how the
enterprise manages the actual roadmaps, including gathering changing information,
augmenting investment choices, socializing the recommendations, and making
decisions on the overall maps and investments. The maps are made visible and
visualized on an ongoing basis.

5.5 P2 — The gated technology process — The mapping of technology and technical
systems to roadmaps allows for global tracking of technologies at each stage of
maturity. This is an important concept as different investment postures need to be
taken based on different maturity states of the technologies. A clear map of the
decision rights at all levels of the enterprise for progressing technologies through
must be created, the broader and more externally facing the technology is, the more
challenging decision rights can become. Additionally, the enterprise must account
for technologies that “pop in” at a gate, that is acquired from the outside or working
with a partner. Each gate should have the standard ways to kill projects as well as
clear way to map the overall health of the process.
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Exhibit 5: Conceptual design of an enterprise level technology management process.

The progression of technologies through the various phases of maturity is critical and
linking technology development with the knowledge and capability level of the
organization is vital. In this we have proposed using horizons of maturity (Cournoyer,
2003, Chowdhury, 2009, Kukura, 2012). Horizon I technologies refer to incremental
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improvements in currently commercialized or near commercialized technologies. They
are implementable in the near term. Horizon II technologies are in the middle part of
the adoption curve (potential technology), the physical principles have been
demonstrated either in our industry or elsewhere - we need to adapt the solution for our
needs. These are medium term solutions 2-3 years out. Horizon III technologies are
much further out and likely the physical principles have not yet been demonstrated.
They require some fundamental knowledge work and are a ways from being
commercialized. These are longer term solutions.

This maturity level assessment, which is also depicted in Exhibit 5 in the part of the
diagram labelled the "technology funnel", can be married up with a needs assessment.
As the various stakeholder needs, and for our purposes those that contribute to
transforming human health and driving sustainability globally, some will be well
articulated (i.e. a problem looking for a solution) and others will not be (i.e. a solution
looking for a big way to impact a problem). As we assess transformation at a global
operational level, it is important that our efforts have a combination of these types of
technologies and these types of defined value drivers. These dual dimensions and the
trade space that is created by examining them are represented in Exhibit 6.
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Exhibit 6: Technology Maturity by Extent of Need

In the y-axis, the technology maturity as represented by the different horizons is shown
while the extent of known and identifiable need is shown on the x-axis. Theoretically,
technologies can traverse from zone 1 to zone 2, where we make proactive investment
in a technology without a well articulated need or move from zone 2 to zone 3 where we
are implementing a proven technology as a need is articulated. They can theoretically
traverse from zone 1 to zone 3 where we work to create a need for an unproven
technology or (where most mental models around technology development reside),
move from zone 3 to zone 4 where we develop a technology for a particular need. In
reality technologies traverse this trade space in multiple and diverse trajectories and at
different speeds. They are can start within any zone and can stay within a zone and
never go anywhere and die. The idea of technology roadmapping as a means to build
large scale systems or transform them essentially looks to solve the most difficult
problem of moving technologies from zone 1 to zone 4 in a more methodical, integrated

47
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and predictive way. We represent this concept in the diagram as the "path of
clairvoyance". Theoretically, well fashioned roadmaps that are refreshed with technical
knowledge would deliver a straight line from zone 1 to zone 4. In reality this is
impossible, but this thinking does provide some helpful principles as the enterprise puts
in place an overarching technology process.

6. The Technology and PSE portfolio and network management

The final leg of the process is to actually manage the technologies and PSE efforts that
are born of the technology roadmaps. One of the key issues around technology
management is the lack of visibility of how different efforts touch each other and need
information or data from one another to make a larger, more holistic transformation
possible. In helping to manage these interdependencies, the concept of the multi-
domain matrix (MDM) has been applied (Crawley et al, 2004). A mock version of an
MDM is shown in Exhibit 7 for the manufacturing pathway AKOQR discussed in
Section 2 that has been applied to our efforts in managing technologies and PSE efforts
at an enterprise scale. The MDM is laid out to show relationships within like elements
(such as the process to process connections dependency structure matrix (DSM) in the
red box, or the operand to operand connections DSM within the blue box or across
unlike elements such as operand to initiative, as shown in the area labeled zone 1.
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Exhibit 7:  Multi-domain matrix (MDM) applied to manage interdependencies for
technology and PSE initiatives.

Understanding the relationships between some of the most important potential efforts
and the process or operands at the enterprise level is critical to help manage multi-year
efforts and to foster the right knowledge sharing and hard connections required as
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internal and external resources execute on the portfolio of choices. The cross hairs
within the matrix can represent the nature of the connection, e.g. "supporting",
"connected" to or "integral". In this mock example, we see that the following projects
are in the portfolio: CFD reactor design, dimensionless compression machine, extrusion
simulation, spray coating design space, filtration, apparatus optimization, sterile
robustness, granulator model, stochastic RC loader, PAT vision monitoring algorithm,
operational flow model, multi-modal transport decision tree, monitoring algorithm,
PVDC foil moisture seal prediction, flow controls, sys dynamics dashboard, enviro
factor prediction, and vibration simulator. First and foremost, the importance of these
PSE initiatives and their ability to address multiple needs at the global operational level
would not be seen if were not for the roadmapping effort. The MDM analysis brings to
light for example that the PAT vision monitoring project as creating datasets that are
needed for the system dynamics dashboard or the enviro factor prediction model. These
interconnections can then me mapped to intended resource connections through a
process called organizational network analysis where people resources are mapped with
their current structured technical and data sharing relationships (Cross et al, 2009). This
leads to being able to visualize the resource connections between technical resources
working on various programs and drive management of needed connections. An actual
mapping of technical resource connections working in on the pathway AKOQR is
shown in Exhibit 8.
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Exhibit 8: Organizational network analysis of connections between technical resources
working on technology/PSE initiatives

7. Conclusion

The ability to impact human health and global sustainability requires enterprise
transformation at size scales of global operations and time scales that traverse multi-
year planning cycles. We have introduced a systematic method that has been pressure
tested in our enterprise that combines technology roadmapping, portfolio management,
multi-domain matrix and network analysis to methodical management of technology
and PSE initiatives in an integrated and interdependent way.
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Abstract

Advanced energy systems demand powerful and systematic optimization strategies for
analysis, high performance design and efficient operation. Such processes are modeled
through a heterogeneous collection of device-scale and process scale models, which
contain distributed and lumped parameter models of varying complexity. This work
addresses the integration and optimization of advanced energy models through multi-
scale optimization strategies. In particular, we consider the optimal design of advanced
energy processes by merging device-scale (e.g., CFD) models with flowsheet simulation
models through sophisticated model reduction strategies. Recent developments in
surrogate-based optimization have led to a general decomposition framework with
multiple scales and convergence guarantees to the overall multi-scale optimum. Here,
we sketch two trust region-based algorithms, one requiring gradients from the detailed
model and one that is derivative-free; both demonstrate multi-scale optimization of
advanced energy processes. Motivated by an advanced Integrated Gasification
Combined Cycle (IGCC) process, we present two case studies that include PSA models
for carbon capture and CFD models for gasification and combustion.

Keywords: model reduction, nonlinear programming, proper orthogonal decomposition
(POD), trust region methods, IGCC power plants, carbon capture

1. Introduction and Motivation

Increasing pressures and awareness of critical energy systems demand powerful and
systematic optimization strategies for their design and operation. These demands
present a number of challenges, particularly as emerging energy processes incorporate
advanced technologies that are described by complex process, nonconventional, multi-
scale process models. In this study, we discuss the development of a multi-scale
optimization framework that addresses these challenges. This framework is enabled
through rapid advances in optimization models and solution strategies over the past
decade. Nonlinear optimization algorithms can now solve models with millions of
decision variables and constraints. Correspondingly, the computational cost of solving
discrete optimization problems has been reduced by nine orders of magnitude (Biegler
and Grossmann, 2004; Biegler, 2010). These algorithmic advances have been realized
through software/design frameworks that integrate these optimization models through
nonlinear and mixed-integer nonlinear programs (NLPs, MINLPs). On the other hand, it
is essential to note that these benefits arise because these frameworks permit (indeed
require) optimization models to be formulated carefully as well-posed, well-conditioned
problems with exact first and second derivatives.

! biegler@cmu.edu
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To extend these tools to multi-scale energy processes, we require the integration of
efficient and accurate model reduction strategies within the optimization framework,
leading to simple analytic descriptions that we term reduced order models (ROMs).
Moreover, the development of efficient and accurate model reduction strategies allows
the capture of multi-scale, multi-fidelity model behavior within an optimization
framework. As described in Chung et al. (2011), these strategies can be applied within
a cascaded network that link multi-scale models (from atomic to enterprise scales) along
with optimization formulations that provide the “glue” to exploit synergies among these
systems through ROMs.

With this goal in mind, a number of important research questions arise. First, how
should reduced models be constructed and how do we balance accuracy with
computational cost for the model construction phase? Second, does the multi-scale
optimization framework converge to the optimum of the original system models? Third,
can multi-scale optimization be performed efficiently without frequent recourse to the
original models? To motivate these questions and describe our recent research, we
consider the advanced IGCC process with carbon capture, shown in Fig. 1.

Air
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i as ne
Ruel Multi-phase Sepgvl:;lion 1
Gasification Unit
Steam | Water gas
>~ shift Heat ﬂux‘
Reactor |
Steam Cycle
and
Water gas coz Steam
shift Capture Turbines
Reactor ll TSA
=
CO2, 19 bar|__Compressor

Figure 1. IGCC Flowsheet with Carbon Capture

The advanced IGCC process is described in a detailed case study prepared by TNO
(Kessel et al., 1998). The gasifier converts feeds for fuel, water and oxygen into syngas;
the effluent CO in the syngas is converted into H, and CO, in two cascaded water-shift
reactors, and the syngas becomes an Hy-rich stream, with 90% of the CO, in the stream
captured by a temperature-swing adsorption (TSA) unit. The CO, is compressed for
subsequent storage and sequestration. On the other hand, after mixing with nitrogen and
oxygen, the Hy-rich gas enters the combustor of the gas turbine to produce electricity.
The energy in the turbine exhaust is recovered by driving the steam turbines in the
steam cycle. This process model comprises lumped parameter (algebraic) models for
heat exchange and compression, distributed, dynamic (differential-algebraic) models for
the TSA unit and distributed, multi-phase (partial differential-algebraic) CFD models
for the gasification and combined cycle units. To provide the optimization capability for
the overall process model, our strategy converts these heterogeneous (AE, DAE, PDAE)
models to equation-based optimization models through model reduction and nonlinear
programming. In this way we capture the phenomena of multi-phase flow, particle
mechanics, and dynamic operation within the process optimization. In addition, we
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describe a framework that allows the optimum of the original, heterogeneous process
model to be obtained.

The next section discusses previous model reduction developments, challenges for
ROM-based optimization and the extension of these methods for integrated flowsheet
optimization with heterogeneous models. The third section describes a ROM-based
optimization method that requires gradients from the detailed model. A case study based
on the optimization of a pressure swing adsorption (PSA) process demonstrates the
performance of this method. In the fourth section we describe a derivative free
alternative for ROM-based optimization for the integrated optimization of the IGCC
process in Figure 1. Here we develop an optimization strategy based on a trust region
framework that guarantees convergence to the rigorous optimum with minimum
recourse to detailed models. Conclusions and future work are discussed in the fifth
section.

2. Paradigm for Reduced Order Models

Model reduction is a widespread practice that extends over many engineering
disciplines, and over several decades. In process systems engineering, early work on
model reduction includes the use of reduced models for physical properties that require
detailed thermodynamics and transport models (see Leesley and Heyen, 1977; Boston
and Britt, 1978, Barrett and Walsh, 1979). These early strategies provide a vision for
reduced models that extend beyond physical property models to a wide range of process
engineering tasks. In fact, Caballero and Grossmann (2008) applied a related ROM-
based strategy for distillation models in flowsheet optimization.

Similarly, in the PDE modeling community, reduced order modeling strategies have
been developed and include multi-grid methods, proper orthogonal decomposition
(POD) and state-space ROMs based on data-driven modeling and principal component
analysis (PCA). To adapt ROMs to process optimization, a typical strategy is to match
the ROM to rigorous models at specific points, usually over the course of the
optimization path, and to rely on the constructed ROM for gradient information needed
for optimization. However, it is well-known that such a strategy cannot be guaranteed to
converge to the optimal solution of the detailed model (Biegler, et al., 1985; Brdys, et
al., 1987; Gao and Engell, 2005), as gradients from the original model are needed to
satisfy optimality conditions. Instead, ROM-based optimization strategies centered on
trust region strategies (Conn, Gould, Toint, 2000) provide effective communication
between the original model and the ROM, as well as convergence guarantees.

Model reduction strategies coupled with optimization generally cover two approaches.
The first approach is based on model reduction that retains most of the structure of
original equations but leads to simpler and smaller models. Examples include shortcut
models based on physical phenomena, coarsening of discretization (finite difference,
element, volume) steps and the use of spectral-based strategies such as POD. The
second approach is based on data driven model reduction that leads to the construction
of input-output models used in the optimization problem. Issues for the construction of
these ROMs include experimental design for model reduction, well-posedness and
conditioning of the constructed ROM (known as poisedness) and the choice of basis
functions (e.g., specific regression models, artificial neural networks, radial basis
functions and Kriging). Often the reduced models from the data-driven approach are
used as surrogate models within a derivative-free optimization (DFO) strategy.
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Additional requirements arise when adding multiple ROMs within an overall process
optimization model. Here, well-conditioned algebraic ROMs need to be incorporated
within the optimization framework with exact derivatives provided from the ROMs.
This implementation allows the use of equation-based models, fast optimization
algorithms and greater robustness in the optimization (e.g., intermediate failures of CFD
models are avoided). On the other hand, over the course of the optimization process,
ROMs may need to be reconstructed from the original models, often leading to the
dominant computational cost. For example, when coupling CFD to flowsheeting
models, the former may require CPU hours or days, while the ROM-based flowsheet
optimization requires only a few CPU minutes. As a result, recourse to the original
model needs to be minimized; this is enabled through the ROM’s predictive capability.

Finally, to guarantee convergence of the ROM-based optimization to the optimum of
the detailed model, two general trust region frameworks have been developed. The first
framework assumes that accurate gradients are available from the detailed model. This
allows the ROM to be formulated within a model NLP, which is solved within a trust
region to generate a search direction for the original model. A key property is that both
functions and gradients from the original model match the basepoint on the model NLP,
i.e., first order consistency. This trust-region framework was developed for
unconstrained problems by Alexandrov et al. (1998) and is sketched in Figure 2. They
also introduced scaled (i.e., corrected) objective functions in the trust-region
subproblem to enforce consistency conditions. Fahl (2000) extended this approach by
relaxing the consistency conditions and solving the trust-region subproblem inexactly.
Finally, Agarwal and Biegler (2012) extended Alexandrov’s approach through a filter
trust region approach, which greatly reduces the need for gradients from the detailed
model.

The second approach does not require gradients from the detailed model and is based on
concepts of trust-region-based DFO methods (Conn, Scheinberg, Vicente, 2009). In the
context of unconstrained optimization, convergence to a stationary point requires the
ROM to have the fully linear property, i.e., |Vf(x)-Vf R(X)H =k, where f{x) and /*(x) are

objective functions related to the original and reduced models, respectively, and A is the
size of the trust region. The trust region then proceeds according to Fig. 4 and requires
the trust region A to vanish upon convergence. Convergence properties of the trust
region method with fully linear and fully quadratic ROMs were developed in Conn,
Scheinberg and Vicente (2009). Wild et al. (2008) developed conditions for ROMs
constructed with Radial Basis Functions (RBFs) that satisfy the fully linear property and
lead to well-conditioned models. March and Willcox (2012) recently extended their
approach to Kriging models and demonstrated the effectiveness of this approach over
conventional unconstrained methods. More detail on this approach is presented in
Section 4.

3. ROM-based Optimization with Detailed Model Gradients
For ROM-based trust region methods we consider the following constrained nonlinear
programming problem:

Min f(x), s.t., cg(x) =0, cix) <0, x, <x <xy )
where the objective and constraint functions f{x), cg(x), c,(x) are assumed to be at least
twice differentiable functions. At iteration &k of the optimization cycle, a ROM is
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constructed at x;, and this is used to build the following ROM-based trust-region
subproblem at iteration £:

Min R+ s), s.t., e+ 5) =0, i +5) <0, x, < xp+ s <xu ||s]] < A 2)

where f5(x; + 5), *p(xi + 5), i(x; + 5) are the ROM objective and constraint functions
and the trust region Ay is a (/) box that restricts the step size s.

3.1 ROM-based Algorithm Development

To simplify the construction of ROMs, model functions are derived by using local
corrections that correspond to the current iterate k. Additive correction schemes for the
objective and constraints of (2) are given by:

Zero Order Correction (ZOC)

D (x) = D (x) +((x;) - Df (x,)) 3)
First Order Correction (FOC)

DF (x) = DX (x) +(D(x,) - X (x,)) + (VD (x,) - VDI (x,)) (x—x,) 4)
with @(x) = f(x),¢;(x) and @F (x) = £ (x), ¢/ (x) iE{E,I}.

Here ZOC matches basepoint functions only, while FOC matches both functions and
gradients at the basepoint. In terms of corrected objective and constraint values,
subproblem (2) becomes:

Min £ (x, +5), s.t. &8 (x, +5)=0, & (x, +5)<0, x" sx +ss2x”, lIsl,<A, (5

Subproblem (5) is then solved using only functions and derivatives from the ROM. On
the other hand, functions and derivatives from the detailed model are calculated for the
construction of the ROM values in (5), using ZOC and FOC. The algorithm proceeds by
choosing step sizes that satisfy a sufficient decrease condition for an exact penalty
function of problem (5):

TIJR(X" +5)= fkR(xk +8)+u "E;k(xk + s)" + Emax(O, E,Rik‘j(xk +5)) (6)

The corresponding decrease of the penalty function of problem (1) leads to the metric:
Py = ared/pred = (w(xk +5)— w(xk)) / (U’R(Xk +5)- wk(xk)) (7)

which determines the increase or decrease of the trust region A;. The resulting trust
region algorithm is shown in Fig. 2. Note that the algorithm expands or shrinks the trust
region based on how well the ROM-based subproblem follows the original problem
surface. Also, the algorithm may terminate with Ay = 0 if ZOC is applied and detailed
model gradients are not provided. On the other hand, if FOC is applied, the algorithm is
guaranteed to converge with ||s|| = 0 and a stationary point (where the norms of the
directional derivatives ||Dyy/(x*)|| = ||Dsy/(x*)|| = 0) is found for the original problem
(1). More details of this approach can be found in Agarwal and Biegler (2012). In
addition to the algorithm below, Agarwal and Biegler developed a more detailed filter-
based trust region algorithm, which is not sensitive to the penalty parameter u in (6) and
leads to faster performance.
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3.2 PSA Case Study

The ROM-based trust-region algorithm was applied in Agarwal and Biegler (2012) to
optimize a two-bed four-step pressure swing adsorption process with an 85%-15% N,-
CO, feed mixture, as shown in Fig. 3. Although this process cannot be applied directly
to the IGCC process in Fig. 1, PSA models have a similar structure to the TSA process
and the optimization strategy applies in a straightforward way. The operation consists of
four distinct operating steps; pressurization, adsorption, depressurization (counter-
current), and light reflux (or desorption). We maximize CO, recovery subject to a
constraint on CO, purity and consider five decision variables, high pressure P, low
pressure P, step times ¢, and ¢, and adsorption feed velocity u, according to:

max CO, recovery

st.  CO, purity = 50% 0.1 m/s=u, <03 m/s (8)

lbar<sP, < 3bar O4bar<F = Ibar

35sec=<t,=<150sec 50 sec =<t, <400 sec

@oose A,, x,. Compute Y(xg). Set k@
+
I Obtain ROM at x,. Construct TR subproblem |.7
+

Compute step s, that satisfies sufficient decrease condition for YR(x, +s)

If ||s|| <€, STOP.
i
Calculate y(x,+s,), and p, = ared/pred
No
@ My g = No @ Yes Xy 1 =X, S
Shrink A, Update A,
Yes

Figure 2. Trust Region Method with Detailed Model Gradients

For the PSA process, the ROM is based on POD applied to the bed equations (as
described in Agarwal and Biegler, 2009). The algorithm in Fig. 2 includes the solution
of subproblem (5), using the POD-based ROM and IPOPT (Waechter and Biegler,
2006) in an equation-based environment. Also, evaluating the detailed bed models can
be done efficiently as part of the generation of the ROM, but here gradient evaluation of
the detailed models is done through finite differences. The algorithm requires the
solution of 105 trust region subproblems (using IPOPT) and 2.47 CPU h (Intel Quad
Core 2.4 GHz processor). It should be noted that if the filter-based trust region
algorithm is used, only 51 trust region subproblems and only 1.36 CPU h are required.
Moreover, using finite difference gradients we conclude that the algorithm converges to
a local optimum. More information on these models and algorithms is given in Agarwal
and Biegler (2012).
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Figure 3: A two-bed four-step PSA cycle

4. ROM-based Optimization without Detailed Model Gradients

Obtaining gradients from detailed CFD models is often prohibitively expensive; hence,
the algorithms in Fig. 2 can no longer be used and modifications are needed. In this case
convergence guarantees are available if the following properties hold for the ROM. The
fully linear and fully quadratic properties are given by:

||V<1>(x) - V<I)R(x)|| <x,A and ||V2<1>(x) - V2q>R(x)|| <k, A, respectively.

If the fully linear property is satisfied, ROM-based trust region algorithms can be
constructed that guarantee convergence to a stationary point, satisfying first order
optimality conditions. Stronger guarantees for convergence to locally optimal solutions
require fully quadratic ROMs. Moreover, for ROMs based on radial basis functions
(such as Kriging) the fully linear property can be satisfied only if at least n+1
interpolation points lie within the trust region A, where n is the dimension of the
degrees of freedom in problem (1).

For fully linear ROMs, a derivative free trust region algorithm was developed and
analyzed in Conn et al., 2009) and is sketched in Fig. 4. As with the algorithm in Fig. 2,
this algorithm constructs and solves trust region subproblems (such as (5)), updates the
trust region based on agreement with the detailed model, and shrinks the trust region if
progress is poor. In both cases, frequent recourse is needed to the original detailed
model. Moreover, this algorithm has some additional complexities. In particular, note
that finding a stationary point for the ROM-based subproblem is not sufficient for
convergence. Instead, termination of the algorithm occurs if either ||D,y/(x")|| > 0 or 4,
= 0 and the ROM remains fully linear. With a shrinking trust region, the fully linear
property therefore needs to be monitored and the ROM needs to be updated. This update
step may require more frequent recourse to the original model.
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4.1 ROM-based Algorithm Development

X1 =Xy +S),
Update A,
No
X, 1 =X
2 ksl Rk
Asel Shrink A,
Yes

Figure 4. Trust Region Method without Detailed Model Gradients

Now consider the flowsheet optimization problem with heterogeneous models, as
illustrated by the IGCC process in Figure 1. Here, it is particularly clear that recourse to
the original CFD models during the optimization step is prohibitively expensive. In fact,
checking the CFD model at the solution of the ROM-based flowsheeting optimization
problem may be all that the computing budget allows. To deal with this challenging
restriction, we develop ROMs from efficient space-filling experimental designs. We
also ensure that ROMs are poised (sampling points are chosen and ROMs are well-
posed and well-conditioned). Kriging models with RBFs are a good choice for this.
Finally, the ROM-based trust region subproblem (5) comprises the overall flowsheeting
model with an initial large trust region, and this subproblem is solved to convergence.

The above characteristics greatly simplify the algorithm in Figure 4. In fact, since the

ROM-based model is always fully converged and ||D,y*(x")|| < ¢, only the grayed steps

apply and the trust region management steps are bypassed. Moreover, once the ROM-

based optimization is determined, the remaining concern is maintaining the fully linear

property of the ROM. We propose to address this concern with the following approach:

1. Based on the number and location of sampling points as well as the Lipschitz
constants of the original model, determine the smallest value of K, that defines a
fully linear ROM.

2. Armed with the value of K, and a specified tolerance, ¢, determine the largest trust
region size Ay, that satisfies the convergence criterion.

3. Solve subproblem (5) and locate the number of sampling points within distance
Anin from the solution of (5).

4. If at least n+1 sampling points are within A,;,, convergence is achieved. Else,
update the ROMs with additional sampling points and return to step 1.

4.2 ROM-based Process Optimization coupled with CFD Models
We now demonstrate the above approach with the optimization of the advanced IGCC
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process shown in Figure 1. In addition to lumped parameter flowsheeting models, the
process model contains two CFD models, for the gasifier and combustor. As described
in Lang et al. (2009) and Lang et al. (2012), ROMs were developed for both CFD
models using Latin Hypercube Sampling for the experimental design and PCA-based
reduction of the snapshots of their vector fields at each sampling point. For the
combustor ROM, a Kriging model was developed to map the process inputs to the
output streams, while an artificial neural network (ANN) ROM was developed for
input-output mapping of the gasification unit. Cross-validation on both ROMs showed
excellent predictive capabilities over the entire input space. Both output temperatures
and compositions were typically predicted with relative errors of less than 1%. Full
details of the ROM construction and validation of these models are given in Lang et al.
(2009). It is notable that sampling points of the CFD combustor model required over 30
CPU min, while the CFD gasifier model required as much as 20 CPU h. On the other
hand, each of the resulting ROMs could be executed within 1 CPU s.

As detailed in Lang et al. (2012), the ROM models were integrated within an equation-
based version of the Aspen Plus simulator using the USER3 protocol. This allowed fast,
equation-based NLP solvers to be applied directly. For the process optimization, we
select four independent variables that relate to the gasifier and the combustor, i.e. fuel
distribution, steam and oxygen ratios for the gasifier, and the split fraction that
determines the flowrate of the oxidant stream supplied to the combustor. In addition,
three independent variables are selected from the process variables in the flowsheet:
mass flowrate feeding the water gas shift (WGS) reactors; mass flowrate of the makeup
stream recycle within the steam cycle and heat allocation ratio of the high pressure
turbine to the medium pressure turbine. The flowsheet optimization problem included
ROMs for the for the combustor and gasifier and the objective is to maximize the power
generated by the IGCC plant. The problem formulation consists of 3747 variables;
solution of the ROM-based optimization problem (9) requires no more than 15
iterations and less than 3 CPU seconds by DMO, the default solver available in Aspen
Plus. With an additional n+1 = 8 CFD simulations, one can verify the detailed model
optimality of these results. The optimization with the ROMs derived from CFD models
improves the objective function by a total of 23.22 MWe or 6.8%. This result
demonstrates the advantages of process optimization through conversion of ROMs from
CFD models into EO process models. With the CFD-derived process models, the
process optimization clearly improves the objective function, and provides greater
process accuracy. This result shows that ROM-based process modules overcome the
prohibitive computational requirements of CFD models and are effective surrogate
models for process simulation and optimization.

5. Conclusions and Future Work

Large-scale process optimization of advanced energy systems needs to consider a
heterogeneous collection of device-scale and process scale models, with distributed and
lumped parameter models of varying complexity. The integrated optimization of these
models through multi-scale optimization strategies is enabled by state of the art,
equation oriented optimization algorithms along with management of reduced order
models. Recent developments in surrogate-based optimization have led to a powerful
decomposition framework with multiple scales and convergence guarantees to the
overall multi-scale optimum. Here, we also develop an efficient framework that requires
infrequent recourse to the original detailed model. Motivated by an advanced IGCC
process, we present two case studies that include PSA models for carbon capture and
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CFD models for gasification and combustion. In particular, integrated optimization of
the IGCC process (including ROMs derived from CFD models) shows that the power
output of the process increases by 7% compared to an optimization model that does not
consider degrees of freedom in the gasifier and combustion units. This implies that
ROM-based flowsheet optimization can significantly increase the efficiency of energy
processes. Moreover, the ROM-based optimization framework extends across a wide
range of engineering disciplines that include multiple scales and model types. Future
work will deal with a detailed analysis of convergence properties for ROM-based trust
region methods, particularly with the development and application of fully linear and
fully quadratic ROMs. We also plan to improve methods to develop accurate and
efficient ROMs from detailed models that arise at device and molecular scales, as well
as their integration and validation within multi-scale optimization environments.
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Abstract

This is an overview on the developments of Process Systems Engineering (PSE) in
China, outlining some viewpoints on future prospects, consisting of four parts:1)
Introduction, consisting of progress of the international PSE community and the
definitions of PSE from well-known authors;. 2).Retrospect on 20 years of
development of PSE in China: Part I describing 5 major PSE contributions: modeling,
simulation and optimization for process design and operation; advanced process control
and monitoring; process integration for energy conservation and waste reduction;
supply chain management for global competition and green PSE for sustainable
development, and Part II on problems in development;3).Challenges on future
developments for PSE,

4).Future prospects consisting of: two issues: problems in development of PSE in China
and future strategies.

Keywords: Process Systems Engineering; Retrospect; Prospects; Overview

1. Introduction

Although the general systems theory could be traced back to the 1930s, system
engineering was founded during World War II, when Operation Research (OR) was
applied by the Allied Forces to improve logistics. In the 1940s Bell Telephone
Laboratory started the large network system theory to meet the requirement of large-
scale communication network development. In the 1950s the electronic computer was
created and applied in engineering areas, thus providing a sound material basis for
systems engineering. In 1954 MIT started offering “systems engineering” as a course,
and the well-known book “Engineering Cybernetics” written by H.. S. Tsien (1954)
was published in same year. In 1957 the first book titled “Systems Engineering” was
published by Goode and Machol (1957).

The development of Process Systems Engineering (PSE) started about 10 years later.
The book, “Systems Engineering for the Process Industries”, was published by
Williams in 1961. The earliest dynamic process simulator SPEED-UP was developed
by Sargent and Westerberg in 1964. In the 1970s PSE began an explosive growth
worldwide, along with the rapid growth of the chemical industries, while the first
worldwide energy crisis started to challenge energy conservation.

PSE was introduced into China in the late 1970s, several books were written or
translated into Chinese (Takamatsu, 1981; Kafarov, 1983; Yang, 1989). Training
classes and courses were offered in universities, and teaching-research groups were
organized since that time. In 1991 Professor H. S. Tsien recognized as “the father of
systems engineering in China”, suggested to Siwei Cheng to organize a PSE society in
China. This society was established some 20 years ago as a PSE academic society
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covering 11 industries. The major PSE educational and research institutes in main land
China is listed on Fig.1.

The Major PSE educational and research institutes in main land
China

e Tsinghua University, Institute of PSE in Chemical Engineering Dept.

e Dalian University of Technology, Institute of PSE in School of Chemical Eng.

e East China University of Science and Technology, Eng. Research Center of PSE,
sponsored by Ministry of Education

¢ Qingdao University of Science and Technology, Institute of Computer and Chem.
Eng.; Institute of Hi-Tech in Petrochemical Industry

e Tianjing University, Teaching and Research Group of PSE in School of Chem.
Eng.

o South China University of Science and Technology, Chem. Eng. Institute in
School of Chemistry and Chemical Eng.

e Zhejiang University, The state key laboratory of industrial control technology;
National Engineering Research Center for Industrial Automation

¢ Beijing University of Chemical Technology, School of Chemical Engineering;
School of Information Science and Technology

e Wuhan University of Science and Technology, PSE institute of Dept. of
Chemical Engineering

e Automation Research and Design Institute of Metallurgical Industry, National
Metallurgical Automation Engineering Technology Research Center

o Institute of Process Engineering in Chinese Academy of Science: State Key Lab
of Multi-Phase Complex System; Lab for Green Process and Engineering

e Some professors at Beijing University of Petroleum. Xi’an Jiaotong University,
Nanjing University of Industry, Nanjing University of Science and Technology
are also working involving PSE

Figurel. The list of Major PSE educational and research institutes in main land China

The definition of PSE has witnessed changing since its first definition given by
Takamatsu at the first international PSE conference in 1982 (Takamatsu,1983) :

PSE is an academic and technological field related to methodologies for chemical
engineering decisions. Such methodologies should be responsible for indicating how to
plan, how to design, how to operate, how to control any kind of unit operation, chemical
and other production process or chemical industry itself.

This definition emphasized the multi-scale concept from the very beginning. Later,
Grossmann and Westerberg (2000) extended PSE to chemical supply chains, that is,
extended chemical engineering decisions to much larger scope consisting of economics
and management. The present authors suggested in 2003 the following definition of
PSE:

PSE is a comprehensive science focusing on systems processing mass, energy and
information, with its core of studying process system organization, planning,
coordination, design, control, operation and management, and aimed at holistic
optimization of process system in order to meet the requirements of sustainable
development. PSE is broadly applied in industries, such as chemical, pharmaceutical,
metallurgical, paper, construction materials, food, etc.
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Recently Stephanopoulos and Reklaitis (2011) extended the scope of PSE to (a)
processing plants; (b) manufacturing systems producing consumer goods; (c) diagnostic
and therapeutic products and processes to treat human diseases;(d) energy production,
distribution, and consumption systems; and (e) systems which ensure the quality of
environment.

2. Retrospect on 20 years of PSE developments in China
2.1. Contributions of PSE

2.1.1. Simulation and optimization technologies for optimal design and operation of
chemical plants

In late 1980s Qingdao Institute of Chemical Technology has developed the second
generation Chinese process simulator called “Engineering Chemistry Simulation
System, ECSS”, which was applied in many design and educational institutes in China.
In the new century this technology has been recognized from top leadership of major
Chinese petrochemical giants such as Sinopec and PetroChina. For instance, according
to report from Sinopec, 3000 people have been trained in 17 enterprises and 8 research/
engineering institutes. 142 plants were simulated in 8 years and 250 million RMB
(40MM USD) benefits was gained. (Qi, X., 2007)

An ethylene cracker simulator called EPSOS was developed by corporation between
Tsinghua University, Research Institute of Petrochemical Technology under PetroChina
and Lanzhou Petrochemical Co. This software is based upon chemical kinetics
mechanism model and optimization algorithms, which can predict ethylene yield of the
cracker and provide optimal operation guide. (Gao, X., Chen, B., etc.,2010) Operation
Training Simulator (OTS) is another area PSE made significant progress in China, most
OTS used in China are developed domestically.

2.1.2. Advanced process control and real time monitoring

As China became the world largest iron and steel production country since 1996,the
development of process control and monitory technologies in metallurgical industry in
China has made significant progresses. For example, the multi-scale close loop
hierarchical control system developed by Automation Research and Design Institute of
Metallurgical Industry and Baoshan consistent process control system(BPC) are used in

China with significant economic benefit. ( Sun, G.,2008)

An APC controller based on neural network model predicted control for ethylene
cracking furnace was developed at East China University of Science and Technology (
Wang, H., Qian, F.. 2011), which can control the outlet temperature from cracking coils
keeping the temperature fluctuation range less than 1°C and the production fluctuation
range less than 0.25%.

The Manufacturing Executive System (MES) developed by Zhejiang University,
Software Research Institute of Chinese Science Academia and Sinopec is a national key
project and the first result SMES 1.0 came out in 2004. As an example, after the
installation of SMES in Yanshan Petrochemical Co. the time of material balance

calculation of whole enterprise reduced from original 6 days to 6 ~8 hours, the raw
material consume reduced 2% and energy consume reduced about 1%.( Li, D., 2011)

2.1.3. Contributions of process integration for energy conservation
Pinch Technology, as a well-known representative technology of process integration has
been broadly promoted in China: energy pinch technology was promoted in 1980s,water
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pinch technology in 1990—2000, hydrogen pinch in 2000—2010, cooling water pinch
2010—up to now . In application of those pinch technologies, Chinese scholars have
made many progresses (Feng, X.,etc.,2007;Du J., etc..,2010).

2.1.4. Supply chain management technology contributes to increasing competitive
capability

Since Sinopec adopting linear programming planning tool PIMS in 35 refineries in 2006
the yield of gasoline/kerosene/diesel increased in 1.03% and the benefit from this is
about 291 million RMB per year. In 2007—2010 the application of planning
optimization in the deeper integration application phase,19 chemical enterprises and 7
refinery-petrochemical enterprises adopted XPIMS. Not only crude oil for each
enterprise but also the intermediates supply for each other’s between refinery and
chemical plants are also optimized. For instance of Shanghai Petrochemical Co., the
benefit from optimization of AGO production planning is about 229 million RMB/a and
of naphtha is 187 million RMB.

2.1.5. Green PSE contributes to increasing utilization efficiency of resources and to
improving development of ecological industry

EIP is a natural, industrial and social complex, in which the integrations of materials,
energy, water and information are all included. PSE provides the theoretical guide for
design and construction of EIP in China. (Jin, Y., Arons, J. de. Swaan, 2009)

For example, Tsinghua University was responsible to helping planning and construction
of Kaiyang phosphorus-coal chemical eco-industrial basis located in Guiyang,. Through
the eco-industry network preliminarily established, the number of product kind is
increased to more than 60,total amount of product reached 3 million tons annually and
total value of output reach 8000 million RMB per year with average annual growth rate
27.2%. (Hu, S Y., Li, Y., Shen, J., 2003)

2.2. Real problems

The development of simulation and optimization technologies have not satisfied the
requirements of industries’ growth. Up to now the optimization of chemical process
design is still based upon multiple iterations between experience and calculations of
simulation tools. Besides, many R/D projects are depending upon big size pilot plants,
because the mathematical simulation scale-up methodology has no power to guarantee
the results in despite of reduction of pilot experiments.

As we put forwarded “comprehensive integration and holistic optimization” for PSE in
order to obtain the whole economic benefit optimal and environment impact minimized
results of those large scale petrochemical complexes 12 years ago (Yang, S., Zhou, Z.,
Hua, B., Chen, S.,1999), but there is seldom expected good results coming out.
Application researches of PSE in the strategically important new industries, such as new
chemical materials, new energy industry, biochemical industry, clean coal industry, are
insufficient.

As mentioned by Klatt, K. U., Marquardt, W., (2009), many good results of PSE only
enjoyed published on journals, have not penetrated industrial practice.

The combination of PSE with management science is not close enough. The
informatization of process industries needs PSE providing theoretical guide. Another
example is the supply chain management of process industry is much lagging behind
that of other industries, such as automobile, electronic industries.
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3. Challenges for future development of PSE
3.1. Challenges from demands in application

3.1.1. Enterprise-wide operation optimization for cross-country global corporations

The operation of cross-country global corporations depends upon dynamic supply chain
management .However, unfortunately the logistic cost of chemical supply chain is the
highest among the asset-intensive industries, it cost about 12% of total value of sales,
which of pharmaceutical industry and automotive industry is 10% and 9% respectively.
The proportion of logistic cost in the net increase value is 43% for petroleum industry;
37% for chemical industry; 30% for paper industry and 28% for automobile industry.
(Karimi, I. A. 2009). This is because of the rather low chemical supply chain efficiency.

3.1.2. Challenges of low-carbon sustainable development for process industries

The main tendency of optimization study is extending the scope from internal enterprise
to external ecological environment in order to construct a sustainable environment
friendly enterprise. Particularly to China, there are following issues should be
mentioned: (1) Use of renewable resources to replace those fossil resources can play an
important role in sustainable development; (2) Challenges of clean production: For
China, coal as the major primary energy (70% of total energy input) is the main cause of
pollution. Therefore the principle task is clean utilization of coal; (3)The industrial
ecology and eco-industrial parks. In China there are 38 state approved EPI and 319
province approved EPI involving petroleum and chemical industries have been built up
to last year. ;(4)Improving energy efficiency.

3.1.3. Rapid IT progress and emerging development of industrialization and
informatization

Since 2010 the chemical industry of China became the largest one in the world.
However, the biggest one does not mean the strongest one. So how to turn the large one
into strong one is the strategic task in China. Since the new IT innovations
commercialized rapidly, such as cloud computation, radio frequency identification
(RFID), internet of things are getting popular and will effect on emerging cyber
infrastructure. All these progresses will undoubtedly lead to one of the grand challenges
of modern PSE.

3.1.4. Small scale production and process intensification

Current production modes are increasingly challenged by decentralization,
modularization and miniaturization. Process intensification also tends toward this
direction. The micro-chemical technology studies systems within the spatial range of
1—100pum and temporal range of 1—100ms. This kind of systems has many features
different from traditional chemical systems( Yang, YQ., 2008 ): (1) The miniaturization
of length scale causes significant process intensification: (2) Miniaturization brings
significant reduction of sample amount required in tests, much faster and more accurate;
(3) Inherent safety and good controllability. (4)Convenience in scale-up to commercial
production of new products; (5) Possibility of implementing distributed production
mode in chemical industry; (6) Pursuing new reaction paths. Combining Micro-
chemical Technology with process intensification may create the way of miniaturization
of chemical plants. How to design, operate and control this kind of micro-chemical
systems is the task of micro scale PSE.

3.1.5. Urbanization causing the need to optimize the infrastructure network of cities

An infrastructure can thus be seen as a complex socio-technical system, the complexity
of which is defined by its multi-agent/multi-actor character, the multi-level structure of
the system, and the multi-objective optimization. Since PSE field has enabled
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tremendous advances in holistic optimization, it is interesting to explore those PSE
methods and tools to be applied to infrastructure system design and operations. (Lukszo,
Z., etc. 2006).

3.2. Challenges from academic developments

3.2.1. Integration of multi-scale modeling

The simulation scope of PSE is quite different on scales: time scales (107 to 10®s) and
length scales (10~ to 10° m) are used. This large research scope is studied by different
disciplines: Atomistic-based simulations such as molecular mechanics (MM), molecular
dynamics (MD), and Monte Carlo-based methods (MC) are the area of Computer-Aided
Molecular Design (CAMD); for the morphology on scales of 100—-1000 nm is the
mesoscopic modeling techniques; both of above belong to Computational Chemistry;
the scales of 1000nm~10m is the area of Computational Fluid Dynamics (CFD);the
scales of 0.1m~10"m is the area of traditional Process System Modeling (PSM), The
application ranges of the PSM and CFD methods partly overlap owing to scaling down
of the modeled equipment in PSM ( Jaworski, Z., Zakzewska, B., 2011).

Each simulation area has its own commercialized tools. As we stressed “comprehensive
integration and holistic optimization”, the integration approaches of the numerical
simulation tools are urgently needed.

3.2.2. Challenges from sustainable development
Simulation and analysis of sustainable development requires extending the scope to

include the society—economy—ecology. As Bakshi mentioned (Bakshi, B. R., Fiksel, J.,

2003) there are 3 kinds of sustainable business practices that simultaneously benefit
both an enterprise and its stakeholders :design for sustainability ,eco-efficient
manufacturing and industrial ecology.

3.2.3. The third paradigm of chemical engineering— challenges from product
engineering

A classification of chemical products divides all chemical products into three classes:
basic chemical products (e.g., commodity and specialty chemicals, pharmaceuticals,
polymeric materials), industrial chemical products (e.g., films, fibers, paper, glass
substrates, pastes, creams), and configured-consumer chemical products (e.g., light
bulbs, hemodialysis devices, labs-on-a-chip). (Seider, W. D., etc. 2009) For basic
chemical products, emphasis is normally on process design, with significant
involvement in molecular-structure design — to select the molecules that satisfy
customer requirements. Herewith CAMD tools may help a lot. However, for industrial
and configured-consumer products, the key issues probably become to morphology
problem. There is no simulation tools and little or no PSE knowledge available for this
area.

3.2.4. Nanoscale Process Systems Engineering

With the birth of nano scale process systems engineering, Stephanopoulos ( 2005) at
MIT proposed “nano scale factories” as the next frontier of processing scale and nano
scale PSE as the new theory to handle the design, simulation and operation of those
active processing systems.,

Yang (2008) pointed out the challenges for PSE. As “molecular factories” is the frontier
of next generation manufacturing, traditional PSE is not valid in this area. Nano scale
PSE could be realized as a cross-discipline ,where one may find the PSE, system
biology, molecular tectonics and molecular computer all fueling the development of
nano scale PSE.
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4. Future Prospects

4.1. Problems in development of PSE in China

The core competence of PSE used to be related to modeling, simulation and
optimization (MSO), methods and tools, which soon became a regular part of chemical
engineering studies at the end of the last century. Therefore a risk for PSE is more or
less being marginalized. If the PSE community continues limiting efforts to academic
research without penetrating industrial practice, PSE is bound to shrink. Risk
investment is needed to help transform many good PSE research results into
commercial software and routine tools used in industries. This is especially urgent in
China.

4.2. Strategies for the future

4.2.1. Upgrade PSE to Multi-scale Product & Process Systems Engineering (MPPSE)
to intensify contribution to chemical engineering.

The future challenges in chemical engineering are essentially systems problems, for
which PSE could bridge the scales, addressing product design, reaction pathway
synthesis as well as equipment and process design in an integrated manner to link user
requirements to engineering solution. PSE needs to promote holistic treatment by
integrating mature methods/tools from different disciplines into a commercial platform
for industrial use, including specialized simulation systems, e.g., for coal-based
chemical processes, efficient optimization algorithm packages, etc.

4.2.2. Extend simulation scope — toward virtual plant

Since a plant is accounted as a cost center, cost minimization is the optimization
objective. In order to do so, resource and energy/water reduction with quality control is
an everyday routine. Should there be a virtual plant based on integration of rigorous
models, this would be highly helpful both in operation decision, support and operator
training.

4.2.3. Combination with management science — from virtual plant to virtual
corporation

Since the headquarter or Strategy Business Unit (SBU) is the benefit center, which
accounts every day the net benefits of the whole company dealing with financial flow
and financial cost. Therefore, there is a need of combining traditional PSE with
management science to simulate the behavior and performance on the corporation level.
If the integrated optimization of a corporation including not only material energy and
information flows but also financial flow, the benefit room for the enterprise must be
enlarged. The decision support tools are not yet integrated with PSE tools. Once such IT
systems were seamlessly integrated with the PSE tools, the competitive power of a
corporation would be much improved.

4.2.4. Extend scope of PSE to supply chain — corporation-to-supply-chain optimization
Supply chain management (SCM) extends the enterprise border to enable the enterprise
to share information, to cooperate in financial deployment for mutual benefits, and even
to establish global manufacturing networks, thus making the enterprise more
competitive. Supply chain dynamic optimization avoids, too, bullwhip effect and wave

effect.

4.2.5. Integral simulation of real economy — Virtual Business

Real economy circulation means the entire chain of exchange, production and
circulation. The focus of current PSE is production, and the focus of recent e-commerce
is exchange (mainly the last exchange). However, virtual business tries to simulate the
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whole real economy circulation as a whole by means of advanced information
technology together with overall optimization on this basis. Due to extensive use of
Internet Protocol Version 6(IPV 6) and network of things the mode of global business
will be essentially changed, all presaging the birth of Virtual Business.
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Abstract

Process systems engineering (PSE) is a relatively young area in chemical engineering.
The term PSE was used for the first time in the 1961 AICHE symposium series and
became more established in Asia in 1982 after the first international symposium in
Kyoto, Japan. The development of PSE education and research in Malaysia have taken
shape within the last 15 years. PSE has recently evolved into a generic tool for the
planning and management of policies as well as resource supply-chain that transcends
the process domain. This paper presents the development of PSE education and
research in Malaysia. Special highlights are given on the elements of innovation in PSE
education and on various research works done by institutions in Malaysia including
those that fits the big picture of systems planning and engineering.

Keywords: Chemical Engineering,Process Systems Engineering (PSE), Systems
Planning, Engineering education, Malaysia.

1. Introduction

Prof Takamatsu from Kyoto University defined process systems engineering as “...an
academic advanced technology field related to methodologies for Chemical Engineering
decisions. Such methodologies should be responsible for indicating how to (i) plan (ii)
design (iii) operate and (iv) control any kind of unit operation, chemical and other
production and chemical industrial processes” [1]. Over the years, this definition has
been the basis of many core courses in Chemical Engineering taught in universities
around the world including in Malaysia.

The previous definition of Takamatsu falls within the typical and traditional systems
engineering concept that is largely confined to the process domain (hence the phrase
process systems engineering) that is aimed at providing technical solutions for process
industry. Over the years, systems engineering research has transcended the process
industry domain and has, in fact, been used as a tool for the planning and management
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of a nation’s policy, resource supply-chain and for facility design and operations [2].
This paper highlights the development of education and research in the field of process
systems engineering in Malaysia that fits this big picture of systems engineering that
goes beyond the process domain.

2. PSE Education in Malaysia

In Malaysia, the field of Chemical Engineering was introduced in the late 60’s at
University of Malaya (UM) via the Chemical Technology course, which was established
in the Department of Chemistry in 1965. In 1975, Chemical Engineering replaced the
Chemical Technology course in University of Malaya [3]. Development of Chemical
Engineering programmes with sizable PSE education and R & D elements later took
place at Universiti Teknologi Malaysia (UTM), Universiti Kebangsaan Malaysia
(UKM), Universiti Sains Malaysia (USM), Universiti Putra Malaysia (UPM), Universiti
Teknologi PETRONAS (UTP), Curtin University of Technology and University of
Nottingham Malaysia Campus (UNMC).

The area of process systems engineering (PSE) has been widely viewed as the
foundation of chemical engineering that provides graduates with the overall, or the
systems’ perspective to problem solving. This basic foundation in PSE is first
introduced in the chemical engineering Material and Energy Balances course. The
concept is further strengthened in subsequent courses such as Computational
Methods/Computer Programming, Process Simulations and Applications, Chemical
Engineering Thermodynamics, Mathematical Methods for Chemical Engineering,
Process Dynamics and Control, Reactor Design and Analysis, Product and Process
Design and Analysis, Process Integration and Plant Design and Economics.

The Malaysian Chemical Engineering degree is recognised and accredited by the
Engineering Accreditation Council (EAC) under the Board of Engineers Malaysia
(BEM). As Malaysia is a signatory of the Washington Accord, all engineering degrees
in Malaysia including Chemical Engineering is internationally accredited under the
Washington Accord. This provides the vital means for benchmarking as well as
exposure to international best practices in systems engineering. A few institutions
including UM, UKM, UTP and USM have also opted for accreditation by the
Institutions of Chemical Engineers of UK (IChemE, UK). USM receives M.Eng
accreditation by the IChemE. In order to enhance teaching and learning in PSE,
educators in Malaysia have introduced elements of innovations in the PSE modules as
highlighted in Table 1.

3. Showcase Innovation in PSE Education - Co-operative Problem-Based
Learning (CPBL) Approach in Process Control

Extensive innovation in teaching and learning in PSE in Malaysia can be well-
exemplified by the successful accomplishments of Mohd-Yusof co-workers from UTM-
Process Systems Engineering Centre (PROSPECT) and UTM-Regional Centre on
Engineering Education (UTM-RCEE). They introduced, developed and implemented
the Co-operative Problem-Based Learning Approach (CPBL) in Process Control and
Dynamics Course over a period of ten years. Since the year 2002, teaching and learning
in the undergraduate Process Control and Dynamics course at Universiti Teknologi
Malaysia has evolved via implementation of tools such as Cooperative Learning (CL),
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Problem-based Learning and finally Cooperative Problem-based Learning (CPBL)
[4]1,[5]. CPBL is the integration of CL principles into the PBL cycle to support the
implementation of PBL in a typical class setting. Since active learning and solving of
practical problems occur in small groups of three to five students before they are taught
the necessary concepts, proper support must be given through a functioning learning
team. A detailed description of the CPBL framework, and the implementation in the
course can be seen Mohd-Yusof et. al. [6].

Table 1: Highlights on the elements of innovation in PSE courses in Malaysia.

PSE-Based Course Year offered | Elements of Innovation
Introduction to 1™ year Introduction of principles and applications of
Engineering engineering and chemical engineering; exposure

to, and application of, practical engineering
practices through innovative industry and
community-related problem-based projects

Material and Energy 1" year Separation of the material from the energy balance

Balances modules to provide more effective learning time
for undergraduates

Computational Tools 2" year Use of programming tools, simulation software,

in Chemical Matlab/Mathcad and optimization tools/software in

Engineering Chemical Engineering

Process Control and 3" year CPBL (see section on innovation in teaching and

Dynamics learning for Process Control an Dynamics Couse)

Product and Process 4™ year Introduction of down-to-earth design concepts and

Design/Process approach through the 7M approach of Chemical

Synthesis/Plant Engineering design; use of CPBL. Integration of

Engineering, Process Process Design and Process Control

Economics

Advance Process 4% year & Use of software and patented techniques developed

Control, Process postgraduate in-house and locally (within Malaysia), and

Integration, elsewhere.

Design Project 4™ year Industrial visits to process sites related to students
projects

Energy Management 4™ year Job-creation — student are employed as energy

(elective) and | auditors to solve problems within the university
postgraduate and present results to the university community.

Industrial Training 3 year Integration of undergraduate/postgraduate research
undergraduate, | projects with industrial training via UNIX
and (University-Industry Innovation Exchange)
postgraduate programme results in a one year industry-based
project.

Efforts to innovate the teaching of the course have brought positive impacts on
the students. Research conducted on the implementation of CPBL showed that there
were significant increases in students' motivation towards learning the course, as well as
their learning strategies and team-based problem solving skills [6]. Consequently, it is
not surprising that the final grades for the course also increased significantly. Students'
performance in answering the examination questions showed significant improvement
in terms of higher class average scores and smaller number of failures (less than 5%)
compared to when traditional lectures were used. While grades had improved
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tremendously compared to when traditional lectures were given, comparing the different
teaching and learning techniques is not the main purpose, knowing that there is a
difference in the assessment strategy of the course to ensure constructive alignment.
What is vital is that the assessment results show significant learning of the content as
well as increased learning motivation and strategies had occurred with CPBL, even
when solely measured using written examinations, compared to the dismal grades
students used to achieve (at least 30% failures and low average grade) when traditional
lectures were

4. Research and Development in PSE in Malaysia

In Malaysia, R & D in systems engineering that exemplifies the big picture has begun in
earnest over the past few years. The vast majority of the Malaysian institutions
however has made noteworthy contributions in the well-established process systems
engineering domain of design and synthesis, control and modelling and operations of
processes. Alongside this, ample progress has been made in the development of holistic
and sustainable business model via systems planning and management, facility design
and operations within a multi-disciplinary R & D environment beyond the process
domain. The R & D activities in PSE in Malaysia can be classified under the following
sub-areas[2]:

(1) Molecular product design - Design of tailor-made, marketable green products to
meet customer requirements.

(2) Facility design, control and operation- Development of models, tools, techniques
and products to design, control and operate sustainable facilities and enterprises
(process plants and buildings) that are cheaper, safer, cleaner, energy-efficient and
operable.

(3) Community, systems and resource planning and management - Development of
business models for optimal planning and management of green and smart
townships, regions and nations that cover technical and implementation solutions
including development of policies and market instruments, educational systems and
guidelines as well as development blueprints.

Table 2 highlights the R & D activities in PSE in various institutions in Malaysia.

5. Conclusion

The development of PSE education and research in Malaysia has recently evolved in the
direction of a generic tool for systems, policy as well as resource supply-chain planning
and management that transcends the process domain. Continuous international
benchmarking, networking and world-class R & D works have spurred various
innovations in PSE teaching and learning as well as in research.
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Current PSE
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Key Research Themes

related to PSE

University of Malaya (1975) Process Control, Process Control and Modeling,
UMPEDAC Modeling and power electronics, drives,
www.umpedac.um.edu.my Automation automation and control.

Universiti Teknologi Malaysia (1983);
UTM-PROSPECT (Process Systems
Engineering Centre), IHE (Institute of

Sustainable
Systems Planning
and Engineering;

From molecular product design to
facility planning and operation
and community planning and

Hydrogen Energy) & RCEE (Regional | Hydrogen Energy; management; Hydrogen energy
Centre on Engineering Education) Engineering and fuel cell energy systems
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Abstract

There are various methods in industry which can be used for separating azeotrope.
Wise choice of the most effective separation method is very important in saving energy
and reducing total annual cost of such processes. In this paper, methods for separating
azeotrope via distillation will be overviewed. Industrial applications will be used to
demonstrate that large savings of operating energy can be realized by selecting the most
effective separation method. Several analytical tools can be used to aid the decision of
the selection.

To further save energy of the azeotropic separation processes, several feasible heat
integration schemes are explored. These include: feed-effluent heat exchanger, double-
effect distillation, and divided-wall column. Industrial examples will be used to
illustrate the heat integration applications.

Keywords: Azeotropic Separation, Extractive Distillation, Heterogeneous Azeotropic
Distillation, Heat Integration, Divided-Wall Column

1. Introduction

Distillation is the most widely used separation process in chemical industry. In
Tyreus (2011), it is estimated that separation processes account for 40-70% of both
capital and operating costs in petrochemical processing and that distillation is used to
make 90-95% of all separations in the chemical process industry. In Julka, et al. (2009),
it is stated that distillation columns and their support facilities can account for about
one-third of the total capital cost and more than half of the total energy consumption.
Consequently, the design and optimization of the distillation train have a critical impact
on the economics of the entire process.

Among all the distillation processes, the mixtures containing azeotrope are most
difficult to be separated. Simple distillation cannot be used to achieve complete
separation. A recent book by Luyben & Chien (2010) summarizes the feasible ways
used in industry to achieve such separation.

Although for a particular azeotropic mixture, there are more than one way to
achieve the separation. This paper will address the important issue of how to use
analytical tools such as vapor-liquid equilibrium plots, residue curve maps (RCM), and
material balance lines to select the most suitable separation method. Two industrial
applications will be used to demonstrate that significant energy savings can be realized
with proper selection of the most suitable separation method.

To further save energy of the azeotropic separation processes, various heat-
integration schemes will be explored. The simplest scheme is via feed-effluent heat
exchanger (FEHE) to recover heat from hot product stream. One other ways is to
operating two columns in the process at different pressures so that the condenser of the
high-pressure column can be combined with the reboiler of the low-pressure column to
save energy. This is called the double-effect columns. The other feasible way is to come
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up with thermally-coupled (divided-wall) design in the process so that the possible “re-
mixing effect” in the column can be eliminated. Another heat-integration method
mentioned in open literature is to use vapor recompression scheme so that the vapor
from the overhead of a column is compressed as the heat pumping fluid to support
energy required for its reboiler in the bottoms of the same column. This is called the
internal heat-integrated distillation column (HiDiC). However, this scheme needs to add
an expensive compressor to the process thus is not studied in this paper.

2. Azeotropic Separation Processes via Distillation

There are various ways to achieve the separation of azeotrope via distillation. In the
following, industrial examples will be used to overview these separation methods.

2.1. Pressure-swing distillation

The distillate stream from a reactive-distillation column to produce tert-amyl
methyl ether (TAME) is used here as an example (Luyben, 2005). This distillate stream
contains several inert C5s and methanol. The purpose is to recover methanol from these
C5s and to recycle back to the reactive-distillation column. Let’s use iC5-methanol
separation as an example to illustrate the concept to achieve the separation. Other inert
C5s have the similar property as iC5.

The Txy plots of iC5 and methanol mixture at two different operating pressure are
shown in Figure 1. There is difference in azeotropic compositions at these two pressures
which permits the use of the design flowsheet in Figure 2 to achieve the separation. The
question of how far apart these two azeotropic compositions is very important for
determining the competitiveness of this flowsheet versus other separation methods.
Large recirculation flow rate will result in larger operating energy as well as large
capital cost. From total material and composition balances, it is very easy to estimate the
ratio of HP recycle flow rate vs. the fresh feed flow rate.

The usual way for the selection of the operating pressure at LP column is to have a
high enough top temperature to permit the use of inexpensive cooling water in the
condenser. For the HP column, the decision is usually dependent on the unit price of the
steam used in the reboiler. The decision here is to select a high enough pressure but still
permit the use of same steam. Other limitation for the HP column is to avoid too high a
temperature at reboiler to prevent the forming of oligomer or other problems.
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Figure 1. Txy plots of iC5-methanol mixture at two different operating pressures.

Figure 2. Pressure-swing distillation design flowsheet.
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2.2. Heterogeneous Binary Azeotrope Separation

From previous Figure 1, one distinguish characteristics of this mixture can easily be
observed. It is found that the azeotrope after condensed to liquid phase can naturally be
separated into two liquid phases. The following alternative design flowsheet in Figure 3
takes advantage of the liquid-liquid separation in a decanter to achieve the separation.
Note that the methanol-enriched phase can further be separated in a stripper to obtain
pure methanol and the iC5-enriched phase can also be separated in another stripper to
obtain pure iC5.

Notice that in this design flowsheet the fresh feed is fed into the decanter. The
reason is because the feed composition is already in the liquid-liquid splitting region.
Luyben & Chien (2010) introduced other applications where the fresh feed can be fed
into one of the two strippers. The other choice is the operating pressures of the two
strippers. The decision is similar in the pressure-swing distillation to achieve easy
vapor-liquid separation and to avoid using more expensive cooling or heating mediums.

Fresh Feed

[\
Decanter
-/

MeOH enriched iC5 enriched

Figure 3. Heterogeneous Binary Azeotrope design flowsheet.
2.3. Heterogeneous Azeotropic Distillation

Another way to separate azeotropic mixture is to add a light entrainer into the
system so that an additional azeotrope can be formed that helps in the separation. The
most common applications are to form a heterogeneous minimum-temperature
azeotrope so that one of the original components can be carried overhead in a
distillation column and liquid-liquid splitting in a decanter. Various industrial
applications can be found in Chapter 8 of Luyben & Chien (2010). Wu, et al. (2011)
illustrated another application where a middle decanter is designed.

Isopropyl alcohol (IPA) dehydration is used here as an example to illustrate the
separation principle of this separation system. The residue curve map and liquid-liquid
boundary of this system with cyclohexane as an entrainer is shown in Figure 4. The
design flowsheet in Figure 5 contains a combined column (served as a pre-concentrator
column and also as a recovery column) and another heterogeneous azeotropic
distillation column. The conceptual design can be explained by the material balance
lines in Figure 4.
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Figure 4. RCM, LLE, and material balance Figure 5. Design flowsheet via
lines of the IPA dehydration system. heterogeneous azeotropic distillation.
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2.4. Extractive Distillation

Another way to separate azeotropic mixture is to add a heavy entrainer into an
extractive distillation column so that the relative volatility of the original two
components can be greatly enhanced. Thus, one original component can go overhead
and the other component will go with the heavy entrainer to the column bottoms. A
second entrainer recovery column is designed to separate this stream so that the
entrainer can be recycled back to the extractive distillation column. The conceptual
design flowsheet of the IPA dehydration system is shown in Figure 6.

The most important decision in this design is to choose a most effective entrainer in
order to enhance the relative volatility of the original two components. Chapter 10 in
Luyben & Chien (2010) used isovolatility and equivolatility curves to compare
candidate entrainers. An even easier plot to generate is shown in Figure 7. In this plot,
the starting composition is right at the azeotrope of IPA and water. By gradually adding
entrainer into the system, we can calculate the enhancement of relative volatility at
various feed ratio. This figure demonstrates that dimethyl sulfoxide (DMSO) is a much
more effective entrainer than ethylene glycol (EG) for this separation system.

The way to generate the above plot is very easy by using commercial simulator such
as the one from Aspen Technologies, Inc. The way to generate each point in the plot is
to use the Flash2 module in the unit operation library. Without adding entrainer, the
relative volatility of a stream at azeotropic composition will be at 1.0. At any other feed
ratio, the vapor and liquid composition in equilibrium can be calculated by Aspen Plus
under adiabatic flash operating at 1 atm and with negligible vapor flow. Excerpting
information about the IPA and water, the relative volatility between these two
components can be calculated.

Other factors that affect the entrainer performance are the yx or Txy plots. The yx
or Txy plots of the IPA-entrainer pair can be used to determine the ease of separation in
the rectifying section of the extractive distillation column. The yx or Txy plots of the
water-entrainer pair can be used to determine if the separation in the entrainer recovery
column is easy or not. Of course, thermally stable, nontoxic, low price, and other
favorable physical properties should also be considered in the entrainer selection.
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Figure 6. Design flowsheet via Figure 7. Relative volatility Plots at 1 atm
extractive distillation. for two heavy entrainers.

2.5. Other Separation Methods

We did not include discussion of other separation methods such as hybrid
distillation-adsorption, hybrid distillation-pervaporation in this paper. The main reason
is because the efficiency of the separation is highly dependent on the performance of the
adsorbent (e.g. molecular sieve) in the adsorption unit or the membrane in the
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pervaporation unit. Chapter 14 in Luyben & Chien (2010) showed a hybrid distillation-
pervaporation application for the separation of ethanol and water.

Another separation method is to use a reactive intermediate to react away one of the
components in the azeotrope in a reactive-distillation (RD) column and then to utilize
reverse reaction in another RD column to obtain that component. We also did not
include any discussion of this separation method in this paper.

3. Two Industrial Examples via Different Separation Methods

For a particular application, there are usually more than one ways to achieve the
separation. In the following, two industrial examples will be used to demonstrate the
importance of selecting the most effective separation method in terms of energy savings.

3.1. C5s and Methanol Separation

In previous Sections 2.1 and 2.2, two alternative design flowsheets can be used to
achieve the same separation of C5s and methanol. The optimal design flowsheet via
pressure-swing distillation in Fig. 2 is obtained in Luyben (2005) while that of the
design flowsheet via heterogeneous binary azeotrope in Fig. 3 is obtained in Wu, et al.
(2009). In either of the two flowsheets, feed composition and also product specifications
are kept the same, thus direct comparison can be made.

Table 1 compares the total annual cost (TAC), the capital and the energy costs of
the two alternative design flowsheets. The calculations are based on the cost data in
Appendix E of Douglas (1988). From Table 1, it is shown that significant reductions in
both the capital and energy costs can be made by choosing the more suitable separation
method. Using the design flowsheet in Fig. 3, the capital cost can be cut by 66.2% and
the energy cost can be reduced by 81.9%. The main reason for the significant savings is
because natural liquid-liquid splitting behavior is utilized in the flowsheet in Fig. 3.

Table 1. TAC and energy cost of C5s and methanol separation.

Figure 2 design ~ Figure 3 design
Annualized capital cost (10° $/yr) 1.42 0.48
Annualized energy cost (10° $/yr) 6.92 1.25
TAC (10° $/yr) 8.34 1.73

3.2. Isopropyl Alcohol Dehydration Process

In previous Sections 2.3 and 2.4, two alternative design flowsheets are used to
achieve the same separation of IPA and water. The optimal design flowsheet via
heterogeneous azeotropic distillation in Fig. 5 is obtained in Arifin & Chien (2007)
while via extractive distillation in Fig. 6 is obtained in Arifin & Chien (2008).

Table 2 compares the total annual cost (TAC), the capital and the energy costs of
the two alternative design flowsheet. It is observed that 31.2% energy savings can be
made by using the design in Figure 6. Significant savings in TAC and the capital cost
can also be made by performing the separation via extractive distillation.

The main reason that heterogeneous azeotropic distillation flowsheet is not
competitive can be observed from previous Fig. 4. Doing material balance for the
heterogeneous azeotropic column indicated in red-dashed envelope in Fig. 5, the flow
ratio for the top vapor to the bottoms can be estimated for this column. From Fig. 4, this
ratio is approximately to be three. This means large organic reflux flow rate is recycled
back to this column as well as large aqueous flow to the entrainer recovery column.
These in terms cause large capital and energy costs. This deficiency of using this
separation method can easily be found before doing any rigorous simulation.
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Table 2. TAC and energy cost of IPA and water separation.

Figure 5 design  Figure 6 design
Annualized capital cost (10° $/yr) 0.71 0.47
Annualized energy cost (10° $/yr) 0.48 0.33
Entrainer makeup cost (10° $/yr) nil nil
TAC (10° $/yr) 1.19 0.80

4. Further Energy Savings via Heat Integration

In this section, other heat-integration methods widely used in industry will be
outlined below and applied to azeotropic separation processes.

4.1. Feed-Effluent Heat Exchanger (Economizer)

Since the bottom temperature of a distillation column is at the highest, the simplest
method is to utilize this heat to exchange to the feed stream of this column. This is
called a feed-effluent heat exchanger (FEHE) design or called an economizer.
Implementing this heat-integration method required an additional heat exchanger. The
trade off will be the additional investment of this heat exchanger to the savings of the
reducing reboiler duty. A typical economizer design for pressure-swing distillation
flowsheet is shown in Figure 8. This design concept can also be used in the extractive
distillation flowsheet. For the heterogeneous design flowsheet in Fig. 5, the temperature
difference between the hot and cold stream is usually not large enough to justify the use
of this heat-integration method.

D2

Feed BI1

Figure 8. Pressure-swing distillation with two feed-effluent heat exchangers.
4.2. Double-Effect Distillation Columns

This design concept of double-effect distillation is to utilize the heat recovered in a
condenser to be used in another reboiler. With this design, a heat exchanger is installed
which serves as the condenser for the high-pressure column and also as the reboiler for
the low-pressure column. The conceptual design flowsheet of this design with two
additional FEHEs is shown in Figure 9. Note that because the heat removal in the
condenser should be exactly the same as the heat input in the reboiler, a control degree-
of-freedom is lost. Most often, the dynamic and control of this complete heat-
integration design will be deteriorated. Another alternative design to trade-off
economics/controllability is to install an auxiliary reboiler and/or auxiliary condenser.
In this way, partial heat-integration can still be achieved without the lost of one control
degree-of-freedom.

This design is not suitable to be used in the flowsheets in Figs. 5 and 6. Although
there are also two columns in these two flowsheets, increasing operating pressure in the
entrainer recovery column usually will have adverse effect in the ease of separation. For
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the extractive distillation system, the bottom temperature may also become too high to
prohibit the use of the original heat source.

D2

column)|

Feed BI1 B2

Figure 9. Pressure-swing distillation with two FEHESs and a double-effect arrangement.
4.3. Thermally-Coupled (Divided-Wall) Column

Another method used in industry is to eliminate the remixing effect in a column
sequence via thermally coupled two columns. This is also called Petlyuk column or
divided-wall column because a special-designed wall can be installed in a column to
achieve the same purpose of thermally-coupling two columns together. In this way,
besides energy savings the plant site can also be reduced. By observing the four
previous separation methods for azeotropes, the extractive distillation column in Fig. 6
exhibited remixing effect in the stripping section of the extractive distillation column.
To further save energy of this process, the way is to thermally-coupled the two columns
so that the vapor for the extractive distillation column is supplied by a sidedraw from
the entrainer recovery column. This design configuration is shown on the left-side of
Figure 10. The identical divided-wall column design is illustrated on the right-side of
the same figure.

Notice that the number of reboilers of this extractive distillation process is reduced
from two to only one. We have studied this design configuration for two chemical
systems of IPA-H,O-DMSO and acetone-methanol-H,O. The total reboiler duty can
always be reduced. However, the total steam cost of this extractive divided-wall column
process may not be lower than the original design without divided-wall. The main
reason is that the combined reboiler requires a heat medium with higher temperature
because a heavy entrainer is used. The question if it is beneficial to use thermally-
coupled design can easily be determined by checking the two bottom temperatures in
Fig. 6.
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Figure 10. Extractive divided-wall column with FEHE.
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5. Conclusions

In this paper, various ways to save operating energy in azeotropic separation
process are presented. Two industrial systems illustrated the importance of choosing the
most effective separation method. For heterogenecous binary azeotropes, a separation
process with a decanter and two strippers should be used to take advantage of the
natural liquid-liquid splitting in this system. The disadvantage of the pressure-swing
distillation is the necessary recirculation flows of LP and HP azeotropic compositions in
the system. This recirculation flow rate can easily be estimated from Txy plots as in
Figure 1. The deficiency of the heterogeneous azeotropic distillation presented in this
paper is also due to the large recirculation flows in the system. This deficiency can
casily be revealed from RCM, LLE, and material balance lines in Figure 4. For
extractive distillation process, the key is to select an effective entrainer to greatly
enhance the relative volatility of the original two components. This capability can be
known with the comparison plot as in Figure 7. Another point needs to be aware is the
inherent disadvantage of the heterogeneous azeotropic distillation or extractive
distillation of introducing a third component into the system that will appear as impurity
in the product streams.

To further save operating energy, FEHE can be used in pressure-swing distillation
and extractive distillation systems because of enough temperature difference between
the feed and bottoms streams. The double-effect distillation can also be used in
pressure-swing distillation process to combine a reboiler and a condenser. However,
there is a trade-off between the economics and dynamic controllability. For extractive
distillation processes, the thermally-coupled design principle can also be applied to
reduce the total reboiler duty. However, the attention should be given to the heat
medium used in this system. There are industrial examples where the total steam cost
adversely increased by using thermally-coupled design as in Figure 10.
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Abstract

The problem of batch chemical process synthesis was first posed formally in the
seventies. However, it is only in the last 2 decades that significant advances have been
made in this regard. The volatility in global market trends that has characterised recent
times necessitates that the chemical process of today readily adapts to sudden changes
in demand and supply. Unlike their continuous counterparts, batch processes are readily
amenable to this situation due to their inherent discreteness of unit operations.
Consequently, they continue to remain an obvious choice where competitiveness is
paramount. Much credit in understanding and ultimately addressing the idiosyncrasies
of batch facilities is attributable to the adoption of a process systems engineering
approach in synthesis of these processes. Whilst highlighting challenges that still prevail
in this domain, the paper also presents some of the most advanced contributions made in
recent years in synthesis of batch facilities. The presentation focuses on scheduling,
design, heat integration, as well as water minisation in multipurpose batch processes.
Results from various case studies of industrial relevance are presented.

Keywords: Synthesis, Optimisation, Scheduling, Batch, Multipurpose

1. Introduction

The most challenging aspect in optimum synthesis and design of batch chemical
processes is the ability to capture the essence of time. This mandates a robust
framework which allows accurate treatment of time without steep computational
intensity. Early contributions in this regard proposed a discretization of time which is
concomitant with enhanced binary dimensions that invariably lead to serious
computational difficulties. The mid-nineties were characterised by the introduction of
continuous-time frameworks which drastically reduced the binary dimension thereby
allowing some of the developments to permeate the practical space. However, the
industrial applications of these developments were still limited to very short time
horizons which proved insufficient. Very recently, methods that seek to extend the
range of time horizons within which these continuous time frameworks could be applied
with confidence have been proposed in published literature, albeit at the expense of
rigor.

Significant advances in scheduling batch plants followed the work of Kondili et al.
(1993), which proposed even discretization of the time horizon. This approach was met
with significant computational challenges, due to the extent of the binary dimension.
Consequently, Zhang and Sargent (1996) proposed a continuous time formulation based
on the concept of the resource task network (RTN) representation. The resulting
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formulation led to a MINLP problem later linearized into a large MILP model that was
difficult to solve by conventional solvers.

Méndez et al. (2006), Floudas and Lin (2004), Shaik and Floudas (2006) present
excellent reviews of the current scheduling techniques based on different time
representations and associated challenges. In their review the different models are
classified as slot based, event based and precedence based (sequence - based) time
representation. In the slot based models (Pinto and Grossmann, 1994, 1995; Lim and
Karimi, 2003; Liu and Karimi, 2007, 2008) the time horizon is divided into non-
uniform unknown slots with tasks starting and finishing at the same slot. The event
based models (Maravelias and Grossmann, 2003; Castro et al., 2004) use uniform
unknown events where the time associated with the events is common across all units.
On the other hand, the sequence-based or precedence-based representation uses either
direct precedence (Méndez and Cerda, 2000; Hui and Gupta, 2000; Gupta and Karimi,
2003a,b; Liu and Karimi, 2007) or indirect precedence sequencing of pairs of tasks on
units (Méndez et al., 2000, 2001; Méndez and Cerda, 2003, 2004; Ferrer-Nadal et al.,
2008).

Another unique contribution in the synthesis of batch plants is the technique based on
the so called S-graph framework, which has been reported extensively by Friedler and
co-workers (1998, 2002). This framework does not require any presupposition of time
points, which renders it truly continuous in time. However, it also experiences
challenges in handling Finite Intermediate Storage (FIS) operational policy.

The aforementioned contributions have laid a solid foundation for handling resource
conservation problems, like energy optimization and wastewater minimization, in batch
chemical plants. Presented in this paper are some of the most recent results in this
regard.

2. A brief description of problems addressed
This section gives a brief description of problems addressed in this paper.

Batch process scheduling and synthesis

In its simplest form, the problem of batch process scheduling involves determination of
maximum throughput over a given time horizon, or determination of minimum
makespan for a given production profile. Both these objectives are achieved through an
optimum production schedule, which takes into account the production recipe, the
capacity of a unit and the type of tasks the unit can perform, as well as the maximum
storage capacity for each material. Although the scheduling problem qualifies as a
synthesis problem, since it involves the optimum combination of tasks in the temporal
space, the exact synthesis problem is mainly about optimum capacity and number of
processing units that satisfy a predefined objective. Figure 1 below shows a typical
superstructure used as a basis for the synthesis a minimum capital cost Parahydroxy-
Benzoic-Acid (PHBA) facility, whilst Figure 2 shows the optimum design.
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Stage 3

Stage 1

Stage 2

Figure 1: Superstructure for the synthesis of the industrial facility (Pattinson and
Majozi, 2010)
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Figure 2: Optimum design (Pattinson and Majozi, 2010)

Energy optimization in batch processes

The problem of energy optimization in batch facilities is fundamentally distinct from a
similar problem in continuous processes, due to the inherent time dimension that cannot
be readily suppressed. Figure 3 shows a superstructural representation of a typical batch
heat integration framework that considers both direct and indirect heat integration.
Indirect heat integration involves storage of heat for purposes of bypassing time and
utilizing maximum available heat in the process. The work presented in this paper
considers one of the most advanced problems in this category, which involves
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simultaneous production scheduling and heat integration within a comprehensive
framework.
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Figure 3: Superstructure for heat integration in batch plants (Stamp and Majozi, 2011)

Water optimization in batch processes

The problem of water optimization in batch processes is similar to the problem of heat
integration, except that the source process has to be finished prior to commencement of
the sink process. Both cases of direct and indirect water reuse are addressed in this
paper. Figure 4 shows a superstructure that forms the basis of most mathematical
models that simultaneously address the problem of scheduling and water minimization.
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Figure 4: Superstructure for water optimisation in batch plants (Majozi, 2005)
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3. Solution procedure

Whilst the paper does not disregard the significance of discrete time formulations, the
results presented only consider continuous time formulations.

4. Case study I

Case study I is taken from Susarla et al. (2010). This case study indicates the necessity
of non-simultaneous transfer of intermediate into a unit to get a better objective value.
This batch plant constitutes six tasks performed in three units and three storages for the
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intermediates. The plant produces two products using two different production paths
(R1 and R2) as depicted in the STN representation (Figure 5). The processing time for a
task, the capacity of the unit to process a task, the storage capacity and the initial
inventories for each state are given (Susarla et al., 2010).

Task il Task 2 | Taskis
{1} R1 {42} {2}
A
|
Task i4 Task i6 R2
0.75 3} 1025 { jAl }

Figure 5: STN representation for case study I

For revenue maximization of the time horizon of 6 h, the models by Maravelias and
Grossmann (MG) (2003), Sundaramoorthy and Karimi (SK) (2005) and Shaik and
Floudas (SF) (2009) give an optimal solution of $560.The models by Susarla et al.
(SLKSs) (2010) and the models proposed by Seid and Majozi (SMs) (2011) give a better
objective value of $650. The better objective value by SLKs and SMs is because the
model allows non-simultaneous material transfers, which means for a task that uses
more than one intermediate states, it is possible one state to be stored in a unit that is
processing it for a while and wait for the other intermediates to come together to start
the task.

In this case task 4 needs state s4 and s5 to produce s7. The 10 kg of s5 is produced at 3
h and 30 kg of s4 is produced at 4 h (Figure 6). Since s5 is produced ecarlier when
compared to s4 and there is no enough storage to store s5 and later to use together with
s4, it is required that the state s5 is stored in unit 3 for 1 h and start processing together
with s4 at 4 h. By doing so we get better revenue since unit 2 transfers the state s5 to
unit 3 at 3 h and start processing s6 at the same time to produce the product state s8.
The models by SF, SK and MG give sub optimal results since the models do not allow
non-simultaneous mass transfer. In this case the state s5 produced at 3 h stayed in unit 2
for 1 h until used at 4 h by unit 3; as a result unit 2 is inactive for 1 h. The amount of
material processed by each unit, the type of task each unit is conducting and the starting
and finishing time of each task are shown in Figure 6.
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PROCESSING UNITS PROCESSING UNITS
Unit-j3 13(30) 14 (40) Unit+3 13 (12.014) 14 (40)
Unit-2 12 (10) 15 (30) Unit-j2 12 (10) 15 (12.014)
Unit/1 11 (30) 16 (20) Unit/1 11(30) 16 (20)
1 2 3 4 5 6 1 2 3 4 5 6
TIME (h
@ TIME (h) ) (h)
Figure 6: (a) schedule from SLKs and SMs (b) schedule from MG, SK and SF

5. Case study 11

This case study has been studied extensively in the literature. It is a simple batch plant
requiring only one raw material to get a product as depicted in the STN representation

(Figure 7).

— -
TasEl{l{, Task 2 {i2} TasE3{l$}
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Figure 7: STN representation for case study II

The plant encompasses 5 units and two intermediate storages. The conversion of the raw
material into a product is achieved through three sequential processes. The first task can
be performed in two units (jland j2), the second task can be performed only in unit ;3
and the third task is suitable for units j4 and ;5. The required data to solve the case study
is given (Susarla et al., 2010). The computational performances for the different models
are summarised below.

For the time horizon of 10 h, models SMs require 5 slots (p = 6) to get the optimal
objective value of 2628.2. Almost all the models get the same optimal objective value in
a similar CPU time. For the time horizon of 12 h, the models SMs require 6 slots (p = 7)
to get the optimal objective value of 3463.6. These models require 2 slot less when
compared to the other models. The models SMs outperform both single grid and multi
grid models in terms of CPU time required to get the optimal objective value (0.25 s for
SM1land 4.5 s for SM2 vs. 781 s for SLK2, 1492 for SLK1, 585 s SF (An=1), 11.6 s for
SK and 10.3 s for MG). In a case where task need not span over multiple time points SF
(An = 0) and SM1 perform better - 1.88 s for SF (An = 0) and 0.25 s for SM1. For the
time horizon of 16 h the proposed model SM2 requires 8 slots (p = 9) which is 3 slot
less when compared to other models to get the optimal objective value of 5038.2. The
models SMs outperform the multi grid models SF and SLKs in terms of CPU time
required (75.8 s for SM1 and 60 s for SM2 vs. 10,000 s for SLKs and SF (An = 1)). In
this case also the models SMs give a better CPU time when compared to the single grid
models (377 s for SK and 2431 s for MG).

For makespan minimization two scenarios are taken with product demands of 2000 mu
and 4000 mu. In the first scenario the model SM2 gives better objective value of 27.98
in a specified CPU time of 10,000 s when compared to other models. The model SMs
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required 12 slots (p = 13) to get an optimal objective value, which is 4 slots less when
compared to the other models. For the second scenario, the model SM2 again gives a
better objective value of 53.1 when compared to other models in literature which give
objective value of 56.432. The superior performance of the proposed models is due to
the reduction of the required time points and does not allow task to span over multiple
time points to get a better objective value like in the models of SF and SLKs. The Gantt
chart for the time horizon of 12 h is shown in Figure 8.

PROCESSING UNITS
3

Unit-5
‘ 13(150) ‘13(150)|13(72.7)‘
7.082 9.675  11.009
Unit-4{ ‘ 13(147.327) ‘13(100)‘13(72.7)‘
7.082 9.897 11.009
Unit-3 ‘ 2(200) | 12(150) ‘12(197.32)‘12(145.4)‘
3332 5332 7.0827.296 9283 11.009
Unit-2 11(150) ‘ 11(150) ‘ 11(96.362) ‘11(96362)‘
3332 6.665 9.283 11.009
Unit-1 11(100) ‘ 11(100) ‘ 11(47.327) ‘ 11(49.035) ‘
2.666 5332 7.296 9.283
1 2 3 4 5 6 7 8 9 10 11 12
TIME (h)

Figure 8: Gantt chart for case study II

6. Conclusion

The results from the various mathematical models on batch chemical process synthesis
in published literature have been presented. The paper aims to draw comparisons among
various models in terms of performance based on different objective functions. In
particular, the paper aims to highlight advances that have been made in the last 2
decades in process systems engineering as applied to synthesis of batch processes.
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Abstract

This paper highlights how the Process Systems Engineering (PSE) community and the
practitioners of desalination can address sustainable freshwater issue of tomorrow’s
world via desalination using model based techniques. This paper will focus both on
thermal and membrane based desalination techniques but will restrict to only Multistage
Flash (MSF) and Reverse Osmosis (RO) processes. State of the art and future
challenges in both MSF and RO desalination process will be presented.

Keywords: Freshwater demand, Desalination, MSF, RO, Model based techniques

1. Introduction

Quality water and quality life go hand in hand. The food we eat, the house we live in,
the transports we use and the things we cannot do without in 24/7/365 determine our
quality of life and require sustainable and steady water supplies (IChemE Technical
Roadmap, 2007). Exponential growth in population and improved standards of living
(together with water pollution due to industrial use of water) are increasing the
freshwater demand and are putting serious strain on the quantity of naturally available
freshwater. By the year 2030, the global needs of water would be 6900 billion m®/day
compared to 4500 billion m*/day required in 2009 (Water Resources Group, 2009).
With most of the accessible water around us being saline (94 percent of the world’s
water), desalination technology is vital for our sustainability.

The commonly used industrial desalination processes can be classified broadly into two
groups: (a) thermal processes (b) membrane processes. Although thermal process
(mainly MSF) is the oldest and still dominating for large scale production of freshwater,
RO process, due to advancement in membrane technology, has been continuously
increasing its market share. Numerous researches have been conducted in the past
decades to develop more sustainable technological solutions that would meet increasing
water demand (Greenlee et al., 2009; Misdan et al., 2011). However, exploitation of the
full potential of model based techniques in such solutions can hardly be seen.

Process Systems Engineering (PSE) community makes extensive use of model based
techniques in design, operation, control and in designing experiments due to the fact
that model based techniques are less expensive compared to any experimental
investigation. The yearly event of European Symposium on Computer Aided Process
Engineering (since 1991) and 3-yearly event of International Symposium on Process
Systems Engineering (since 1985) and the Computers and Chemical Engineering
Journal (published by Elsevier since 1979) cover design, operation, control, process
integration of many processes but desalination (very limited). Interestingly, most
reported literatures on desalination are experimental based and are mostly published in
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Desalination Journal (since 1966 by Elsevier) although periodically it publishes some
model based research works.

With these in mind, this paper highlights the state of the art in model based techniques
and future challenges for the PSE community and the practitioners of desalination to
address sustainable freshwater issue of tomorrow’s world.

2. State of the Art: MSF Desalination Process

Recently, Mujtaba (2008, 2009) reflected on the state of the art in MSF desalination
process. A typical MSF desalination process is shown in Figure 1. Note, many
alternative configurations of the MSF process can be generated depending on the way
the seawater is fed and brine is recycled (El-Dessouky and Ettouney, 2002).
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Figure 1: A Typical MSF Desalination Process (adopted from Hawaidi and Mujtaba, 2010)

To date, with a basis of given fixed or seasonal freshwater demand profile, seawater
composition, seasonal seawater temperature profile and fouling profile the main issues
in an MSF process have been to determine the following.

Design parameters: Number of stages, Width and height of the stages, Heat transfer area
(number of tubes in the condensers), Materials of construction, Vent line orifice (air and
non-condensable), Demister size and materials, inter-stage brine transfer device, Brine
heater area, size of freshwater storage tank, etc.

Operation parameters: Steam flow, Top brine temperature, Brine recycle, Seawater
rejection and Maintenance schedule.

Cost: Capital, Operating (utilities, cleaning), Pre-treatment and post-treatment
(chemicals).

Majority of the experimental or model based study of the past and recent is focused on
either to maximise the profitability of operation, or maximise the recovery ratio or
maximise the plant performance (GOR — Gained Output Ratio) ratio, or minimise the
cost or minimise the external energy input, etc. by optimising design and operating
parameters (Rosso et al., 1996; Mussati et al., 2001; Tanvir and Mujtaba, 2008; Hawaidi
and Mujtaba, 2010, 2011).

2.1 Steady State and Dynamic Modelling of MSF Desalination Process

Table 1 describes the evolution of steady state MSF process models over the last half
century (included only the major developments published in international journals).
Table 2 lists the studies using dynamic model. Note, most of these dynamic models are
interestingly an extension of the steady state model developed by Helal et al. (1986).
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Table 1: Steady State Models for MSF since 1970

Authors, Yr

Type/Description of Model

Mandil & Ghafour,
1970

Approximate Lumped Parameter Model, Constant thermophysical
properties

Coleman, 1971

Stage to Stage Model, Linear and simplified TE (boiling point
Temperature Elevation) correlation for different temperature range, no
fouling/scaling.

Helal et al., 1986

Detailed Stage to Stage Model, Nonlinear TE correlation and other
physical properties as function of (Temperature, seawater
composition), Temperature loss due to demister included, Heat
Transfer Co-efficient (HTC) via polynomial fit (fouling included).

Rosso et al., 1996

Model similar to Helal et al. and carried out different simulation
studies. Model validation with plant data

El-Dessouky et al.,
1995;
El-Dessouky
Ettouney, 2002

and

Model based on Helal et al. but included: Heat losses to the
surroundings, Constant inside/outside tube fouling factors, Pressure
drop across demister, Number of tubes in the condenser and tube
material, Constant non-equilibrium allowance (measure of stage
thermal efficiency).

Mussati et al., 2001

Detailed Stage to Stage Model but with constant thermophysical
properties

Tanvir and Mujtaba,
2006, 2008

Model based on Helal et al. (1986) but included NN (Neural Network)
based correlation for TE calculation.

Hawaidi and
Mujtaba, 2010, 2012

Model based on Helal et al. (1986) but included dynamic brine heater
fouling and dynamic seawater temperature profile. Also included
dynamic intermediate storage tank to enhance flexibility in operation

Said et al., 2010,
2012

Model based on Helal et al. (1986) but included effect of non-
condensable gases (NCGs) and fouling factors on overall HTC.
Considered regular (variable) and irregular (variable) water demand

Al-Fulaij et al., 2010,
Al-Fulaij, 2011a,b

Rigorous modelling, CFD based demister modelling

Table 2: Use of Dynamic Models in MSF Desalination

Authors, Yr Purpose/Software
Hussain et al. (1993) Simulation / SPEEDUP
Maniar & Deshpande (1995) Control / SPEEDUP
Aly and Marwan (1995) Simulation
Thomas et al. (1998) Simulation / SPEEDUP
Mazzotti et al. (2000) Simulation / LSODA
Shivayyanamath and Tewari (2003) Startup
Gambier and Badreddin (2004) Control/MATLAB-SIMULINK
Sowgath (2007) Simulation / gPROMS
Al-Fulajj et al. (2010, 2011a) Simulation / gPROMS
Hawaidi and Mujtaba (2011) Optimisation/ gPROMS
Said et al. (2012) Optimisation/ gPROMS

2.2 Flexible Scheduling of MSF Desalination Process

Most recently, Tanvir and Mujtaba (2008), Hawaidi and Mujtaba (2010, 2011) observed
that, for a fixed or variable freshwater demand, seawater temperature dictates the
optimum number of flashing chambers (winter season requiring less number of stages
than the summer). This opens up huge opportunities for flexible maintenance and
operation schedule throughout the year (without shutting the plant fully for
maintenance) and for new way of designing MSF processes.
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3. State of the Art: RO Desalination Process

Since 1950s, membrane processes have been rapidly developing and are now surpassing
thermal desalination processes (Misdan, et al., 2011). Reverse osmosis is a membrane
process commonly used for seawater and brackish water desalination (Figure 2).

Eaergy Recovery
Device
Acid  Chlorine 7
Brne to Waste
Disposal
Chemicals i ; Product Water
(coagulants) 8 Membrane Module

Figure 2. A Typical RO Desalination Process

Table 3: Models for RO membranes since 1958

Authors, Yr

Type/Description of Model

Kedem and
Katchalsky,
1958

Model based on irreversible thermodynamics approach and describes the
solvent and solute fluxes in terms of pressure and osmotic differences for
solvent flux and osmotic variation and average concentration for solute.

Spiegler and
Kedem, 1966

Modified Kedem and Katchalsky model and assumed that the solute flux
is a combination of diffusion and convection.

Lonsdale et al.,
1965

Model assumes that the solvent and solute dissolve in the nonporous and
homogeneous surface layers of the membrane.

Sherwood
etal., 1967

Modified Lonsdale et al. model and includes pore flow and diffusion of
solute and solvent through the membrane.

Michaels, 1968

Analytical Film Theory (FT) model to estimate concentration polarisation
(due to build up of solute along the membrane surface)

Sourirajan, 1970

Preferential sorption-capillary flow model - assumes that the separation is
due to both surface phenomena (preferential sorption for solvent) and fluid
transport through the pores.

Matsuura and
Sourirajan, 1981

Modified Sourirajan model and allows characterization and specification
of a membrane as a function of pore size distribution along with surface
forces.

Song and Yu,
1999

Retained Solute (RS) model to estimate concentration polarisation.

Zhu et al.,1997

Simple model for decay in water flux due to fouling.

Al-Bastaki and

Detailed analytical expression to represent decay in water flux due to

Abbas, 2004 membrane fouling.

Abbas and Al- Neural Network based modeling of an RO water desalination process
Bastaki, 2005

Wardeh and CFD model for evaluating fluid flow and concentration polarisations
Morvan, 2008, throgh RO membrane channels

2011

3.1 Modelling of RO Desalination Process

Table 3 describes the evolution of RO process models (different component of the
process) over the last half century. Kim and Hoek (2005) made a comparative study of
different models and found that film theory model accurately predicted experimental
permeate flux and salt rejection data. Solution-diffusion model was used in many
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membrane applications (Baker, 2004) including desalination (simulation and
optimisation by Lu et al, 2007) and Al-Bastaki and Abbas model was used for
membrane fouling (used in simulation and optimisation by Sassi and Mujtaba, 2011b).
However, Villafafila and Mujtaba (2003) considered simulation and optimisation of RO
process using irreversible thermodynamics based transport model.

Most of the dynamic RO models have been obtained by system identification using real
data so that they are only valid for a particular plant, working at the selected operating
point (Alatiqgi et al., 1989; Robertson et al., 1996; Abbas, 2006). There are only few
dynamic models based on mass and energy balances and solution-diffusion model
available in the literature (Gambier et al., 2007; Bartman et al., 2009).

3.2 Network Optimisation in RO Desalination Process

Generally, the most common arrangements of the membrane modules (Figure 3A) are:
a) Series, b) Parallel and c) Tapered arrays. Although applied in RO waste treatment
process, El-Halwagi (1992) presented the most comprehensive model based RO
network synthesis problem formulation and solution by considering a superstructure
configuration (Figure 3B). Zhu et al. (1997) extended El-Halwagi’s work by including
scheduling aspect and membrane fouling and applied in seawater desalination. See et al.
(1999) extended the work of Zhu et al.’s and included membrane cleaning and
regeneration. Most recently Sassi and Mujtaba (2011a) considered RO network
synthesis problem for a wide range of salinity and seawater temperature.

3.3 Summary

Fritzmann et al. (2007) and Misdan et al. (2011) reviewed the state-of-the-art of RO
desalination and have mentioned ‘modelling’, ‘simulation’ and ‘optimisation’ only once
or twice in over 100 references (each) with not a single one considering model based
techniques. Greenlee et al. (2009) reviewed more than 200 papers on RO desalination
and there was only one mention of a model based RO optimisation of Vince et al.
(2008). Kim et al. (2009) presented an overview of RO process from Systems
Engineering approach and observed that there were only 30 research articles since 1965
which had used model based techniques for simulation and optimisation of RO
processes (to some extent). However, only about half of these works included
applications in seawater or brackish water desalination.

Stage |  Stage2 Stage 3
Feed Brine Total brine  Total permeate

Permeate (l) U
PDSDB

PDMB

Stage 1

Feed

Brine
P>

1

Permeate

Stage 1 Stage 2 Stage 3 ROMB ROSDB

—]
Brine le—— —
Permeate O Mixr 7 gt [ ROModule O Pump Qh»m

Figure 3: A. Reverse osmosis configuration. a. Series b. Parallel c. Tapered;
B: Superstructure of reverse osmosis configuration (Adapted from El-Halwagi, 1992)
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4. State of the Art: Hybrid MSF/RO Desalination Process

Integration of a seawater RO unit with an MSF distiller provides the opportunity to
blend the products of the two processes. Such arrangement allows operating the RO unit
with relatively high TDS (total dissolved solids) and thus reduces the replacement rate
of the membranes (Hamed, 2005). Although the discussions on hybrid MSF/RO date
back to 80s, Helal et al. (2003, 2004a,b) and Marcovecchio et al. (2005) presented the
detailed model based feasibility studies of hybrid MSF/RO desalination process. Several
ways of connecting the RO with MSF process have been considered.

5. State of the Art: Use of Renewable Energy in MSF and RO Process

Rizzuti et al. (2006) edited a book comprising 26 research articles from around the
world on desalination coupled to renewable energies (solar and wind), however, with
only two articles considering model based MSF process (Bogle et al., 2006) and hybrid
MSF/RO process (Fois et al., 2006). Mathioulakis et al. (2007) showed possible
combinations of renewable energies to be used in MSF and RO processes (Figure 4) but
no model based techniques have been discussed. Model based simulation of renewable
energy driven desalination systems has been provided by Koroneos et al. (2007).

Renewable Energy
[

Geothermal Solar Wind
PV Solar Thermal

Heat  Electricity Electricity  ghaft
Electricity Solar 1
4 Collectors RO 3
]

MSF RO -
MSF

Figure 4: Technological combinations of the renewable energies and desalination methods

6. State of the Art & Future Challenge: Environmental Impact Modelling

Due to increasing environmental legislation (EL), the activities in the area of assessment
and quantification of environmental impact (EI) are gaining importance in desalination
processes. Sommariva et al. (2004), for the first time, attempted to establish model
based relations between the improvement in plant efficiency (PE) and EI in thermal
desalination system. Vince et al. (2008a) provided a simple model based LCA (Life
Cycle Analysis) tool to provide help at the decision making stage for designing,
operating and choosing an appropriate process to minimise EI. Mujtaba (2009)
summarised some of the major work since 1999 on quantifying EI in MSF process. In
most cases, El issues are dealt in a reactive mode where EI from an existing process is
assessed and, based on the current EL, the operations are adjusted. The preventive mode
requires that new design and operations are achieved based on a set/desired EI targets
(Vince et al., 2008a). While trial and error based on experimental studies is time
consuming and expensive, studying these via model based techniques are less time
consuming and inexpensive and remains a future challenge.
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7. Opportunities for the PSE Community

Based on the discussions presented in earlier sections, Figure 5 summarised the state of
the art in MSF and RO desalination processes. Clearly, the engagement of the PSE
community in this very important sector is far away from expectation. Figure 5 also
summarises the area of opportunities for the PSE community to be engaged in tackling
the world’s water crisis of the future by using model based techniques. Development of
economically and environmentally efficient desalination processes is the future
challenge. This can be achieved by better design, operation and control and model based
techniques and the PSE community can play a significant role in this.

Kinetic Model (Fouling/Scaling)
Mass Balance Fluid Flow (non condensable)
Energy Balance \ Corrosion Model (Material selection)
Physical Properties Fluid Mixing
Fluid Flow Process Model Environmental Impact Model
S SS System Heat Loss
Sysemleatbos (Steady State/ Dynamic) Rene\zable Energy System

Taylor Made Algorithm

(limitefi opportunities for SIMULATION /
detailed performance

SPEEDUP, ASPEN, gPROMS
(not widely used)

evaluation) (Steady State/ Dynamic) (unlimited opportunities)
Qualitative Dynamic (with Fouling & Scaling)
Shonjcut Model Based $S Optimisation
Detailed Model Based Irregular Demand (Day/Night)

Repetitive simulation . : .

Huge opportunities- material selection

OPTIMISATION i

. NLI"/MINLPbased Maintenance, scheduling/operation for
Variable seawater temperature Design & Operation Variable water demand (day/night)

Variable Demand, Wide Salinity Structure, Hybrid System, Energy Recovery,

Structure, Energy Recovery (Steady State/ Dynamic)

Considered in the Past Model Based Approach Future Opportunities

Figure 5: State of the Art and Future opportunities for PSE Community in Desalination
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LNG Processing: From Liquefaction to Storage

Chonghun Han and Youngsub Lim

School of Chemical and Biological Engineering, Institute of Chemical Processes, Seoul
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Abstract

Development of LNG technology has responded to expanding LNG demand. LNG
worldwide consumption is expected to increase continuously for the following two or
three decades. The LNG value chain includes pretreatment, liquefaction process,
shipping and storage of LNG. This paper addresses the process and development of
LNG liquefaction plant and receiving terminals. In addition, the role of process systems
engineering in the LNG industry is reviewed with future challenges as the concluding
remarks.

Keywords: LNG, liquefaction, terminal, BOG

1. Introduction

The rapid growth of Earth population coupled with the industrialization of
undeveloped countries has dramatically increased the global energy demand. In the
GAS(Golden Age of Gas) Scenario, global primary natural gas demand increases from
3.1 tem (trillion cubic meters) in 2008 to 5.1 tcm in 2035 — an increase of 62% - the
average rate of increase being nearly 2% per year. The reason for this continuous
increase of natural gas demand largely arises from its cleanness and economic
feasibility. The lower C/H ratio and lower carbon emissions compared to oil and coal,
along with reduced emissions of SOx, NOx and particulates, make natural gas a very
environmentally attractive option. Furthermore, the costs of processes based on natural
gas such as power generation are much lower than those for coal or oil.

Although the usage of LNG (Liquefied Natural Gas) has been increased and its
importance as an energy source has been emphasized, the systematic approach to LNG
value chain in academia is insufficient rather than other processes. The fundamental of
LNG value chain lies in the practical use of phase change of liquefaction and
regasification process. That is, it is essentially important to ponder on how to liquefy
natural gas into LNG more efficiently in natural gas liquefaction plant and how to
regasify LNG into natural gas more safely and effectively in the terminal. The academic
approach of process design and operation derived from process systems engineering can
give a reasonable solution in this area.

LNG
B | Liquefaction | B | LNGShip | B | Receiving

Terminal

Figure 1 LNG Value Chain
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The LNG value chain is well described in Figure 1. The natural gas is extracted from
gas field and then transferred to the natural gas liquefaction plant. Them, natural gas is
cooled and liquefied to LNG at the plant. LNG is shipped in LNG ship and transported
to LNG storage tanks in LNG receiving terminals. At the terminal, it is vaporized to
natural gas and sent to end users via pipeline system. The essential reason to utilize
LNG value chain is placed on its massive volume shrinkage occurring in liquefaction
process, which enables to deliver natural gas to remote demand regions economically
rather than PNG (Pipe Natural Gas) which uses pipeline system. In other words, the
volume of natural gas is reduced by 1/600 when liquefied, which improves its
transportability via LNG ship.

2. Natural Gas Liquefaction

2.1. Liquefaction process

Liquefaction plant is composed of 3 major processes including pretreatment section,
liquefaction section and post-treatment section. Pretreatment secion includes acid gas
removal unit, dehydration unit and mercury treatment unit. Figure 2 depicts the block
diagram of a typical liquefaction plant.

Mercury removal unit is needed to reduce the mercury level in the feed gas usually by
adsorption through an activated carbon bed. Failure to reduce mercury levels may result
in mechanical failure of downstream plant and equipment made from Aluminium. The
role of acid gas removal unit is to remove carbon dioxide from the feed gas stream to
less than 50 ppmv to prevent freezing out and blockage in the downstream liquefaction
unit. H,S is a toxic, poisonous gas, which cannot be tolerated in gases that may be used
for domestic fuels. In presence of water, H,S is extremely corrosive and can cause
premature failure of valves, pipelind, and pressure vessels. Most pipeline specifications
limit H,S content to about 4 ppm. Water vapor is probably the most undesirable
impurity found in untreated natural gas. Water content can affect long-distance
transmission of natural gas and can form hydrates that may plug the pipeline and other
equipment. Water content also decreases the heating value of natural gas.

Post-treatment section is mainly fractionation unit, which separates the natural gas
liquids (NGL) into methane, ethane, propane and other heavy hydrocarbons.
Fractionation unit is not needed when dealing with lean natural gas feed.

C02 o
Has o2

Natural Acid Gas Mercury

Gas Feed 7| Removal Scrubbing i Liquefaction W LNG

Figure 2 Block diagram of a typical liquefaction plant
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2.2. Development of liquefaction processes

LNG industry started with the need of natural gas peak shaving. Cascade cycle wa
used in the beginning. Later, mixed refrigerant concept was introduced. Phillips
Petroleum invented the cascade liquefaction cycle. This cycle utilizes three refrigerants;
propane, ethylene and methane. Air Products applied the mixed refrigerant cycle in the
Libya Marsa El Brega LNG Plant in 1970.

For many years, propane precooled mixed refrigerant (C3MR) process developed by
Shell and APCI (Air Products and Chemicals International) has remained the dominant
liquefaction cycle in the LNG industry. The train capacity with Air Products’ main
cryogenic heat exchanger (MCHE) is up to 5 million tons per annum (MTPA). Natural
gas and the mixed refrigerant are precooled by propane refrigerant cycle to -30°C and
then liquefied to around -150°C by thermal contact with mixed refrigerant which mainly
consists of methne, ethane, propane and nitrogen in main cryogenic heat exchanger
(MCHE).

Recent improvents of the mixed refrigerant cycle, the AP-X™, can increase train
capcity beyong 10 MTPA. Final sub-cooling is not done in the MCHE part and the
temperature exiting the exchanger is about -115°C. Final stage of sub-cooling is done
using a nitrogen expander loop. However, the AP-X N, refrigeration process would not
be optimized to perform all three refrigeration system : precooling, liquefaction and
subcooling. Many variables such as the number of expanders, pressure and temperature
levels must be optimized for process efficiency.

LNG

Nitrogen
Expander

Propane
Pre-cooling

=7

Mixed Refrigerant

Figure 3 AP-X™ Process

Other developments in recent years include the double mixed refrigerant cycles
developed by Shell. Shell also developed the Parallel MR cycle which utilizes the split
casing propane compressor arrangement.

New energy-saving developments across the LNG value chain include the use of
cryogenic liquid expanders and new concepts including floating LNG plants. Land-
based LNG plants must be solved at the debottlenecking: increased capacity, extended
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life and operational improvements. Because of environmental issues including global
warming, low the CO2 emissions and the treatment of sour gases and impurities are
serious problems that cannot be ignored. An LNG liquefaction plant on a floating
platform is similar to an onshore LNG plant but has some important differences. The
motion of the LNG vessel by the sea conditions is a key issue. Development of new
liquefaction process for safety caused flammable component is a problem awaiting
solution.

The reverse brayton cycle and the single MR cycle are the most remarked process as a
FLNG liquefaction process. The reverse brayton cycle has an object in minimization of
flammable inventory for process safety. On the other hand, the single MR cycle is more
efficient than the reverse brayton cycle form the power consumption point of view. It is
necessary to consider which system is suitable. LNG vessel design and operating
scenarios following the sea conditions are also short of study and research.

2.3. LNG Plant R&D Center in Korea

The Korean government initiated LNG Plant R&D program to acquire own technology
in the liquefaction process of natural gas according to the Plant Technology
Advancement Program in the Ministry of Land, Transport and Maritime Affairs. The
main goals are to establish own license through the liquefaction process development
and the basic designing of the commercial liquefaction plant. Test-bed construction is in
successful progress with a roadmap of base construction for overseas entry in 2014.

Figure 4 Bird's-eye view of the test bed constructed in Korea
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3. LNG Storage and Regasification

The role of LNG receiving terminals in LNG value chain is for LNG storage and
sending natural gas to end users as depicted in Figure 1. It generally includes a pipeline,
LNG storage tanks, compressors, vaporizers, pumps and so on. LNG is transferred to
the storage tank through the unloading pipeline from the LNG carrier ship. Stored LNG
is transported to vaporizer process using a pump in the storage tank. Through the
vaporization process, the natural gas is supplied to end user.

ool TN | we
LNG carrier ! primary Seawater
: pump vaporizer
H LNG
BOG : e L S I——
compressor | ] N
1
- -]
v Q‘ | Supplyline
1 bl >
i 1
----------- > 1
1
Re-liquefaction > — :
—— LNG
--- BOG Combustion
LNG vaporizer
secondary
pump

Figure 5 Schematic diagram of LNG receiving terminal (Park et al., 2010)

The LNG unloading operation consists of recirculation, depressurization and
unloading. Before LNG unloading, the unloading pipeline needs to be kept cryogenic
state to prevent warming of the pipeline. In the recirculation stage, a small amount of
LNG from the storage tank circulates continuously through the pipeline to keep the
pipeline cool. In the depressurization stage, the pressure of the pipeline is lowered to the
appropriate pressure to transfer LNG from the carrier to the storage tank. After
unloading stage, the operation move to the first stage of recirculation.

On unloading and storing LNG, the vapor continuously evaporates from LNG because
of absorbed heat in the storage tank and in the cryogenic pipelines. This vapor is called
boil-off gas (BOG). It can cause a physical damage in the LNG facilities for sudden
volume expansion by 600 times. Over-treatment of the BOG causes consumption of
excess energy. Hence, proper BOG handling is required for an energy saving. Usual
BOG handling methods for LNG receiving terminals include recondensation and direct
compression. BOG from the storage tank is compressed to around 10 bar through a
BOG compressor and mixed with enough send-out LNG, which is pumped in the
recondenser to obtain a liquid mixture. The liquid mixture is compressed to supply
pressure in high-pressure (HP) pump and vaporized by seawater. If the LNG rate
required in demands is insufficient to condense all of the BOG, it cannot be condensed
in the recondenser. The remaining BOG in the recondenser is compressed to the
pipeline pressure through the HP compressor and is directly transported to the pipeline
mixed with the natural gas (Park et al., 2010). Because the operation of the HP
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compressor requires considerable energy, it is desirable to minimize the operation of the
HP compressor.

4. Process systems engineering in LNG processing

Many authors have worked on design, modeling, simulation, optimization and
monitoring of LNG processing.

Wu and Zhu intoduced method for synthesizing integrated refrigeration system
combining mathematical optimization techniques and engineering knowledge. The
system includes the refrigeration cycle and heat integration. (Wu and Zhu, 2002) Del
Nogal et al. used genetic algorithm to simultaneously solve optimal design of mixed
refrigerant cycles. Their consideration of multistage refrigerant compression and
application of stochastic optimization algorithm showed better performance compared
to previously published works. (Del Nogal et al., 2008) Group of Michelsen et al.
showed dynamic modeling and simulation of the TEALARC LNG process, selection of
controlled variables of regulatory control layer as linear combination of measurements
using self-optimizing control principles, and impact of process design decision on
operability and control of the LNG process (Michelsen et al., 2010a, Michelsen et al.,
2010b, Michelsen et al., 2010c). Natarajan and Srinivasan published their work on
multi-model based process condition minitoring of offshore oil and gas production
process. Online fault detection and identifiaction were performed. (Natarajan and
Srinivasan, 2010)

Some researches on the LNG receiving terminals have been focused on analyzing the
operation of a specific facility in the LNG receiving terminal Lee et al. suggested a
reliable unloading operation procedure for a mixed operation of above-ground and in-
ground storage tank (Lee et al., 2010). Shin et al. studied on the optimal operation of the
BOG compressor at the Pyeoungtack LNG receiving terminal using industrial data
(Shin et al., 2007). Liu et al. proposed the optimal design of a process for the multi-
stage recondensation of the BOG based on a thermodynamic analysis (Liu et al., 2010).
Studies on optimal operating conditions for a regasification facility have been
performed by Dharmadhikari S. (Dharmadhikari, 2004). Park et al. studied on the
approach to minimize the cost in terminal operation according to the variation of LNG
demand (Park et al., 2010).

Generator

<

‘aporizer
== Liquefied propase Condenser
g
St NG
Natural gas Vaporizer

Figure 6 Power generation using LNG cold energy (Otsuka, 2006)
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Researches on the utilization of the cold energy of the LNG stream have received
attention. Various studies have been proposed a power generation plant using cold
energy applied to power cycle as shown Figure 6. Liu and You developed the
mathematical model to predict the total heat exergy of LNG stream (Liu and You 1999).
The LNG cold energy has been conventionally used for air separation, power generation,
and other application. (Otsuka, 2006) Recently, the industry has focused on process
integration in industrial complex for LNG cold energy, ethane extraction using LNG
cold energy and carbon dioxide liquefaction using the LNG cold energy for utilization
of the LNG cold energy.

5. Future challenges

Future growth in LNG industry appears to be marked by an increasing interest in
developing remote offshore gas fields. Offshore plants on fixed platforms, Floating
Production Storage and Offloading (FPSO) vessels developed for oil production in deep
water and Floating Storage and Regasification Unit (FSRU) are the main targets.
Challenges for FLNG include weight and space limits, flammable components,
corrosion and motion of vessels.

Gas-to-liquids technologies are also improving recently with the need for monetizing
significant reserves of non-associated and stranded natural gas. It is also expected that
energy efficiency improvements to limit CO, emissions is required in LNG value chain
design. New design using combined cycle and cogeneration is therefore important.

The main purpose of LNG value chain enhancement has been to increase the LNG
production capacity over the last decade. While the limitation of each process unit, such
as the maximum capacity of the cold-box, is a major cause of the existing process
capacity, the main topic of process research has been the optimization of LNG plants
recently. For process systems engineers, hydraulic modeling and dynamic modeling of
the cold-box is a field of interest. Integration of refrigeration design with power systems
is another challenging issue. Proper driver selection can significantly increase the
performance and decrease the capital and operating costs. In the case of FLNG, the
steady-state process model is quite similar to land-based LNG process, but the dynamic
model shows different behavior from land-based due to the sea condition. Analysis of
hydraulic behavior using CFD and vessel design has been achieved recently. The
dynamic modeling and simulation of the whole FLNG process is necessary. The unit
arrangement which is suitable for installing on board and the development of operating
system are the important topics of FLNG research for safety.

6. Conclusion

Worldwide liquefied natural gas consumption will increase steadily, especially in
Asian countries. The LNG value chain includes the liquefaction, shipping and storage.
Starting from the cascade cycles of liquefaction process, utilization of mixed
refrigerants made the train capacity grow up to 5 MTPA and more. Nowadays, dual
mixed refrigerant loop or AP-X™ are able to handle up to 10 MTPA production. The
LNG receiving terminal is designed for LNG storage and regasification. During the
unloading procedure, efficient BOG handling is required for safety and energy saving.
Numerous works on design, modeling, optimization, control, operation and monitoring
of the LNG processing have been published. Future challenges include the floating
liquefaction plants, floating storage and regasification units, gas-to-liquids technology
and combined cycles.
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Abstract

Industrial plan alarm systems form an essential part of the operator interfaces for
automatically monitoring plant state deviations and for attracting plant operators’
attention to changes that require their intervention. To design effective plant alarm
systems, it is essential to evaluate their performances. In this presentation, I introduce
two methods for evaluating plant alarm systems. The first is the data-based evaluation
method that refers to operation and alarm event data in a plant. It uses event correlation
analysis to detect statistical similarities among time series data of discrete alarm and
operation events. Grouping correlated events on the basis of their degrees of similarity
makes it easier to consider countermeasures for reducing frequently generated alarms
than merely analyzing individual alarm and operation events. The second is a model-
based evaluation method, where an operator model is used to mimic humans’ fault
detection and identification behaviors. Analyzing simulated fault detection and
identification tracks after all assumed malfunctions have occurred in a plant makes it
possible to evaluate alarm system performance without human-subject-based
experiments. Case study results demonstrated the usefulness of these methods for safe
and stable plant operations in the chemical process industries.

Keywords: plant alarm system, event correlation analysis, operator model, behavior
simulation, ethylene plant

1. Introduction

An alarm system is a core element in almost all operator interfaces of industrial
plants, including oil refineries, power stations, and chemical plants. The progress with
distributed control systems (DCSs) in the chemical industry has made it possible to
install many alarms easily and inexpensively. Figure 1 shows statistics compiled by the
Society of Chemical Engineering of Japan in 2005 indicating that typical Japanese
chemical plants had 200 alarms per day and per operator. While most alarms help
operators detect abnormalities and identify their causes, some are unnecessary. A poor
alarm system might cause floods of alarms and nuisance alarms, which would reduce
the ability of operators to cope with abnormalities at plants because critical alarms
would be buried under many unnecessary alarms (Nimmo, 2002, Alford, 2005).

The Engineering Equipment and Materials Users’ Association (EEMUA, 2007)
defined the primary function of an alarm system as directing the operator’s attention
toward plant conditions requiring timely assessment or action. To achieve this, every
alarm should have a defined response and adequate time should be allowed for the
operator to carry out this response. The International Society of Automation (ISA,
2009) suggested a standard alarm-management lifecycle covering alarm-system
specifications, design, implementation, operation, monitoring, maintenance, and change
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activities from initial conception through to decommissioning. The lifecycle model
recommends continuously monitoring and assessing operation data to rationalize alarm
systems.

301-400
6%

101-200
31%

Fig. 1 Generated alarms per day and per operator in Japanese chemical plants
(Society of Chemical Engineering of Japan, 2005)

The “top-ten worst alarm method” has been widely used in the Japanese chemical
industry to reduce the number of unnecessary alarms. It is used to collect data from the
event logs of alarms during operation, and it creates a list of frequently generated alarms.
Although this method can effectively reduce the number of alarms triggered at an early
stage, it is less effective at reducing them as the proportion of the worst ten alarms
decreases. Because the ratio of each alarm in the top-ten worst alarm list is very small in
the latter case, effectively further reducing the number of unnecessary alarms becomes
difficult.

Kondaveeti et al. (2009) proposed the High Density Alarm Plot (HDAP) and the
Alarm Similarity Color Map (ASCM) to assess the performance of alarm systems in
terms of effectively reducing the number of nuisance alarms. HDAP visualizes the time
various alarms occurred, which facilitated the identification of periods when the plant
was unstable. ASCM orders alarms in accordance with their degree of Jaccard similarity
(Lesot et al., 2009) with other alarms to identify redundant alarms. However, these
visualization tools cannot tell whether individual alarms have a defined response,
because they only focus on alarms in the operation data.

In 2008, the Japan Society for Promotion of Science established an alarm
management workshop comprising members from 29 universities and different firms
from the chemical, petrochemical, oil refinery, electrical equipment, electronics, and
other industries. The workshop aims to develop new alarm management technology to
operate plants safely and sustainably. This paper introduces two methods for evaluating
plant alarm systems developed in the workshop, i.e., a model-based evaluation method
and a data-based evaluation method.

2. Alarm system evaluation by event correlation analysis

2.1. Event correlation analysis

Nishiguchi and Takai (2010) proposed a method for data-based evaluation that
referred to not only alarm event data but also operation event data in the operation data
of plants. The operation data recorded in DCS consist of the times of occurrences and
the tag names of alarms or operations as listed in Table 1, which we call “events”
hereinafter.
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Table 1 Example of operation data

Date/Time Event Type
2011/01/01 00:08:53 Event 1 Alarm
2011/01/01 00:09:36 Event 2 Operation
2011/01/01 00:11:42 Event 3 Alarm
2011/01/01 00:25:52 Event 1 Alarm
2011/01/01 00:30:34 Event 2 Operation

The operation data are converted into sequential event data s,(k) by using Eq. (1).
When event i occurs between (k-1)At and kAt, si(k) = 1, otherwise s;(k) = 0. Here, At is
the time-window size and k denotes the discrete time.

1 if eventi occurs between (k —1)A¢ and kAt
5,(k) = (1)

0 otherwise

The cross correlation function, c;(m), between s4(k) and s,(k) for time lag m is calculated
with Eq. (2). Here, K is the maximum time period for lag and 7 is the time period for
complete operation data.

T/At—m

> s, (k)s (k+m) (0<m<K/Ar)
e em) (—K /At < m < 0)

2

¢, (m) =

Here, we assumed that two events, i and j, are independent of each other. If probability
p;; that two events, 7 and j, will occur simultaneously is very small, the probability
distribution that two events will occur simultaneously is approximated by the Poisson
distribution. The total probability that two events will occur simultaneously more than
c; times, which is the maximum value of the cross correlation function with time lag m
is given by Eq. (3), where 4 is the expected value of ¢; (Mannila and Rusakov, 2001).

* 2K+l

-1 A4l
P(c,.j(m)Zc;—K/AszSK/At);l_[Zel';tJ )

=0 .

Finally, the similarity, Sj;, between two events, i and j, is calculated with Eq. (4)
(Nishiguchi and Takai, 2010).

S; =1-P(c;(m)=c;

~K/At<m<K/Ar) 4)

If a high degree of similarity between two events is not detected, the time window is
doubled in size and is used to reconvert the log data of two events into sequential binary
data using (Kurata et al., 2011). The time window continues to be expanded and
similarity continues to be recalculated until either a high degree of similarity is detected
or the time window becomes larger than the maximum pre-determined size.
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A larger similarity means a stronger dependence or closer relationship between the
two events. After similarities are calculated between all combinations of any two events
in the plant log data, all events are classified into groups with a hierarchical method for
clustering. The following four types of nuisance alarms and operations can be found by
analyzing the results obtained from clustering.

(1) Sequential alarms: These are when a group contains multiple alarm events that
occur sequentially. Changing the alarm settings of sequential alarms may
effectively reduce the number of times they occur.

(2) Routine operations: These can be when a group includes many operation events
and operation events in the same group appear frequently in the event log data.
These operation events can be reduced by automating routine operations using a
programmable logic controller.

(3) Alarms without corresponding operations: These can be when a group contains
only alarm events and operation events are not included in the same group. As
every alarm should have a defined response (EEMUA, 2009), these may be
unnecessary and should be eliminated.

(4) Alarms after operation: Operations can cause alarm events to occur after all
operation events in a group. These are unnecessary because they are not
meaningful or actionable.

2.2. Alarm system evaluation of ethylene plant

Idemitsu Kosan Co. Ltd. started operations at the ethylene plant of their Chiba
complex in 1985. Figure 2 is an overview of the ethylene plant, which is operated by
two board operators using DCS. The plant log data gathered in one month included 914
types of alarm events and 857 types of operation events, and a total of 51640 events was
generated. Figure 3 shows the points at which 1771 types of alarm and operation events
occurred.

Fig. 2 Ethylene plant in Idemitsu Kosan Chiba complex. (Higuchi et al., 2009)

Event correlation analysis was applied to the operation data obtained from the
ethylene plant (Noda et al., 2012). By using the hierarchical method of clustering, 1771
types of alarms and operation events were classified into 588 groups. Figure 4 is a
similarity color map of events in the top 10 worst groups, where the alarm and operation
events are ordered in accordance with the group Nos. The red indicates that two events
have a high degree of similarity.
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Fig. 3 Operation data of ethylene plant Fig. 4 Similarity color map

The top group contains five types of alarm events and ten types of operation events,
and the total number of events in the group accounted for 5.8% of all generated events
at the ethylene plant. Although the total number of events in the worst 10 groups
accounted for 32.4% of all generated events at the plant, this included only 4.2% of
alarm and operation event types. Evaluation results shows that we could effectively
identify unnecessary alarms and operations within a large amount of event data by using
the method, which should be helpful for reducing the number of unnecessary alarms and
operations in other industrial chemical plants.

3. Alarm system evaluation by a virtual subject

3.1. Operator Model

An operator model can be used as a virtual subject in evaluating alarm systems by
analyzing their performance during fault detection and identification (FDI) under a set
of assumed malfunctions. This evaluation method using a virtual subject makes it
possible to check alarm system performance without needing operation data provided
by human operators so that the alarm system satisfies the specifications determined by
the philosophy, identification, and rationalization stages in the alarm management
lifecycle.

The model human processor (Card et al, 1983) explicitly describes human
perception, cognition, execution, and memory. The operator model (Liu et al., 2010)
shown in Fig. 5 for evaluating alarm systems was built by referring to this processor. In
every scenario under abnormal situations, the operator model’s main tasks are
monitoring plant status with alarms and identifying causes of failure.

ADIOITITAl State
supervising procedure

E Perceptual Cognitive Motor

Processor Processor Processor .

Alar Kdy click

{J Plant Data l l I l I Eye
mgve-

Short-term memory Long-term memory

ieas-aras el

3 knewled ses

Fig.5 Structure of operator model (Liu et al., 2010)
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Human behavior during FDI process is classified into physical and mental subtasks.
The latter includes perception, cognition, short-term memory, and long-term memory
activities, respective examples of which are reading an alarm message, remembering a
previous alarm, searching for a symptom in the knowledge base, and rejecting a cause
of failure. An FDI track is an information-flow diagram composed of these subtasks.
The FDI track from detecting an alarm to successfully identifying a cause of failure is
generated automatically in accordance with the supervising procedure for failure-cause
identification in the operator model.

3.2. Numerical example

The boiler plant in Fig. 6 produces 80 tons of superheated steam per hour at 485 °C.
As normal fluctuations, the steam load of the boiler plant randomly changes between
77.9 and 82.4 t/h. Figure 7 shows the overview a graphic panel of DCS. Abnormality
propagation diagrams were drawn up for each of the 11 malfunctions assumed in the
boiler plant listed in Table 2.

Safety
valve

lnlllw\l

Fig. 6 Boiler plant process flow diagram  Fig. 7 Overview of graphic pannel of
DCS

Table 2 Assumed malfunctions in the boiler plant

Malfunction Description
FDF (forced draft fan) degradation

—

2 FOP (fuel oil pump) failure
3 Fuel leak

4 Burner’s fire extinction

5 O, sensor failure

6 Oil heater failure

7 Water tube leak

8 P204 sensor failure

9 Turbine trip

10 BFP (boiler feed pump) trip
11 IDF (induced draft fan) trip

In the case study, we evaluated the actual alarm system of the boiler plant simulator
using the following five criteria:
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(1) Number of alarms triggered within 10 min of the malfunction
(2) Number of different kinds of alarms triggered within 10 min.
(3) Time the first alarm was triggered after the malfunction

(4) Elapsed time of the FDI process after the first alarm

(5) Total elapsed time of the FDI process after the malfunction

Table 3 shows the evaluation results for the alarm system. The number of alarms
triggered within 10 min (Criterion (1)) remained at a low level for most malfunctions,
while for an FOP failure malfunction (Mal-2) the number increased to 66 and was still
more than 10 for a turbine trip (Mal-9). However, fewer than 10 different kinds of
alarms (Criterion (2)) were triggered. The time the virtual subject needed to identify the
malfunction (Criterion (5)) was short for most malfunctions, i.e., the subject was able to
find the cause of a malfunction fairly quickly. An important alarm was triggered that
enabled the operator to judge quickly that a water tube leak (Mal-7) had occurred, and
useful alarms that enabled a turbine trip (Mal-9) to be identified were triggered in a
timely manner.

Table 3 Alarm system evaluation results by virtual subject

Malfunction
Criteria 1 2 3 4 5 6 7 8 9 10 11
(1) 6 66 3 4 2 6 1 8 21 1 2
(2) 5 1 3 4 2 5 1 7 8 1 2
3) 6 9 24 2 20 13 88 2 6 5 14
4) 6 4 39 4 213 3 215 81 11 2 6
(5) 12 13 64 6 233 15 303 83 17 8 20

Units for criteria (3), (4), and (5) are in seconds.

4. Conclusion

This presentation introduced quantitative evaluation methods based on operation
data and an operator model to rationalize plant alarm systems. Applying an event
correlation analysis to operation data of the ethylene plant verified its effectiveness in
identifying nuisance alarms and repeating operations occurring within the context of a
large amount of event data. The behavior simulation by the virtual subject makes it
possible to locate weak points in alarm systems and improve them from the viewpoint
of operator workload without human-subject-based experiments. Case study results
demonstrated that these two methods can be used to support alarm system design and
evaluation. Future work will include using the evaluation results described in this paper
to develop a method for redesigning alarm systems.
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Abstract

Uncertainties, present in any engineering calculations would impact on decision
making. In this work, uncertainty propagation in the simulation of condensate
stabilization column in gas refinery is performed by Monte Carlo (MC) and Latin
hypercube sampling (LHS) methods. Furthermore, a novel approach of building a
statistical emulator of a simulation model for uncertainty analysis is presented. The
results showed that the emulator is enormously more efficient than conventional
approaches and the LHS is superior to MC due to its convergence in small sampling
size.

Keywords: Uncertainty, Emulator, Monte Carlo, Latin Hypercube Sampling,
Condensate Stabilization Column

1. Introduction

Process systems typically involve significant uncertainty in their design and operation.
Based on the nature of the source of uncertainty in a process, a suitable classification
can be proposed as: (i) model-inherent uncertainty which includes kinetic constants,
physical properties, transfer coefficients; (ii) process-inherent uncertainty including
flow rate, temperature variations and stream quality fluctuations; (iii) external
uncertainty including feed stream availability, product demands, prices and
environmental conditions; and (iv) discrete uncertainty for equipment availability and
other random discrete events [1]. The existence of uncertainty transforms conventional
deterministic concepts to stochastic problems, the solution of which remains
challenging.

Uncertainty propagation is the computation of the uncertainty in the outputs which is
induced by the uncertainty in its inputs. Different techniques have been developed to
handle this issue include: (i) random sampling techniques such as Monte Carlo (MC),
Latin hypercube (LH) and orthogonal array (OA). Use of MC in uncertainty analysis
was introduced by Helton [2]. Iman and Conover took into account the correlation
among variables in sampling techniques [3, 4]. Seaholm proposed applying LHS in
order to limit the number of runs and account the interaction of model parameters [5].
Applying OA sampling was introduced by Koehler [6]. However, these conventional
techniques typically require a large number of runs that demand heavy computation [7,
8]. (il) emulators as surrogates model including response surface methodology,
artificial neural network method, adaptive regression spline, radial basis function
approximation and Kriging method. These approaches construct simple and fast
approximations of complex computer analyses to minimize the computational expense
of runs [9]
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In this work, a stabilization column in gas refinery was studied. The purpose of this
column (has 13 trays, re-boiler and reflux) is separation of light cuts (C'-C*) from C*".
This process decreases vapor pressure of condensate (C°7) to provide feasibility of its
export; thus Reid Vapor Pressure (RVP) is considered an important index for the quality
of product. Uncertain parameters that would impact on quality and quantity of product
are assumed to be process-inherent type. Uncertainty propagation would be studied by
three methods; Monte Carlo, Latin hypercube sampling, and Kriging method. Based on
the sampling size for each method, their efficiency would be compared. This study
would be done by two categories of data: historical data of plant and simulation results.

2. Uncertainty propagation

The conventional approach of expressing non-deterministic parameters is probability
distribution or its statistics such as the mean and standard deviation. In the present
work, the feed flow rate to stabilization column, steam flow rate of the re-boiler,
temperature and pressure of column were treated as uncertain parameters and were
assumed to be the sole sources of uncertainty in the stabilizing process. All the
remaining parameters and inputs were treated as deterministic quantities. Using
historical data of the plant, statistics (mean values and standard deviation) of probability
distribution functions for inputs were obtained and showed at Table 1. The impact of
these uncertain parameters on quality (RVP and specific gravity of condensate) and
quantity (flow rate of condensate and gas) of product was studied.

Table 1: Input uncertain parameters of condensate stabilization column based on
historical data

feed flow Steam flow rate of Pressure of Temperature of
rate (m*/h) re-boiler (Kg/h) column(bar g) column (°C)
Mean 86.2772 4351.8361 6.8970 88.9035
Std 7.374 364.911 0.020 4.354

2.1. Monte Carlo Sampling

In the Monte Carlo simulations, each uncertain parameter was treated as a random
variable. Thus random values were generated between 0 and 1, and then multiplied by
the available number of historical data. The calculated number indicated random
scenario and corresponding inputs (feed flow rate to stabilization column, steam flow
rate of the re-boiler, temperature and pressure of column were) were drawn from
historical data. In this way, the correlation between parameters is considered inherently.
For this scenario, experimental response (RVP, SG and flow rate of condensate and gas)
could be drawn from historical data; in addition, simulation response was obtained for
each random scenario. In order to study uncertainty propagation, the same procedure
was repeated to achieve response distribution (for both experiment and simulation).
When stable statistics for response distribution were achieved, the results would be
reliable. The computational tractability of Monte Carlo method depends heavily on the
number of random variables and complexity of the model [10].

2.2. Latin Hypercube Sampling

The approach of uncertainty propagation by LHS is the same as MC, the only difference
is the strategy for generating random values. LHS ensures that all the portions of the
uncertain parameters are represented [10]. Consider the case where it is required to
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sample N points from M uncertain parameters; LHS partitions the parameter space into
an N™ grid of bins, with N bins along each axis. Then, the sample points are distributed
such that all one-dimensional projections of the samples yield one sample per bin [11].

2.3. Emulator

For obtaining response distribution through the simulator, large number of runs should
be taken. To deal with this problem, emulator (response surface model taken based on
limited number of run) could be constructed sufficiently accurate to replace the original
simulator. The emulator attempts to reduce the number of simulations required for an
adequate estimation of uncertainty propagation [7]. This emulator is then used instead
of simulation code, facilitating uncertainty quantification (by predicting output from a
model at untried inputs), design space exploration, optimization, and reliability analysis
[9].

Kriging model as an emulator postulates a combination of a linear model and departures
of the form [11]:

@ 56 = ) By (0 +2(x)
j=1

Where ¥(x) is an approximate model of y (x), 8 is the regression factor, and Z(x) is
assumed to be a realization of a stochastic process with mean value of zero and spatial
correlation function (e.g. exponential, generalized exponential, Gaussian, linear,
spherical, cubic spline) given by:

() Cov[Z(x:),Z(x))]=6"R(x;,X;)

Where o° is the variance and R is the correlation. Subsequently, Kiging model is
generalized to polynomial.

Since approximation models interpolate the sample data, additional validation points are
collected for each example to assess the accuracy of each approximation model over the
region of interest. For each set of validation points, root mean square error (RMSE) is
computed as:

T T
3) RMSE = 2=

DACE (Design and Analysis of Computer Experiments) software is used to construct
Kriging model [11]. The best Kriging model was obtained by zero order polynomial and
exponential correlation (RMSE= 0.08) for RVP that is illustrated in Figure 1. Other
output parameters would be presented in future works of the authors.
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Fig 1: Kriging model for RVP treated by uncertain parameter T .oy and Qrepoier
RMSE=0.08 (bold point is sample point and curve demonstrate untried points)

3. Results

MC, LHS sampling and Kriging method were applied and uncertainty propagation was
investigated for output parameters (RVP, SG, Condensate flow rate, and Gas flow rate)
of the condensate stabilization column. Figure 2 shows the mean value of experimental
RVP for different sample sizes. The data points for the MC, LHS, and Kriging methods
have been slightly shifted along the horizontal axis to facilitate viewing of the data. As
this figure shows, by getting 300 samples, the mean of RVP predicted by Kriging is
converged. Since LHS generates more even distribution of sample points in the
parameter space than typically generated with MC, LHS tends to converge in smaller
sampling sizes in comparing with MC. On the other hand, the Kriging method by
applying stochastic process (Z(x)) appears to be better. In addition it seems three
methods converge to same mean value.

12.25 O MC
12 8 %4 o 8 % LHS
11.75 Krigin
sl OF % & * M 0 xrgig
d 11.5 §'_| | g
11.25 O&j
P
11 -
10.75 B
0 50 160 15',0 200 250 300 350
Number of sample

Fig 2: Mean value of RVP for different sample numbers each have eight replicas

However, MC requires more sampling sizes to obtain stable statistics. Propagation of
uncertainties to output could be deduced by LHS and Kriging. This result is presented in
Table 2. The standard deviation of each parameter obtained from experimental data is
larger than that obtained by simulation. It could be caused by external-uncertainty
sources (such as an environmental condition) that reflect on data inherently.
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Table 2: Propagation of uncertainties to output

Reid VP of | Specific Gravity C;)Indensate Gas flow
condensate of condensate ow3 rate ratse
(m°/h) (Nm’/h)
Mean 11.760 0.738 33.083 2808.367
Experiment
std 0.257 0.002 20.625 640.807
Mean 11.980 0.731 40.120 2901.231
Simulation
std 0.198 0.001 13.540 508.231

4. Conclusion

LHS provides an attractive alternative approach to Monte Carlo by reducing the number
of runs required to converge statistics of response variables. However, Kriging method
has the advantage of generating a set of samples that more precisely reflect the shape of
a sampled distribution than random (Monte Carlo, Latin Hypercube) samples.
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Abstract

Continuing demand for ethylene, propylene and butadiene makes the naphtha pyrolysis
process occupying an important position in the chemical industry. For the accurate
prediction of the product yields of given naphtha pyrolysis, it is crucial to establish the
naphtha pyrolysis model based on the detailed reaction mechanism. Even though this
subject is extensively studied, there are still some remaining unsolved issues in the
existing models resulting in a less satisfied accuracy of predicting the product yields.
Current challenges include: the detailed reaction mechanism involving a lot of kinetic
parameters that are hard to obtain and need to be estimated based on the experimental or
real data; a lack of effective method on mapping the feed from commercial indices, such
as ASTM boiling curve and PINA fractions, to the conventional components; inefficient
method of controlling the scale of the model meeting the required prediction accuracy.
This paper develops a multi-scale model of industrial cracker to meet the challenges
mentioned above. Here the multi-scale model of the pyrolysis process has been
illustrated in detail from microscopic scale to mesoscopic and macroscopic ones. The
established multi-scale model has been tested in the plant. Calculated results of the
product yields match well with data collected from the plant with satisfied prediction
accuracy. Also, based on the established model, an improvement of the performance of
an industrial naphtha pyrolysis furnace will be obtained through simulation analysis.

Keywords: multi-scale model, naphtha pyrolysis, radical reaction model, Shannon’s
maximum entropy theory.

1. Introduction

Naphtha pyrolysis process occupys an important position in the chemical industry. To
meet the demands from science and engineering on the depth of revealing the
characteristics of a system, a mathematical model may involve relations of properties at
different scales of the system (A. Yang, 2009), called multi-scale model. The multi-
scale model often consists of nonlinear equations and differential equations that are not
easy to solve. And the communication of information between scales is the key factor in
the multi-scale model (A. Lucia, 2010).

Reaction network is the kernel part of the multi-scale modeling and nowadays the
detailed reaction model is widely used in the simulation of pyrolysis process. Many
reasearchers have studied the radical reaction model in depth and described the
generation of radical reaction model in detail (E. Ranzi, 2005; R. Fournet, 2001; D.
Depeyre, 1991; Z. Belohlav, 2003). Even though this subject is extensively studied,
there are still some remaining unsolved issues in the existing models resulting in a less
satisfied accuracy of predicting the product yields. Current challenges includes: the
detailed reaction mechanism involving a lot of kinetic parameters that are hard to obtain

*Corresponding author. Tel.:+86 10 62784572; fax: +86 10 62770304; Email address:
dcecbz@tsinghua.edu.cn (B. Chen).
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and need to be estimated based on the experimental or real data; a lack of effective
method on mapping the feed from commercial indices, such as ASTM boiling curve and
PINA fractions, to the conventional components that results in a less satisfied prediction
accuracy; ineffcient method of controlling the scale of the model meeting the required
prediction accuracy. To meet the challenges mentioned above, a multi-scale model of
industrial cracker was developed in this paper, the reaction model contains 125 species
and 2424 reactions.

2. Establishment of multi-scale model

2.1. macroscopic scale — process model

Generally speaking, the aspect ratio of tubular reactor for naphtha is greater than 100, so
it can be treated as one-dimension reactor. One-dimensional reactor model is used in
some commercial steam cracking software, e.g. SPYRO, CRACKER,and COILSIM.
The hydrocarbon in the reactor is supposed to be ideal gas, and the reactor is a PFR
(Plug Flow Reactor) without axial dispersion and radial temperature and concentration
difference. According to the assumptions above, Xu Qiang (Xu, Q., 2001) proposed a
process model of pyrolysis:

dN, S (1)

=2SNv r=f(T,P,N
TR ZU r=fu( )
dpP “E(L)-G? )
== f ( ) 4:fP(T’P’Nm) ( )
dL 5.07x p-D, x10

1 1 s dN

kD, (=60, =6, + /6, =6, +0, -T) = > AH| - =
dT 2 2 dL (3)
V= :fT(T’PaNm)
dL chm 'Nm +CszO NH;O

In equation (1) Ny, is the concentration of substance m and L is the corresponding
reactor tube length, S is the reactor tube flow passage area, V is the volumetric flow rate,

v,,, is the reaction stoichiometric coefficient, r; is the reaction rate for reactrion i. In
equation (2) P is the pressure at length L, f is the Fanning friction factor, E(L) is the
equivalent length, G is the mass flow rate, p is the density, D; is the inner diameter of
the reactor. In equation (3) T is the temperature at length L, k is the heat transfer
coefficient, D, is the outer diameter of the reactor, 6,,6,,0, are variables in solving

external wall temperature, AH /?m is the formation enthalpy of substance m, CpmiS the
heat capacity of substance m.

2.2. Mesoscopic scale — reaction model
Reaction model of pyrolysis plays an important role in optimization of production

process and process improvement. In equation (1) of process model r; is the reaction

rate equation. For radical reaction A+B—C:
1, =d[C]/dt = k[A][B] “4)
So the process model is communicated with reaction model through equation (1). and
the multi-scale model can be solved by solving the ordinary differential equations (1-4).
The radical reaction model is proposed by Rice and Herzfeld in 1934. Initiation,
propagation and termination reactions are included in a detailed radical reaction model.
A detailed radical reaction model can be established based on the four types of reactions
above.
Dente proposed the generation of radical reaction model based on large number of
experimental data (R. Fournet, 2001). And RMG software as the reaction network
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generator was developed (W. Green., 2007). Also graph theory can be used to generate
a detailed reaction network (Broadbelt, L. J., 1994, 1996).

2.3. Microscopic scale — radical properties and reaction kinetic parameters
In equation (4) k = AT" exp(—E/ RT) is the reaction rate constant. Pre-exponential factor

A, activation energy E, and heat capacity C,» enthalpy AH in equation (3) are constants

that need to be settled. Here, for the key reactions, transition state theory (P. Willems,
1988) can be used to establish a more accurate model.

In addition, thousands of reactions and substances are in the radical reaction model,
so the constants are hard to obtain, so quantum chemistry is used to calculate the
constants not available.

3. The information communications between different scales

The emphasis of the establishment of the multi-scale model is the information
communications between different scales. The relationship of different scales is shown
in figure 1.

_—
. pic scale 3.1. Relationship between macro-
Process Feed Industrial

scopic scale and microscopic scale
Equations Data Input Analysis Data 1 74feed Composition prEdiCtion
ASTM D86 The input data are important for the

PIONA

@ i Density pyrolysis simulation, but only

; osooe | ASTM D86, PIONA, and density

etc. of the feed property are

aliode kel Renton ol i A“,fﬁ,“;:f“ Hi. obtained from industry data. If

Generation detailed reaction model is used for

ﬂ—{ | the simulation, the feed properties

need to be translated into detailed

et feed information. Shannon’s

Canatio] entropy theory is used in the

prediction  of  detailed feed

! information (K. Geem, 2007). The

e feed properties prediction problem

| could be formulated as an

optimization problem (L. Zhang,

2012) based on Shannon maximum

F .igure 1: information communications between principle where the objective function

different scales max S(x) is Shannon’s entropy shown

as equation (5), and the relationships between the properties of each substance and

mixture properties are the constraints. The calculated results using Shannon’s entropy
theory are shown in figure 2.

max  S(x)=-) xnx, (5)

Reaction
Kinetic
Parameters

Radical
Properties

3.2. Relationship between macroscopic scale and mesoscopic scale — control of
reaction network scale
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Figure 2: comparision between experimental Figure 3: comparision calculated and
and calculated results for the feed industrial product yields using the multi-scale
composition modeling

Large number of reactions in the reaction model caused it difficult to solve. So it is
necessary to simplify the reaction model on the premise of accuracy. In order to
establish an appropriate model that can represent the pyrolysis process, a criterion for
controlling characteristics and scale of the radical reaction model based on the
difference of industry data and calculate result is derived as follows:

Vajda (S. Vajda, 1985) proposed PCA for the reduction of reaction network. The
objective condition for constructing a minimal reaction set:

m 2
0@ =Y" 3" [, (@-y, @y, @")] (©)
v (@ =y,t;,a), a,=Ink, inequation (6), k is the rate constant of reaction i, m is

the number of substance in the model, and q is the number of selected time points.
According to PCA and perturbation method, the equation (7) can be derived.

D A(Int) <mgé’ @)
Where 4, are the eigenvalues obtained from PCA, 7=k, / ki" , & is the error of

calculation result of each product (L. Zhang, 2011).

Equation (7) is considered as a criterion for controlling characteristics and scale of
the radical reaction model based on the difference of industry data and calculated result.
The right side of equation (7) is known from the macroscopic level, and the eigenvalues
can be obtained from the mesoscopic level. So the reaction model can be adjusted to a
minimum set of reactions based on equation (7). Besides, the most important reactions
in the model can be found using equation (7) for the model adjustment. Therefore, the
information transfer between macroscopic scale and mesoscopic scale is the most
important issue for model reduction.

3.3. The integration of multi-scale models

Communications of information between different scales as shown in figure 1 are
crucial for the establishment of the multi-scale model. =~ The established multi-scale
model has been tested in the plant. As the multi-scale model shows the nature of the
pyrolysis process, so its simulation results agree well with the industrial data. The
calculated product yields for all 22 industrial cases of naphtha pyrolysis match well with
that collected from the plant, as shown in figure 3 , which demonstrates the advantage
of the proposed model in enhancing the prediction accuracy.



124 L. Zhang et al.

4. Conclusions

In this work a multi-scale model of naphtha pyrolysis process from macroscopic scale to
microscopic scale was established and the communication of information between
different scales was studied in detail. It has been shown that the modeling results agree
well with the industrial data, which demonstrates the advantage of the proposed model
in enhancing the prediction accuracy. The proposed multi-scale modeling approach to
the naphtha pyrolysis process would be expected to be implemented in modeling of
other chemical pyrolysis processes.
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Abstract

By combining Electrolyte NRTL and the NRTL activity coefficient model, and using
the reaction kinetics of propylene chlorohydrins (PC) saponification and propylene
oxide (PO) hydrolysis, the simulation of the saponification process in propylene oxide
plant is accomplished. In order to reduce the Chemical Oxygen Demand (COD) of
wastewater and improve the yield for propylene oxide, the effects of several conditions
for the COD of wastewater are studied. The simulation results showed that the yield for
propylene oxide has increased 0.47% and the COD of wastewater has reduced 371 mg/l
in the case of the optimum condition. Moreover, the unit operation models and
thermodynamic models used here had been proved accurately and reliably to simulate
the saponification system. So the optimized operating conditions could provide the
theoretical basis to the operation of propylene oxide plant.

Keywords: Propylene oxide, Chlorohydrination, Saponification reaction, Simulation

1. Introduction

Propylene oxides are one of the important intermediates in the petroleum and chemical
industry. Today, it is produced industrially using multistep manufacturing processes,
namely, the antiquated chlorohydrin process and the peroxidation process (Berndt, et al.,
2003).In the chlorohydrin process, a large volume of wastewater which contains organic
compounds is generated (Steltenpohl & Graczova, 2008). There is an enhanced
environmental stress caused by these organic compounds. The COD of wastewater is
very important guide posts. It not only directly reflects the status of propylene
chlorohydrins saponification and propylene oxide hydrolysis, but also affects the
wastewater treatment system. Adopting the suitable operating conditions and reducing
the COD of wastewater is crucial.

In this study, a COD-based optimization of the saponification process is presented that
develops a detailed simulation model and obtains the optimum operating conditions and
equipment configuration.

2. Process Description

The saponification process is shown schematically in Fig. 1. The saponification column
from the feed stage is a packed bed and the lower half of the column is a multistage
column. The type of multistage part is a sieve tray, and the packed bed is packed
irregularly with 4 meters height of ceramic pall rings.
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Waste gas

Cooling
Water
distillation units

78.0 wt%propylene oxide

4.0 wt% Chloropropanol C-101

Wastewater
treatment system
P-102 V-102

Fig. 1. Process diagram of Saponification Process in Propylene Oxide Plant

2.1. Reaction Kinetics
Choosing the optimal operating conditions for saponification process requires the
kinetic parameters for the above reactions involved in the process. In a paper (Carra, et
al., 1979), a kinetic of the reaction involved in the manufacturing of propylene oxide
from chlorohydrin have been given in table 1.

Tablel. Kinetic parameters for the saponification and hydrolysis reaction

Reaction Adopted kinetic model Al. E i
(kcal/mole)

saponification 7. = k|[PC] .k, = 4, x e "M 3.02x10%" 15.86

hydrolysis Fpo =k, [PC]-[OH "]k, = A, xe ™™ 268X 10°mol’'s’! 16.253

note: A7 :preexponential factors; El. :activation energy;[OH'l]:OH'l concentration; r:reaction rates;

[PC]:propylene chlorohydrins concentration; [PO]:propylene oxide concentration.

2.2. Exchangers, pumps, separators, reactive distillation column models

The saponification process, shown in Figure 1, is modeled using ASPEN PLUS.
Standard equipment modules are used for modeling exchangers, pumps, separators,
reactive distillation column, etc., given in table 2. Every model is constructed and
solved by the sequential modular approach.

2.3. Simulation results

Finally, the material and energy balance for a saponification process is computed in the
model. The simulation results are analyzed and compared with actual plant operation
data, given in table 3. The results showed that the simulation proposed in this paper is
suitable and can be applied to process optimization.

3. Process Optimization

Since the hydrolysis reaction lowers the yields, propylene oxide must be removed as
quickly as possible from the reaction environment. For these reasons, the production of
propylene oxide is mainly performed in saponification column, and propylene oxide is
flashed out with the stream to shorten the contact time and to prevent hydrolysis.
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Table2. Modeling in the saponification process
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equipment model in configuration(mm) thermodynamic reaction kinetics
ASPEN PLUS  diameter X height model
V-101 RPLug 8001000 Electrolyte NRTL ~ S. CARRA et al’
pipelines(from RPLug ®300x13800 Electrolyte NRTL S. CARRA etal’
V-101 to C-101)
V-102 Flash2 - Electrolyte NRTL -
C-101 RadFrac ®2200/3600%25292 Electrolyte NRTL ~ S. CARRA etal’
E-101/102/103 Heater+Flash2 - NRTL -
P-101 Mixer - NRTL -
P-102 Pump - Electrolyte NRTL -
Table3. Comparison of the Simulation Results and the Actual Operating Data
conditions simulation results  actual operating data

The dilute PC solution flow rate, kmol/h

Ca(OH), solution flow rate , kmol/h

Top temperature of saponification column, ‘C

bottom temperature of saponification column, ‘C

product flow rate (78wt% propylene oxide), kmol/h

The yield for propylene oxide, %
The COD of wastewater, mg/1

20837.7
4097.2
90.0
99.8
274.4
95.87
1218.0

20837.7
4097.2
92.7
100.5
95.80
1300.0

3.1. Optimization conditions

On initial analysis, it quickly became apparent that the COD of wastewater were heavily
dependent on hydrolysis reaction and separation of the saponification column. To
reduce the COD of wastewater, several factors, shown in Table 4, are taken into account

separately.

Table4. Optimization decisions regarding saponification

actual condition Boundary
Saponification column pressure, kPaA 97.0 67.0~107.0
The number of trays for saponification column 9 9~13
The height of weir, mm 80.0 70.0~110.0
The fresh steam injection rate, 10°kg/h 23.0 20.0~24.0
The mole ratio of OH™ to the sum of PC and HCI 1.3 1.1~1.5
The saponification reaction temperature, K 349.6 344.6~354.6

3.2. Optimization Results and Discussion
In Figure 2 and Figure 3, the effects of the conditions, shown in Table 4, for the COD of
wastewater are studied ordinal. The optimal conditions are determined via a COD-based
optimization calculation that minimized the COD of wastewater.
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Optimization is accomplished which directs appropriate changes in the independent
variables to the executive system (H. Martin Rodriguez, et al., 2010). Boundary
constraints on the independent variables, shown in Table 5, are checked before
performing the computations in the ASPEN PLUS.

Process optimization requires consideration of many trade-offs as a whole. In addition
to minimizing the COD of wastewater, the actual situation of the propylene oxide plant
must be taken into account: (1) Because of restriction of its pumped vacuum system, the
lowest of saponification column pressure is 77 kPa(A);(2) Although increasing the
steam consumption can lower the COD of wastewater, fresh steam is 21000kg/h from
the economic point of view.

Finally, the optimum conditions are obtained as follows: (1) saponification column
pressure is 77kPa(A); (2) the number of trays is 13; (3) the height of weir is 80mm; (4)
fresh steam is 21000kg/h; (5) mole ratio of OH™ to the sum of propylene chlorohydrins
and chlorine hydride is 1.1; (6) the saponification reaction temperature is 354.6K.

4. Conclusions

During the course of the operation optimization described in this article, the yield for

propylene oxide has increased 0.47% and the COD of wastewater has reduced 371 mg/I.

In addition to delivering an optimal operation, the project proved that:

e Equipment configuration decisions, such as the height of weir of trays and the
volume of the saponification mixer, should be taken into account.

e Models are sufficiently accurate to be able to reflect the effects of small changes in
operating condition, for example, saponification column pressure.

e The methods used in this optimization are suitably general and can be applied to any
process plant. They are available via commercially-available simulation and
modeling tools.
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Abstract

Methyl Tert-butyl Ether (MTBE) is an important chemical used as an octane booster in
gasoline to replace tetra ethyl lead. Maximum production of the MTBE can be achieved
using reactive distillation (RD) process that is operated at the optimum operating
conditions and column configuration. However, optimizing the column configuration
such as tray or catalyst location is experimentally expensive. Therefore, a reliable model
of the MTBE reactive distillation is important to find the optimum conditions for MTBE
production. In this work, continuous RD processes is simulated based on dynamic
model using Aspen Dynamics. The model is then further used in Simulink for the
singular value decomposition (SVD) analysis in order to select the best input-output pair
for the control implementation. Finally, the step test is conducted in order to observe the
sensitivity of the MTBE process toward changes of selected input variables. The results
show that the model obtained from the Aspen produced a comparable result with the
literature. The results also show that the tray temperature number 3 and 8 are the most
sensitive output variables toward changes of reflux flowrate and reboiler duty.

Keywords: Reactive distillation; Dynamic simulation; MTBE, sensitivity analysis

1. Introduction

Separation and reaction processes can be combined in one unit process which is
called as reactive distillation (RD). It has been used in several industries especially for
the process which have reversible reaction [Sharma and Singh, 2010]. RD can reduce
the capital investment, because two process steps can be carried out in the same device
[Higler et al., 1999; Taylor and Krishna, 2000; Murat et al., 2003; Mohammed, 2009].
However, it is still difficult to bring a new reactive distillation column into industrial
applications because of the complexities in design, synthesis and operability of RD,
which is resulting from the interaction of reaction and distillation. [Satyanarayana and
Saha, 2005]. Here, MTBE is considered because it is an important chemical that is used
as solvent, chemical reagent and antiknock additive to improve octane number of
gasoline [Sharma & Singh, 2010]. MTBE can be efficiently produced using RD; with
isobutene conversion up to 99 % can be achieved [Taylor and Krishna, 2000].

The purpose of RD control is to maintain the product purity and conversion at a
desired value or specified range. However, to control the conversion directly is a
difficult task and expensive to be applied in industry. Thus, MTBE purity can be
controlled by controlling tray temperature because the MTBE purity can be correlated
with tray temperature [Taylor and Krishna, 2000]. Many researchers have modeled or
simulated the MTBE RD process using either first principle model or various
commercial software such as HYSIS and Aspen [Higler et al., 1999; Taylor and
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Krishna, 2000; Murat et al., 2003; Satyanarayana and Saha, 2005; Lopez-Arenas et al.,
2006; Mohammed, 2009;]. However, those who used the commercial software were aim
for the steady state model. In this work, the industrial RD dynamic process model is
developed using Aspen Dynamics which is more feasible to be used for design and
verification of process control schemes and safety studies.

At the same time, the SVD analysis and the step test are also carried out in order to
evaluate the controllability and sensitivity of the process [Pearson, 2003]. The work is
carried out in Simulink and interfacing with Aspen.

2. Description of the MTBE Column

Methanol (215.5 mol/s) .

mol Fraction = 1 Reflux ratio =7

T=320K,P=12 Atm Feed \

Stage =4 /_c ;E E Z
e ——

A 4

Rectification section

Reaction section

e —
BUTENE (549 m/s) e —— Stripping section
Isobutene (mol fraction) = I —
0.3558 e —

T=350K,P=12 Atm Feed |~ =
Stage =11

Figure 1. MTBE Reactive Distillation Column

Table 1. Tray and Packed Column Specification [Higler ez al., 1999]

Packed column specification Tray specification
Parameters Reaction Section ~ Parameters Rectifying Stripping
Section Section
Column Diameter 6 m Column Diameter 5.95m 5.019m
Total column area  28.27 m? Total tray area 24.58 m? 19.78 m?
Packing height 0.7m Number of pass 4 4
Packing size Vain Active area 19.21 m? 15.32 m?
Nominal size 0.00635 m Total hole area 2.12m? 1.52 m?
Packing factor 5249.34 Downcomer area 2.68 2.23

MTBE reactive distillation column consists of three sections: rectification, reaction
and stripping as shown in Fig. 1. For this case study, the RD column has 17 stages,
including a total condenser and a partial reboiler as given in Fig. 1 [Higler et al., 1999].
The tray and packed column specifications and operation conditions are given in Table
1. The specification used here is similar to the specification used by Higler et al. [1999],
except the number of passes, the pressure column and location of feed stages are
different. In this work, 4 passes and 12 atm of pressure column while Higler et al
[1999] have used 5 passes and 11 atm. Meanwhile, the feed, methanol and butane, are
fed at stages 4 and 11, respectively (being optimized) in order to get the maximum value
of isobutene conversion.
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2.1. MTBE Reaction Scheme

The most promising technique of producing MTBE is from methanol and
isobutene, where the liquid-phase reaction is catalyzed by ion exchange resin
(heterogeneous reaction). The reaction scheme is:

i-C,Hg + CH-OH &— C;sH,,0 )
Chemical equilibrium constant for reaction (1) as used in the Aspen is:

Inkey, = Inkeqo + of(1/T) — (1/T¥)] + B In (T/T’) + o(T = T*) + § (T' = T¥) + &(T" — T¥)
+O(r'-T%) )

where o is -1.49277 x 10°, B is -7.74002, v is 5.07563 x 107, & is -9.12739 x 107, & is
1.10649 x 10, 015 -6.27996 x 107", T* =298.315 K , keq0) = 284 [Murat et al., 2003].

3. Results and Discussion

3.1. Modeling of Reactive Distillation

The results obtained from the RD dynamic model using Aspen dynamics were
compared with data available in literature and tabulated in Table 2. From the table, it is
found that the simulation results obtained are comparable to the published results which
verify that the proposed Aspen Dynamics model is capable to simulate the MTBE
reactive distillation process. The small differences observed in the result obtained are
due to some different specifications (as mentioned earlier) used in the simulation. The
isobutene conversion can reach 99.82% using reactive distillation and which is in a
good agreement with the value reported in the literature [Taylor and Krishna, 2000].

Table 2. Model Comparison

Nijhuis et al. 1993 Murat et al., 2003 This Work
i -butene conversion 98.5% 99.5% 99.82%
MTBE Purity 98% 98.6% 95.04%
Software Aspen Fortran 90 Aspen Dynamics

3.2. Singular value decomposition (SVD) analysis

Here, the most suitable tray temperature to be paired as controlled variable in
respect of manipulated variable changes (reflux flowrate and reboiler duty) was
determined using SVD analysis technique. The SVD test was conducted by changing
the inputs of manipulated variable with the step magnitude of +0.1% from nominal
input value [Luyben , 2006; Imam and Aziz, 2011]. The SVD analysis was performed
by SVD command in Matlab which calculated the left singular vectors from SVD
analysis result (Usyp) as shown on Fig. 2. From Fig. 2, tray number 3 and 8 show the
largest magnitude which signifies that they are the most sensitive trays temperature
towards the changes of reflux flowrate and the reboiler duty, respectively.

3.3. Step Test Study

3.3.1. Effect of Reflux Flowrate

The study was performed by introducing several step-tests with different magnitude of
manipulated variable (reflux flowrate) and the response on tray temperature (tray
number 3) is observed. Fig. 3 shows the effect of reflux flowrate changes on the
temperature of tray number 3 and MTBE purity. From Fig. 3a, it is show that the
temperature of tray number 3 is decreasing when the reflux flowrate is increasing. The
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changes in the reflux flowrate produce an asymmetric form of the output response thus
signify that the reactive column is a nonlinear process. The changing of reflux flowrate
also affected the MTBE purity as shown in Fig. 3b, where the MTBE purity decrease as
the reflux flowrate increase.
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Figure 3. Effect of reflux flowrate change on (a) 3™ tray temperature (b) MTBE Purity

3.3.2. Effect of Reboiler Duty
The result of step-test on reboiler duty towards the temperature of tray number 8 is
shown in Fig. 4. From the figure, the changes in the reflux flowrate produce an
asymmetric form on the output response thus again proved that the reactive column is a
nonlinear process. Meanwhile, the effect of reboiler duty change on the MTBE purity in
the bottom product is shown in Fig. 4a, where the MTBE purity increases as the reboiler
duty increases.

4. Conclusion

The dynamic model of MTBE RD has been developed using Aspen Dynamics
which has been validated using data available from literature. The singular value
decomposition (SVD) analysis show that the tray temperature number 3 and 8 are the
most sensitive toward changes of reflux flowrate and reboiler duty. Finally, the step
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test results show that MTBE RD is a nonlinear process hence need nonlinear controller
to control MTBE reactive distillation.
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Abstract

This work studies optimization of a Cyclotetramethylenetetranitramine (HMX)
recrystallization process by precipitation. HMX is a powerful and relatively insensitive
explosive. Since the shape and particle size are important properties for explosive
materials, there have been many efforts to control those properties. Due to their
vulnerability to heat and impact traditional methods like milling and solution-based
recrystallization are inapplicable. Gas Anti-Solvent (GAS) process with supercritical
carbon dioxide as an antisolvent does not have such safety issues and can produce
particles with required shape and size distribution. This process, however, has been
tested mostly in laboratory scale semi-batch reactors. The main purpose of this study is
to develop a process flowsheet model for large-scale GAS processes and determine
optimal process economics. The proposed process consists of a reactor, a separator, and
recycle of carbon dioxide. An optimal operating point is also determined.

Keywords: Gas antisolvent, supercritical fluid, process optimization.

1. Introduction

Explosives with high energy density require increased performance and stability, and
their physical properties are determined by crystal size, shape, and uniformity. Even in
recent years, many crystals are produced by conventional milling or recrystallization
from solution. Though these processes provide economical, easy, and conventional
ways to product powder from the bulk material, heat or impact during the processing
can cause unexpected accidents like explosion. Moreover, the conventional processes
are known to be ineffective for the control of physical properties.

Gas Anti-Solvent (GAS) process can be considered as an alternative for
recrystallization due to its capability to control the particle size distribution (PSD) of the
product. It can also satisfy the required quality using various process variables such as
antisolvent inlet flow rate and temperature [1]. Furthermore, GAS process is much safer
than traditional techniques such as milling.

Experimental studies have shown that several variables like antisolvent addition rate,
temperature and agitation speed play a key role in determining PSD. A population
balance model is presented to predict PSD for general GAS processes [2]. A GAS
process for recrystallization of beclometasone dipropionate using carbon dioxide as
antisolvent and acetone as a solvent is analyzed with Muhrer’s model [3].

These studies are focused on laboratory-scale reactors, and no studies have been
reported for modeling and optimization for an integrated GAS process towards large-
scale productions. Since GAS processes using supercritical fluids require large amounts
of energy, economic optimization of the process is also necessary.
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This work provides a conceptual design and a steady-state optimal operating condition
for large-scale recrystallization of Cyclotetramethylenetetranitramine (HMX) where
acetone is used as a solvent for HMX and supercritical carbon dioxide as the antisolvent.
The proposed model is a scaled-up version of the currently operating laboratory-scale
process.

2. GAS process

For scale up of the experiment to a large-scale process, not only the reactor itself but
also the entire process including peripheral equipment and necessary unit operations
must be specified first. Figure 1 shows a lab-scale GAS process reactor with feeding
and separator units in Seoul National University. The process consists of three
operations; reaction, separation, and recycle of used carbon dioxide. The process is
operated in a fed-batch mode. In the followings , major unit operation steps in the lab-
scale process are described.

Figure 1. A lab-scale GAS process including feeding and separator units.

2.1. Reactor

Figure 2 shows reaction steps for a batch cycle. HMX is first dissolved in acetone for
recrystallization. The solution is loaded in the reactor before a batch cycle begins. Each
batch cycle starts once supercritical carbon dioxide (antisolvent) is fed into the reactor.
As carbon dioxide being fed, rapid expansion of solution occurs and the volume of
solution and pressure inside the reactor are increased. After carbon dioxide feeding is
completed, the mixture stays in the reactor for a few minutes for thermal equilibrium
and then outlet flow valve is opened for the product flow to move out to the separator.

Solution

Product

!

Antisolvent  Antisolvent Solvent + Antisolvent
(Carbon Dyonsde)  (Carbon Dioxide)

Figure 2. Reaction steps of GAS process in a cycle.
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2.2. Separator

In the separation unit, solid HMX is separated first. A fabric filter is installed in the
pipe to collect solid HMX in the outlet flow. The filter is removed after each batch cycle
to collect solid HMX. Mixture of carbon dioxide and acetone is easily separated
because these materials are insoluble and their boiling points differ significantly.
Carbon dioxide is recovered from top of the separator and acetone is recovered from the
bottom. A small amount of energy is used to minimize the amount of acetone in the top
flow.

2.3. Recycle

Used carbon dioxide is recycled to reduce the carbon dioxide emission. Separated
carbon dioxide is recompressed and brought back to the reactor inlet stream condition.
The carbon dioxide contained in the acetone needs to be recovered before compression.
In order to reduce the burden of each unit, compression and cooling are done by two
compressors and two coolers, respectively.

3. Base-case design and optimization of the entire process

The three processing units mentioned above are combined and created as a process
flowsheet. Aspen Plus V7.2 is used as the flowsheet simulator, and Figure 3 shows the
flowsheet and calculation results.

Resstien parr

Solution Taket
HMX, Acetsne
=

Antisal ent e
Sapercrmical
Carbon Diavide

Solid Product (HAMX)
Recycle of Cartes Disxide

Starage tank

Figure 3. Process flowsheet of GAS process

Material and energy balances are calculated for 5000 ton/year production rate of HMX.
UNIQ-RK EOS was chosen as a thermodynamic model. Steady state operation is
presumed and dynamic operation for control of PSD of HMX is not considered in this
step. Pressure drops in the fabric filter and cooler are neglected.

A batch reactor model is used to simulate the reactor. The reactor is operated at
constant temperature of 30 ‘C and the temperature is controlled by the water jacket. Heat
duty of water jacket is estimated by comparing the conditions of inlet and outlet flows.
This assumption is valid because no chemical reaction occurs in the process. Batch
cycle time of the reactor is one hour and the amount of antisolvent (carbon dioxide) feed
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per cycle is 5 times bigger than the amount of HMX-acetone solution to increase the
product yield. HMX-acetone solution is at standard temperature and pressure condition
(101.325 kPa, 25C). The condition of the antisolvent are chosen as 10000 kPa and
35T [4].

A fabric filter is installed to collect HMX product. Default simulation mode and
parameters are used because PSD is not considered in the reactor. Hence, all the solid
materials were assumed to be recovered from solvent flow.

For separation of CO, and acetone a flash drum is added. For implementation, the Sep2
model in Aspen Plus was employed because this can specify the mole-fraction of each
substream and can compute the corresponding pressure and temperature condition. The
Sep2 model is useful when the split ratio of each component is the key factor, while
details of the separation are not important. Mole fraction of acetone in the bottom
product is set to be above 0.999 and in the top product is set to be below 0.001 to avoid
condensation of acetone in the recycle flow.

Compression and cooling set-points were specified as the inlet condition of the
antisolvent for the reactor, e.g., 10000 kPa and 35 C. Storage tanks are also installed on
each side of recycle part to store the recycled carbon dioxide between each batch cycle.
Properties in the storage tank are assumed to be the same as the recompressed carbon
dioxide stream.

Optimal operating points for compressor and coolers were also determined. Optimizer
of Aspen HYSYS V7.2 is used for optimization. The objective function is to minimize
the sum of heat duties of compressor and cooler. The optimization variables are the AP
of compressor #1 and AT of cooler #1. Efficiency of each unit are was set to be a proper
value less than 100% to have convergence. By solving this optimization problem, the
optimal operating point and heat duties of each unit were estimated as shown in Tables
1 and 2.

Table 1. Optimal operating points of each unit.

Compressor Cooler #1 Compressor Cooler #2
#1 #2

AP (kPa) 1748 7735

Pressure Ratio 4.3 4.5

AT (°C) -42.41 -128.4

Table 2. Heat duty of each process unit.

Reactor Solvent Compressor Cooler Compressor Cooler
jacket separator  #l1 #1 #2 #2
Heat
duty 7.30x10*  2.14x10*  4.17x10° 1.85x10°  4.96x10° 1.27x107
(Btu/hr)

It is shown that the cooling process requires most of the energy and thus will contribute

to the increased operating cost. In this work carbon dioxide is designed to be fully
recycled for environmental consideration, but for economic optimization the recycle
ratio of carbon dioxide can be another manipulated variable for reducing operating cost.
If carbon dioxide is not fully recycled for each cycle and the additional carbon dioxide
for replenishment is increased, reduction of operating cost may be achievable. Detailed
analysis for the optimal tradeoff will be done in the future work.
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4. Concluding Remark

This work provides a base-case design for an integrated GAS process towards large-
scale production of HMX and a steady-state optimal operating point for minimization of
energy use. A rigorous population balance model will be incorporated into the reactor
model to provide a more rigorous solution to optimal process economics and dynamics
of the particle size distributions.
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Abstract

This paper presents a novel procedure to effectively integrate a hot process stream on a
distillation column. The original value of the side-reboiler heat duty is identified
through a comparison of the available heat duty of the hot process stream with the
required heat duty of the side-reboiler. A benzene-toluene column is used to
demonstrate the performance of the procedure. The results obtained demonstrate that
the available heat duty of the hot process stream, the place location, heat duty of the
side-reboiler, and stage number modification for the column could be identified by
using the proposed procedure in a relatively simple and reliable way.

Keywords: distillation column, thermal integration, side reboiler, process streams.

1. Introduction

Integrating a hot process stream on distillation columns through side-reboilers is
important for either designing an energy-efficient distillation column or improving the
energy-use efficiency of chemical processes (Bandyopadhyay, 2007). In practical, when
the available heat duty (Qayans), and the inlet temperature (7i,ps) of the hot process
stream are specified, a challenge for improving energy-use efficiency is how to
effectively integrate the hot process stream with a specific distillation column through
side-reboilers. Some approaches for thermal integration of distillation systems have
been reported in the literature (Sobocan, 2002; Gadalla, 2003; Cabrera-Ruiz, 2011).
Unfortunately, the key issues related to integration of the hot process stream on columns
have not been fully addressed up to now. Thus, a novel procedure aimed to effectively
integrate the hot process stream on distillation columns is proposed in this paper. Based
on the procedure, the available heat duty of the hot process stream, the location and heat
duty of the side-reboiler, stage number modification for the column could be easily and
effectively identified. A benzene-toluene column is used to demonstrate the
performance of the procedure.

2. Available heat duty of a hot process stream

The outlet temperature (7, ps) and the available heat duty of a hot process stream are
calculated through Egs. (1) and (2), respectively.

AT — (Z-;)l,bs _nut,ss)_(z;ut,bs _Y;VI,SS) (1)
| Zinbs — Toutsss
T;)ut,bs - Tz"n,xx
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Qavu,h\' = CB)s : (T(')ut,b.x' - T;n,b.v) (2)

Where CP represents heat capacity flowrate, AT is the temperature difference for heat
exchanging. The subscripts in, out, hs and ss represent the inlet temperature, outlet
temperature, hot process stream and side-reboiled stream, respectively. In calculating
the value of Tyyeps, AT is assumed to be 10 K, as the minimum temperature difference.

The arranging location (Ngige.re,;) and required heat duty (Qsige.re;) Of the side-reboiler are
identified through exergy grand composite curve (EGCC) and avoidable exergy
destruction curve (AEDC), as proposed by our group (Wei, 2012). Thus, the inlet and
outlet temperatures of the side-reboiled stream are identified, and the available heat duty
of the hot process stream is calculated through Eqgs. (1) and (2). With the value of
QOavans; and Ogidere» ONe can conclude whether the heat duty of the hot process stream is
sufficient or not for setting a side-reboiler, as is presented in Fig. 1.

o, | [ PR —
[ ) Qa’va;hs,ir o ‘””WQSidC—rC,i 77777
S s Qb
* Qava,bs,l = o, dore ° Qava.bs,[ < Qside-re,i
B R Q...
H H

Fig. 1 Schematic of Quyahs0 a0d Oside re0

As shown in Fig. 1a, the value of Quans; is greater than Qggeres» Which suggests that
Qavans,; 18 sufficient for setting a side-reboiler, and the heat duty has a surplus. Then,
Osidere; and Nige re; are identified as the original values of the side-reboiler heat duty and
location. While in Fig. 1b, Quans; is smaller than QOggere» Which means that Qgyaps; 1S
not sufficient for arranging a side-reboiler. In this case, the original value of the side-
reboiler heat duty should be reconsidered. In general, the value should be fallen among
Qavans; and Oyigere;. Therefore, stage number between these two boundary values is
determined and the corresponding available heat duty Q,.ns,; is calculated. The
maximum value of Q,y, s, is treated as the original value of the side-reboiler heat duty,
and the corresponding stage is used to arrange the side-reboiler.

3. Calculation procedure

The calculation procedure, illustrates in Fig 2, can effectively integrate the hot process
stream with a specific distillation column through arranging a side-reboiler.

1) Identify the optimum feed stage N and the optimum reflux ratio Rg_ op.

2) Identify the location Nggere; and the duty Qggere; Of a side-reboiler through EGCC
and AEDC.

3) Identify the inlet and outlet temperature of the side-reboiled stream, T, ¢ ; and Loy s -
4) With the values of Tinssi» Toutssi Zinns; and CPy, calculate the outlet temperature of
the hot process stream T, s and the available heat duty Qavans,-

5) If Quvaps; 1s equal to or greater than QOgderes> Nsideres a0d Ogidere; are used as the
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original values of the location and heat duty for arranging a side-reboiler.
6) Determine the new reflux ratio R;' after the side-reboiler arranged.

Start

v
v v

Identify Ng op, Ro. ot Hot stream T, 1, and CPy
Identify Nside-re,i: Qside-re,i (izla 27 3) ¢
through EGCC and AEDC
¢ Identify Ny, ~Nsige-re» calculate
Qava,/’a Qside-re,/ (i: Nava,O'Nside-re)
Identify Ty, s and Tou s, (51,2, 3...) ¢
¢ \4 If Qava,j < Qside-re,j7 output Qava,/'
Calculate Ty ps; and Ogapss (=1, 2, 3...) If Qava,i>Qside.r1h output Ogige-re.i

Determine max { Qava,/” Qsidc-rc,j}
(f= N, ava,0”™ sidc—rc)

v

Qside-re,Oz Qmax,/'
Qside-re,OzQ side-re,i Nside-re,Ostide»re,i Naia =N, .

v v

Calculate R; (=1, 2,3, ...)

Qava,bs,i < Qside-re,i

Add one stage
and optimize
the feed stage

R:< Roomt (i=1,2,3,..0)

A

Output Nside-reva Qside-re'a Nadd, NF'

\ 4
End

Fig. 2 Calculation procedure to integrate the hot process stream on a distillation column

7) If R/ is not larger than Ry oy, adjust the stage number is unnecessary, and information
of the side-reboiler Njge.re', Osidere can be output and the procedure is ended.

8) If R/ is greater than Ry, add one stage to the column, and optimize the feed stage.
9) Return to the second step, recalculate until R/ is not greater than Ry, output the
information of the side-reboiler Nggere's Oside-re» Nadds VF' and the procedure is ended.



Thermal integration of a background stream on distillation columns through a side-
reboiler 143

10) If Quvaps; 1s smaller than Qgigere» identify the stages between N,ya; and Ngigere» and
calculate the Quyans; and Osigere; values for these stages, where the EGCC enthalpy
values are treated as the corresponding Ogide-re, to identify the values of Ti, s and Ty -

11) If Quvaps, is not larger than Qgigere;» the output parameter to the next step is Quvahs,»
while for Qyaps, 1s greater than Qgige.re» the value of Ogigere, 15 taken as an output result
to the next step.

12) Determine the maximum value of the results {Quvaj» Osidere; (= Nava,0-Nsidere) }» and
the original values of the location and heat duty of the side-reboiler are the maximum
value Omay,; and the corresponding stage Npax,-

13) Repeat the steps 6-9 and output information of the side-reboiler Nggere's Oside- re's Nadds
Ny, and the procedure is ended.

A benzene-toluene column is used to demonstrate the performance of the calculation
procedure, and specifications of the column are listed in Table 1. The heat capacity

flowrate of the hot process stream is set as 25 kW/K, and the inlet temperature is 393 K.

Table 1 Feed, product, and column specifications

Feed properties COhm.m . Feed molar benzene 0.50
characteristics fractions

Molar flow kmol/h | 100 | Stage number | 25 toluene 0.50

Temperature K 365 | Feed number | 12 Column XD benzene 0.99

Pressure MPa 0.1 Condenser | total | specifications |  Xpoluene 0.99

Table 2 Information for determining the avaliable heat duty of the hot process stream

Nadd Nside—re,i Tin,ss /K Toul,ss /K Tout,hs' /K Qside»re,i / kW Qava,hs,i / kW
17 375.5 378.0 382.0 495 285
0 16 373.0 375.5 378.0 395 380
15 370.0 373.0 374.0 295 470
18 375.5 378.0 382.0 485 285
1 17 373.0 376.0 378.0 390 375
16 370.0 373.0 374.5 290 460
19 376.0 378.0 382.0 460 280
2 18 373.0 376.0 378.0 360 370

The detailed results of arranging a side-reboiler on the benzene-toluene column are
listed in Table 2 and Table 3. It can be seen that in the base case, a 495 kW heat duty is
needed on the 17" stage, and only 285 kW heat duty is available. The value of QOavans,i 1S
lower than QOggere;- Then, the stages between Quyans; and Qgigere; are identified as the
15™ and 16™ stages. For the 16™ stage, the output heat duty for the side-reboiler is 380
kW, and the heat duty determined in the 15™ stage is 295 kW. This means that the 16"
stage and a 380 kW heat duty should be identified as the original values for the side-
reboiler. The modified reflux ratio is larger than that of the base one, which indicates
that one stage should be added, and a new iteration is started. The final results are
obtained after three iterations, and the outlet temperature of the hot process stream is
378 K and the available heat duty of the hot process stream is 370 kW. In arranging a
side-reboiler, two stages should be added. The feed stage is the 13™ stage, the placing
location is the 18™ stage, and the heat duty is 360 kW.
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Table 3 Information of arranging a side-reboiler on the benzene-toluene column

Iteration R N F,i N side-re,i Qside—rei / kW N add,i
Base case 1.66 12 - - —
1 1.76 12 16 380 0
2 1.72 13 17 375 1
3 1.65 13 18 360 2

4. Conclusions

A novel procedure is proposed to integrate the hot process stream on a distillation
column. According to the procedure, the available heat duty of the hot process stream is
calculated, and the original value of the side-reboiler heat duty is identified through a
comparison of the available heat duty of the hot process stream with the required heat
duty of the side-reboiler. A benzene-toluene column is used to demonstrate the
performance of the procedure. The results indicate that the available heat duty of
the hot process stream and information of the side-reboiler (i.e. the location and heat
duty of the side-reboiler, stage number modification for the column) are related to each
other. The procedure proposed can effectively integrate the hot process stream on a
distillation column in a relatively simple and systematic way.
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Abstract

The price of naphtha depends on that of crude oil as naphtha is produced by refining
crude oil. Naphtha plays an important role as one of basic petrochemicals for
downstream products. Large fluctuation of naphtha price has been intensified along with
recent political unrest of Middle East Asia and the growing naphtha demand in
developing countries. Thus forecasting naphtha price is becoming more uncertain. The
development of models for forecasting naphtha crack (price difference between naphtha
and crude oil) will help minimize any loss from naphtha price variations. This study is
concerned with the derivation of a set of major parameters affecting naphtha prices and
the identification of the most dominating factors. We proposed a model for forecasting
naphtha crack based on statistical approach and multiple regression analysis, and R® was
0.651. .Naphtha price depends mainly on Asia supply and demand of naphtha as well as
naphtha substitute and margin. Actual and predicted variations of naphtha crack were
also analyzed. The proposed modeling approach can be extended to forecast prices of
other downstream chemicals such as LPG and NGL.

Keywords: Naphtha crack, Multiple regression model, Statistical approach, Forecasting

1. Introduction

In recent years, uncertainty of naphtha price forecasting has increase due to expanding
price variability of naphtha affected various factors such as supply and demand, prices,
margin of naphtha and petrochemical products, global economy and the operational rate
of oil company. Forecasting naphtha crack has been regarded as one of the most
important thing of purchasing naphtha. Thus, various models have been depicted to
provide the naphtha buyers with more precise predictions.

Several studies for price forecasting have been published. Artificial neural networks
(ANN) have been referring to forecasting price. B.R. Szkuta et al. (1999) study the
System Marginal Price short-term forecasting using artificial neural networks. P. Pai
(2005) presents a hybrid model of the autoregressive integrated moving average
(ARIMA) and the support vector machines (SVMs). This model is higher evaluated
than the prediction performance of the single ARIMA model and single SVMs model.
W. Zhang (2010) researches forecasting agricultural and livestock products price using
statistical approach.
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In this paper, we develop the multiple regression model to forecasting naphtha crack
considering more than 20 factors. This paper shows part of these factors, supply and
demand of naphtha, margin, and naphtha substitute. This model verified by comparing
actual naphtha crack and predicted naphtha crack from January 2011 to November 2011.
Finally, we analyze the percentage of the correct predicted variation of naphtha crack.

2. Problem statement
2.1 Data normalization
The actual data was normalized in this work from O to 1 in order to standardize unit and
range

D—Dipin

Dnor -

(M

Dmax—Dmin

where D, is the normalized data, D is the actual data, D,,;,, is the minimum value of
the normalized data, and Dy, is the maximum value of the normalized data.

2.2 Data preparation

Among the various major factors, we select the three factors, supply and demand,
margin and naphtha substitute. These are not the only factors influencing naphtha crack.
The major factors were used as independent variables in forecasting naphtha crack.
Monthly data for major factors are collected from 2008 to 2010 except from October

2008 to March 2009 to avoid unusual economic effect, Lehman Brothers collapse

Table 1. The major factors from 2008 to 2010

Date N: ll“):ctll:a lglelrl:lzl:(/i Margin sﬁzls]tl;:::‘e Date N: ll‘):ctl?a ggll:l';lzt/l Margin SITI:FS':;::?C
@/m  (mtmonthy MO (gme $/mt  (mt/monthy /MO ($/mt)
Jan-08  41.760 1545000 146.867 6.205 Oct-09  -22.187 1515000 120.668 -28.261
Feb-08  25.974 1463000 154385  -52.986 Nov-09 2692 1481000 119.573 -1.150
Mar-08  -13.974 1501000 171540  -52.092 Dec-09 30.952 1586000 121.677 45.012
Apr-08  -35.386 1373000 194698  -82.716 Jan-10 37.742 1571000 147.853 76.163
May-08  -62.668 1455000 211.831  -106.592 Feb-10 19.538 1438000 147.949 64.250
Jun-08  -40.362 1469000 211.885  -165.369 Mar-10  21.987 1405000 200.023 3.750
Jul-08  -53.882 1537000 158.885  -141.883 Apr-10  -10.251 1430000 179.259 3.750
Aug-08  -20.111 1546000 177.856  -136.538 May-10 8.391 1522000 169.018 -44.103
Sep-08  -31.760 1309000 179.613  -72.432 Jun-10 9.454 1413000 170.609 -23.944
Apr-09  -140.008 1404000 126.375 -60.000 Jul-10 -34.687 1505000 164.643 -25.840
May-09  -197.908 1490000 178.928  -120.855 Aug-l0  -12.185 1496000 128.349 -17.600
Jun-09  -101.827 1426000 173.518  -93.648 Sep-10 7.097 1425000 100.680 7.013
Jul-09  -31.295 1486000 144.537 -67.293 Oct-10 14215 1443000 121.843 24.800
Aug-09  21.201 1548000 167.900  -79.118 Nov-10 24.593 1496000 129.176 96.100
Sep-09  -3.973 1477000 112430 -36.670 Dec-10 36.381 1607000 163.413

145.223
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4. Modeling

The general model of multiple regressions is given
Y =P+ Pix1 + Boxy + o+ Ppxy, + € )

where y is the predicted trend, x;, x,, - x,, are the influence factors of predicted trend,
Bo, By -+ By are the regression coefficients, and ¢ is the residual variable.

In this paper, naphtha crack (C) was assumed as function of supply and demand of
naphtha (S), margin (M) and naphtha substitute (N). According to the three major
factors, we establish the following multiple regression model equation

C=f(SMN)=pBy+BS+ M+ BN +¢ 3)
5. Results

Table 2 shows that correlation coefficients between the naphtha crack and three major
factors.

Table 2. Pearson correlation and significance values to naphtha crack

Pearson

Correlation Significance
Supply/Demand (S) 792 .000
Margin (M) 358 .026
Naphtha substitute (N) -452 .006

Significance values of major factors to naphtha crack are less than the significance level
5%. It means that major factors have very strong correlations with naphtha crack.

Table 3. Coefficients and R?in model

Unstandardized Standardized
Model Coefficients Coefficients Significance R2
B Std. Error Beta
Constant 211 298 484
Supply/Demand (S) 404 .076 734 .000 651
Margin (M) 477 375 154 215
Naphtha substitute (N) -.033 141 -.032 818

This table explain the values of multiple regression model. Supply and demand of
naphtha is less than the significance level 5% shows that this factor has a large impact
on naphtha crack rather than other two factors. From R%of this model, we know that
65.1 % of the variations in naphtha crack can be explained by the three major factors.
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The regression coefficients of multiple regression model is obtained from B of
unstandardized coefficients.

€ =0.211 + 0.404S + 0.477M — 0.33N o

Using this model, actual and predicted variations of the naphtha crack from January
2008 to December 2010 are investigated 48.3%. (The data are not shown) We forecast
this model by forecasting naphtha crack from January 2011 to November 2011. Fig. 1
shows actual naphtha crack and predicted naphtha crack from January 2011 to
November.

1.000

0.800

Actual naphtha crack

== «= Predicted naphtha crack

Naphtha crack
o o
N [e2]
8 8

0.200

0.000
L
N 5 [ S S [

; ; ] ] : ; : ; ; ] ]

cC O = = > c 5 o o = >
T o & 2 © 5 2 353 o K ©°
S L S < s S z »n O =

Figure 1. Time series plot of actual naphtha crack and predicted naphtha crack.

In forecasting of naphtha crack, it is important variation more than exactly naphtha
crack data. Table 4 shows actual and predicted variations of naphtha crack. From
prediction result in table 4, we obtain the percentage of the correct predicted variation.
The variation of naphtha crack obtained from the difference between that month and
previous month. If both actual and predicted variations of the naphtha crack have the
same sign, it indicates that it means that the prediction is same. Owing to 5 same
predictions out of total 10 months in table 4, the correct predicted variation is 50%

Table 4. Actual and predicted variations of naphtha crack

Date Actual Predicted Prediction
naphtha crack variation naphtha crack variation result
Jan-11 -0.162 -0.057 Same
Feb-11 -0.012 0.133 Different
Mar-11 -0.006 0.061 Different
Apr-11 0.056 0.013 Same
May-11 -0.163 -0.079 Same
Jun-11 0.043 0.052 Same
Jul-11 0.096 -0.048 Different
Aug-11 0.022 -0.151 Different
Sep-11 -0.149 0.079 Different

Oct-11 -0.111 -0.159 Same
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6. Conclusion

In this study, we develop the multiple regression models to forecasting naphtha crack.
Three major factors influencing naphtha crack have correlation with naphtha crack.
Among the major factors, supply and demand of naphtha have strong impact on naphtha
crack. From multiple regression models, we could forecast future naphtha crack and
analysis the percentage of the correct predicted variation. Through this study, we could
more consider major factors influencing naphtha crack for obtaining higher R%in model
and the percentage of the correct predicted variation.
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Abstract

In order to design optimal chemical reactors, the interaction between reactor and
process needs to be considered. In this contribution we propose a new method for the
design of optimal reactors in the overall process framework by simultaneous
determination of the best reaction concept and optimization of the process design
parameters. The reaction concept is apparatus independent and optimal state space
profiles for composition and temperature are provided along the reaction coordinate.
The oxygen based production of ethylene oxide, one of the most important bulk
chemicals, is considered as an example. Here, advanced cooling and distributed dosing
of oxygen is identified as best reaction concept from an economical and technological
point of view. Applying this innovative reaction concept, the production costs of an
average sized plant are reduced by 1.35 Mio $/a, and the CO, emissions are decreased
by 2.7-10* t/a compared to an optimized reference case. This general method provides a
first step towards more economical and greener processes.

Keywords: Reactor, design, optimization, ethylene oxide, process intensification.

1. Introduction and methodological approach

Since selectivity and conversion in the reactor determines the effort of the downstream
purification process, the reaction concept offers a large potential to enhance the energy
and raw material efficiency of today’s chemical processes. To identify the best reaction
concept from a process point of view, the interaction between reactor and process needs
to be taken into account; otherwise suboptimal reactors are placed in the process. Only a
simultaneous optimization of the reaction concept and the plant operation gives rise to
the reaction concept that results in the maximum improvement of the overall process. In
order to identify the most promising reaction concept, the elementary process functions
approach is used to describe the reaction module [1, 2]. Within this approach, optimal
profiles of the heat flux and component dosing/removal fluxes are realized in order to
obtain the best reaction conditions over the entire residence time and process
intensification options are considered by modeling the physico-chemical phenomena.
This method constitutes a symbiosis of process intensification and process systems
engineering methods as can be seen from the objectives and methods of both disciplines

[3].

2. Example process: Oxygen based ethylene oxide synthesis

Ethylene oxide (EO) is one of the most important bulk chemicals and already small
improvements in the reactor results in large savings in the running expenses of the
process. Due to the undesired total oxidation of ethylene to CO; in the reactor and the
energy intensive downstream purification process, the EO process is one of the main
producers of CO, within the chemical industry.
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For the synthesis of EO, the oxygen based process is state-of-the-art. However, few
publications consider the optimization of the oxygen based EO process and, in
particular, the optimal reaction concept has never been determined so far. An earlier
publication on the air based EO process [4] shows significant potential for a better
reaction concept for the EO synthesis, but the reaction concept was not determined
within the overall process. The flowsheet of the oxygen based ethylene oxide process is
shown in Fig. 1. Downstream of the reaction section, the produced EO is absorbed using
water. Further downstream, part of the CO, is removed by absorption in hot potassium

carbonate, before the fresh feed is added to the recycle stream.
Feed streams Purge

CO; absorbent recycle CO,

Reaction section

Je Jo

ooz Make up water
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Figure 1: Flowsheet of the oxygen based ethylené oxide process

The overall objective of this work is the minimization of the EO production costs by
optimizing the reaction concept and the plant operation simultaneously. Thereby, all
raw material (ethylene, oxygen, methane) and utility costs (electricity, steam, cooling
water) are taken into account using the most currently available cost data [5].

3. Modeling

The overall process according to Fig. 1 is modeled using a detailed model of the
reaction section, tailored models for the EO and CO, absorption sections, and short-cut
models for the additional process units. This paper is an excerpt of a more
comprehensive paper [5], where all model equations are given, the optimization
problems are stated, the modeling assumptions are discussed, and a sensitivity analysis
is performed to investigate the influence of uncertainties.

3.1. Reaction section

The reaction module is modeled according to the elementary process function approach
[1, 2]. Here, a fluid element is tracked and optimal flux profiles are determined in order
to obtain the best reaction conditions for this fluid element over its entire residence
time. Exemplarily, the component mass balance for the tracked fluid element is given
below (n=amount in fluid element, a=exchange area, j=dosing flux, p=catalyst density,
&=void fraction, Vgs=gas volume of fluid element, r=reaction rate, NR=# of reactions).

dn. , 1-¢ NR
l=aj+p  ——V v.r.
dt /jl cat e gas; iy
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The dosing fluxes j; are used to manipulate the concentration profile in an optimal
manner along the reaction coordinate and they constitute an optimization function in the
intensified reaction concepts discussed in Section 4. Different reaction concepts
including advanced cooling and distributed dosing of reactants and in-situ removal of
CO, are considered. The optimal profiles for these fluxes are obtained by solving a
dynamic optimization problem, which is constrained by the complete process model for
the reaction section and downstream purification. The model of the reaction module
consists of the component balances, the energy balance, bounds for the temperature
region of the catalyst, a lower limit for the obtained space time yield of 1 mol/(m’s), the
reaction kinetics [7], and intrinsic bounds imposed by the explosion limits of the
mixture.

Due to the explosion hazard inside the reactor, the reaction mixture must stay outside
the explosive region all along the reaction coordinate. For this purpose, a new model
based on literature data for the explosive region, which is developed in [5], is included
into the optimization. This model rigorously accounts for the influence of the individual
flammable gases (ethylene, methane, ethylene oxide) [8] including the non-idealities
arising from the composition [9], as well as the pressure [10, 11] and temperature
dependency of the explosive region. A detailed model of the explosive region allows for
the optimal manipulation of the composition along the reaction coordinate in order to
improve the reactor performance but always keeping clear of the explosive region.

3.2. Downstream process

The downstream process consists of an EO absorption section and a CO, separation
section. In the former, EO is separated from the gases by physical absorption in water.
The absorber is modeled using the Kremser equation and the desorber is described using
two flash tanks. The produced EO has a purity of 95% and is send to further distillation
to remove the light components. In order to separate the CO, from the recycle gas, a hot
potassium carbonate solution with piperazine as promoter is used. The chemical
equilibrium of this chemisorption is modeled taking all 6 equilibrium reactions and all
10 intermediate species into account [12]. The physical solubility of all gas components
are modeled using Henry’s law combined with a specialized approach to describe the
physical solubility of CO, in the potassium carbonate solution. The additional process
units (pumps, compressors, heat exchangers, mixers, and splitters) are modeled using
common short-cut models as proposed in the literature [13]. Ideal heat integration is
assumed in order to determine the minimal utility consumption of the process.

4. Results

Depending on the investigated reaction concept the heat flux (¢) as well as the mass
fluxes of oxygen (jo,), ethylene (jz), and CO, (jcp,) into or out of the fluid element are
optimized along the reaction coordinate. In addition, the feed streams, the reaction
pressure, the residence time in the reactor, the temperature of the absorbers and
desorbers, the absorbents stream of water and potassium carbonate solution, the split
fractions of each splitter are degrees of freedom to be simultaneously optimized to the
reaction concept. The optimization problem is constrained by the overall process model
including the detailed description of the reaction section and of the downstream process.
The distributed balance equations of the reaction section are discretized using
orthogonal collocation on finite elements and the overall process model is implemented
in AMPL yielding a large scale NLP problem which is solved using the state-of-the-art
solver CONOPT.

The optimization results of all investigated reaction concepts are summarized in Fig. 2.
In the reference case (case 1), the reaction conditions are assumed to be isothermal and
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no components are dosed in order to manipulate the concentration profiles in the
reaction section. This reaction concept refers to the industrially used tube bundle reactor
with very effective cooling. The EO production costs of the optimized reference case
are 656.3 $/t, which is in good agreement to the published production costs of the
oxygen based EO process [5].

Objective: Minimize operating cost ]
L
1 1
Heat and reaction Heat, reaction, and
Level 1 . .
flux integrated component fluxes integrated
1 1

| I— 1 1 1 1 1
Casel: Case 2:||Case 3:||Case 4:||Case 5: Case 6:
isothermal q q, je 9 Jo, J|9 Je ioo)| 9 e Jops Icos
Costs 656.3 654.7 654.5 642.7 641.8 632.8
[$/tec]  reference  -0.24% -0.27% -2.07% -2.21% -3.58%

Figure 2: Results overview

Obtaining an optimal temperature profile in the reactor (case 2) as well as optimal
cooling combined with distributed dosing of ethylene (case 3), show only small
potential for the reduction of the running expenses. However, distributed dosing of
oxygen combined with an optimal heat flux profile (case 4) reduces the running
expenses of the process by more than 2%. Such a cost reduction refers to annual savings
in the order of 1.35 Mio $/a for an average plant capacity of 100 kt/a.

The combined dosing of ethylene and oxygen in combination with in-situ removal of
CO2 (case 6) are investigated in order to determine the maximum potential of an
optimal reaction concept for the overall process improvement. Even if such an in-situ
removal cannot be realized at the moment, the maximum potential of such a case is
helpful for guiding further research and development activities. In addition, the
combined dosing of ethylene and oxygen (case 5) performs only slightly better than
case 4. Since the combined dosing oxygen and ethylene suffers from safety hazards,
distributed oxygen dosing combined with an advanced cooling strategy (case 4) is the
most promising option from a technical and economic point of view and investigated in
more detail. The obtained profiles in the reactor of the reference case (case 1) and the
selected case (case 4) are shown in Fig. 3.
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Figure 3: Detailed profile comparison. a) Temperature profiles b) Mole fraction profiles (case 1)
¢) Explosion limits d) Mole fraction profiles (case 4)
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The optimal temperature profile slightly increases (Fig. 3a). By comparing the
composition in the reactor (Fig. 3b and Fig. 3d) it can be noted that the ethylene level
and the ethylene oxide outlet mole fraction are considerably higher in the intensified
case. This leads to a major reduction of the gas recycle stream of 47.4%, which gives
rise to smaller apparatuses and lower energy consumption of the overall process. The
steam consumption is reduced by 7.0%, the cooling water by 6.9%, and the electricity
consumption by 46.3%. In addition, no methane is required in the intensified case to
keep the gas composition out of the explosive region. This simplifies the overall process
design and control significantly. By dosing oxygen and controlling the temperature
profile of the reactor, the composition in the reactor can be kept at the upper explosion
limit all along the reaction coordinate, but the mixture is never explosive (refer to Fig.
3c). In the reference case, the composition at the reactor inlet is at the explosion limit,
but oxygen depletes and the margin from the explosive region increases. Thereby, the
composition falls short of the optimal reaction conditions, which results in a lower
process performance. The total CO, emissions associated with the purge stream and the
utility consumption is reduced by 8.0%, which refers to a reduction of the annual CO,
emission of 2.7-10* t/a for an average sized EO plant.

5. Conclusion

The method proves to be able to determine the optimal reaction concept from an overall
process point of view giving rise to a better process performance. The reaction kinetics
and complex intrinsic bounds such as explosion limits are directly considered in the
model of the reaction section, yielding an accurate model from the thermodynamic and
reaction engineering point of view. Based on the determined reaction concept, an
optimal tailor-made reactor for this process can be designed [2, 3]. The obtained results
proof that the optimal reaction concepts offers significant potential to intensify the
overall process; the significant reductions of the production costs, recycle flow rate, and
CO, emissions give rise to a new generation of more economical and more sustainable
chemical processes.
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Abstract

A novel approach for the systematic and hierarchical derivation of process models is
presented. Model candidates for different unit phenomena are collected and rated on the
basis of the model structure, origin and the modeler’s belief. The process model is
created as a superstructure with the competing partial models. Thereby, it is possible to
determine the best possible combination through optimization with respect to different
objective functions. The systematic procedure has been implemented into the online
web modeling platform MOSAIC. Based on the superstructure, optimization code for
the state-of-the art optimization and simulation software can automatically be created.
Based on two case studies, the new approach is demonstrated, namely a process model
for the hydroformylation of long-chain olefins and a model for the pressure drop in
packed columns with foaming components.

Keywords: model discrimination, integer optimization, code generation.

1. Introduction into hierarchical simulation

As illustrated in Fig. 1, the equation system for a complete chemical process is a
combination of different models, which fully describe the different phenomena of all
process units, for instance, the pressure drop of a packed column, or a chemical reaction
network. These models can be more or less complex and rigorous. The selection and
connection of these elementary models is mostly done without the knowledge, which
combination of all sub-models is able to describe the whole system in the best possible
way. It is possible that the selected models explain single phenomena’s very well, but
when they are combined, they may fail. Furthermore, it is not known then, if a
combination of less complex and more robust models is able to describe the unit with
the same accuracy and less effort. Thus, with the possibility to exchange single
equations and systems, it is now possible to create a process as a superstructure of
different model combinations and to determine the optimal structure through integer
optimization with respect to different objective functions, which mainly depend on the
designated use of the model.

The approach is implemented and based on the web modeling platform MOSAIC”,
which is an in-house development. It has all the features, which are needed to realize the
new modeling approach. The users can in fact work together online. All the models and
measurements are centrally stored in libraries. The modeling with MOSAIC is highly
modular and each equation and equation system can be reused, shared and exchanged.

* . .
www.mosaic-modeling.de.
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Generally, MOSAIC is a system-independent simulation and modeling platform where
the user can work online through a Java-web applet. Working groups from different
departments, who are working in different locations and different software, can use
MOSAIC as a common modeling platform. Based on the Models stored in the MOSAIC
database, a complete program code can be created for the preferred modeling and
simulation environment as for example in Matlab, GAMS, Aspen Custom Modeler,
gPROMS and many more as described by Kuntsche et al. (2011). In a second database,
measurements are systematically stored, which can be directly connected to the models.
Hence, MOSAIC can help to support the collaboration of the modeler and the
experimenter. Moreover, the reuse of all elements in a different context and other
projects is possible because of its modular structure.

The modeling process in MOSAIC is very close to the structure of a written
mathematical model in a publication, which consists mainly of a variable notation,
model equations, and descriptions. In MOSAIC, the first modeling step is to define a
new, or select an existing, mathematical notation. In this notation, all used base names,
superscripts, subscripts and indices have to be defined and described. The consistency
of the model is checked and verified in each step against a notation. For the next step,
the model equations are created. This can be done with Latex code or via the Microsoft
Word Formula editor. Each equation is stored separately as an equation object and can
be used in more than one model. The complete equation systems are created by
combining the equations and already existing equation systems. The last step is the
evaluation of the created equation system, where the values of the variables and
parameters are specified and thus the system can be solved or exported to other
simulation environments. A description is compulsory for each step and model element,
which guaranties a consistent documentation through the whole project.

All modeling elements, such as the notation, the equations and equation systems, are

7/ Process /é

™
fﬁ I Unitlevel (s)
2
= I

7 Unit1 /
-~ Optimal modelsynthesis

Differentsubprocesses
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|
+en. [Eason Typer ]
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Fig. 1: Hierarchical modeling
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stored separately as single objects. Each element can be used in different applications
and with a different context. A connection of all elements is always possible, also
between different users. This is realized with connectors, which are defined by the user
and enable MOSAIC to connect the equation systems between working groups with
different notations. The variables in the equations are directly translated and integrated
in the corresponding system. In this way, models or even single equations can be easily
reused for new purposes. There is no need to enter the same equations more than once.
If a model from a publication is already included into the MOSAIC database, it can be
directly used together with the knowledge, that it was already tested and the source of
errors is minimized.

The connection of modeling and experimental work can be a difficult and error prone
task. It can be time consuming for the modeler to follow the changes of the plant setup
and to keep his model up to date. The association of measurements to the model
variables can be incorrect, or not even possible, if the documentation of the plant was
not probably maintained. As a solution, a systematic and central data management
module is provided by MOSAIC. It can be directly accessed by the experimenter
through an intuitive graphical user interface. It is mandatory to supply a piping and
instrumentation diagram for each plant, which has to be updated for every change in the
configuration. In this way, a clear identification of the measurement locations in the
plant is always guarantied and all changes are well documented and stored. The modeler
has the possibility to access all this information directly. It is also possible to connect
the model with the measurements by assigning the system variables to measuring points
in the plant. Different sets of measurements can be selected by specifying the time
scope, which can also have an open end. In this way, values added by the experimenter,
are automatically included and added to the model or optimization statement.

2. Workflow for hierarchical modeling in MOSAIC

The workflow and the process of hierarchical modeling are illustrated in Fig. 2 and it
consists of two major parts. First, an abstract model of the process is created in
MOSAIC, which includes all model candidates and possible combinations. All available
partial models are collected, which have been developed by the project participants
during a constant process and are stored in the model database. Over the project time,
the models are altered and changed. Our policy is to include all versions; otherwise
possible informations are lost by simple misjudgment. Based on this collection, the
single units and the process are modeled, which is a combination of different models
with different degrees of complexity.

The second step is the optimization of the model combination. Program code for state-
of-the-art optimization languages such as GAMS, AMPL or Matlab can automatically
be created. The superstructure for the MINLP optimization is already stored in the
abstract model description. The objective function has to be specified and mainly
depends on the designated use. There is mostly a trade-off between the model accuracy
and complexity. When the optimization is finished, the optimal model combination is
stored in MOSAIC for future use. Finally, the optimal model structure can be exported
to the needed simulation environment. In case that new partial models, or measurements
are updated, or the objective function changes, the optimization has to be readapted or
even repeated. Thus, the hierarchical modeling systematic represents a continuous
process.
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Fig. 2: Hierachical modeling workflow

3. Case studies

The hierarchical modeling systematic is applied to two case studies. In the research
project ,Integrated Chemical Processes in Liquid Multiphase Systems™, fourteen
groups, located at three different universities are working together. The goal is to
investigate the hydroformylation of long-chain olefins. Each group is working on
different particular aspects of the process. For instance, one of the subprojects concerns
the reaction network, where different theories and models are developed with different
degrees of complexity. Consequently, the result is a variety of models in different
research groups, which have to be selected and properly combined for a complete
process model. With MOSAIC, the groups can share their work. Models from the
literature and the different user will be combined in a superstructure and based on the
algorithm for the hierarchical simulation, the most suitable model combination can
finally be determined.

The second case study is the modeling of the pressure drop in packed columns with
foaming components. Foam can cause severe problems in distillation and absorption
columns and is one of the most frequent malfunctions (Kister, 2003). The main
problems are an increased pressure drop and a lower separation efficiency, which leads
to a reduced capacity of the separation unit. Up to now, it is not possible to derive a
model, which is based on physical parameter of the system like density and viscosity.
The hierarchical modeling approach is used to extend existing models for non foaming
systems from the literature. In this work, models where used, which have been
described in Bravo (1985), Rocha (1993), Billet (1999), Engel (2001), Olujic (2003)
and Mackowiak (2010). Therewith, we have a basis of different correlations available

* http://www.inprompt.tu-berlin.de.
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with different degrees of complexity and accuracy. The next step is the development of
different approaches to include the formation of foam and to describe it with a
calculated correction factor. A superstructure of the classic literature models for the non
foaming area and the new models for the correction factor is created with the aid of
MOSAIC. The different model combinations are verified by comparing them to
measurements in a packed column for different systems and the optimal model
combination is determined by model discrimination. A big advantage is the possibility
to determine the parameter for new foaming systems. It is not necessary to run
experiments in column, the results of a foam test cell will be then sufficient.

4. Conclusion

A new concept of hierarchical modeling is introduced together with the workflow for a
constant improvement of the process model structure. The new methods are
implemented in the web simulation environment MOSAIC. Partial models in the
database are rated by the user or by MOSAIC on the basis of the model structure,
parameter, and degree of nonlinearity. Two case studies show the benefit of the new
approach based on a systematic selection and discrimination of models. It is shown how
simulations and measurements from different users can be combined and stored over the
whole project period. The program keeps track of the development of the partial models
and takes all major development steps into consideration. The optimal model
combination is then determined depending on the designated use. As a result, an
optimized model is available, which can be automatically exported to any equation
based simulation environment.
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Abstract

The production of ethylene glycol monobutyl ether (EGMBE) from ethylene oxide
(EO) and n-butanol was studied in a catalytic distillation (CD) column using a base
catalyst immobilized in a structured packing. A pilot plant CD packed column been
built up for experimental investigations and a steady-state mathematical model was
developed to investigate the basic laws of the CD column. The results revealed that the
CD process offers potential advantages for EGMBE production, and a 99% conversion
of EO and 91% selectivity of EGMBE could be achieved simultaneously that was
otherwise not possible with the traditional reactors.

Keywords: Catalytic distillation; Ethylene Glycol Monobutyl Ether; Ethylene oxide;

1. Introduction

Ethylene glycol monobutyl ether (EGMBE) is an environmentally friendly EO-based
solvent and widely used in industries. Traditionally, the route (process) for producing
EGMBE consists of two separate unit operations, i.e., synthesis reaction and distillation
separations are carried out separately and sequentially(Sulzer technical review, 2001). The
disadvantages existed for these traditional processes are obvious, such as a low
selectivity of desired product, the high energy consumption, as well as the severe
corrosion problem due to the use with homogeneous catalysts. In order to overcome
these disadvantages, a catalytic distillation (CD) process, which has been proven to be a
very high efficiency process(Malone & Doherty, 2000) was developed at Liaonin
Oxiranchem Group in China. In this research a steady-state equilibrium model was
developed to investigate the basic laws of the CD process and to obtain the suitable
operating parameters. Simulations results for the CD process were discussed and
compared with experimental data as well.

2. Process characteristic

2. 1. Chemical systems and reaction fkinetics

EGMBE is produced commercially by reacting EO with n-butanol(C4sH100), i.e.,
ethoxylation of n-butanol, in the presence of a base or acid catalyst. Based on
ethoxylation reaction mechanism (An et al., 2008), the reaction can conveniently be
expressed as the following irreversible, consecutive and competing reactions:
Main reaction:

* Corresponding author: awzhong@ouc.edu.cn
Supported by the National Natural Science Foundation of China (20976172).
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C,H40 + C4H 100 — CsHi1402 (EGMBE) (1
Undesired side reaction:

C2H40 + C¢H 1402 — CsHi303 (DEGMBE) 2)

It is noted that the chemical systems exists a large volatility difference between
reactants and products. The normal boiling points of the four components is ranged as
follows: ethylene oxide 283.6 K; n-butanol 390.81 K; EGMBE 444.47 K; DEGMBE
504.15 K. The difference ensures a rapid separation of EGMBE from reaction zone,
which prevents further reaction to yield DEGME, and therefore the selectivity of
EGMBE should be improved. The reaction heats of the two reactions are -104.2 and -
100.4 kJ- (mol EO)!, respectively, which are considered highly exothermic. The
reaction heat of system can also be utilized directly for distillation, thus a natural heat
integration can be achieved. Consequently, CD technique is suitable for the studied
system.

The rate equations of the two reactions obtained previously in our laboratory by using
a sold alkali catalyst can be described by the first order power law with respect to EO
and n-butanol as follows(An et al., 2008):
n=k£C C.C 4

1%cat “EO “~C4H,,0

1 =hCW Gy QEHIZOZ (5)

The kinetic study has revealed that the two reactions have the approximately same
rate constant based on the mechanism of ethoxylation(Serio et al., 2005, An et al.,
2008)which are given by the following Arrhenius forms.

k =k = 72318 x10° exp(~63016/ £7) ©)

2.2 Phase equilibrium data

Since the presented CD column is operated at low-to-moderate pressures (<0.3Mpa),
the vapor phase can be reasonably considered as ideal, thus the vapor-liquid equilibrium
constant could be calculated with the liquid phase activity coefficient and the vapor
pressure of the pure components. In this work, the Antoine equation is used for the
calculation of the saturation vapor pressures of the pure components and the UNIFAC
method is employed for description liquid phase non-ideality of the system. The data of
the binary interaction parameters for UNIFAC for the pure component are summarized
in Table 1.

2.3. Catalytic distillation column configuration

Figure 1 shows a sketch of the CD pilot column bulit in our laboratory. The CD
column (100 mm in diameter, 6 m of the overall height, 20 kg/h of bottom product
flowrate) was equipped with a total condenser and partial reboiler and consisted of two
parts: a reaction section and a stripping section. The stripping section of the column was
filled with non-catalytic structured packing, while in the reaction section a base catalyst
was immobilized in a structured packing. The geometrical data and HETP of the two
types of packings were determined experimentally and given in Figure 1. The mass of
dry catalyst per meter of catalytic packing has been determined experimentally to 7zcat,dry
=0.205 Kg ca;, dry/Mpacking, Whereas the activity of the catalyst has been measured to
cea=0.78 eq/kgcatary. Due to the nature of EO (a toxic and explosive gas and should not
be released into the environment), sampling along the current set-up CD column was
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forbidden, and therefore only temperature was measured using thermometers mounted
at six different place of column from top to bottom as shown in Figure 1.

Table 1 Parameters for UNIFAC model

Groups CH3 CH: CH:O OH

v}', n-butanol 1 3 0 1
EO 0 1 1 0
EGMBE 1 4 1 1
DEGMBE 1 5 2 1

R 0.901 0.674 0.9183 1.000

Ok 0.848 0.540 0.780 1.200

@ik CH; 0 0 251.5 986.5
CH> 0 0 251.5 986.5
CHxO 83.36 83.36 0 237.7
OH 156.4 156.4 28.06 0

In the operation of the CD column, n-butanol is supplied to the top of the column,
while EO feed is partitioned to two streams which are supplied to the middle and
bottom of reaction zone respectively. The motivation for adopting the feed mode is to
reduce the concentration of EO in reaction zone since a low concentration of EO is
benefit to prevent the generation of more byproducts.

IN-butanol Feed
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O3

EO Feed(IT)
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O
O3

Condenser
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] Specific surface area 500
@_ Bottom products
20 kg/h

Reboiler

Fig. 1 Schematic of the CD column

3. Modeling of CD column

In the open literatures there are two types of models for reactive/catalytic distillation,
the equilibrium model and non-equilibrium (rate-based) model (Malone &Doherty,
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Fig. 2 Temperature profiles along the column
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2000; Taylor & Krishna,2000). Although some authors concluded a non-equilibrium
model describes better the performance of a reactive distillation process(Peng et al.,
2002), it requires accurate estimations of mass transfer coefficients, binary diffusion
coefficients, surface tensions values, etc., and as these estimations are a big challenge.
Based on these, an equilibrium model, which has been extensively applied for modeling
various reactive/catalytic columns (Malone &Doherty, 2000), is adopted in this stud to
investigate the basic law of a new CD process Future works will attempt to incorporate
more complex modeling method in this framework.

The modeling approaches to various CD column have been reported elsewhere (for a
review, see Malone &Doherty, 2000), which were developed based on mass and heat
balances, vapour-liquid equilibrium and the chemical kinetics on every stage of the
reactive distillation column. In the present study Newton’s method is used for solving
the model equations and a computation program has been formulated using C++
programming language.

4. Results and discussions

4. 1. Suitable operating conditions

Based on the model approach described above, detailed simulations are carried out to
investigate the influence of selected operating parameters (pressure, boilup ratio, and
feed ratio) on the process performance (conversion and selectivity). From both the
simulation studies and our current pilot experiments of CD column, the suggested
operational parameters of the CD process are summarized in Table 2. From the
simulation results it was found that, although the reactants are fed to the column in a
nearly stoichiometric ration, it is due to the distillation effect so that unconverted n-
butanol is always recycled into the reaction section and EGMBE product is separated
for the reaction section simultaneously, thus resulting in the reactive section n-boutanol
is in tremendous stoichiometric excess (n-boutanol /EO>300). It is concluded that CD
technology not only obtains a high EO conversion but also a high EGMBE selectivity.
This seems to contradict with the commonly accepted premise in reaction engineering
based on the batch and flow reactors that a higher conversion is always accompanied by
a lower selectivity to its intermediate product. However, a higher conversion with a
higher selectivity is possible for CD process because of its function of an internally
recycled flow reactor (Malone &Doherty, 2000).

Table 2 The suggested operating parameters

Parameters Value Parameters Value
Column pressure, fPa 200 Conversion of £EO, % >99 (0
Molar feed ratio of EO to n-butanol 1.05 Selectivity to EGMBE, % 91.73
Bottom rate, kmol'h 0178 Yield of EGMBE, % 9173
Boil-up ratio /0 Condenser duty, KW 36924
Mole fraction of EGMBE in bottom 0917 Reboiler duty, kW 27320

4.2 Model validation

In order to investigate the reliability of simulation, the calculated bottom
concentration and temperature profiles along the column are compared with
experimental results. Under the given operating conditions as shown in Table 2, the
temperature profiles of the six temperature measuring points configured in the CD
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column were measured as shown in Figure 2. It can be seen that the agreement between
simulated data and experimental data is very good, since the temperature profiles
correlate well with an average relative error of 1.22%. Table 3 gives the comparisons of
calculated product composition in the bottom stream with experimental results analyzed
using gas chromatograph. The agreement between simulation and experiment for both
processes is satisfactory. The results presented here demonstrate clearly that the model
developed in this paper could predict the steady-stage behavior of this CD process well.

Table 3 The comparison of simulated data and experimental data

[tems Stmulation values FExperimental data
Molar fraction of n-butanol in bottom stream 0.0413 0.0440

Molar fraction of EO in bottom stream 1.6843e-10 0

Molar fraction of EGBME in bottom stream 09173 09118

Molar fraction of DEGMBE in bottom stream 0.0410 0.0442

Selectivity of EGMBE, % 971.73 97178

5. Conclusion

The production of ethylene glycol monobutyl ether (EGMBE) from ethylene oxide
(EO) and n-butanol was studied in a catalytic distillation (CD) column. From both the
simulation studies and our current pilot experiments showed that the use of a catalytic
distillation offered potential advantages compared with conventional processes. The CD
column allowed the use a moderate operation pressure and a lower molar feed ratio of
n-butanlo to EO. The reaction heat released can be completely utilized in distillation.
The key component EO can be converted completely and a selectivity of 91% toward
the desired product EGMBE can be achieved, which is otherwise not possible with
conventional processes. The industrial significance of this study lies in the fact that the
understanding of the process has been made clearer. The provided results have served as
useful guidelines for improving the plant design and operation without need of
expensive test runs.
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Abstract

This study is focused on the use of crude glycerol from biodiesel production to produce
triacetin via esterification reaction with acetic acid by using a reactive distillation. In
general, a composition of crude glycerol consisting mostly glycerol and methanol varies
with biodiesel feedstock and processes. Simulation studies are performed to investigate
the effect of using crude glycerol with different fractions of methanol on triacetin
production. Three process configurations are considered: (i) direct feed of crude
glycerol to reactive distillation, (ii) separation of crude glycerol coupled with reactive
distillation and (iii) reactive separation of crude glycerol coupled with reactive
distillation.

Keywords: Triacetin production, Crude glycerol, Reactive distillation, Esterification.

1. Introduction

In a conventional process of biodiesel production, glycerol is generated as by-product.
Increases in the demand and production of biodiesel enlarge an amount of glycerol
produced. Efficient utilization of crude glycerol could lead to significant economic and
environmental benefits.

In general, crude glycerol contains mostly glycerol (60-70 wt.%) and other
contaminants such as methanol and soap (Thompson and He, 2006), so that the cost of
crude glycerol is low. The composition of crude glycerol varies with raw materials and
catalyst used for biodiesel production and post-reaction cleanup processes such as
acidulation and demethylization (Bohon et al., 2010). To purify crude glycerol for food,
pharmaceutical or cosmetics industries, further processing steps such as filtration,
chemical additions, fractional vacuum distillation, bleaching and deodorization are
required. These purification processes are costly and economically infeasible for small
and medium-scale biodiesel producers. To date, a number of studies have been being
explored to find useful applications for glycerol via combustion, anaerobic digestion,
thermo-chemical process and biological conversion. In addition, glycerol can be used as
a raw material to produce high value-added products such as hydrogen, propylene
glycol, acetol and 1,3-propanediol.

This study investigates the use of glycerol to produce triacetin, an important chemical
used as a plasticizer and a solvent (Wolfson et al., 2009), via esterification with acetic
acid. Since the esterification reaction is limited by chemical equilibrium, a reactive
distillation is implemented to improve the conversion of glycerol. Crude glycerol with
different ratios of methanol is considered and three different process configurations for
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Table 1. Kinetic constants for esterification of glycerol and acetic acid
Reaction ko; (L mol's™) Ea; (cal kmol'l) ko (L mol's™) Ea (cal kmol ™)

1 5.24x 10" 616.8 8.56 % 10™ -3864.4
2 9.69% 107 -1462.3 2.16X 10 8701.1
3 6.26% 107 4964.1 1.86 5137.5

triacetin production are studied.

2. Process Description

In general, triacetin can be produced by the liquid-phase esterification of glycerol and
acetic acid in a conventional process consisting of a continuous stirred tank reactor
followed by a series of distillation columns. This causes a low conversion of glycerol
and high energy consumption. A reactive distillation is potentially an attractive process
as reaction and separation tasks can be carried out in a single unit. To analyze the
triacetin production process, simulations of a reactive distillation are performed using
the RADFRAC module of Aspen Plus. The UNIFAC method is employed to predict
thermodynamic properties of substances in the system. The kinetics of esterification of
glycerol and acetic acid in the liquid phase proposed by Maria-Isabel et al. (2009) are
used as follows:

Glycerol + Acetic Acid <> Monoacetin + Water

= klcglycerolcacetic acid ~ k—lcmono acetinCHZO (1)
Monoacetine + Acetic Acid <> Diacetin + Water

= kZCmonoacetineCacetic acid ~ k*ZCdiacetinCHZO (2)
Diacetin + Acetic Acid <> Triacetin + Water

3= k3CdiacetinCacetic acid ~ k—3CtriacetinCH20 (3)

Table 1 shows the kinetic constants of the esterification reaction for triacetin
production.

2.1. System I: Direct feed of crude glycerol to reactive distillation

In general, a composition of crude glycerol obtained depends on biodiesel feedstock and
production process. However, crude glycerol consists of mainly glycerol and methanol.
Fig. 1 shows the schematic of a reactive distillation for triacetin production. Acetic acid
and crude glycerol at the ratio of 6 are fed to the stage 3 and 2 of the reactive distillation
column having a total stage of 17. The column is operated at atmospheric pressure and
reflux ratio of 2 and the bottom product is removed at flow rate of 5 kmol/h. The
temperature of feed streams is 298 K. Flow rate of crude glycerol is 5 kmol/h

Acetic acid + Water + Methanol

Glycerol + Meth

— >

»
L

Acetic acid

;( l Triacetin

Fig. 1. Direct feed of crude glycerol to reactive distillation.



Use of reactive distillation for triacetin production from crude glycerol: Simulation and
performance analysis 167

o :; Methanol Acetic acid + Water

Glycerol

7
\T/E ‘/[‘/': Triacetin

Fig. 2. Separation of crude glycerol coupled with reactive distillation.
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»
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Fig. 3. Reactive separation of crude glycerol coupled with reactive distillation.
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2.2. System II: Separation of crude glycerol coupled with reactive distillation

In this process configuration, crude glycerol is first purified to remove methanol using a
conventional distillation and pure glycerol is then fed to a reactive distillation to
produce triacetin. Crude glycerol is fed to the distillation column at stage 2 (Table 2).
The distillation column is operated at reflux ratio of 0.1 and the bottom flow rate is
fixed at 5 kmol/h. Pure glycerol obtained and acetic acid are introduced to the reactive
distillation at stage 2 and 3, respectively. Reflux ratio of the reactive distillation is 2.3
and the bottom product rate is 5 kmol/h. The acetic acid to glycerol ratio is fixed at 6.

2.3. System III: Reactive separation of crude glycerol coupled with reactive distillation
Two reactive distillations are applied for triacetin production. The first reactive
distillation column is used to separate methanol from crude glycerol by reacting with
acetic acid via esterification to produce methyl acetate (Song et al., 1998). It consists of
a total stage of 38 and is operated at reflux ratio of 2.8 (Table 3). With this process
design, crude glycerol can be purified and a valuable product (methyl acetate) is
obtained at the same time. The second reactive distillation is employed to convert
glycerol to triacetin as mentioned above.

3. Simulation Results

3.1. Direct feed of crude glycerol to reactive distillation

The results show that the fraction of methanol in crude glycerol has a slight effect on the
conversion of glycerol. When crude glycerol with 30 wt.% of methanol is used for
triacetin production, the triacetin yield of 99.85% is obtained. However, the purity of
triacetin obtained reduces when methanol content in crude glycerol increases. Further,
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Table 2. Feed conditions and specifications in case of separation of crude glycerol
coupled with reactive distillation (System II)
Column specifications

Feed Conditions S . S
Distillation column Reactive distillation column
Temperature (K) 298  Total stages 10 Total stages 17
Pressure (bar) 1 Pressure (bar) 1 Pressure (bar) 1
Flow rate (kmol/h) Reflux ratio 0.1 Reflux ratio 23
1) aceticacid 30 Bottom rate (kmol/h) 5 Bottom rate (kmol/h) 5
2) glycerol 5 Feed location Feed location
Mole fraction 1) glycerol + 2 1) glycerol 2
1) glycerol+ 1 methanol 2) acetic acid 3
methanol

Table 3. Feed conditions and specifications in case of reactive separation of crude
glycerol coupled with reactive distillation (System III)
Column specifications

Feed Conditions

First reactive distillation Second reactive distillation
Temperature (K) 323 Total stages 38 Total stages 17
Pressure (bar) 1 Pressure (bar) 1 Pressure (bar) 1
Flow rate (kmol/h) Reflux ratio 2.8 Reflux ratio 2
1) aceticacid 280  Bottom rate (kmol/h) 510  Bottom rate (kmol/h) 250
2) glycerol+ 280  Feed location Feed location
methanol 1) acetic acid 3 1) acetic acid 3
Mole fraction 2) glycerol 36 2) glycerol 2
1) aceticacid 1 + methanol + acetic
2) glycerol + 1 acid

methanol

the total energy consumptions of condenser and reboiler decrease with increasing the
content of methanol.

3.2. Separation of crude glycerol coupled with reactive distillation

It is found that adding a purification unit to crude glycerol can improve the triacetin
production; high conversion of glycerol is achieved even crude glycerol is used.
However, the yield of triacetin is reduced to 92.5% in case of using crude glycerol with
30 wt.% of methanol. Increased fraction of methanol in glycerol decreases the molar
fraction of triacetin at the bottom stream of the reactive distillation and water at the
distillate stream; however, the fraction of acetic acid increases. When crude glycerol
with 30 wt.% of methanol is used, the purity of triacetin product is 84%, higher than
that the crude glycerol is directly employed for triacetin production. Considering the
energy consumption of the system, it is found that the condenser and reboiler duties
decrease with increasing the percentage of methanol in crude glycerol. The requirement
of energy for this process configuration is more than that for the system I as one more
conventional distillation is needed for purifying crude glycerol.

3.3. Reactive separation of crude glycerol coupled with reactive distillation

Considering the first reactive distillation for methyl acetate production, the molar
fraction of methyl acetate in the distillate stream increases with the increased amount of
methanol in crude glycerol. At 30 wt.% of methanol in crude glycerol, the molar
fraction of methyl acetate obtained is 95%. High pure glycerol with slight acetic acid is
fed to the second reactive distillation for triacetin production. The molar fraction of
triacetin reduces when increasing the percentage of methanol in crude glycerol. The
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conversion of glycerol decreases slightly and the yield of triacetin reduces to 99.85%
when methanol in crude glycerol is 30 wt.%. It is also found that this process design
consumes the highest energy, compared with other ones due to the reactive separation
process of crude glycerol to generate methyl acetate causes high energy requirement.

4. Conclusions

This study investigates the potential of using crude glycerol derived from biodiesel
production to produce triacetin via an esterification process. Reactive distillation is used
to improve the performance of triacetin production. Three process designs: (i) direct
feed of crude glycerol to reactive distillation, (ii) separation of crude glycerol coupled
with reactive distillation and (iii) reactive separation of crude glycerol coupled with
reactive distillation, are proposed. An increase of methanol content in crude glycerol
decreases the purity of triacetin product. The conversion of glycerol and yield of
triacetin obtained by using crude glycerol are slightly lower than those using pure
glycerol. Removal of methanol from crude glycerol before being fed to the reactive
distillation causes the highest purity of triacetin when crude glycerol with high
methanol content is used. The two productions of methy acetate via a reactive
separation of crude glycerol and triacetin via a reactive distillation require the highest
energy consumption compared with other process designs.
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Abstract

Membrane distillation (MD) for desalination is an emerging thermally driven process
exhibiting various advantages in comparison with traditional processes. Most of the MD
configuration processes have been modeled as steady-state one-dimensional systems
using empirical heat and mass transfer equations. Stationary two-dimensional MD
models have been considered only in very few studies. In this work, a dynamic model of
a direct contact membrane distillation (DCMD) process in plate-and-frame
configuration is developed. It aims at giving insight into the underlying coupled
physico-chemical phenomena at a level of detail. The model is implemented in the
modeling package gPROMS. Numerical simulations are conducted for different
operational parameters at the module inlets such as the feed and permeate temperature
or feed and permeate flow rate. The results are compared with experimental data
published in the literature.

Keywords: direct contact membrane distillation. plate-and-frame configuration.
dynamic two-dimensional model. heat and mass transfer. numerical simulation

1. Introduction

Membrane distillation (MD) is a non-isothermal process known for less than fifty years.
The first paper was published in 1967 by Findly [1]. MD was considered first as a
process that would operate with minimum external energy requirements. The large
vapor space required by a conventional distillation column is replaced in MD by the
pore volume of a microporous membrane. As a result, the MD process equipment can
be much smaller. Membrane distillation may be operated in several configurations [2,3].
In this work, we focus on direct contact MD (DCMD), although the approach may be
ecasily extended to other configurations. Today, we see an enormous number of
publications dealing with experimental and modeling issues of MD [4].

In MD, both mass and heat transfer occur simultaneously and both temperature and
concentration polarization effects should be taken into consideration. Most modeling
works in literature on DCMD processes usually focus on the mass transfer resistance of
vapor across a membrane attributed to the membrane characteristics (i.e. pore size,
porosity and tortuosity) and heat transfer resistances to obtain the mean temperature on
the membrane surface [5]. The concentration polarization phenomena are usually
ignored to simplify the calculation procedure. Only few publications use stationary one-
or two-dimensional heat-transfer equation to simulate a particular application more
accurately. Although many semi-empirical models have been developed, a detailed
model for temperature polarization on flat-plate MD processes is still lacking. In this
study, we develop a dynamic two-dimensional flat-plate mathematical model for
DCMD processes, in order to obtain the temperature and concentration distributions in
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the channels and the local mass flux at the membrane surfaces. The availability of such
a model for simultaneous energy and mass balances will be an important basis for the
analysis, design and optimization of DCMD processes for saline water desalination.

2. Dynamic modeling of a plate-and-frame direct contact MD module

The DCMD to be considered in this study is a flat-sheet membrane module (Figure 1).
The module has two adiabatic impermeable walls with the flat-sheet membrane in
between. The membrane has two hydrophobic walls permeable for water vapor but
impermeable for liquid water.

TC d
»‘ o Hot Channel .
/
JEARASH T 100 O T I
»‘ T Cold Channel d
X ¢ c

Figure 1. Schematic diagram of a DCMD module in rectangular coordinates.

The work focuses on modeling the heat and mass transport in two spatial dimensions
through the three parts of the DCMD module, i.e. membrane, feed and permeate
channels. . The model is implemented in the modeling package gPROMS. This allows
implementing the model equations in a modular and hierarchical way, such that it is
very easy to adapt the model to different plant configurations or operating conditions.
Moreover, the model can be used without much effort for parameter estimation, design
or optimization studies. In the following subsections, we describe the main equations
and assumptions used in the model.

2.1. Vapor transport through the membrane pores

The mass transfer driving force across the membrane is the difference in saturated
pressure on both membrane surfaces due to the temperature gradient. Depending on a
comparison between the mean free path and pore diameter, there are some models that
can be used to describe the mass flux across the hydrophobic porous membrane [6]: the
Knudsen diffusion model (due to the larger mean free path of vapor molecules than the
membrane pore size), Poiseuille flow model (due to the momentum transfer to the
supported membrane) and molecular diffusion model (due to the concentration gradient
across the membrane). If the mean free path is: much larger than the pore size,
molecule-wall collisions become more important and the gas transport is described
using the Knudsen diffusion model. If it is much smaller than the pore size, the
molecule motion due to the pressure gradient (i.e. saturated pressure difference across
the membrane) becomes the major transport phenomenon and is described using the
Poiseuille flow model.

The vapour flux density j across the hydrophobic membrane, can be computed from

]‘ — Cm Apsat — Cm (]/(X)P,fat _ Pcsat)ﬁ (1)



172 B. Bin Ashoor et al.

where P and PS% are the saturated pressure of pure water on the hot and cold

channel, respectively. They can be determined from corresponding saturation
temperatures using the Antoine equation. The coefficient y(X) accounts for influence of
the salt (mole fraction X) in the feed on the saturation pressure. P3%" and P59,
The membrane coefficient C, in (1) can be estimated by a weighted sum (via
parameters 6, and 6,) of the Knudsen diffusion and the Poiseuille (viscous) flow
models [6], i.e.
&t (M, 2 er? M,P,
Cm = 1.06 Hkﬁ(m) +0.1256, 5 7R (2)
The parameters ¢ , T and &, are the porosity, tortuosity and thickness of the membrane,
respectively. M,, is the molecular weight of water, R is the gas constant. T,, is the mean
temperature in the membrane (i.e. (T, + T.)/2). It is related to the mean saturated
pressure B, by the Antoine equation for water, i.e. log10 (B,) = A — B/(Ty, + C).
The heat flux density at the membrane interface between the liquid and the vapor is

Th— T,

Q= jAH + ko =5 (3)

where AH is the latent heat of vaporization and k,, the thermal conductivity of the
porous membrane. It can be calculated from

k= ekg(T)+ (1 — &) ks, 4)
where kg is the solid membrane thermal conductivity and k,(T) the temperature-
dependent gas pore thermal conductivity.

2.2. Heat and mass transport in the feed and cold channels

Under appropriate assumptions, the general balance equations for mass and energy
reduce to the following equations for the distributions of temperature T and salt
concentration C, in each of the hot and cold channels:

aT(x,z oT(x, z 0T x,z) 82T(x,z
PCy ot )+ PCulx) ((92 ) - k[ 8)(cz i oz* ) ’ )
aC,(x,z) aC,(x,z) °C,(x,z) a°C,(x,2)
s s — D s s .
r ot " pu(x) (074 ox? i oz* ©)

Here p, k, C,, and D are density, thermal conductivity, heat capacity of the fluid and

diffusion coefficient, respectively. We assume, for simplicity, a constant or parabolic
velocity profile u(x) in the channels. In the permeate channel there is only pure water,
such that the mass balance equation (6) is not needed in the model.

2.3. The boundary and initial conditions

At the inlet of the channels, we assume given values for temperature and
concentration, Ty, and Cg;, i.e. T(x,0) = Ty and Cs(x,0) = Cgz,. The channel walls
are assumed impermeable and adiabatic, so that the corresponding mass and heat fluxes
are zero. At the outlet, we use usual outlet conditions.

The boundary conditions in equation

aT(d, acC; (d, .
kM TED = gi(2) .0 2212 = j(z) ®)
link the models for the channels and the membrane. They are obtained via mass and

energy balances for the interfaces between liquid and vapor on both sides of the
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membrane. d is the channel height, j and g; are the mass and heat fluxes at the interface
given in Eqgs. (1) and (3), respectively.

3. Case study

A case study from literature has been investigated. All the data used in our simulations
like geometry, physical properties and operating conditions can be found in [5S].
Numerical simulations have been conducted for different operational parameters at the
module inlets such as the feed and permeate temperature or feed and permeate flow rate.
Compared with the stationary experimental data in [5], the computed mass flux
densities are in good agreement with the measurements. By varying some of the
parameters, we may assess their effects on the trans-membrane flux. For instance, by
varying the feed temperature, we observe, as shown in Figure 2, a monotone increase of
the MD flux with the increase of the difference between the feed water temperature and
the permeate side temperature (A7) . This is due to the increase of the vapor pressure of
the feed (the driving force) which increase the trans-membrane flux, although the
temperature polarization will increase with the increase of the feed temperature. The
trans-membrane flux also increases with the flow rate as also shown in Figure 2. The
effect of an increasing flow rate is to increase the convective heat transfer coefficient at
the feed side of the membrane, to reduce the velocity and temperature boundary layers
and to reduce the temperature and concentration polarization effects, thus increasing the
trans-membrane flux.

The temperature polarization phenomena dominate the production of water flux in
DCMD process. It increases along the flow direction at the feed side which leads to the
reduction of the trans-membrane flux. The temperature polarization ratio, which is
defined as the ratio of the membrane surface temperature and the bulk feed temperature,
increases along the flowing direction at the hot feed side and reduces the temperature
difference between the hot and the cold side resulting in reduction of the water flux.

In Figure 3, we plot the temperature distribution at the interface between the hot channel
and the membrane along the flow direction at different times. The inlet temperature to
the hot channel is 45°C. We observe that after some time, a stationary profile is reached.

7 === Flow rate =0.10m /s

A

=== FlOw rate = 0.20 m /S

em=gm== Flow rate =0.05m /s

0 T T T T 1
0 10 20 30 40 50

AT (°C)

Figure 2. Transmembrane flux increases with increasing AT for different flow rates.
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Figure 3. Temperature distribution at the interface hot channel/membrane along the
flow direction as a function of time.

4. Conclusions

A dynamic two-dimensional model was developed, describing the flow in the plate-and-
frame countercurrent DCMD system. The model has the capabilities of predicting the
temperature polarization profile and pure water production. The model is implemented
using the modeling package gPROMS.

In our future work, we will on the one hand continue our efforts in enhancing the
dynamic model. On the other hand, an experimental setup will be constructed. It will
enable us to perform dedicated experiments for the purpose of model validation.
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Abstract

Population balance equation models are widely accepted for simulating various
particulate processes including crystallization. In this work, a dynamic 2-D population
balance equation crystallization model was solved using a finite element method-based
numerical algorithm with adaptive mesh and time step for three different cases: i)
constant crystal growth rate, ii) constant crystal growth and nucleation rates, and iii)
nonlinear crystallization kinetics. The model results obtained for the three different
cases clearly demonstrate consistency of the newly developed numerical algorithm for
solving 2-D population balance models of crystallization systems that produce crystals
with the variable aspect ratio.

Keywords: crystallization modelling, multidimensional population balance equation,
crystal aspect ratio, 2-D secondary nucleation, multidimensional crystal growth, FEM.

1. Introduction

A population balance equation (PBE) approach has been widely accepted for modelling
particulate processes in various industrial applications including crystallization. In many
crystallization applications, the product crystal size distribution (CSD) is a crucial
quality parameter, which also makes it a focal point of process modelling. CSD of the
crystallization product has been traditionally characterised using a single size
dimension, which is the characteristic crystal diameter. The disadvantage of a 1-D
description of crystal size is that it can not capture a changing crystal shape. During
crystallization, crystals often experience significant changes to their aspect ratio, which
requires a two-dimensional population balance model in order to describe the crystal
size distribution with respect to the crystal length and width. With the advent of
advanced sensing techniques (Bekker, 2011; Khanam, 2011) the crystal size can now be
characterised in multiple dimensions. Different approaches for modelling the evolution
of multidimensional crystal size, based on fixed mesh high-resolution algorithms, have
been reported in literature by various authors (Gunawan, 2004; Sato ef al., 2008). In this
work, we present the development of a finite element method-based solution algorithm,
with adaptive mesh and time step, of a 2-D population balance equation-based model to
describe the evolution of the size distribution of needle-shape crystals. Secondary
nucleation and crystal growth mechanisms are taken into account in the model.

2. 2-D PBE Model Incorporating Crystal Growth and Nucleation Kinetics

For crystals with high aspect ratio, defined as the ratio between crystal length and width,
the crystal shape can be approximated as a rectangular prism of length L and equal
width and height W, as shown in Fig.1. The volume of crystals can be calculated as
V=LW".
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Figure 1. High aspect ratio crystals: (a) an optical microscope image, and (b) a 2-D
rectangular approximation of a 3-D needle-shape crystal.

With crystal faces exhibiting different crystal growth rates, due to different
supersaturation dependences of the respective growth rate equations, the crystal aspect
ratio changes during the crystallization process. Similarly, seed and nuclei crystals can
also exhibit a distribution of aspect ratios, which are in general different for the two
types of crystals. A 2-D population balance equation model, developed previously for
crystal breakage (Sato et al., 2008), is adapted in this work to model crystallization with
simultaneous supersaturation-dependent 2-D secondary nucleation and crystal growth
The resulting dynamic 2-D model can be stated as:

on on on
—+Gy —+G,—=B,n,W,L), WelO,W,_,]1, L[0,L, .1, t<[tytuqls
YRy YT 1, (W, L) [ 1 [ I 1€ty teng]

do

i =—aB, 1,(n,) = 2aGy py,(n)— aGy py(n), 0]

Lmameax
Gy =k, 0%, G, =k, 0", B, =k,0’y(n), p;(m)= [ [ wiL/nawadr,
0 0
on

n =V, —
(0,0)=(Wmax-0) 0
(0,0)=(0,Lmax ) (Wmax>0) ~(Wmax > Lmax )
(0, Lmax )~ (Wmax - Lmax )

=0, n‘z:o =n,(W,L), G‘tzo =0y.

were n is the number density, o is the relative supersaturation, ¢ is time, L and W are the
crystal length and width, n, and n, are the initial and nuclei CSDs, respectively, oy is the
initial relative supersaturation, G, and Gy are the crystal length and width growth rates,
respectively, B, is the secondary nucleation rate, a is the crystal density, k;, and &y are
the length and width growth rate constants, respectively, k, is the nucleation rate
constant, and u ;; is the i-j cross-moment of the crystal size distribution.

Solving the above dynamic crystallization model enables prediction of the evolution of
crystal size distribution and supersaturation in an isothermal batch crystallizer. The two
crystal growth 