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PREFACE 

Viewed under the microscope, the organization of the vertebrate retina appears 
rather simple and utterly beautiful. Comprised of no more than a dozen different cell 
types, arranged into three distinct cell and two plexiform layers, the job of the neural ret­
ina is to transform photons captured by the eye into the electrical and chemical signals 
giving rise to vision. How this process actually transpires remains a daunting challenge for 
researchers, but through the use of modern neuroanatomical, immunocytochemical, and 
neurophysiological methods substantial progress has been achieved on this front in recent 
years. The retina and the long range projections of ganglion cells, the output neurons by 
which all information is conveyed from the eyes to the visual centers of the brain, has also 
been exploited by researchers who have been primarily interested in extra-visual issues 
such as developmental neurobiology. Indeed, for much of this century, retinal projections 
have been a favorite model for those seeking to understand the mechanisms underlying the 
formation of specific connection patterns. Work on this front has also progressed substan­
tially with the advent of modern molecular and cellular techniques. 

In 1997, we organized a NATO Advanced Study Institute, held in Crete, whose ma­
jor goal was to introduce students to the diversity of current research issues and method­
ologies dealing with the retina and retinal projections. Our intention was to bring together 
two groups of colleagues, those concerned primarily with the organization of the mature 
retina and those working mainly on issues dealing with development. In particular, we 
wanted to relate to the students (some of whom were senior colleagues in other fields) the 
broad range of topics addressed by modern retinal researchers as well as the powerful ar­
senal of techniques being used to tackle these problems. The chapters in this volume pro­
vide an account of the material covered by the lecturers. We are grateful to our colleagues 
for their participation and for providing the written materials in a timely fashion. We are 
also appreciative of the inputs from the students, many of whom exhibited informative 
posters depicting their own work. Virtually all the students took part in animated discus­
sions before, during, and after the more or less formal lectures. Finally, we thank NATO as 
well as the National Science Foundation (which funded some of the USA students) for 
financial support and Plenum Press for publishing this volume. 

v 
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1. ABSTRACT 

1 

Two topics are covered, both of which are relevant to all vertebrates, but all the re­
sults here were obtained in the zebrafish embryo and larva. The development of a system 
of tracts in the forebrain, the "pre-visual system," is described. It includes the tract of the 
postoptic commissure, the dorsoventral diencephalic tract, and the tract of the posterior 
commissure, and homologs have been found in the embryos of several classes of verte­
brates. All three tracts are intimately associated with the retinal axons that appear later. 
The onset of vision was studied behaviorally (examining the startle and the optokinetic 
responses) and related to the anatomical development of the eye and extraocular muscles. 

2. PREFACE 

This paper is written in both the first person singular (I, meaning SE) and first per­
son plural (we, meaning my co-authors). The co-authors contributed most of the work, but 
the paper is drawn from two talks given by myself. In keeping with the nature of this vol­
ume as a summary of talks at a meeting, it is written in the first person, singular and plu­
ral, as a talk is given. When opinions are offered, they will be mine, but results will be 
ours . (Admittedly, in some cases it would be more appropriate to use third person, plural. 
As the saying goes, "When I say, 'I,' I mean 'we,' and when I say, 'we,' I mean, 'they. "') 

Development and Organization of the Retina, edited by Chalupa and Finlay. 
Plenum Press, New York, 1998. 
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3. THE DEVELOPING NERVOUS SYSTEM 

We are attracted to a particular field of study for a variety of reasons, among which 
is its inherent structure, the rigor of the investigative methods, and the aesthetics of the 
product. All of these attracted me to development, but I suspect the main reason was that I 
realized that I would never understand the mature nervous system, and so I might just as 
well try to understand an immature one, which was probably simpler. I have been moving 
backwards in ontogenetic time ever since, and have now settled in at the embryonic stage 
when the first tracts begin to form in the vertebrate brain, just after the neural tube. I find 
it comforting working on a little organism in which there may be a half dozen tracts, half 
that many commissures, and probably no synapses; I may be able to understand the work­
ings of such a nervous system, at least rudimentarily. So part of this chapter is a summary 
of what we have been able to find out about these early stages of the development of the 
nervous system. The other part is about a later event, the development of the retina and of 
vision. We will attempt to link the two because, surprisingly, the central part, the tracts in 
the brain, are in place before the more peripheral part, the retina, so when the retina begins 
to function it has a ready made network of tracts already in place in the brain. 

4. THE ZEBRAFISH 

The study of embryonic development requires embryos, and one of the main advan­
tages of studying the zebrafish is that it produces embryos with quite astonishing regular­
ity. A standard aquarium of breeding fish can produce about 50 fertile eggs per day. They 
are kept in a room with a controlled light/dark cycle, and when the lights go on in the 
morning, the zebrafish begin to breed. The eggs are fertilized outside of the mother and 
immediately sink to the floor of the aquarium. The parents will normally eat the eggs, but 
if the bottom is structured to provide nooks and crannies for them, then the parents can't 
reach them and the experimenter gets them. The eggs are small, but the egg shell (chorion) 
is quite transparent, and with the help of a dissecting microscope the number of cells can 
be counted. From this number one can infer, with an uncertainty of less than 20 minutes, 
the time of fertilization, and if the embryos are kept at a constant temperature (we use 
28.5°C) then development proceeds along a fairly predictable schedule. So the ease of 
acquisition of embryos is a major advantage of the zebrafish. What else? 

They develop very rapidly. From fertilization to hatching is only about three days. 
Given that conception takes place at sunup on one morning, that means that the fish's life 
outside the egg will begin around the morning of the fourth day post fertilization (dpt). 
Usually this is an uneventful day, as the embryo has been spending the first three days 
turning yolk into fish, and at the time it hatches, a good bit of yolk still remains, so the 
hatchling stays on the bottom and completes the yolk transformation. Then, on the fifth 
day it is up in the water column feeding on small plankton, a behavior that looks like a vi­
sion-based predation. Rapid development is useful to the experimenter, in that it shortens 
the turnaround time between the initiation and the completion of a study. But it has its 
downside, too, which is that everything happens in a hUrry. 

The adults and the embryo are small. This is an advantage because of the modest 
needs for space, and therefore of money, to house the animals. The adults are happy in 
standard aquaria. The embryos are happy in small petri dishes inside benchtop water 
incubators. When one manipulates them, and especially when one sections them for 
histology, the small size is a help because it is possible to cut a section that includes a 
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cross-section of the entire organism, and so the context of whatever one studies is not 
necessarily lost. 

They are optically clear. This is a consequence of the fact that they keep their yolk 
separate from the other cells; it has a different index of refraction than the aqueous cyto­
plasm, and so if it were dispersed inside the cytoplasm, as it is in frogs, the cells would be 
milky. The small size coupled with the optical clarity of the animal contributed to the fea­
sibility of some of the visual studies that will be described below. The optical clarity has 
been exploited most cleverly in the ingenious studies of Kimmel and his collaborators [2 

who have injected blastomeres with non-toxic fluorescent dyes and followed the progeny 
in living embryos. As a result of these studies, we know more about cellular movements, 
particularly during gastrulation, in zebrafish than in any other vertebrate. 

They normally develop outside of the uterus (in contrast to mammals) and when 
pressed, they develop normally outside their chorions (in contrast to chicks). The ease 
with which one can modify their environment makes experiments on the embryos feasible, 
but it must be admitted that they are fragile (relative to Xenopus and chick) when sub­
jected to surgery. 

They are genetically accessible, as a large number of developmental mutations have 
recently been produced that should prove useful for the analysis of development. But the 
genetic tricks that have made the study of mice so successful (such as knocking out genes 
by homologous recombination) are not available in fish, nor are most of the ones (e.g., 
transposable elements) that make Drosophila development the trendsetter in almost every 
aspect of development. 

4.1. The Pre-Visual System 

I am probably the only person to use this terminology, and it reflects my origins as a 
visual scientist, even a visual chauvinist. What I mean by the "pre-visual system" is that 
part of the CNS that develops before the retinal axons, and may interact with and possibly 
influence their growth and termination. The several vertebrate embryos that have been 
examined all have a similar set of tracts that appear early, soon after the formation of the 
neural tube9,ILl6,[8. They include the tract of the postoptic commissure (TPOC), the dor­
soventral diencephalic tract (DVDT) and the tract of the posterior commissure (TPC), and 
all are shown in Figure 1. 

Figure I. This is a schematic diagram of the brain ofa 24 hpfzebrafish embryo, seen from the left side (dorsal is 
up and anterior to the left). The eyes have been removed. There are three commissures (anterior, AC; posterior, 
PC; and postoptic, POC), and four tracts (tract of the postoptic commissure, TPOC; tract of the posterior commis­
sure, TPC; dorsoventral diencephalic tract, DVDT; and supraoptic tract, SOT). The dorsoventral thickness of the 
brain is about 100 11m. From reference 14 with permission. 
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The most important is the TPOC, which is pioneered by a few axons that issue from 
neurons (the only ones in the forebrain at this time) at the base of the optic stalks. Our 
knowledge of this tract comes from several species, and all aspects have not been seen on 
all species, so I will emphasize what we know about zebrafish. The first axons appear at 
18 hours post fertilization (hpi) in zebrafish, are the only neurons in the forebrain, and 
their axons form the first longitudinal tract there l4 . They extend into the midbrain and 
hindbrain, but we do not know where they terminate or indeed if they terminate in the 
classical sense, with presynaptic endings. It is possible that they are transient axons, as the 
neurons may not persist in the adults. Around 24 hpf, some of these neurons send axons 
across the midline, thus forming the postoptic commissure (POC), so named because of its 
position behind the optic stalks l8 • About 32 hpf the first retinal axons reach the midline, 
where they pass very close to the dorsal boundary of the POC (thUS forming the optic chi­
asm), grow alongside the TPOC through most of the diencephalon, and then diverge from 
it dorsally to enter the presumptive tectum by about 42 hpf2.3. As we will see below, this 
all occurs long before visual behavior can be evoked. 

The other two tracts in the pre-visual system are oriented dorsoventrally; both join 
the TPOC and are close to the optic axons. The DVDT originates from neurons at the base 
of the epiphysis, the presumptive pineal body. This tract is pioneered by one or two axons 
within an hour or so after the TPOC appears, and they grow ventrally to meet the dorsal­
most fascicles of the TPOC within a few hours. They invariably turn rostrally at this point, 
fasciculate with the TPOC axons, and cross the midline to terminate in the contralateral 
hypothalamus. As with the TPOC, no adult tract with this origin and termination is known 
to exist, therefore the DVDT axons may be transient as well. The pineal contains photore­
ceptors a day after the first DVDT axons appear, and they are closely associated with the 
somata that produced the axonsI3, so we infer that it serves a photoreceptive function, but 
the details have not been examined. Given the prominent role of the pineal gland in cir­
cadian rhythms, it seems likely that the precocity of the fish pineal may serve to get the 
fish in phase with the diurnal cycle, but this has not been investigated. The remaining pre­
visual tract, the TPC, also originates from a small cluster of neurons in the alar plate; and 
its axons also grow ventrally, meet the TPOC and fasciculate with it, but in contrast to the 
DVDT axons, they invariably tum caudally. Later, a small population of optic axons 
diverge from the main bundle and grow dorsally in association with the TPC to ramify in a 
dorsal pretectal area2. 

When Jeremy Taylor and I first discovered the TPOC in Xenopus lO we thought that 
the optic axons fasciculated with the TPOC axons and were guided by them. Since then, 
two other findings have led me to doubt that the TPOC axons play an essential role in reti­
nal axon guidance. First an experimental study in Xenopus showed that retinal axons grew 
successfully to the tectum in the absence of a TPOC5• (In a similar experiment in 
zebrafish, the TPOC was removed surgically and the TPC axons were tested to see if they 
would still grow caudally at the level where they normally meet the TPOC4 • Some did, 
supporting the idea that the TPOC axons are not essential to the navigation by late com­
ers.) Second, we found that the retinal axons in zebrafish never actually contacted the 
TPOC; they were always near, but always separate from it, and did not fasciculate with the 
TPOC axons3• The most economical explanation for these results is that the TPOC and 
optic tract axons all follow the same guidance signals, which essentially point caudally 
along the longitudinal axis. (I must note that Dr. Taylor does not share this view.) No com­
parable evaluations of the DVDT or the TPC have been made. 

In summary, the first retinal axons arrive in a brain that already has several tracts in 
place, and while the retinal axons grow in close association with three of them, the func-
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tional role of the pre-existing tracts, the "pre-visual system," is apparently not too impor­
tant. The retinal axons probably follow the same cues in the neuroepithelium that the ax­
ons of the pre-existing axons followed. 

4.2. The Development of Zebrafish Vision 

Although the first retinal axons are in place early on the second day of life, the ret­
ina is not structurally mature until many hours later. Synapses are evident electron micro­
scopically beginning on the second day. The first photoreceptors are born at 48 hpf', but 
do not have outer segments until about 60 hpf, which must therefore be the earliest age at 
which one could anticipate photoreception to be possible. 

We have investigated the onset of vision behaviorally7,8. A description of the eye and 
nervous system may lead us to infer that an animal can see, and electrophysiological signs 
such as the electroretinogram give further objective evidence of photoreceptivity, but the 
only way to be sure that an animal sees is by doing a behavioral test. If the animal re­
sponds to a visual signal, then it can see. We have used two unlearned behavioral re­
sponses: the startle response and the optokinetic response. The startle response is a sudden 
twitch, a contraction of the longitudinal muscles. It can be evoked by a variety of stimuli; 
we used a sudden decrease in light intensity. The utility of this response to the animal is 
unclear, but it is easy to detect and almost certainly depends only on the animal's ability to 
detect a change in light intensity, and not on any pattern vision. The optokinetic response, 
in contrast, requires pattern vision. The animal is put inside a cylinder with high contrast 
vertical stripes lining the inside, and the drum is rotated about the vertical axis. All ani­
mals, including humans, do the same thing when put in such an environment: they move 
their eyes or head or both in the direction of rotation. The biological utility of this behav­
ior is clear; it stabilizes the retinal image of the outside world, and a stable image is be­
lieved to be easier to analyze than a moving one. If the eyes are not able to resolve the 
stripes, then the eyes will not move because a defocussed set of vertical stripes is indistin­
guishable from a uniform gray surface. 

We studied the onset of vision by exposing 20 animals of the same age to identical 
tests and recording their individual responses. Every group of 20 was naive; having been 
through the tests at one age, they were not used again. 

The startle response was evoked both mechanically and visually; a light touch to the 
flank of an embryo will evoke a twitch, and this served as a useful indicator that the fish 
could twitch. The touch-evoked startle was evident by 48 hpf in all fish. The shadow­
evoked startle appeared much later. A single twitch to just one of 5 presentations was scored 
as a response; such a permissive criterion was acceptable because of the virtual absence of 
twitches in the absence of a visual stimulus. As Figure 2 shows, none of the fish responded 
before 68 hpf, and the fraction of fish that did respond was initially quite small. Over time, 
all of the fish responded, and those that did so responded more frequently. Eyeless fish did 
not respond, so the behavior was not mediated through some light sense outside the eyes. 
Fish did not respond to sham stimuli (an activated shutter without the light on) so the re­
sponse was to a decrease in light. Thus, by the criterion of the startle response, vision devel­
oped over about 10 hours, beginning 8 hours after the first photoreceptor outer segments 
appeared, and about the same time that the full set of 10 retinorecipient targets in the brain 
were receiving arborizations of retinal axons2• This development would normally be occur­
ring on the fourth day post fertilization, the first day outside ofthe egg. 

The optokinetic response is a more subtle response than the axial twitch. In the 
adult, it has two components; one a drift in the direction of stripe movement with a veloc-
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Figure 2. This bar graph shows the time course of the development of the two startle responses, to touch (light 
bars) and to shadow (dark bars). The vertical axis indicates the percentage offish at each age that responded to at 
least one of the five repeated stimuli. All subjects received both kinds of stimuli, and no subjects were used at 
more than one age (horizontal axis). From reference 7 with permission. 

ity graded according to how fast the drum rotates, and the other a fast reset movement in 
the opposite direction. The need for two movements is obvious, because the stripes move 
around 3600 , but the eyes can not, so what they do normally is to track the stripes for a 
few degrees and then quickly spring back to a position closer to where they started and be­
gin tracking again. This "optokinetic nystagmus" is an oscillatory movement of which 
only the slow phase is visually driven, and it was the slow phase that we sought in our 
embryos and larvae. Slow eye movements are not easily detected, but by videotaping the 
fish and then playing the tape back at high speed, they were spotted. Figure 3 shows the 
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Figure 3. This bar graph shows the time course of the onset of the optokinetic response. As with Figure 2, all sub­
jects were used at only one age. The vertical axis indicates the percentage that followed the rotating striped drum 
at some time, however briefly, during its rotation. From reference 7 with permission. 
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results. The optokinetic response began slightly later than the startle response, and took 
about the same period of time to develop. 

The initial responses were different from the adult response because of the absence 
of reset movements (the fast phase), but the fast movements appeared shortly after the 
slow phases. Like the tracking movements, the fast ones never occurred spontaneously, 
and when they appeared, it was always in association with the slow phase. 

4.2.1. Behavioral Variability. The variability of both the startle and the optokinetic 
responses was unexpectedly large. Our expectations had two bases, one our intuition and 
the other our previous knowledge of zebrafish morphological variability. 

To consider the latter first: some variation was expected, as animals of the same 
clutch, known to be developmentally synchronized soon after fertilization, often develop 
at different rates later on, and the same morphological state may be achieved by embryos 
whose ages differ by as much as 2-3 hours2• The data of Figures 2 and 3 suggest a much 
greater variability than that, because every age between 68 and 79 hpf produced both 
responsive and unresponsive subjects. Thus the most retarded larva became responsive II 
hours after the most precocious, a behavioral variability of 11 hours. 

Our intuition led us to anticipate that the development of responsiveness was less an 
all-or-none phenomenon (non-responsive abruptly changing to responsive) than a gradual 
shift. We anticipated that individual fish would progress from non-responsive to slug­
gishly responsive to vigorously responsive, and we supposed that the number of responses 
to each set of stimuli would indicate the maturation of this vigor. Thus, the same larva 
would be expected to respond to 1/5 at one age, 2/5 a few hours later, 3/5 still later, etc. If 
that were the case (and remember, we never tested any fish at more than one age), then 
development of an individual fish could be described by a graph in which the fraction of 
stimuli that evoked a response is plotted on the vertical axis vs. age on the horizontal, and 
we would expect to see a sigmoid relation. Different individuals would be expected to 
have their curves located at different places along the x-axis, and the population response 
would then be a sum of out of phase sigmoids. The data of Figures 2 and 3 look like that, 
with an unexpectedly high variability (see previous paragraph), but when each age is 
examined in detail, we find that the model of individual development is inconsistent with 
the data. That conclusion is not evident from the data as plotted here, because our criterion 
for responsiveness (1 response per 5 presentations) masks a considerable degree of com­
plexity in the data. If we consider the data not in terms of individual animals, but in terms 
of the total number of responses to the stimuli, at 68 hpf, 100 stimuli were given and only 
1 evoked a response. By 75 hpf (to choose just one age), most of the animals responded, 
and most of those that responded did so to more than 1 of the stimuli presented, but a sub­
stantial number continued to be unresponsive to any. All right, you say, that just reflects 
the greater than expected variability, and you could be right. But by the age of 78 hpf, all 
the fish that responded, responded vigorously (to 3 or more of the 5 stimuli), and none 
responded to 1 or 2, but several still remained unresponsive. This void of sluggish re­
sponders at the older ages is puzzling, because if individuals were progressing from nonre­
sponsive to sluggishly responsive to vigorously responsive, then we would expect that 
some of those that were non responsive at 74 hpf would have responded sluggishly to the 
stimuli when they were an hour older. But they didn't; at the older ages, every individual 
was either vigorously responsive or non-responsive. Instead of a continuous development 
of this "visual maturation" in all individuals, there seems to be a non-linearity at work 
such that some of the fish remain mired in non-responsiveness as their cohorts are ap­
proaching adult levels of behavior, and when the non-responsive ones become responsive, 
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they leap into a vigorous mode, never passing through the sluggish one. This non-linearity 
is surprising, and we have not done any experiments to investigate its origin. We speculate 
that it may reflect a set of steps in series (to oversimplify: first, detection of the stimulus; 
second, transmission of the message reporting detection; and third, activation of the mus­
cle contraction), and the later steps (message transmission and muscle contraction) may 
mature even when the first (detection in the eye) is not functional. Thus, non-responsive 
fish could be unable to detect the stimulus even though their transmission and activation 
abilities were advanced, so when the detection becomes functional they would immedi­
ately behave in a relatively mature mode. While this accounts for the non-linearity, the 
greater temporal variability remains unexplained, as the scheme that we suggest would 
require a 10 hour variability in the development of the detection operation. 

4.2.2. Light Detection vs. Form Vision. The delay between the onset of the visual 
startle response and the optokinetic response, about 3 hours, is probably attributed to two 
limiting steps: the development of functional extraocular muscles and the formation of the 
retinal image 7. The extraocular muscles are essential for moving the eyes, and as we have 
noted, eye movements are an integral part of the fish's visual analysis of the world. We 
have examined the extraocular muscles using light and electron microscopy and immuno­
cytochemistry, and have shown that they are very rudimentary at 66 hpf but quite mature 
by 72 hpf, about the time that the eyes first start to follow the drums. The formation of the 
retinal image was examined directly, using the optics of the compound microscope (Fig. 
4). To be of any use in form vision, an eye must be able to form an image of an object at 
optical infinity (a fancy term for objects that lie many focal lengths away). An eye that can 
do this is "emmetropic;" one that forms an image that falls behind the photo receptors is 
"hyperopic" or far sighted; and if the image falls inside the eyeball in front of the photore­
ceptors, then the eye is "myopic" or near-sighted. We showed that the lens could image a 
grating at optical infinity quite early, but the image lay well behind the eye. Thus the eye 
was initially hyperopic. The focal length of the eye gradually decreased as it matured, and 
by about 72 hpf, when the larva would normally begin its first day outside the egg shell, 
the eye was emmetropic. All this dioptric maturation occurred in the lens, which is the 
only optically active element in the eyes of aquatic animals. Paradoxically (because 
smaller lenses have shorter focal lengths in adult fish) the shortening of the focal length 
was associated with an increase in the lens diameter, but, more importantly, with the 
development of a dense refractile core in the lens center (Fig. 5). This active adjustment of 
the focal length continues through life for the fish, as their eyes enlarge continually and 
remain emmetropic6• 

The life history suggests that some of the visual maturation that we have described 
might be experience-dependent. We have tested that hypothesis and rejected it. We reared 
the embryos in total darkness from 24 hpf (before the birth of any retinal neurons) to 5 
dpf, and then evaluated the optics and the optokinetic response immediately on bringing 
them into the light. We found that both were normal; the eyes were emmetropic and both 
slow and fast movements of the optokinetic response were appropriately directed. 

The conclusion that the optokinetic response was independent of experience is con­
sistent with decades of research on the retinotectal projection in fishes and frogs. A wide 
variety of experimental procedures, including eye rotation, optic nerve deviation, and oth­
ers, have led to the conclusion that the polarity of the projection from anamniotes' eyes is 
hard-wired from the outset, and that this polarity rules visuomotor behavior l5 • But recent 
work, mostly on chick and monkey, has shown that the emmetropization of the eye is an 
active process that is dependent on the visual experience of the eye l7• We anticipate that 
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the same is true for later stages of the development of fishes' eyes, too, and we suggest 
that the apparent difference is attributable to the difference in stages of development that 
the two bodies of work have covered. The experimental chicks and monkeys were living 
independently (as hatchlings and newborns) in contrast to the larval fish, which had only 
begun to fend for themselves hours earlier. We suggest that the very earliest stage of diop~ 
tric development in all animals is experience-independent; indeed, the eyes of chicks and 
monkeys in ovo or in utero have no visual experience, so it must be. 

a 

c 

b--+~' 

d 

Figure 4. This shows the optical arrangement used to assess the refractile state of the eye. a. The zebrafish lay 
on its side in an optically flat water-filled chamber, and a grating was presented at optical infinity to the down­
ward looking eye. b-d. The experimenter directly examined the back focal plane of this eye, and the three pho­
tomicrographs on the right illustrate the images at each of the three focal planes indicated by the letters, b, c, 
and d on the left. This 66 hpf embryo was hyperopic (the image was formed behind the eye). From reference 7 
with permission. 
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5. CONCLUSIONS 

The development of the visual system in zebrafish, and probably in all vertebrates, is 
preceded by the formation of a small set of tracts in the forebrain of which some will be 
intimately associated with the retinal axons. Although the role of these tracts in the guid­
ance of the retinal axons appears to be minor, the fuB story is probably not yet told, and 
what appears to be a non-essential role may yet be shown to have some positive features. 

Figure 5. This set of semithin sections illustrates the size and structure of the lens in progressively older fi sh. The 
ages (all in hpf) were: a. 24, b. 30, c. 36, d. 48, e. 60, f. 72. From reference 7 with permission. 
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The later development of form vision and the optokinetic response resembles the "just in 
time" manufacturing strategy that has become so widespread in recent years. Although the 
assembly of the sensorimotor circuit is underway throughout the second and third days, 
the finishing touches that permit image formation and eye movement are added only at the 
last minute, when the larva begins to live on its own, beginning what will be a lifetime of 
ocular growth and modification. 
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INTRODUCTION 

2 

The investigation of genetic programs and microenvironmental signals that regu­
late retinal cell differentiation in vertebrates is a very active field that has attracted the 
attention of many investigators. A comprehensive review of the relevant literature is be­
yond the scope of this presentation, the goal of which is to summarize studies from this 
laboratory focusing on cellular and molecular mechanisms regulating the differentiation 
of chick retinal cells in general, and photoreceptor cells in particular; the reader is 
referred to recent reviews of the field (e.g., Adler, 1993; Hausman, 1993; Layer and Will­
bold, 1993; Reichenbach, 1993; Lillien, 1994; Cepko, 1996; Goldowitz et aI., 1996; 
Hicks, 1996; Rapaport, 1996; Szel et aI., 1996). 

By the end of its embryonic development, the mature chick neural retina consists of 
a variety of cell types that are already highly differentiated, are postmitotic, and are segre­
gated in a characteristic pattern of layers, with each cell type occupying a defined laminar 
position. At early stages of embryonic development, however, the future neural retina is a 
very simple neuroepithelium, in which all cells are mitotically active (Fujita and Horii, 
1963). Each mature retinal cell, therefore, is generated through a series of mitotic divi­
sions; a neuron is considered "born" after it undergoes its last division. After this, terminal 
mitosis cells migrate to one of the retinal layers, differentiate into a cell type that corre­
sponds to their laminar position within the retina, and establish synaptic connections with 
specific pre- and/or postsynaptic partners. Lineage-tracing studies have shown, in the 
chick and in other species, that proliferating precursors can give rise to two or more types 
of mature derivatives, indicating that retinal development does not involve a deterministic 
lineage mechanism (Turner and Cepko, 1987; Holt et aI., 1988; Wetts and Fraser, 1988; 
Turner et aI., 1990). While studies of this type suggest that precursor cells remain mUltipo­
tential while they are mitotically active, they do not show whether the commitment of 
each cell to a specific phenotypic fate occurs at the time of, or sometime after, its terminal 
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mitosis. The elucidation of the timing of these events is potentially very important, since it 
could provide useful clues for the investigation of the underlying cellular and molecular 
mechanisms, and is the subject of some of the experiments described below. 

Cell differentiation involves the coordinated expression of a large number of molecu­
lar, structural and functional properties. How is such coordination established during the 
transition of retinal precursor cells, from their initial undifferentiated phenotype, to their 
mature differentiated state? This question has also been addressed by our studies, which 
have tested predictions from two different models. One of these scenarios would propose 
that each new property expressed by the cell is induced by a separate inductive signal, and 
that the final phenotype is determined by the nature and sequence of those signals. An alter­
native (but not completely exclusive) model postulates the existence of "developmental 
master programs" controlling the coordinated expression of differentiated properties. The 
relative contributions of each of these two hypothetical mechanisms to the differentiation of 
retinal cells in general, and photoreceptor cells in particular, is not well understood, but 
some of the studies summarized below have suggested that master regulatory programs do 
playa protagonistic role in the development of chick photoreceptor cells. 

CELL BIRTH ANALYSIS DURING CHICK RETINAL 
DEVELOPMENT USING THE "WINDOW-LABELING" 
TECHNIQUE 

The initial analysis of questions regarding the role of terminal mitosis in cell differ­
entiation was based on the investigation of cell birth in vivo using either 3H-thymidine 
eHT) autoradiography or bromodeoxyuridine (BrDU) immunocytochemistry; these two 
precursor molecules are incorporated into the DNA of dividing cells during the S phase of 
the mitotic cycle. Many different studies have shown that, while different retinal cell types 
are generated in a predictable sequence, there is also considerable overlap in their time of 
birth, as well as significant interspecific differences (Fujita, 1963; Fujita and Horii, 1963; 
Hollyfield, 1968; Sidman, 1970; Morris, 1973; Kahn, 1974; Young, 1985; Stone, 1988, 
Spence and Robson, 1989; Snow and Robson, 1994). Much of this information was ob­
tained using either a "cumulative" labeling paradigm (in which 3HT or BrDU are kept con­
stantly available after their initial administration), or a "pulse-labeling" method, in which 
the DNA precursor is only made available to the cells for a limited period of time. Cumu­
lative labeling allows analysis of cells born before the initial administration of the label, 
whereas pulse-labeling is usually used to analyze "heavily-labeled" cells, that is to say, 
cells that stop dividing within a relatively short time after the labeling pulse, and therefore 
do not undergo dilution of the label through further rounds of division. Although these 
methods have provided much useful information, they have some limitations, including 
lower temporal resolution than what is needed for detailed investigation of possible corre­
lations between terminal mitosis and cell differentiation. To overcome these limitations, 
we have developed a technique that allows determining the time of terminal mitosis with a 
resolution of hours, rather than days (Repka and Adler, 1992b; Belecky-Adams et aI., 
1996). As shown in Fig. I, the method is based on an initial injection of 3HT, followed 3- 5 
hours later by an injection of BrDU; the latter is repeated as needed to keep this precursor 
constantly available to the cells. Concomitant analysis by 3HT autoradiography and BrDU 
immunocytochemistry makes it possible to distinguish three populations of cells in prepa­
rations labeled in this manner (Fig. 1): unlabeled cells, born before thymidine injection, 
BrDU(+) cells, born after BrDU administration, and 3HT(+)/BrDU(-), "window-labeled" 
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Figure 1. (A) Diagrammatic representation of a "window-label" protocol used to identify cells undergoing termi­
nal mitosis during a 5 hr period on ED 5. Fifteen !lCi of 3HT was added through an opening made in the eggshell, 
followed 5 hours later by 25!lg ofBrDU. BrDU administration was repeated thereafter until ED 8, to keep it con­
stantly available to cells that continue to divide. The embryos were fixed and processed for BrDU immunocyto­
chemistry and 3HT autoradiography. (B) Diagrammatic representation of the three populations of cells observed in 
a window-label procedure (adapted from Repka and Adler, 1 992b). Cells that undergo terminal mitosis (are 
"born") prior to the addition of 3HT are unlabeled (I), while cells that continue to divide following addition of 
BrDU are labeled either with BrDU alone or with BrDU and 3HT (3). The only cells labeled with 3HT, but not 
with BrDU, are those undergoing their last round of DNA duplication after 3HT autoradiography but before BrDU 
administration ["window-labeled" cells (2)]. From Belecky-Adams et ai., 1996, with permission from Academic 
Press. 

cells, which are those undergoing terminal mitosis during the interval separating the ad­
ministration of both precursors. It is important to note that, in addition to providing higher 
temporal resolution than what is achievable with pulse- or cumulative labeling with indi­
vidual precursors, the window-labeling technique makes it possible to identify cohorts of 
contemporary cells not only within their normal microenvironment, but also when they are 
explanted or transplanted, thus allowing comparisons of their behavior under different 
experimental conditions. 

The window-labeling technique was recently used to reinvestigate the kinetics of 
cell generations during normal development of the chick embryo retina in vivo (Belecky­
Adams et al., 1996); groups of embryos were "window-labeled" for 5 hours on different 
embryonic days (ED) and allowed to develop until embryonic day 18, a stage at which 
retinal cell differentiation resembles closely that observed in the adult. Quantitative analy­
sis of ED 18 eyes, processed for autoradiography and BrDU immunocytochemistry, 
showed a pattern of laminar distribution of window-labeled cells that, despite some differ­
ences in detail, was generally consistent with observations reported on the basis of pulse­
or cumulative-labeling approaches (Fujita and Horii, 1963; Morris, 1973; Kahn, 1974; 
Dutting et al., 1983; Spence and Robson, 1989; Prada et al., 1991; Snow and Robson, 
1994); the results are summarized in Figs. 2 and 3. Several general conclusions can be 
reached based on this analysis. First, the studies confirmed that there is extensive overlap 
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Figure 2. Quantitative analysis of the number of cells born during 5·hr periods on ED +-S. Embryos were win­
dow·labeled on ED 4, ED 5, ED 6, ED 7, or ED 8, allowed to survive until ED 18, and processed for BrDU immu­
nocytochemistry and autoradiography. The number of window-labeled cells in each layerlsublayer was counted in 
an area adjacent to the choroid fissure . For each WL period, the number of cells in each retinal sub layer was ex· 
pressed as a percentage of the total number of WL cells in the sampled area. From Belecky-Adams et aI. , 1996, 
with permission from Academic Press. 

in the generation of different cell types within individual 5-hr periods, suggesting that the 
time at which precursor cells undergo terminal mitosis is not, by itself, a cell fate determi­
nant. Second, the developmental potential of proliferating precursor cells seems to become 
progressively restricted during normal development; thus, precursor cells undergoing their 
last mitotic division during the window-labeling period on ED 4 or 5 contribute to all reti­
nal cell layers, whereas progenitors window-labeled on ED 7 give rise only to inner 
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Figure 3. Time of birth of cells in each retinal layer. Embryos were window-labeled for 5 hr on ED 4, ED 5, ED 
6, ED 7, or ED 8, allowed to survive until ED 18, and processed for BrDU immunocytochemistry and autoradiog­
raphy. The number of WL cells in each retinal layerlsublayer was counted. For each retinal layer, the number of 
cells contributed by each WL period is expressed as a percentage of all the WL cells observed in that layer in all 
the samples. Note that the generation of cells in the two external regions (ONL and GC) is completed before that 
of the central (OINL and IINL) regions. From Belecky-Adams et aI., 1996, with permission from Academic Press. 
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nuclear layer cells. Another conclusion is that there is no obvious inside-out or outside-in 
pattern of cell generation within the retina; cells generated at earlier embryonic stages 
contribute to all retinal layers, and addition of new cells ceases more or less concomitantly 
in the innermost and the outermost layers of the retina (prospective ganglion cell and pho­
toreceptor cell layers, respectively). Finally, cell generation is largely completed in the 
fundal region of the eye by ED 8, but retinal ganglion cells are the only ones showing 
overt signs of structural differentiation at this stage (Coulombre, 1955; Meller, 1984; 
Grun, 1982). 

DEVELOPMENTAL DISTRIBUTION OF HOMEOBOX GENE 
EXPRESSION IN THE CHICK EMBRYO RETINA 

The results described in the preceding section indicate that the precursors of retinal 
photo receptors and non-photoreceptor neurons are already postmitotic by ED 8 but, with 
the exception of ganglion cells, are still morphologically undifferentiated. This, however, 
does not preclude the possibility that the differentiation of the remaining cells may have 
also started at that time, albeit at a more subtle, molecular level, perhaps involving the dif­
ferential expression of DNA-binding transcriptional regulators. Such possibility is sug­
gested by many recent studies of genetic mechanisms regulating cell differentiation, which 
have been particularly successful in the case of Drosophila in general and its compound 
eye in particular, in which many DNA-binding transcription factors have been shown to 
control the coordinated expression of networks of cell-specific genes (e.g., Banerjee and 
Zipursky, 1990; Moses, 1991; Greenwald and Rubin, 1992; Reh and Cagan, 1994). Ge­
netic regulation of retinal differentiation in vertebrates is much less well understood, but a 
variety of candidate genes have been found to be expressed in the undifferentiated 
neuroepithelium (e.g., Stadler and Solursh, 1994; Dorsky et aI., 1995; Guillemot and 
Joyner, 1993), whereas others show a laminar pattern of expression that correlates with the 
differentiation of retinal cell types (Jasoni et aI., 1994; Carriere et aI., 1993; Liu et aI., 
1994; Levine et aI., 1994; Xiang et aI., 1993, 1995; Turner et aI., 1994; Hatini et aI., 1994, 
Deitcher et aI., 1994; Nornes, 1990; among others). The functional significance of some of 
these candidate genes has been demonstrated through their deletion by homologous 
recombination (e.g., Gan et aI., 1996). 

Our laboratory is investigating three candidate genes, Pax-6, Prox 1, and Chxl0. 
Pax-6 is the vertebrate homologue of Drosophila eyeless, which triggers development of 
normal eyes when expressed ectopically in flies (Halder et aI., 1995); Pax-6 mutations 
cause congenital abnormalities such as aniridia in humans and the small eye phenotype in 
mice (Glaser et aI., 1994). The chicken Prox 1 gene (Tomarev et aI., 1997) is homologous 
to the mouse Prox 1 (Oliver et aI., 1993) and to the Drosophila prospero genes (Doe et aI., 
1991), which are important for neuroblastic differentiation in the fly. Chx 10 was initially 
cloned in the mouse (Liu et aI., 1994), and it was subsequently shown that its mutations 
cause the ocular retardation phenotype in mice (Burmeister et aI., 1996). Our study 
(Belecky-Adams et aI., 1997) used Northern blot analysis, in situ hybridization and immu­
nocytochemistry to investigate the expression of these genes in chick embryo retinas at 
ED 5 (when most retinal precursor cells are still proliferating), ED 8 (when most precursor 
cells are already postmitotic, but still morphologically undifferentiated), ED 15 (when ex­
tensive overt cell differentiation is underway), and ED 18 (when the organization of the 
retina closely resembles that present in the adult). Northern blot analysis showed that the 
three genes were expressed at all the stages of development studied (although Prox I 
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could only be detected in overexposed blots on ED 5). The relative abundance of Chx 1 0 
remained fairly constant throughout development. Pax-6 levels appeared to increase 
between ED 5 and ED 8, when a second band also became visible which likely represents 
alternatively spliced products; this pattern remained unchanged thereafter. As already 
mentioned, Prox I was barely detectable on ED 5, but was readily observed at later stages, 
when it appeared as one major band and several small bands that are likely to correspond 
to alternatively spliced products (see also Tomarev et aI., 1997). Much more dramatic 
changes, however, were observed by in situ hybridization. Most cells in the proliferating, 
undifferentiated neuroepithelium showed low but detectable levels of expression of all 
three genes at early embryonic stages (ED 4-5), but this diffuse pattern of distribution was 
replaced by a topographically restricted, laminar pattern of expression by ED 7-8 (sum­
marized in Table I), which coincides with and/or predicts the positions occupied by indi­
vidual cell types in the mature retina. For example, Pax-6 mRNA is abundant in the 
ganglion cell layer, the amacrine cell sub layer of the INL, and a subpopulation of putative 
horizontal cells, but is not detectable in putative bipolar and Muller cells. On the other 
hand, Prox 1 becomes concentrated in putative horizontal cells, decreased towards the 
vitreal side of the retina and is undetectable in ganglion cells (as well as in putative photo­
receptors), whereas ChxlO mRNA becomes concentrated in the bipolar-Muller region of 
the inner nuclear layer, decreases gradually towards both the horizontal and ganglion cells, 
and is negative in the photoreceptor layer. This pattern of expression is qualitatively main­
tained, but tends to decrease in intensity, at later stages of development. Immunocyto­
chemical analysis showed similar distribution of the corresponding proteins which, in 
addition, appeared to be localized to the cell nucleus. 

In summary, the studies indicate that by ED 8, when most retinal cells are still mor­
phologically undifferentiated, they already display characteristic patterns ofPax-6, Prox I 
and Chx 1 0 expression (Table 1), with putative photoreceptors being negative for all three 
genes, putative horizontal cells being negative for ChxlO but strongly positive for Prox 1 
and, in some cases, weakly positive for Pax-6, cells in the Muller-bipolar region being 
strongly positive for ChxlO and weakly for Prox 1 (and, in an irregular pattern, for Pax-6 
as well), putative amacrine cells being strongly positive for Pax-6 and, depending on their 
position within the inner nuclear layer, showing also variable levels of ChxlO expression, 
and cells in the ganglion cell layer being rich in Pax-6 but devoid of the other two factors. 
This distribution is consistent with the possibility that the differentiated fate of each reti­
nal precursor cell may be influenced by the presence of the products of these genes, acting 
either individually or in a combinatorial manner, with photoreceptor differentiation per­
haps requiring the simultaneous absence of the products of all three genes (Belecky­
Adams et aI., 1997). This possibility is currently under investigation in this laboratory 
using a cell culture system (see below) in which these genes are also expressed in a cell­
specific manner. 

Table 1. 

Stage Cell type PAX-6 PROX-I CHXIO 

ED 4-5 Neuroepithelial + + + 
ED8 Photoreceptors 

Horizontal +/- ++++ 
Bipolar/Muller +/- ++++ 
Amacrine ++++ + 
Ganglion ++++ 
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The presence of characteristic combinations of transcription factors in the precursors 
of each retinal cell type could indicate that the cells are already committed to specific de­
velopmental pathways by ED 8. This would in turn predict that each precursor cell would 
follow a predetermined pathway of differentiation not only during normal development 
within the retina in vivo, but also when exposed to different microenvironmental condi­
tions through transplantation or in vitro experiments. We have investigated this possibility 
using cells dissociated from ED 8 chick embryo retina, which are cultured at low density 
on polyornithine-coated substrata. The cells attach to this substratum as individual units, 
and are therefore devoid of contacts with other cells at culture onset, when they also show 
a morphologically undifferentiated appearance. Under these conditions, it becomes possi­
ble to investigate: I) whether these isolated cells can differentiate at all; 2) if they can, 
whether all the cells express the same pattern of differentiation or, rather, whether they 
generate different cell types in defined proportions; and 3) the extent to which the isolated 
cells can reach a level of molecular, structural and functional differentiation resembling 
those of their in vivo counterparts. These questions have been investigated in our labora­
tory during the past several years using a multidisciplinary battery of analytical tech­
niques; a brief summary of these studies will be presented below. 

Some of the cells present in the cultures differentiate as photoreceptors, while others 
become non-photoreceptor, multipolar neurons (glial cell development does not occur un­
der these culture conditions); interestingly, neighboring cells frequently follow divergent 
patterns of differentiation. The process of morphological differentiation of the precursor 
cells begins shortly after culture onset and can be recognized through changes in cell 
shape. The isolated retinal precursor cells that differentiate as photoreceptors, for exam­
ple, undergo a transition from the initial round configuration to a highly elongated, polar­
ized and compact neutralized organization, with a single short neurite (Madreperla and 
Adler, 1989). Neighboring cells that differentiate as multipolar neurons can be seen to pro­
duce several long, branched neurites, while their cell body grows larger and acquires a cir­
cular or polyhedrical appearance. Quantitative analysis shows that the proportion of 
precursor cells that differentiate as either photoreceptors or non-photoreceptor neurons in 
culture is predictable for different stages of development. In cultures of cells isolated on 
ED 8, for example, approximately 80% of the differentiating cells show a non-photorecep­
tor phenotype, while the remaining 20% of differentiated cells become photoreceptors; 
surprisingly, the frequency of photoreceptor cells is reproducibly higher in cultures of 
cells isolated at earlier developmental stages (Adler and Hatiee, 1989). These observations 
appear to provide answers to the first two questions outlined above: isolated precursor 
cells can differentiate in vitro, and they do follow divergent pathways of development. 

The studies showed that the differentiated features developed by cultured cells are 
very complex, involving not only the expression of cell-specific genes, but also mimicking 
their in vivo counterparts in their pattern of structural organization, and even in the capacity 
to perform cell-specific functional behaviors. The cells that become photoreceptors in 
culture develop an elongated, compartmentalized phenotype, with a short axon, a cell body 
occupied almost exclusively by the nucleus, an inner segment that contains the metabolic 
machinery of the cell, and a small outer segment connected to the inner segment by a 
cilium (Adler et aI., 1984; Adler, 1986; Madreperla and Adler, 1989; Saga et aI., 1996). Se­
quential photographic analysis showed that photoreceptor precursors undergo a predictable 
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series of morphological transitions from their initial process-free, circular outline to their 
elongated and polarized phenotype (Madreperla and Adler, 1989); this suggested the active 
involvement of intracellular forces, since these phenotypic transformations occur in cells 
devoid of contacts with other cells. Results from experiments with cytoskeletal inhibitors, 
such as nocodazole and cytochalasin D, were consistent with this possibility and showed 
that the development and maintenance of the structural polarity of photoreceptors results 
from the balance between microtubule-dependent forces (which tend to elongate the cells) 
and actin-dependent forces (which tend to shorten them). It is noteworthy that, although 
photoreceptors undergo extensive structural changes in response to these inhibitors, they re­
cover their normal pattern of organization when the drugs are removed (Madreperla and 
Adler, 1989). The polarity of cultured photo receptors can be recognized at the molecular 
level as well; as is the case in vivo, visual pigments are concentrated in their outer segment­
like process (Adler, 1986; Saga et aI., 1996), while the enzyme Na+-K+-ATPase is localized 
predominantly to plasma membrane of the inner segment of the cultured photoreceptors 
(Madreperla et aI., 1989). ATPase polarity appears to depend on interactions between 
enzyme molecules and cytoskeletal elements (Madreperla et aI., 1989). 

Photoreceptor length is regulated by light in the retinas of non-mammalian verte­
brates; light causes rod elongation and cone contraction, and the opposite changes occur in 
darkness (rev: Burnside and Dearry, 1986; Kunz, 1990). These photomechanical responses 
are also influenced by the neuromodulators dopamine and melatonin, which act as recipro­
cal antagonists and mimic the effects of light and darkness, respectively (Burnside and 
Dearry, 1986; Dowling and Ehinger, 1986; Besharse et aI., 1988; Cahill and Besharse, 
1991). To evaluate the responsiveness of cultured photoreceptors to light, we investigated 
their capacity for photomechanical responses by growing them under cycles of 12 hours 
light! 12 hours darkness. Measurements of photoreceptor length at various time points con­
firmed that many of the cells that differentiate in vitro as photoreceptors do acquire the 
capacity of responding to light with photo mechanical movements, with most of the 
responsive photoreceptors elongating in light and contracting in darkness (Stenkamp and 
Adler, 1993). A series of biochemical, pharmacological and autoradiographic studies 
suggested that dopamine and melatonin are involved in the regulation of these responses in 
vitro, resembling the in vivo situation (Stenkamp et aI. , 1994). The evidence for dopamine's 
involvement was extensive. Photoreceptor responses to light could be blocked with 
dopamine D2 receptor antagonists, and they were attenuated by dopamine synthesis inhibi­
tors. The possible existence of an endogenous source of dopamine in the cultures was sug­
gested by the immunological detection of the dopamine-synthesizing enzyme, tyrosine 
hydroxylase, by the autoradiographic detection of a Na+-dependent uptake mechanism for 
dopamine, associated with non-photoreceptor cells, and by the demonstration that 3H_ 
dopamine release occurred in the cultures both through a Ca++-dependent mechanism and 
through reverse function ofa nomifensin-sensitive transporter (Stenkamp et aI., 1994). The 
finding that both dopamine release mechanisms could be regulated by light and by mela­
tonin suggested the development in the cultures of complex networks of neuromodulatory 
mechanisms; consistent with this possibility is the finding that retinal cells also contain 
serotonin N-acetyltransferase, a key enzyme in melatonin synthesis, which appears to be 
localized to the photoreceptor cells (luvone et aI., 1990). 

Vertebrate visual pigments are based on a protein (opsin) covalently bound to the 
vitamin A derivative II-cis retinaldehyde, without which they are not light-sensitive; the 
response of a photoreceptor to light is initiated by the transformation of II-cis retinalde­
hyde into all-trans retinol; the latter is transported to the retinal pigment epithelium, where 
it is re-converted into II-cis retinaldehyde and transported back to the photoreceptors 
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(Wald, 1968; Hubbard and Kropf, 1958; Saari, 1990; Bok, 1990; Rando et aI., 1991). The 
finding that cultured photoreceptors were light-sensitive in vitro raised challenging ques­
tions about the chromophores involved in these responses, because the medium used in 
our experiments does not contain II-cis retinaldehyde, and retinal pigment epithelial cells 
are not present in the cultures. Since other retinoids are present in the medium, however, 
we investigated by high pressure liquid chromatography (HPLC) whether the cultured 
cells could metabolize these vitamin A derivatives (Stenkamp and Adler, 1994). Relevant 
to the issue under consideration here was the finding that the cultured neuronal elements 
could generate retinaldehyde from retinol or retinyl esters. This is consistent with (but 
does not prove) the possible use by the cells of II-cis retinaldehyde as a chromophore for 
phototransduction, because the studies did not detect the II-cis isomer of retinaldehyde. 
This could be due to limitations in the sensitivity of the HPLC method used, because the 
minute amounts that would be sufficient to generate a response to light could be generated 
by photoisomerization of the retinaldehyde produced in vitro, and were likely to escape 
detection by HPLC (Stenkamp and Adler, 1994). 

Taken together, the studies summarized above demonstrate that morphologically un­
differentiated retinal precursor cells can differentiate as either photoreceptor or non-photo­
receptor multipolar neurons while developing within the same microenvironment, and in 
the absence of contact-mediated cell interactions. Moreover, the divergent differentiation 
of precursor cells involves the expression of very complex phenotypes that resemble those 
expressed by their in vivo counterparts. Such behavior suggests that, at the time of their 
isolation, the undifferentiated precursor cells already have complex "master programs" of 
development, which they can express to a considerable degree, in a cell autonomous man­
ner. Are those programs determined at the time of, or sometime after terminal mitosis of 
the cells? 

COMMITMENT VS. PLASTICITY OF POSTMITOTIC 
RETINAL CELLS 

The precise laminar distribution of particular cell types in the mature retina suggests 
that, if cell determination were to occur precisely at the time of terminal mitosis, it would 
be necessary for each precursor cell to simultaneously acquire not only the commitment to 
develop as a particular cell type, but also the information necessary for migrating to, and 
homing in, the retinal layer (or sublayer) corresponding to that cell type. This model 
would predict, moreover, that the microenvironment to which the cells are exposed after 
terminal mitosis would not be able to "switch" precursors from one differentiated fate to 
another. An alternative scenario would propose that postmitotic precursor cells remain 
"plastic" (i.e., uncommitted to specific fates) for some time after terminal mitosis, with 
their differentiated fate being determined by position-dependent inductive signals to 
which they become exposed during their intraretinal migration. In addition to providing an 
explanation for the correlation between the phenotype and the laminar position of each 
cell, this model would predict that changes in the composition of the microenvironment 
surrounding the post- mitotic precursor cells could "switch" them from one to another dif­
ferentiated fate. 

We have tested predictions from these two models using several complementary ap­
proaches. The first indication that retinal precursor cells do remain plastic after terminal 
mitosis was provided by studies in which "cumulative" 3H-thymidine labeling was started 
on ED 5, making it possible to identify unlabeled cells, born before that day, from cells 
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born after the time of initial 3HT administration (Adler and Hatlee, 1989). In vitro studies 
showed that the cells born before ED 5 gave rise predominantly to non-photoreceptor neu­
rons when they were allowed to develop in vivo until embryonic day 8, prior to their isola­
tion for culture. The same cell population, however, gave rise predominantly to 
photoreceptor cells when they were isolated two days earlier, on ED 6. While the experi­
ments suggested that the differentiated fate of postmitotic cells was changed by their ex­
posure to the retinal microenvironment, this interpretation was somewhat complicated by 
the temporal heterogeneity of the population under investigation, and by the fact that the 
in vitro fate of the cell population of interest could not be compared with its normal devel­
opment within the retina. These limitations were overcome more recently using the win­
dow-labeling technique which, as mentioned above, makes it possible to identify cells 
born during narrowly defined time intervals both in situ and under various experimental 
conditions (Belecky-Adams et aI., 1996). For these experiments the embryos received an 
injection of 3H-thymidine eHT) on ED 5, followed 5 hours later by the administration of 
bromodeoxyuridine (BrDU), which was constantly available to the cells thereafter. As 
shown in Fig. 4, when the in vivo fate of these cells was investigated in ED 18 retinas, we 
found that approximately 80% of the cells gave rise to non-photoreceptor neurons. A simi­
lar result was observed when the window-labeled cells spent at least 72 hrs within the ret­
ina (i.e., until ED 8) before being isolated for culture; under these conditions the cultured 
cells mimicked their in vivo fate, giving rise predominantly (near 80%) to non-photorecep­
tor neurons. However, a completely different behavior was observed when the cells, win­
dow-labeled on embryonic day 5, were removed for culture on embryonic day 6, that is to 
say, after a much shorter exposure to the retinal microenvironment (Fig. 4). In this case, 
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Figure 4. In vitro fate of a cohort of contemporary cells, as a function of their exposure to the retinal microenvi­
ronment prior to their isolation for culture. Embryos were window-labeled for 5 hr on ED 5, and either allowed to 
develop until ED IS, or processed for dissociated retinal cultures 24 hr or 72 hr after the end of the WL period 
(WL + 24 and WL + 72 hr, respectively). Cell cultures fixed after 4 days in vitro, and histological sections were 
processed for BrDU immunocytochemistry and 3HT autoradiography. In ED IS embryos, approximately three 
times as many WLs cells were found in the INL and GC layers as in the ONL. In cell culture, a similar 3: 1 ration 
between WL non-photoreceptor neurons with respect to photoreceptors was observed when the cells were exposed 
to the in vivo microenvironment for 72 hours before isolation for culture. On the other hand, WLs cells that were 
exposed to the in vivo microenvironment for only 24 hr gave rise predominantly (S4%) to photoreceptors, and be­
came non-photoreceptor neurons in only 16% of the cases. From Belecky-Adams et aI., 1996, with permission 

from Academic Press. 
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the window-labeled cells gave rise predominantly to photoreceptors, with only some 20% 
of them differentiating as non-photoreceptor neurons (Belecky-Adams et aI., 1996). Since 
additional analysis showed that differential cell death could not explain these results, the 
experiments are consistent with the hypothesis that many postmitotic precursor cells re­
main plastic for some time, with their differentiated fate being influenced by factors from 
the microenvironment to which they were exposed after terminal mitosis. Whether this ap­
plies to all precursor cells is questionable, however, because it has been reported that 
some cells express ganglion cell markers immediately after undergoing their last mitotic 
division (Waid and McLoon, 1995). 

These experiments, together with those of Adler and Hatlee (1989), suggest in addi­
tion that photoreceptor differentiation may be the "default pathway" followed by many 
retinal precursor cells when they are prevented from interacting with the retinal microen­
vironment. This suggestion is supported by the observation that practically 100% of the 
isolated cells that undergo their terminal mitosis in vitro differentiate predominantly as 
photoreceptors (Repka and Adler, 1992b). It must be noted, however, that Austin et a!. 
(1995) reported predominant expression of ganglion cell markers when retinal cells are 
isolated from younger chick embryos and grown in vitro. This discrepancy could be due to 
differences in culture media and substrata, which could influence cell differentiation 
(Belecky-Adams et a!., 1996). It is also noteworthy that, while cultured photoreceptors 
have been characterized through the analysis of many molecular, structural and functional 
properties (see above), cultured ganglion cells have been characterized almost exclusively 
by immunocytochemical markers (Austin et aI., 1995). These markers could conceivably 
be transiently expressed, either in vivo or in vitro by cells that are already differentiating 
but are not yet committed to specific fates (Larison and BreMilIer, 1990). 

CONCLUDING COMMENTS 

Our ongoing investigations of the mechanisms of retinal cell differentiation in the 
chick embryo are aimed at testing predictions of a working hypothesis based on the fol­
lowing elements: I) retinal precursor cells remain plastic for some time after terminal mi­
tosis; 2) as they migrate within the retina toward a particular laminar position, postmitotic 
cells are exposed to position-dependent inductive signal; 3) their exposure to these micro 
environmental signals determines the expression of particular DNA-binding transcription 
factors, which in turn activate the expression of networks of cell-specific properties; and 
4) these developmental "master programs" can be expressed by the cells autonomously, 
even when they are removed from their normal micro environment and grown in the ab­
sence of contact-mediated cell interactions. The dissociated culture system described 
above is well suited for the experimental analysis of predictions derived from this hypo­
thetical model, since it is not only possible to control the composition of their micro envi­
ronment, but the cells are also amenable to genetic manipulation (Werner et aI., 1990; 
Kumar et aI., 1996). 
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Vertebrate color vision is mediated by different subtypes of cones whose visual pig­
ments or opsins are maximally sensitive to long (LWS cones), middle (MWS cones), or 
short (SWS cones) wavelengths of light (Dartnall et aI., 1983). Quantitative assessment of 
the distribution of these wavelength-sensitive cones in several mammalian species has 
revealed dramatically different arrangements and combinations of cone subtypes across the 
retinal sheet that coincide with differences in color vision and photopic acuity. For example, 
in the retina of both rhesus monkey and man, opsin-specific cone subtypes are arranged into 
reiterative patterns, in which each SWS cone is surrounded by approximately ten LlMWS 
cones (Szel et aI., 1988; Curcio et aI., 1991; Wikler and Rakic, 1990). In contrast, in the 
mouse cone subtypes are topographically segregated with ventral retina occupied exclu­
sively by SWS cones and dorsal retina dominated by MWS cones (Szel et aI., 1992; Rohlich 
et aI., 1994; Calderone and Jacobs, 1995). Thus, the different adult cone arrangements in 
murine and primate retina suggest that color vision may be tightly linked to the specification 
of both the position and the relative ratios of wavelength-sensitive cone subtypes. 

Clinical findings in humans demonstrate a correlation between specific visual deficits 
and developmental anomalies in the position or ratio of cone subtypes, offering additional 
support for this scenario. For example, visual deficits associated with rod monochromacy 
are believed to result from abnormalities in the positioning of cones in the retinal mosaic 
rather than a failure of the retina to generate cones (Falls et aI., 1965; Glickstein and Heath, 
1975). Additionally, an inherited autosomal dominant color vision defect is characterized by 
mild macular dystrophy and a reduction in visual acuity coincident with selective disruption 
of the SWS cone system (Bresnick et aI., 1989). Finally, "enhanced S cone syndrome", with 
symptoms such as night blindness, is characterized by a decreased response of rods and 
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LlMWS cones and a selective hypersensitivity of the SWS cone system attributed to a selec­
tive increase in the number of SWS cones (Hood et aI., 1995). 

Despite the critical roles of the generation and distribution of wavelength-sensitive 
cone sUbtypes for visual acuity and perception in the mammalian retina, few studies have 
investigated underlying mechanisms. We have observed a subset of periodically-posi­
tioned, early-differentiating cones at mid-gestation in the fetal monkey retina that are 
identified by antibodies specific to the LlMWS opsin, a synaptic vesicle protein, or a pho­
toreceptor-specific membrane bound epitope (Wikler and Rakic, 1991; Wikler and Rakic, 
1994). These arrays of precocious cones, which are surrounded by nascent, postmitotic 
cones, raised the hypothesis that lateral interactions between neighboring cells are critical 
to the emergence of the periodic spacing and opsin phenotypes of cone subtypes in the 
mature retinal mosaic (Wikler and Rakic, 1991; 1994; 1996a). Two possibilities were pro­
posed for the timing of these interactions between neighboring cones; these interactions 
could occur either during the period close to the time of cone genesis or at a later stage of 
development coincident with the onset of opsin expression. We initiated a series of studies 
in embryonic monkey and mouse retina to examine these scenarios and identify the cellu­
lar and/ or molecular bases for these interactions. 

To determine if cones are positioned before their opsin phenotypes are specified we 
needed to label immature cones during the time separating cone genesis from opsin protein 
expression. Because opsin-specific antibodies identify cones weeks after their final mitotic 
division, they are not useful for examining early events in cone patterning. Therefore, we 
used a cone and primate-specific monoclonal antibody, 7G6, to determine if immature cones 
are arranged periodically before they express an opsin (Wikler et aI., 1997). Although 7G6 
does not distinguish separate cone subtypes, it does label generic cones earlier than all other 
cone markers which makes it useful for examining the embryonic formation of the photore­
ceptor mosaic. Our analysis revealed that the onset of 7G6 immunoreactivity precedes the 
immunocytochemical detection of the LlMWS and SWS opsins by two weeks and the for­
mation of synaptic contacts in the outer plexiform layer by at least two months. Early-differ­
entiating 7G6-positive cones are organized into a regular array in immature regions of the 
E65 fetal monkey retina. This early onset and spatial distribution of 7G6 immunoreactivity 
suggests that retinal cells commit to a generic cone phenotype and are positioned into an 
array soon after their final mitotic division and prior to the formation of synapses between 
cones and horizontal or bipolar cells. 

Although 7G6 labeling reveals an early cone array, it does not indicate whether 
these cones have committed to a specific wavelength phenotype. In order to test the plas­
ticity of cone opsin phenotypes, we began a series of studies to manipulate the local cellu­
lar environment of postmitotic cones in the postnatal mouse retina using an organotypic 
culture system. We tested the plasticity of cone opsin phenotypes in co-culture experi­
ments by exposing a phenotypically homogeneous population of immature SWS cones 
(ventral retina), prior to the expression of their class-specific opsin, to mature or immature 
MWS cones restricted to dorsal retina. Initial experiments included two culture paradigms 
that were run in parallel. Identified dorsal (90% MWS cones) and ventral (100% cones) 
retinal regions were either dissociated, reaggregated, and then incubated as retinal pellets, 
or were incubated as explants. These approaches were used to assay for the importance of 
diffusable factors (retinal explants) and contact-mediated mechanisms (reaggregation pel­
lets) in the development of opsin phenotypes. 

The results of these studies revealed fundamental differences in the development of 
the opsin phenotype of the MWS and SWS cone SUbtypes (Wikler et aI., 1996b). Analyz­
ing both types of retinal cultures harvested from newborn mice revealed that the SWS 
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opsin emerged in ventral retina after five days in vitro, consistent with the temporal and 
spatial pattern of opsin expression in vivo. In addition, the topographic separation of SWS 
cones into distinct dorsal and ventral fields in these preparations was obvious, indicating 
that the development of opsin phenotype and patterning of SWS cones in organotypic and 
reaggregation cultures paralleled that seen in vivo. The MWS opsin was not expressed in 
these cultures unless retinae were harvested from postnatal day (P) 3 or older pups. In 
both explant and reaggregation preparations, however, MWS cones were always restricted 
to dorsal retina, as seen in vivo. No increase in the numbers of SWS cones in dorsal retinal 
explants was found despite the absence of MWS opsin expression in newborn retinal cul­
tures. These results argue against the hypothesis that postnatal cones can be induced to 
switch their opsin. 

To confirm this idea, we co-cultured dorsal and ventral retinal explants at various 
stages of maturation and assayed for the ectopic regional expression of either the MWS or 

Figure 1. Digital image of SWS cones immunoreactive to the JH455 anti­
body found distributed in a regional gradient in PO retinal explants, despite 
being co-cultured with explants from P 12 dorsal retina. Arrowheads indi­
cate examples ofimmunolabeled SWS cones. There is a four-fold increase 
in the density of SWS cones when moving from dorsal (A) through the 
transitional zone (B) to ventral retina (C). Scale bar = lO !lm. 
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SWS opsin. Neither the emergence of the cone fields nor the difference in the regional and 
temporal development of the opsins were affected in these experiments (Figure I, Tables 1 
and 2). These findings indicate that the opsin phenotype of postnatal cones is not altered by 
exposure to putative diffusable factors. Moreover, exposure to factors known to influence 
photoreceptor differentiation embryonically, including RAand tri-iodo-thyronine (T3), failed 
to modify the opsin phenotype of postnatal cones (Table 3; Wikler et a!., 1996b). Although 
contact-mediated mechanisms may still prove to be important for the postnatal development 
of cone subtypes, these results suggest that the determination of both positional information 
in the retina and the opsin identity of individual cones occurs at embryonic ages. 

These results from our culture studies, combined with the early array of 7G6-labeled 
cones in the fetal monkey retina suggested that cones might be specified to an opsin pheno­
type earlier than detected with opsin-specific antibodies. To examine this possibility we per­
formed RT-PCR amplification of the LlMWS and SWS opsin mRNAs to maximize our 
chances of detecting opsin mRNAs that may be in low abundance in immature tissue. We 
looked for opsin mRNA expression as evidence for the early commitment of a cell to a cone 
SUbtype. Retinae were taken from rhesus monkeys sacrificed at embryonic (E) day E48, 
E65, E70, E72, and E90, prepared as wholemounts, and divided into three samples: the first 
sample containing the fovea and optic disc, the second the parafoveal eccentricities, and the 
third the peripheral margins of the retina. Primers for PCR amplification of the LlMWS and 
SWS opsins were selected based on the coding sequences of the human opsins. We found 
that by E48 both opsins were expressed throughout the retina, even in the sample taken 
from the retinal margin. The generation of cones in the peripheral margins of the retina be­
gins at E45 (La Vail et a!., 1991), three days prior to our earliest detection of opsin mRNAs. 
Since opsin expression may begin prior to our earliest sample point (E48), these data sets 
suggest that cones commit to a specific subtype within hours of their final mitotic division. 

Table 1. Cultured retinal explants 

AGE 10 DIV 14 DIV 21 DIV 28 DIV 
PO· PI 

Wholemount SWS (20) SWS (14) SWS (8) SWS (8) 
Dorsal explant SWS (10) SWS (10) SWS (8) SWS (8) 
Ventral explant SWS (10) SWS (10) SWS (8) SWS(8) 

P2· P3 
Wholemount SWS (24) MWS, SWS (10) MWS, SWS (6) 
Dorsal explant SWS(12) MWS, SWS (10) MWS,SWS (6) 
Ventral explant SWS (12) SWS (10) SWS (6) 

P4· P5 
Wholemount MWS, SWS (10) MWS,SWS (6) 
Dorsal explant MWS,SWS (8) MWS,SWS (6) 
Ventral explant SWS(8) SWS(6) 

p6· P7 
Wholemount MWS, SWS (6) MWS, SWS (6) 
Dorsal explant MWS, SWS (6) MWS, SWS (6) 
Ventral explant SWS (6) SWS (6) 

PH- P9 
Wholemount MWS,SWS (6) MWS,SWS (6) 
Dorsal explant MWS,SWS(4) MWS,SWS (4) 
Ventral explant SWS(4) SWS (4) 

PIO· P12 
Wholemount MWS, SWS (8) 
Dorsal explant MWS,SWS (6) 
Ventral explant SWS(6) 

PI6- PI8 
Wholemount MWS,SWS (8) 
Dorsal explant MWS,SWS (6) 
Ventral explant SWS (6) 

Summary of opsin expression in retinal explants harvested from pups ranging in age from the day of 
birth (PO) to P 18 and incubated for 10, 14, 21, or 28 days in vitro (DIV). One half of the ex plants 
were incubated with attached retinal pigment epithelium (RPE) and the RPE was dissected free from 
remaining explants. No differences were seen between these groups. Number of retinae examined is 
indicated in parentheses. 
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The findings outlined above strengthen our conviction that the specification of the 
opsin phenotype and the positioning of cones into species-specific mosaics are not medi­
ated by late-occurring interactions between neighboring cones or cones and bipolar cells. 
Rather, cone patterning results from a series of early inductive events in the embryonic 
photoreceptor layer. To pursue this thesis, we are currently examining the expression pat­
terns of candidate molecules involved in the emergence of the dorsoventral segregation of 
cone subtypes in the murine retina. To date, this work has provided evidence implicating 
endogenous retinoids in the early patterning of the cone mosaic. 

Retinoids have been shown to participate in the patterning of cells in regions as 
di verse as the developing limb bud, hindbrain, and inner ear (Tabin, 1991; Kelley et aI., 
1993; Capecchi, 1994), and are thought to regulate pattern formation by mediating the 
transcriptional activity of target genes through two families of nuclear receptors, the reti­
noic acid (RARs) and the retinoid X (RXRs) receptors (reviewed in Leid et aI., I 992a; 
Linney, 1993; Kastner et aI., 1993). Each family consists of three SUbtypes: a, p, and y, 
and through alternative promoter usage and alternative splicing each SUbtype gene can 
produce numerous mRNA isoforms that differ only in their N-terminal region (reviewed in 
Leid et aI., 1992a, b). RAR a, p, and yare preferentially activated by all-trans RA, though 
all can also be activated by 9-cis RA (Allenby et aI., 1993; and references within). RXR a, 
p, and y, however, can only be activated by 9-cis RA (Mangelsdorf et aI., 1990, 1992; 
Heyman et aI., 1992; Levin et aI., 1992; Hamada et aI., 1989; Leid et aI., 1992b; Allenby 
et aI., 1993; Heery et aI., 1993; for review Leid et aI., 1992a; Linney, 1993; Kastner et aI., 
1993 and references within). Additionally, RXRs can form heterodimer complexes with 
RARs which, in vitro, bind with RA to RA responsive elements (RAREs) more effectively 
than either RAR or RXR monomers or homodimers (Yu et aI., 1991; Leid et aI., 1992b; 
Zhang et aI., 1992), indicating that RAR-RXR heterodimers direct retinoid-mediated gene 
transcription in vivo (Durand et aI., 1992; Husmann et aI., 1992; Heery et aI., 1993; Nag­
pal et aI., 1993; Dey et aI., 1994). 

In addition to the two families of nuclear receptors, cellular RA binding proteins 
(CRABP I and II) as well as cellular retinol binding proteins (CRBP I and II) have been 
characterized. The CRABPs are small cytoplasmic proteins that bind RA, but do not act like 
transcription factors (Ong et aI., 1994). They are believed to modulate RA availability to the 
RARs or the metabolic enzymes (Boylan and Gudas, 1991, 1992; Fiorella and Napoli, 1991, 
1994; Dekker et aI., 1994). For example, overexpressing the Xenopus homologue xCRABPI 
during embryogenesis resulted in abnormalities similar to those observed after exposure to 
excess RA. These experiments suggest that CRABPI directs RA to the nuclear receptors, 
thus raising intracellular RA concentrations (Means and Gudas, 1997). 

Two lines of research suggest that endogenous retinoids are candidate molecules for 
patterning the MWS and SWS cone subtypes into dorsal and ventral compartments in the 
embryonic murine retina. First, previous studies have shown that RA participates in estab­
lishing the dorsoventral retinal axis in both mouse and zebrafish. McCaffery and Drager 
have determined that in the E 13 murine embryo, ventral retina is more effective than dor­
sal retina at inducing retinoid-dependent transgene activation when co-cultured with a ret­
inoid-dependent reporter cell line (McCaffery et aI., 1992), suggesting that RA levels may 
be elevated in ventral retina at this time. Furthermore, the enzymes that synthesize RA 
from retinaldehyde are restricted to either the dorsal or ventral retinal compartment during 
this period of development (McCaffery et ai., 1992; 1993). The acidic dehydrogenases lo­
cated in ventral retina are more efficient at synthesizing RA than aldehyde dehydrogenase 
class-I isoform (AHD-2) which is restricted to dorsal retina at E13. Thus, differential RA 
availability may regulate dorsoventral axial development in the embryonic retina. 
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Dowling and colleagues have shown that manipulating RA levels in the embryonic 
zebrafish produces both retinal malformations and the ectopic expression of transcription 
factors normally restricted to either the embryonic dorsal (msh[c]) or ventral (pax2) retina 
(Hyatt et aI., 1992; 1996; Marsh-Armstrong, 1994). Augmenting RA levels induced the du­
plication of ventral retina and caused larger optic discs and thicker optic stalks (Hyatt et aI., 
1992), while depleting levels with citral reduced the size of ventral retina, creating a "half­
retina" (Marsh-Armstrong et aI., 1994). Local application of RA to dorsal retina resulted in 
the ectopic expression of pax2 and appearance of an additional optic stalk as well as the de­
creased or abolished expression ofmsh[c] and aldehyde dehydrogenase in dorsal retina. 

Finally, studies on mice that are null mutants for specific receptor combinations 
indicate that RA (RAR) and retinoid X (RXR) receptors are critical for the development of 
the dorsoventral axis. For example, mouse mutants lacking RARa and RARP2 (Lohnes et 
aI., 1994), RARa and RARy (Mendelsohn et aI., 1994), RARy and RARP2 (Kastner et aI., 
1994), RARP2 and RARy2 (Grondona et aI., 1996), or RXRa (Kastner et aI., 1994) to­
gether display all of the ocular abnormalities seen in fetal vitamin A deficiency (VAD) 
syndrome, such as shortened ventral retina, retinal dysplasia, and anopthalmia (Warkany 
and Schraffenberger, 1946; Wilson et aI., 1953). 

The second set of findings that support the hypothesis that retinoids are involved in 
the patterning of cones indicate that RA directly influences the commitment of an imma­
ture retinal cell to a photoreceptor fate. For example, in vitro studies demonstrate that reti­
noids, including retinol, II-cis retinaldehyde, and all-trans retinoic acid (RA) regulate cell 
fate decisions and photoreceptor differentiation in both the chick and rat. Exposing chick 
or rat retinal neuroblasts to vitamin A metabolites increased the proportion of cells that 
differentiated as rods without affecting cell proliferation (Stenkamp et aI., 1993; Stenkamp 
and Adler, 1994; Kelley et aI., 1994). Rod development in embryonic zebrafish was also 
potentiated in vivo after the administration of all-trans RA without influencing cell prolif­
eration (Hyatt et aI., 1996). These results suggest that endogenous retinoids act on postmi­
totic cells to regulate the development of photoreceptor fates in the vertebrate retina. 

These studies suggest that RA and retinoid receptors are involved in compartmental­
izing the MWS and SWS cones in the murine retina into segregated dorsal and ventral 
regions. RA could be influencing photoreceptor differentiation by regulating the develop­
ment of positional information along the dorsoventral axis or alternatively, regulate the 
differentiation of the cone subtypes directly. To begin our investigation of retinoids and 
cone patterning we examined the spatial and temporal pattern of retinoid activated gene 
transcription in the embryonic murine retina prior to and during cone genesis. We ana­
lyzed a line of indicator mice that possess a retinoid-dependent transgene. This transgene 
has been successfully used to map the location of retinoid-responsive neuroblasts in the 
developing olfactory system and spinal cord (Balkan et aI., 1992; Colbert et a!., 1993, 
1995; Anchan et aI., 1997) in two separate lines of transgenic mice, indicating that the ex­
pression pattern of this transgene is reproducible and not dependent on insertion site (Bal­
kan et aI., 1992). In addition, this RARE-tk trans gene has been shown to be 100 times 
more sensitive to all-trans RA than to other retinoid isomers (Balkan et aI., 1992). Thus, 
trans gene expression in these mice represents RARE activation by a receptor bound to a 
retinoid ligand, which is presumably all-trans RA. 

We found that early in retinogenesis (E 11.5) retinoid-dependent transgene activation 
is restricted to neuroblasts located in the dorsal region of the retina. This early asymmetric 
response to RA is consistent with the restriction of AHD-2 and CRABPI to dorsal retina 
during early retinogenesis (McCaffery et aI., 1992; 1993). This co-localization of AHD-2 
and CRABP I to dorsal retina could result in higher levels ofRA in this region, since it has 
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been suggested that CRABP increases intracellular RA levels (Means and Gudas, 1997). 
Although no studies have directly measured in vivo levels of retinoids in the embryonic 
murine retina, these results indicate that all-trans RA levels are elevated in the dorsal E 12 
retina, thus inducing retinoid-dependent gene activation in this restricted region. 

We observed that retinoid-activated transgene expression shifts dramatically from 
exclusively dorsal retina at Ell.5 to predominately ventral retina at E14.5 (Figure 2). This 
change in the location of activated neuroblasts suggests that all trans RA levels are now 
elevated in ventral retina at this later stage of development, coincident with the peak in 
cone genesis. Consistent with this hypothesis is the report that at E13 ventral retina is 
more effective than dorsal retina at inducing retinoid-dependent trans gene activation when 
co-cultured with a reporter cell line (McCaffery et aI., 1992). Together these results sup­
port the hypothesis that RA levels are elevated in ventral retina by E13, perhaps due to the 
differential activity of retinoid-synthesizing enzymes (McCaffery et aI., 1992; 1993). 

Although the dorsal-to-ventral shift we observe in retinoid responsiveness suggests 
that RA levels are higher in dorsal retina at the onset of cone genesis and in ventral retina 
later in development, it remains unclear if this shift is due to regional changes in the local 
availability of retinoids or alterations in the capacity of neuroblasts to respond to reti­
noids. To evaluate the importance ofRA levels in the shifting gradient of trans gene activa­
tion we gavage-fed timed-pregnant mice all-trans RA (80 mg/kg) to augment RA levels or 
citral (3 mg/kg), a drug that inhibits retinoid synthesis by competing preferentially with 
acidic dehydrogenases in ventral retina, to reduce retinoid levels. 

The hypothesis that local availability of RA is critical for determining which 
neuroblasts respond to endogenous retinoids is supported by our finding that manipulating 
RA levels altered trans gene activity. Early RA treatments induced transgene activation 

EII.5 EI2 EI3 E14.5 

Figure 2. Distribution of retinoid-responsive cells in the embryonic mouse retina. b-gal labeled neuroblasts in 
RARE-tk-lacZ indicator mice are restricted to dorsal retina at Ell (A) and shift to predominantly ventral retina by 
EI4 (8). Schematic of retinoid responsive neuroblasts (represented by shaded areas) from EI1.5 (b-gallabeling re­
stricted to dorsal retina) to E 14.5 (b-gallabeling located primarily in ventral retina). 
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throughout the El1.5 retina, while citral administration reduced retinoid-dependent gene 
transcription in dorsal retina and potentiated a response in ventral retina. Therefore, 
neuroblasts in the Ell.5 retina, regardless of their location, have the capacity to respond to 
endogenous retinoids; their responsiveness is in part limited by the availability of endo­
genous RA. However, RA availability is a limiting factor in determining which neuro­
blasts respond to endogenous retinoids only during an early developmental window. When 
we expose older embryos to either exogenous RA or citral, we see no changes in the re­
gionallocalization of RA induced transgene activation; responsive neuroblasts are consis­
tently located at the dorsal margins and ventral retina regardless of experimental 
treatment. These results demonstrate that between E 11.5 and E 14.5 neuroblasts in a region 
dorsal to the optic disc lose their capacity to respond to RA even when exogenous RA is 
provided. Although it remains unclear why neuroblasts lose their ability to respond to 
available RA this result suggests that other factors, perhaps intrinsic to the cell, are critical 
for regulating the capacity ofneuroblasts to respond to retinoids. 

Because transgene activation requires the presence of both ligand and receptor, we 
next examined the expression patterns of nuclear retinoid receptors, as possible intrinsic 
factors that might be important for modulating retinoid responsiveness along the dor­
soventral axis, . Although surveys of receptor localization in mouse embryos suggested 
that retinoid receptor subtypes are uniformly expressed in the retina (Dolle et aI., 1990; 
1994; Ruberte et aI., 1990; 1991; 1993; Mangelsdorf et aI., 1992; Morriss-Kay, 1992 and 
references within), regional malformations observed in the embryonic retinae of mice that 
are null mutants for specific receptor combinations indicated that these receptor subtypes 
are critical for the development of the dorsoventral axis of the embryonic eye (Kastner et 
aI., 1994; 1997; Lohnes et aI., 1994; Mendelsohn et aI., 1994; Grondona et aI., 1996). Us­
ing nonradioactive wholemount in situ hybridization, we found that RAR~ mRNA is 
asymmetrically expressed along the dorsoventral axis; RAR~ mRNA is restricted to dorsal 
retina at E 12 and then shifts to ventral retina by E 14. Thus, RAR~ expression parallels ret­
inoid-induced transgene activation during this period. For example, at E14, RAR~ mRNA 
was observed in both ventral retina as well as in the dorsal retinal margins, as was trans­
gene activity, demonstrating that nonresponsive neuroblasts located immediately dorsal to 
the optic disc also fail to express RAR~ mRNA. RAR~ expression, therefore, may partici­
pate in regulating retinoid responsiveness in conjunction with another receptor family 
member, as retinoid-mediated gene transcription often requires a RAR-RAR or RAR-RXR 
heterodimer (Berrodin et aI., 1992; Marks et aI., 1992; Giguere et aI., 1994; Zhang et aI., 
1992; Zhang and Pfahl, 1993; Mandelsdorf and Evans, 1995; Meyer et aI., 1996 and refer­
ences within). 

We also found that administering either RA or citral early in retinogenesis dramati­
cally altered the size and shape of the retina and of the optic disc. In particular, RA treat­
ment resulted in a smaller retina with a larger optic disc that was positioned more 
ventrally than the near midpoint position seen in control El1.5 retina. Citral treatment 
shortened retinal length along the dorsoventral axis and enlarged the optic disc, but did not 
affect the length of the retina along the nasotemporal axis. Unique to this treatment we 
found that administering citral resulted in additional ventral regions, separated from the 
primary ventral retina piece by pigment epithelial cells in the murine embryo. Administer­
ing RA or citrallater in development had only minimal effects on retinal morphometry. 

These results are consistent with the finding from zebrafish studies that changes in 
retinal morphology can be induced by RA perturbations only during a restricted develop­
mental window (Hyatt et aI., 1992; 1996; Marsh-Armstrong et aI., 1994). In the mouse 
this period appears to end by EI4.5. However, studies in zebrafish have shown that RA-
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induced retinal morphological abnormalities are accompanied by the ectopic expression of 
region-specific transcription factors such as pax2 and msh[ c], markers of embryonic ven­
tral and dorsal retina respectively, leading to the hypothesis that RA is critical for the 
development of ventral retina (Hyatt et aI., 1996). 

Our results in the mouse, however, do not support this hypothesis. Although we ob­
served significant morphological changes, as well as regional shifts in retinoid-activated 
gene transcription after manipulating RA levels, we found that giving exogenous RA 
shortened ventral retina and enlarged dorsal retina. Furthermore, RA treatment did not in­
duce the ectopic expression of region-specific markers of the embryonic murine retina. 
For example, Pax2 expression remained restricted to ventral retina and AHD-2 expression 
to dorsal retina after retinoid manipulations. These differences in the effects of RA ma­
nipulations on the morphogenesis of the zebrafish and murine retina may be due to species 
differences in early eye development or to the regulation of retinoid-activated gene tran­
scription. Alternatively, the longer gestation period in the mouse may allow for the tempo­
ral resolution of retinoid-induced perturbations of retinal development, not observed in 
zebrafish. Our results suggest that RA may independently regulate the formation of the 
optic stalk, the dorsal/ventral growth of the retina, and the regional restriction of transcrip­
tion factors in the embryonic murine retina. 

RA and citral given prior to the onset of cone genesis altered the regional expression 
of the RARE-tk-lacZ transgene, but not of transcriptional markers of dorsal and ventral 
retina, suggesting that the pattern of retinoid responsiveness is not directly correlated with 
the establishment of the dorsoventral axis. We next asked whether experimentally-induced 
shifts in retinoid-dependent gene transcription are associated with corresponding changes 
in the patterning of cone subtypes in the adult photoreceptor mosaic. Our results indicate 
that retinoid manipulation results in region- and stage-specific changes in cone patterning 
that we believe are due to changes in the determination of the phenotypic fate of these 
cells. This hypothesis is supported by experimental evidence from zebrafish, chick, and rat 
that indicates that retinoids act upon postmitotic rather than dividing cells; RA induced 
changes do not include an increased number of dividing neuroblasts (Stenkamp et aI., 
1993; Stenkamp and Adler, 1994; Kelley et aI., 1994; Hyatt et aI., 1996). Although studies 
have reported that retinoid treatment enhances the survival of photoreceptors in low den­
sity cultures of dissociated chick retinae (Stenkamp et aI., 1993), our analysis of cone pat­
terning in the mouse reveals that manipulating embryonic retinoid levels changes the 
proportion of cones expressing a wavelength-sensitive opsin, but not overall cone number. 
These findings indicate that retinoid manipulations regulate the differentiation of embry­
onic cells into specific cone subtypes rather than cone genesis or survival. 

For example, citral treatment at E8 decreased expression of the MWS opsin in dor­
sal retina and increased expression of the MWS opsin in ventral retina. This region-spe­
cific change in MWS opsin expression altered the composition of the adult cone mosaic; 
we observed a decrease in the density of MWS cones in dorsal retina (peak MWS cone 
density: controls: 13.7 x 103 cones/ mm2, treated; 5.6 x 103 cones/ mm2) and the ectopic 
appearance of both MWS and M/SWS cones ventral to the optic disc. These results sug­
gest that retinoids influence the development of MWS cones, perhaps by regulating MWS 
opsin expression directly, as suggested by the presence of RAREs in the promoter region 
of the human LlMWS opsin genes (see Hyatt et aI., 1996). Early citral treatment, however, 
did not only affect MWS cones. We also observed region-specific changes in SWS opsin 
expression in these citral-treated retinae such as the ectopic appearance of M/SWS cones 
in dorsal retina and a decreased density of SWS cones in ventral retina (peak SWS cone 
density: controls: 12.8 x 103 cones/ mm2, treated; 4.6 x 103 cones/ mm2). These reciprocal 
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effects on opsin expression after retinoid manipulation suggest that enhancing the devel­
opment of one cone subtype inhibits the development of the other. 

Manipulating retinoid levels at later embryonic ages (EI4) induced SWS opsin ex­
pression in dorsal retina (Figure 3). For example, RA-treatment at El4 resulted in a 7-fold 
increase in the density of SWS cones in dorsal retina (peak SWS cone density: controls; 
1.2 x 103 cones/mm2, treated; 9.7 x 103 cones/mm2). Importantly, peak SWS cone densities 
in ventral retina of both control and treated mice were similar (peak SWS cone density: 
controls; 12.8 x 103 cones/mm\ treated; 13.5 x 103 cones/mm2). Although peak SWS cone 
density increased in dorsal retina of treated animals, we saw no evidence for a reciprocal 
decrease in the density of MWS cones (peak MWS cone density: controls; 13.7 x 103 

cones/mm2, treated; 14.3 x 103 cones/mm2). The stability of the ventral cone population in­
dicates that RA treatment selectively induces SWS opsin expression in dorsal retina. Cone 
number estimates indicate that the number of dorsal cones remains stable despite these 
dramatic changes in the proportion of cone subtypes. This result suggests that exposing 
MWS cones to exogenous RA induces them to co-express the SWS opsin, similar to the 
effect of early citral treatment. 

CONCLUSIONS 

By correlating regional changes in the response of embryonic neuroblasts to RA 
with regional changes in the composition of the cone mosaic after retinoid manipulation 
we postulate two phases in the determination of the wavelength-sensitive cone SUbtypes. 

Figure 3. Distribution of SWS cones before (A, C) and after RA (B, D) treatment at E 14. RA treatment selectively 
increases dorsal SWS cone density (compare A and B). 
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At early stages of development, retinoid-activated gene transcription is associated with en­
hanced MWS opsin expression and decreased SWS opsin expression. For example, early 
citral treatment induces retinoid-activated gene transcription in ventral retina and the 
expression of the MWS opsin by ventral cones. In the dorsal retina of these animals, how­
ever, retinoid responsivenss is attenuated, and a corresponding decrease in the expression 
of the MWS opsin as well as an increase in SWS opsin expression is observed in dorsal 
retina. Later in cone genesis, however, retinoid-activated gene transcription is associated 
with SWS opsin expression. For example, late RA treatment increases the magnitude of 
the response of neuroblasts to retinoids in dorsal retina and the expression of the SWS 
opsin by dorsal cones. 

Taken all together, these results suggest that disrupting the normal regional segre­
gation of cone subtypes in the mouse retina by manipulating retinoid levels does not in­
volve disrupting this retinal axis; instead, wavelength-sensitive cone subtypes appear to 
be specified coincident with the period of cone genesis and this occurs after the murine 
retina is parceled into dorsal and ventral compartments. We hypothesize that dividing 
neuroblasts are equivalent in dorsal and ventral regions of the retina prior to cone genesis 
and that regional differences in the development of cone phenotypes emerge later, at the 
onset of cone differentiation. This specification step appears to be regulated by gene 
transcription under the control of endogenous retinoids. The mechanism(s) underlying 
retinoid-mediated changes in cone differentiation and opsin expression are the focus of 
our current studies. 
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1. ABSTRACT 

4 

Color vision is mediated by a number of photoreceptor cell classes housing different 
visual pigments. Immunocytochemistry provides a means to distinguish among spectrally 
different cone types. This method has revealed the occurrence of various photoreceptor 
distribution patterns in mammals. Irrespective of the functional significance of the ob­
served cone topographies, an important question is the development of these patterns with 
respect to the differentiation of individual cone types. Immunocytochemistry also enabled 
us to follow the ontogeny of cones in a number of species. The combination of antibody 
labeling with various experimental paradigms has furthered our knowledge about cone 
development. Recent data on this subject are summarized in the present review. 

2. INTRODUCTION 

The spatial distribution of various photoreceptor types across the retina has been an 
important question ever since rods and cones were distinguished. The existence of central 
areas with higher cone and lower rod densities was established long ago. The highly special­
ized photopic visual center of primates, the fovea centralis, with the partial or total exclusion 
of rods, was discovered with microscopic observations (Schultze, 1866; Chievitz, 1891; 
Osterberg, 1935). The introduction of histochemical methods, based on selective uptake of 
dyes, enabled the discrimination of spectrally different cone types (Ahnelt, 1985; DeMonas­
terio et aI., 1981; Harwerth and Sperling, 1975). The next step in studying the photoreceptor 
mosaic was the production of antibodies recognizing colour-specific visual pigments (Szel 
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et aI., 1986; Lerea et aI., 1986, 1989). Recently, in situ hybridization with probes identifying 
the mRNAs of various visual pigments furthered this approach at the level of the message 
(Raymond et aI., 1995; Bumsted et aI., 1997). A considerable body of information has been 
accumulated about the highly regular array of cone types in fish (Cameron and Easter, 1993; 
Marc and Sperling, 1976; Stenkamp et aI., 1995), the dorso-ventral gradient of short and 
middlewave sensitive cones in certain rodents (Szel et aI., 1992), the hexagonal array of 
blue-sensitive cones in the primate fovea (DeMonasterio et aI., 1985), as well as the lack of 
blue-sensitive cones in the very center of the fovea (Williams et aI., 1981; DeMonasterio et 
aI., 1985; Szel et aI., 1988; Wikler and Rakic, 1990; Curcio et aI., 1991). 

Whether the physiological significance of these patterns in colour vision is under­
stood or not, a very interesting problem with respect to photoreceptor distribution is how 
the spatial arrangement of cones is generated during development. The basic questions 
are: I. which cone type emerges first, and 2. how is the identity of individual cones deter­
mined during the differentiation process. We have been studying the distribution of photo­
receptors in vertebrates for about a decade using visual-pigment specific antibodies that 
distinguish among cone sUbpopulations. As compared to histochemistry, and more direct 
physiological methods, such as microspectrophotometry or intracellular recording, the 
greatest advantage of immunocytochemistry is that there is no need for sophisticated in­
strumentation or surviving retinal preparations. Furthermore, even whole retinas can be re­
acted with the antibodies and studied as wholemounts, enabling the precise topographic 
mapping of each visual cell type. Yet another advantage of the method for developmental 
biology studies is that cone types can be identified even before they are actually taking 
part in the visual functions of the animal. The different phenotypes can be distinguished as 
early as the synthesis of type-specific pigments has started. To follow the developmental 
fate of photo receptors, several mammalian species exhibiting various sorts of visual cell 
topography were selected, and retinas at different ages were compared. In addition to stud­
ies carried out on normal development, photoreceptor differentiation was also investigated 
under various experimental conditions such as retinal transplantation or retinal organ cul­
tures. Comparing the results of these experiments, various scenarios can be envisaged 
which might take place either in combination with one another or alone in various species. 

3. DISTRIBUTION OF CONES AS DETECTED WITH 
IMMUNOCYTOCHEMISTRY 

Colour discrimination in the retina of non-primate mammals is served by two cone 
types, carrying middle-wave (green) and short-wave (blue or ultra-violet) sensitive visual 
pigments, respectively (Jacobs et aI., 1991; Jacobs, 1993; Jacobs and Deegan, 1994; Chiu 
and Nathans, 1994). In primates, a third cone type containing a red-sensitive pigment has 
been evolved from the green cones (Nathans et aI., 1986; Yokoyama and Yokoyama, 
1989). The amino acid sequences of the red (long-wave, L) and green (middle-wave, M) 
cone pigments are almost identical, precluding the generation of antibodies that distin­
guish them. The mammalian short-wave (S) pigments, however, are markedly different 
from the MIL pigments, providing a means of unequivocally discriminating among them. 
Selective labelling of S and MIL pigments with immunocytochemistry can be carried out 
using pairs of monoclonal andlor polyclonal antibodies (Szel et aI., 1986; Lerea et aI., 
1986 and 1989; Wang et aI., 1992). 

In our studies two monoclonal antibodies (COS-l and OS-2) were most frequently 
used. Both were generated against a crude mixture of chicken photoreceptor proteins (Szel 
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et aI., 1986). The most prospective cell lines were selected on the basis of their specificity 
to cone outer segments. The anti-visual pigment specificity was confirmed using electro­
phoresis and immunoblotting. The colour-specificity was established with selective photic 
damage and immuno-electron microscopy (Szel et aI., 1988). MAb COS-l proved to be 
specific for middle-to-long wavelength sensitive cones of all mammals investigated so far, 
whether they contain green or red sensitive visual pigments. The other antibody (OS-2) 
labels the short-wave sensitive mammalian cones (Rohlich and Szel, 1993). Since the ul­
traviolet-sensitive cones of certain rodents were discovered (Jacobs et a!., 1991), we have 
to face the problem of distinguishing between UV and blue-sensitive cones. Although 
mAb OS-2 and the other presently available antibodies cannot selectively label these two 
cone types, this failure does not pose any practical difficulty, since no species possessing 
both S cone subtypes has been found so far. Mammals either have blue-sensitive or ultra­
violet-sensitive S cones, therefore, this cone population can unequivocally be distin­
guished from other cones. Besides OS-2, another antibody, the polyc1onal 108B, was also 
often used, especially for double label immunocytochemistry (Lerea et aI., 1986 and 
1989), but this serum also fails to distinguish between UV and blue cones. Interestingly, a 
few species were found to exist without any Scones (Wikler et aI., 1990; Szel et aI., 
1994a, Calderone and Jacobs, 1995; von Schantz et aI., 1997). 

Concerning the immunocytochemical approach it is very important to keep in mind 
that the actual spectral sensitivity of the cone contingent of a given species cannot be 
identified by antibodies alone. The predictions based on the presence of immunolabelled 
photoreceptors must be confirmed by physiological methods, and only after the effective 
absorbance spectra have been determined, can colour sensitivities be assigned to the indi­
vidual elements of the photoreceptor mosaic in a given species. 

Soon after the advent of the immunocytochemical method for distinguishing colour 
cones, it was established that the two basic cone types comprised rather constant percent­
ages of the total retinal cone contingent. MIL cones consistently made about 90 percent, 
whereas S cones were found to form only about 10 percent (Fig. 1). Another observation 
that seemed to hold true for all mammalian species was that both cone types populate the 
retina homogeneously. All mammals studied with mAbs COS-l and OS-2 were found to 
be populated by the two cone types in the constant 10: 1 ratio all over the retina. No areas 
devoid of any cone type or exclusively populated by only one cone type were encountered 
except for the very center of the primate fovea where blue cones are missing (DeMonaste­
rio et aI., 1985; Szel et aI., 1988; Wikler and Rakic, 1990; Curcio et aI., 1991). The other 

Figure 1. Ratio of photoreceptors in the mammalian retina as shown 
diagrammatically. Most mammals possess a rod dominant retina, 
which means that the majority of photoreceptors (marked with white 
column) are rods (A). The cones are either middle-to-longwave sensi­
tive (grey column) or shortwave sensitive (black dots). A few mam­
mals (ground squirrel, tree shrew) are known for their abundance in 
cones. When comparing the ratio of S and MIL cones (B), all mam­
mals, whether rod- or cone-dominant, were found to be populated by 
about ten times more MIL than Scones. 
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dogma that used to dominate our view about cone patterns in mammals was that each cone 
outer segment necessarily contains one and only one visual pigment (Fig. 1). 

4. TOPOGRAPHIC SEPARATION OF CONES 

The extension of the immunocytochemical analysis on species that have not pre­
viously been investigated, however, dramatically changed our view on photoreceptor dis­
tribution. The common house mouse was the first species contradicting the mentioned 
dogmas. Surprisingly, an unexpected topographic separation of M and S cones was found 
in this species (Szel et aI., 1992). Whereas the dorsal retina is populated by both cone 
types in the characteristic 1: 10 ratio, the ventral retinal half presents an unusual territory 
in that its exclusive cones are of the shortwave-sensitive type. This means that although 
the global cone density is roughly uniform all over the mouse retina, the two cone types 
occupy opposite retinal halves (Fig. 2) . Later, other mammals, among them the rabbit 
(Juliusson et aI. , 1993; Famiglietti and Sharpe, 1995) and the guinea pig (Rohlich et aI., 
1994), also proved to be heterogeneous with respect to the distribution pattern of cones; 
however, the actual extension of the M-cone-free area was found to be different (Fig. 3). 
To designate this peculiar area we have introduced the term, blue-field. When present, the 
blue-field always occupies the ventralmost area of the retina whether confined to a small 
band-like crescent as in the rabbit, or to the whole ventral retina as in the mouse. Although 
the biological significance of this arrangement is still unknown, a reasonable hypothesis 
was that having a ventral, shortwave-sensitive screen continuously scanning the sky for 
predators might be an advantageous feature . Likewise, the dorsal M-cone-rich retina 

Dorsal retina 
(S/M" 1:10) 

Transition zone 

Ventral retln. 
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Figure 2. Distribution of Sand M cones in the mouse 
retina. In contrast to most mammals, the mouse retina 
stands out with its divided pattern of cone distribution. 
Whereas the dorsal retina (grey background with black 
dots) corresponds to the usual pattern (many MIL cones 
and a few S cones), the ventral half is exclusively popu­
lated by S cones. There is a transition zone between the 
two cone-fields where cones expressing both pigments 
are present. 
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Figure 3. Four distribution patterns identified so far in 
mammalian retinas. A and B represent the divided pat­
terns. The lower half (house mouse) or crescent (rab­
bit) contains only S cones, and it is only the dorsal part 
of these retinas that is homogeneousl y populated by 
both cone types. The majority of the mammals studied 
so far, however, exhibit a homogeneous distribution all 
over the retina. This pattern can be composed of either 
both cone types (rat) or only MIL cones (wood mouse). 
In addition to the wood mouse there are other species 
(nocturnal primates, hamster, etc .) lacking MIL cones. 
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might be useful for viewing the green vegetation. In spite of the undoubted physical rele­
vance of such a division, this hypothesis seems to be rather controversial, given the fact 
that rodents with the described dorsoventral gradient of colour cones share their habitat 
with other mouse species that are not equipped with the proposed shortwave scanner (Szel 
et ai., 1994a). The co-existence of such species (Fig. 3) on the same habitat strongly 

argues against a decisive biological advantage of having blue-cone rich retinal zones. 
Obviously, both species enjoy the very same chances to be perceived by predators. If, 
however, the divided retina were to produce any advantage for survival, the other species 
lacking this feature would have become extinct. Therefore, we suggest that the topo­
graphic separation of cones must have a different explanation. 

When examining the transition zone between the upper and lower retina more 
closely, another striking observation has been made. Within a band of approximately 
2-300 /lm width, large number of cones were found to express both visual pigments at the 
same time (R6hlich et ai., 1994). Two independent methods were used to confirm this 
finding. MIL-specific antibody COS-l and S-specific antibody 108B raised in mouse and 
rabbit, respectively, were used to perform double label immunocytochemistry on whole­
mounts of the mouse retina. The majority of cones located in the transition zone bound 
both antibodies, indicating the simultaneous synthesis of both visual pigments (Fig. 2). To 
exclude any artificial double staining originating from the cross reaction of primary or 
secondary antibodies, another approach was also used. Mouse retinas were embedded in 
araldite, and serial sections were cut on an ultramicrotome. When alternately reacting 
adjacent semithin sections with S-specific and MIL-specific antibodies, large numbers of 
cones were identified that were labelled on both consecutive sections, providing convinc­
ing evidence in support of the co-existence of both pigments within the same cone cells. 
The same co-existence of two visual pigments within the very same cone cells was also 
true for the rabbit and guinea pig retina (Rohlich et aI., 1994). When present, the extension 
of the co-expressing cone area showed considerable variation among species. Investiga­
tions are underway to establish the functional properties of cells containing two visual pig­
ments with different absorbance spectra. Even though the majority of mammalian species 
investigated so far lack this feature, the existence of a few species with divided retina and 
"double" cones refute the "one cone one pigment" dogma as well as generalizations about 
homogeneous cone distributions and the constant ratio between spectrally different cone 
types (Szel et aI., 1996). 

5. DEVELOPMENT OF COMPLEMENTARY CONE FIELDS 

The co-existence of two retinal fields with spectrally different cone contingents 
within the same eye raises the question: how do these retinal fields come about during the 
development of the mouse eye? To address this issue, whole retinas derived from mice 
representing different developmental stages were reacted with anti-visual pigment anti­
bodies against rods, S cones and MIL cones, respectively (Szel et aI., 1993). The density 
of each component was measured across the entire retina, yielding a series of isodensity 
maps. These maps demonstrated the emergence and spreading of photoreceptors during 
postnatal development. The main findings of this study were as follows: The first immu­
nopositive visual cells to appear are the rods which emerge centrally on the first-second 
postnatal days (Pl-2) and later spread towards the periphery, retaining a centro-peripheral 
gradient during the entire developmental process. The first cones appear only later. Immu­
nopositive S cones were shown in the lower retina already on the fourth-fifth postnatal 
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days (P4-S). Rather than centro-peripherally, the S cones populate the retina according to 
a ventral-dorsal gradient. This gradient persists throughout the life and results in the afore­

mentioned immunocyt()ehemical pattern as observed in adults. The last elements of the 
mouse photoreceptor contingent to appear are the MIL cones. No earlier than P9-10 do the 
first MIL cones emerge in the dorsal retina. This cone type was never identified in the ven­
tral retina. In summary, the sequence of emergence is rods - Scones - MIL cones. It is well 
known that cone cells are generated earlier than rods (Carter-Dawson and LaVail, 1979). 
The precedence of the rod phenotype argues that the order of opsin expression does not 
necessarily coincide with the sequence in which the photoreceptors are born. The same or­
der was revealed by similar immunocytochemical studies carried out on other species (rat, 
gerbil, rabbit), indicating that there is not a causative relationship between the topographic 
separation of cones and the sequence of the emerging phenotypes (Szel et aI., 1993). 

6. RETINAL TRANSPLANTATION IN RABBIT 

The next question we addressed was whether this sequence can be modified under 
experimental conditions. To this end, we employed retinal transplantations to see whether 
the development of transplanted embryonic retinal cells follows the same timetable as nor­
mal retinal cells. The method of preparing the retinal cell suspension from IS-day-old rab­
bit embryos has been described elsewhere in detail (Bergstrom et aI., 1994; Szel et aI., 
1994c). The graft was inoculated in the subretinal space of adult rabbits. In general, the 
transplants showed a relatively normal organotypic maturation even though the integration 
between host and graft tissue showed minor irregularities. Rosettes, lumen-containing 
globules with a stratification corresponding to that of the retinal layers, were often 
observed. Signs of degeneration of the host retina around the graft tissue have also been 
observed. The transplants, however, exhibited a normal stratification with the usual 
arrangement of all retinal layers. 

The host animals were sacrificed at different intervals of time and the obtained 
transplants were compared with age-matched normal rabbit retinas. The three main photo­
receptor cell types were labelled with the same antibodies as in the previous studies. Due 
to the patchy and globular arrangement of the graft cells and the presence of a green-cone­
free crescent of the normal rabbit retina, absolute cell numbers or densities would have 
been irrelevant in a comparison between transplants and normal retinas. Instead, we calcu­
lated the ratio of MIL and S cones, and these ratios were compared between transplants 
and age-matched controls . The age-matching was based on the number of postconcep­
tional rather than postnatal days. Whereas the order of emergence of the photoreceptor 
types was found to be the same as in normal animals, that is rods - S-cones - MIL cones, 
the paucity of MIL cones as compared to S cones was a striking but consistent feature of 
the transplants. Despite the presence of a blue-streak in the rabbit retina from which MIL 
cones are totally excluded, the total estimated number of MIL cones in the whole rabbit 
retina exceeded that of the S cones by a factor of approximately 2. In contrast, the trans­
plants of the same postconceptional age exhibited a ratio of only about 0.25 . This finding 
indicates that whereas the development of S cones in the transplant seem to take place un­
disturbed, the differentiation of MIL-cones is slowed considerably. It is also possible that 
larger numbers of MIL cones fall victim to the transplantation than S cones, resulting in 
the dominance of the normally less frequent phenotype. Since the development of rods as 
well as other retinal cell types (Bergstrom et aI., 1994) also seems to remain unaltered, we 
speculate that the microenvironment provided by the subretinal space of the adult rabbit is 
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Figure 4. Ratio of the two cone types in normal and experimental conditions. The diagrams are shown to dem­
onstrate the relative occurrence of the two basic cone types in normal, transplanted and cultured retinas. Since 
different species were used for both respective paradigms, the absolute values are of no importance, and only the 
tendencies are depicted. In the normal mammalian retina the MIL cones generally outnumber the S cones. In 
(rabbit) transplants, the green cones are rare components of the graft tissue as compared to the S cones. Finally, 
no MIL cones develop in the (mouse) culture paradigm, whereas viable S cones are present in relatively great 
numbers. 

devoid of factors needed for the differentiation of just one photoreceptor cell line. The 
results of the transplantation experiments indicate that age-specific environmental cues 
selectively influence the normal differentiation of MIL cones, even when the species- and 
organ-specific factors are available in the host retina (Fig. 4). 

7. RETINAL ORGAN CULTURES 

In another set of experiments we have tried to omit the organ-specific environment 
by explanting immature retinas on nitro-cellulose paper to culture them in tissue culture 
medium. The retinal tissue culture method was elaborated on mouse retinas (Came et al., 
1989 and 1993; Soderpalm, 1994). Since these experiments were performed in other spe­
cies, the conclusions from the rabbit transplant and mouse explant paradigms are not read­
ily comparable. In the basic experiments, new-born mouse retinas were cultured after the 
connective tissue layers of the eye were enzymatically digested away. The enucleated eyes 
were treated with proteinase K which removed the fibrous coat. The retinal pigmented epi­
thelium, however, was retained. The anterior segment and the vitreous body were also re­
moved and the remaining retina together with the retinal pigment epithelium was 
flatmounted on nitro-cellulose paper. We allowed these retinal pieces to grow for several 
weeks. Cultured material was sacrificed and fixed at various time intervals. The retinas 
were either cryosectioned and reacted with visual pigment antibodies or immunoreacted as 
wholemounts. In the latter case, the neural retina was carefully detached from the pig­
mented epithelium and the supporting nitro-cellulose filter, and floated in buffer so that 
the outer segments were exposed to the antibodies. 

Similar to the transplants, the histotypic differentiation of the cultured retinas was 
close to normal, so that all layers of the retina as well as the major cell classes were easily 
identifiable. Cones and rods emerged, roughly according to the usual timetable as evi­
denced by lectin cytochemistry and antirhodopsin immunocytochemistry. Similar to the 
normal retina and the rabbit transplants, the first phenotype to emerge was the rod. The 
first immunopositive outer segments sprouted at P3-5, and these elements were also rec­
ognized by wheat germ agglutinin (WGA) lectin, specific for rods. As shown by PNA 
lectin cytochemistry, cones appeared a few days later. The first PNA-positive elements 
emerged at P5-7 as tiny elongate structures scleral to the outer limiting membrane. When, 
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however, colour-specific cone types were identified with anti-cone antibodies, a surprising 

absence of MIL cones was found. Whereas rods and S cones emerged on time, the MIL 

cones were completely missing from all investigated retinal explants, even after prolonged 
culturing. To avoid a false negative result, we serially sectioned whole transplants, but not 
a single MIL cone was found in a total of about 50 individual retinas. Similarly, our trials 
to screen large areas of whole mounted transplants for middle-to-Iongwave cones were also 
without success. The longest survival time with the mouse-retinal culture paradigm was 
around two months, and this time was not enough to achieve the sprouting of a single MIL 
cone (Fig. 4). 

In another series of experiments we have sacrificed older pups to obtain material for 
culturing (Wikler et aI., 1996). If, before transplantation, the retinas were permitted to de­
velop for more than three-to-four days following birth, viable MIL cones emerged. Their 
density, however, remained smaller in the considerably more mature retina than expected 
on the basis of their occurrence in normal age-matched retinas. By increasing the age of 
the grafts towards the time-point (9-10 days postnatal), when MIL cones appear, the de­
velopment of this cone type became more and more similar to the process that takes place 
in the normal retinas. The comparison of these two sets of experiments allows one of the 
following speculations: 1. The selective backlog of the MIL cones seems to be a consistent 
feature of both paradigms. 2. Immature cones destined to become MIL sensitive are more 
prone to fall victim to one of the two experimental situations. 3. The absence of organ­
and species-specific environmental conditions favors the total drop-out of this cone type, 
unless more mature retinas are explanted carrying cones that have reached a more ad­
vanced stage of commitment. 

The striking and common feature of both developmental experiments is the asym­
metry of the two lines of phenotypes during cone differentiation. It is difficult to interpret 
the apparently normal differentiation of photoreceptors into rods and cones, when the cone 
contingent is exclusively or dominantly represented by only one phenotype, namely by 
those that express shortwave-sensitive visual pigment. The most logical explanation would 
be the selective vulnerability of the other cone type, predestining its drop-out under the 
described experimental conditions. Several findings, however, contradict this argument. 
When cones in more advanced stages of development, but still before the onset of visual 
pigment synthesis are cultured, green cones remain normal constituents of the explants 
(Wikler et aI., 1994). Second, blue cones rather than green cones are known for their higher 
susceptibility to various noxious agents (DeMonasterio et aI., 1991). If the selective death of 
the green cones were responsible for the absence of this cone type, degenerating or dying 
COS-l positive cell remnants would have been observed in the retinas, which was not the 
case. Moreover, the combination of the cone-specific peanut agglutinin (PNA) lectin and 
OS-2, the antibody specific for S cones, revealed the absence of cones that were left un­
stained with OS-2 (SOderpalm et aI., 1994). Considering that all cones are supposed to be 
marked with the lectin, each and every cone must contain the short-wave pigment. There­
fore, we can rule out the assumption that cones with modified pigments that are unidentifi­
able for any antibodies are present, and/or cones without any visual pigment develop. 

The next speculation is that totally different conditions are needed for the undis­
turbed development of the two cone types. Those factors that are indispensable for MIL 
cones might be missing from our paradigms, whereas those required for the differentiation 
of S cones are available. Although this assumption does not seem to be reasonable, it can­
not be refuted at present. Large scale experimentation is needed to address the question as 
to which factor(s) might have a role in directing or influencing the differentiation of two 
cone types. 
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Presumably, the manipulation coincides with events crucial for the differentiation of 
the green cones but not for the rods or blue cones. Although visual pigment expression is 
the first detectable sign of commitment to a certain phenotype, the fate of photoreceptors 
is obviously determined earlier. It is logical to assume that the three photoreceptor types 
become committed in the same order as their characteristic visual pigments emerge. In 
contrast, it is well known that the birthday of cones precedes that of the rods (Carter­
Dawson and La Vail, 1979). One possible explanation might be that cones differentiate 
from other cell types very early, but, from one another they differentiate relatively late, 
probably after the generation of rods. In this case rods might already be committed at the 
time of the explantation or transplantation, and thus not disturbed by the manipulation. 
The separation of the two cone classes, however, might not have started yet (as in the case 
of the transplantation) or might have just started (as in the case of the explantation). 

Logically, blue cones are either already committed at the time of the manipulation, 
and thus their further development goes on undisturbed, or there is a default pathway 
favouring the differentiation towards the synthesis of the shortwave pigment. Although the 
two scenarios are not mutually exclusive when various mammals are compared, our data, 
obtained on the rat and the gerbil, supports the latter alternative, at least in these two spe­
cies (see below). Our interpretation implies that originally the two cone types do not rep­
resent two independent sets of populations. Rather, the younger MIL cones might develop 
from the precocious S cones with transdifferentiation. If this is true, all (or most) cones 
would develop so as to reach the first developmental stage where the synthesis of short­
wave pigment starts. Unfavorable conditions, however, could stop this process resulting in 
the freezing of many (or all) cones in this stage. The possible time points when the com­
mitment of each photoreceptor type takes place can be inferred from transgenic mouse 
lines. Using exogenous (human) visual pigment genes fused with appropriate reporter 
genes, the transcript of the gene construct can be easily followed, and the appearance of 
the reporter gene product signals the time of the activation of the promoter gene. Based on 
such transgenic mouse studies, it is probable that the time of the determination of Scones 
and M cones might be the 13th embryonic day (E 13) and postnatal day 4 (P4), respec­
tively (Wang et ai., 1992; Chen et ai., 1992). This supports our hypothesis concerning the 
mouse retinal cultures, whereby the manipulation takes place between these two time 
points. As far as the transplantation is concerned, no direct comparisons can be made, 
since no such data are available in rabbits. However, by extrapolation we might assume 
that the blue cone determination also takes place around midgestation, followed by the 
commitment of the other cone type much later. If this is so, the timing of the manipulation 
also falls between the two events, allowing for an undisturbed blue cone differentiation 
but perturbing the development of green cones. 

8. TRANSDIFFERENTIATION OF COLOR CONES 

The evidence that trans differentiation plays a role in cone differentiation has been 
found in other species that were not included in our experimental paradigms. When the 
spreading of the sprouting cones was mapped in the developing rat retina, a surprising 
observation, not encountered in the mouse and rabbit, was made. The first cone type to 
emerge was the shortwave-sensitive population, with a density in the immature retina that 
was considerably higher than that observed in the adult. The rat retina stands out from 
most mammals with its relatively low S cone densities (Szel et ai., 1993); still, the two­
week-old rat retinas contain about one order of magnitude more S cones than the adults. 
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When following the kinetics of both cone densities as a function of time (Fig. 5), the den­
sity peak of S cones declines within a few weeks. By the end of the third postnatal week, 
the S cone density returns to that observed in the adult. The MIL cones that emerge some­
what later also rise in density; however, they reach a plateau without a sharp peak and re­
main relatively high throughout the life of this rodent. Remarkably, the sharp drop of S 
cones coincides with the rise in the number of MIL cones, while the total cone cell number 
is not subject to any considerable change in density. 

This observation also raises the question as to whether S cones might indeed 
transdifferentiate into MIL cones. It seems logical to assume that if the total cone cell 
number does not change, yet the ratio of the two cone densities undergoes significant 
changes, there must be a transition from one cone phenotype to the other. To pursue this 
line, we have simultaneously used two antibodies, one against the MIL and another against 
the S cones. Our prediction was that if S cones switch from expressing shortwave pigment 
to expressing middlewave sensitive pigments, there must be cones that simultaneously 
contain both pigments. The reason for this assumption is that the shedding of the apical 
disks is considerably slower than the randomization of the newly synthesized outer seg­
ment proteins (Young, 1976; Bok, 1985). 

In the rat and the gerbil (Meriones unguiculatus) retina we were successful in detect­
ing the temporary coexpression of both pigment types (Fig. 6). In retinas taken from 
two/three-week-old rats and gerbils, a considerable amount of cones proved to be double 
labelled. Importantly, such "dual cones" never occurred in older animals, indicating that 
after the original visual pigment molecules have been removed from the dual cones, only 
one pigment remained (Fig. 7). In our interpretation, the default pathway of the visual pig­
ment synthesis is the expression of the shortwave pigment. Only a small percentage of 
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Figure 5. The density of immunopositive cones in the developing rat retina as a function of postnatal age. The 
samples were taken from about halfway between the optic nerve head and the ora serrata in the superior quadrant. 
Note that the first cones to appear are labelled by mAb OS-2. The density of this cone population rises steeply and 
peaks at about 6000 cone/mm2, then decreases to about 500 cone/mm2• The second cone type that emerges is 
stained with COS-I, its density also rises to reach a plateau (8000 cone/mm2), but then does not drop to a low 
level, rather, after a slight decrease remains relatively high throughout the life of the animal. Note the crossing of 
the two trend lines around the second postnatal week. 
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Figure 6. The kinetics of the developing cones of the gerbil retina. Although the density values and the time 
points of the emergence and peak of the curves are different, basically the same configuration as that obtained in 
the rat can be seen. After an initial rise, the S cones decrease steeply in density. Coincidentally with the drop of S 
cones, the density of MIL cones rises and reaches a plateau, producing a crossing of the two curves. 

cones keep on expressing the shortwave pigment alone ("genuine S cones"). The majority 
of cones, however, start to synthesize the green pigment instead ("transforming cones"). 
As long as both pigments are present, these cones are identified as dual cones. Within two 
weeks, however, the original shortwave pigment disappears from the outer segments, and 
only the green pigment remains, giving rise to the definitive green cones. Those cones that 
do not undergo the shift give the definitive shortwave cones (Szel et aI., I 994b ). 

The priority of S cones and their unexpected drop, coinciding with the density in­
crease of the other cone type, can be explained by the transdifferentiation theory rather 
than by the selective death of one cell type. Although programmed cell death obviously 
takes part in forming the adult patterns, degenerating or dying cones were not a charac­
teristic feature of the investigated material during the critical period of cone development. 

newborn adult 

Figure 7. Diagrammatic representation of the distribution of three types of cones in the developing rat retina. 
Based on the immunocytochemical staining pattern, three cone types can be distinguished: S cones (stained by ex­
clusively mAb OS·2, and marked with black columns). M cones (only labelled by mAb COS·I , and marked with 
light grey colour) and dual cones (binding both antibodies, and marked with dark grey columns). Note that origi· 
nally all cones are of the single S type (black), later dual cones (grey) then MIL cones (light grey) appear. The dual 
cones, however, are only transient components of the developing rat retina. 
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Therefore, it seems unlikely that this mechanism accounts for the drop in S cones. The 
approximately 10% expansion of the retinal surface between PI 0 and P30, also fails to 
explain the decrease in S-cone density. The formation of a modified visual pigment that is 
undetectable for either COS-lor OS-2 can also be ruled out, since the cone-specific PNA 
lectin labelled no photoreceptors other than those recognized by the mixture of COS-I and 
OS-2 (Szel et aI., 1994b). 

9. TEMPORAL AND SPATIAL COEXPRESSION OF VISUAL 
PIGMENTS 

It is important to emphasize that after four weeks of age, not a single cone exhibits a 
double immunoreaction in the retina of the rat. When comparing the spatial distribution of 
cones in the divided retinas with the temporal coexpression of the two visual pigments in 
the homogeneous retinas, a striking similarity can be observed (Fig. 8). The same cone 
figures appear in the developing rat retina as those that populate the retina of the mouse. 
The spatial arrangement of the ventral and dorsal areas of the mouse retina with a transi­
tion zone in between resembles the temporal sequence of the characteristic stages of the 
rat retinal development. The most ventral part of the mouse retina is populated exclusively 
by S cones, just as in the immature rat retina, where the only identifiable cone type is the 
S cone. There is a transition zone with double cones in the mouse, similar to the dual 
cones of the 2-3-week-old rat retina. Finally, the entire dorsal mouse retina is composed 
of many green cones and a few blue cones, exhibiting the same ratios as the adult rat ret­
ina, whose cones are either green or blue-sensitive without any dual elements. 

The similarity can be best demonstrated by printing the diagrammatic scheme of the 
mouse retina and the plots of the rat cone densities below one other, so that the time axis 
of the latter parallels the ventral-dorsal axis of the former (Fig. 8). Using a consistent grey 
level coding on both diagrams for S, MIL and dual cones, respectively, the pictures imply 
that consecutive stages of rat retinal development are paralleled by adjacent bands of cone 
distribution patterns along the ventral-dorsal axis of the mouse retina. The described simi­
larity in itself, however, does not prove a close relationship between the two phenomena, 
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....... Figure 8. Comparison of two sorts of transitory visual pigment co-ex­
pression. Pictures A and B are practically the same as Figures 2 and 7, 
respectively. The only difference is that diagram B on Figure 8 is ro­
tated with 90· so that the ventral-dorsal axis of the adult mouse retina 
lies parallel with the time axis of A. Note that the ventral part ("blue­
field") of the mouse retina resembles the immature rat retina, in that S 
cones are the exclusive components in both. The transition zone of the 
mouse retina is equivalent with the 2-3-week-old rat retina, since large 
numbers of dual cones occur in both. Finally, the mouse dorsal retina is 
comparable to the adult rat retina in that dual cones are missing and all 
cones contain either S or MIL pigment. 
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and at the moment we only consider this resemblance of spatial and temporal coexpres­
sion a line to pursue in our future experiments. Our working hypothesis is that the signal 
that triggers the shift between blue and green cones must be determined topographically. 
In the animals with undivided retinas, the switch involves the entire retina; however, in 
those animals where there is a topographic separation, the ventral part of the retina does 
not undergo the shift, leaving all cones in an "immature" state where all cones synthesize 
the blue pigment, according to the default pathway. In this context, we consider the vari­
ous patterns as parts of an evolutionary continuum, whereby the extension of the blue­
field reflects the propagation of the switch. It is the retina of the common house mouse 
that represents the most ancestral state, insofar as the transition zone is located in the hori­
zontal meridian of the retina. Since the rabbit retina exhibits a far more ventral transition 
line, we might assume that the demarcation has shifted lower in this species. In species 
without complementary cone fields and transition zones, the transformation of the entire 
retinal area has taken place, leaving no retinal territories populated with exclusively S 
cones. 

An important assumption follows from the above reasoning: Neither the presence of 
dual cones in the mammalian retina nor the topographic segregation of the two basic cone 
types are likely to playa pivotal role in the visual functions of the species possessing these 
features. It is much more probable that both phenomena reflect fundamental developmen­
tal processes that underlie the differentiation of the two cone types. One difficulty in the 
proper interpretation of the comparison between spatial and temporal coexpression of vis­
ual pigments is that the two phenomena seem to be mutually exclusive within individual 
mammalian species. Whereas spatial but not temporal coexpression is a feature of the 
mouse and the rabbit retina, the temporary appearance of dual cones during retinal devel­
opment has only been observed in the rat and gerbil retina. 

The lack of coexpressing cones in the dorsal retina during the development of the 
rabbit eye (Fig. 9), and the absence of dual cones in the adult rat and gerbil, argue against 
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Figure 9. The density of immunopositive cones in the developing rabbit retina as a function of postnatal days. The 
measurements were carried out on samples from halfway between the optic nerve head and the ora serrata in the 
superior quadrant. Similar to the rat, the first cones to appear are labelled by OS-2. The density of this cone popu­
lation however rises slowly and never reaches a high peak. The second cone type is stained with COS-I, its den­
sity rises steeply to reach the plateau (9000 coneimm2) , and after a slight decrease remains relatively high 
throughout the life of the animal. Note the crossing of the two trend lines. 
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a common mechanism taking place in both divided and non-dividing retinas. The majority 
of other mammalian species were not yet screened for the developmental coexpression of 
visual pigments; it seems likely, however, that this is not an exclusive or predominant way 
of cone differentiation. No dual cones have been found in developing monkey retinas 
(Wikler and Rakic, 1991 and 1994; Bumsted et aI., 1993 and 1997), and the bovine retina 
also develops without the presence of cones that synthesize two pigments (Timmers and 
Szel, unpublished). 

Two different basic mechanisms can account for the differentiation of the two cone 
types: with and without transdifferentiation (Figs. 10 and 11). It is not yet clear whether 
both processes can take place within the same retina during ontogenesis. If the two scenar­
ios turn out to be mutually exclusive, we would still be left with the question whether spe­
cies normally developing with this or the other mechanism can change their differentiation 
strategy under unnatural circumstances. Further studies are needed to produce an explana­
tion that is compatible with all the aforementioned findings and at least partly contradic­
tory pieces of information. Despite the lack of a coherent view on photoreceptor 
differentiation, the topographical determination of a developmental wave along the dorsal-
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Figure 10. Cone development with transdifferentiation. The diagram shows that in the early postnatal retina, all 
cones express blue pigment at first (A: black circles), then most of these start to synthesize green pigment (8: dark 
grey circles). These transforming cones make the temporary population of dual cones stained by both COS-l and 
OS-2. A smaller fraction of cones keeps producing blue pigment throughout time (B: black circles). The dual 
cones (8: dark grey circles) tum to definitive green cones (C: light grey circles), whereas the genuine Scones 
make the definitive blue cone population (C: black circles). 
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Figure 11. Cone development without transdifferentiation. Another possible scenario is that all cones are pre­
destined to be either blue or green. In the early prenatal retina (A), a few cones already express blue pigment (black 
circles). These cones do not undergo any shift, and continuously keep producing the shortwave pigment (8 and C: 
black circles). The majority of cones are non-expressing before the second postnatal week, when this population 
gradually starts to synthesize the green pigment (8 and C: grey circles). There are no dual cones at any time. 
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ventral axis is supported by large numbers of studies, especially those dealing with the 
characteristic distribution of proteins in the embryonic eye (Constantine-Paton et ai., 
1986; McCaffery et ai., 1993) and dorsal-ventral patterns of expression of exogenous 
opsin genes (Lem et ai., 1991; Zack et ai., 1991). 
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ABSTRACT 

5 

The retina in the developing macaque monkey is an unexcelled model system for the 
analysis of cellular events and the mechanisms that govern formation of the human eye. 
Application of the powerful methods of modern neurobiology applied to either normal 
embryos, or mature animals with altered visual systems, suggests that the emergence of 
cell classes and their segregation into primate-specific functional domains emerges as a re­
sult of multiple factors operating at each retinal layer during successive developmental 
stages. The available data are compatible with the hypothesis that, at early developmental 
stages, intrinsic mechanisms operating within the retina predominate, while at later stages 
reciprocal interactions with the visual centers refines the numerical cellular relationships 
and synaptic architecture. These studies may provide insight into the development of nor­
mal and abnormal vision in humans. 

INTRODUCTION 

Although the importance of studying the development of the retina directly in pri­
mates has been widely recognized by visual scientists and actively encouraged by granting 
agencies, the difficulty in breeding, long gestation, small number of offspring and magni­
tude of associated costs has caused a decline in the number of research programs devoted 
to this subject. This is an unfortunate trend since certain types of information, highly rele­
vant to understanding the development and pathology of the human visual system, cannot 
be obtained from experimental work on non-primate species. Although in primates one 
cannot apply some of the molecular and genetic approaches that are now possible in flies 
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or mice, investigation of the developing primate retina is not only essential but in addition 
offers some unique advantages. 

The initial rationale behind my own decision to investigate the development of the 
visual system, including the retina in the macaque monkey, was the recognition that the 
organization, principles and mechanisms of neural development in this species is, in 
several major respects, remarkably similar to that of the human being. To start with, the 
macaque has frontally placed eyes, similar fovea, and basically the same binocular organi­
zation. Both macaque monkey and human have an almost identical number, and similar 
fraction, of crossed and uncrossed retinal axons, as well as a comparable number, and 
placement of laminae, in the lateral geniculate nucleus and primary visual cortex. Further­
more, both species have trichromatic vision with a prototypic photoreceptor mosaic and 
proportion of short and long wave-sensitive cones. Both species also share the exclusivity 
of geniculate projections to area 17 of the cerebral cortex with analogous and uniquely 
primate ocular dominance, laminar and columnar compartmentalization. The divergence 
factor (defined as the number of higher order cells to which one lower order cell projects) 
and the convergence factor (defined as the number of lower order cells from which a sin­
gle higher order cell receives input) is comparable in rhesus monkey and human. Finally, 
information processing within the macaque monkey and human visual system involves 
two parallel pathways segregated from the retina to the cerebral cortex. Thus, on the basis 
of the similarity in size and organization, it is reasonable to expect that the basic princi­
ples, as well as the cellular and molecular mechanisms involved in the development of the 
visual system of the macaque monkey, are akin to that of human beings. 

The retina in primates is large and develops very slowly so that at any given age one 
can distinguish, with relatively high resolution, several developmental stages. Another ad­
vantage in studying the development of the primate retina is the availability of a large 
amount of normative data, from the classical work that has culminated in Stephen 
Polyak's monumental volume (Polyak, 1957) to the new era in neurobiological research 
reviewed in Rodeick (1988). These quantitative and qualitative data provide an excellent 
background for asking relevant developmental questions. The retina in the adult macaque 
contains over 60 million photoreceptors (Wikler et aI., 1990), which converge on about 
1.2 million ganglion cells (Rakic and Riley, 1983a) interconnected radially by bipolar and 
laterally by horizontal and amacrine cells (Rodeick, 1988). Each cell class can be further 
divided into subtypes based on their molecular properties, morphology, and physiology. 
Although the basic cellular organization of the retina is similar in most mammals, the ab­
solute number of cells of each class is the highest in primates, and the proportions of vari­
ous cell subtypes are specific for each primate species. For example, there are significant 
variations in the proportion of the different wavelength-sensitive cones that make up the 
photoreceptor mosaic in Old and New World monkeys (Wikler and Rakic, 1990). In addi­
tion, the separation of the ganglion cell popUlation into SUbtypes that project to separate 
midbrain and diencephalic targets is unique to primates (Livingston and Hubel, 1988; 
Stone, 1983). I will describe below the emergence of this diversity in macaque monkey 
retina based on the studies done in my laboratory over the past two decades. 

TIMING AND TOPOGRAPHY OF CELL PRODUCTION 

The early investigations of eye development, which relied on the detection of mitotic 
figures in histological preparations, provided only approximate data about timing and 
sequential events during retinal neurogenesis in primates. The introduction of tritiated 
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thymidine CH-TdR) in the sixties has enabled more precise study of the timing of the origin 
of specific cell phenotypes in mammals (reviewed in Sidman, 1970). Over the past two dec­
ades we have carried out a series of studies on neuron origin in the macaque monkey brain 
using this method (e.g. Rakic, 1973, 1974, 1977a). Collection of the autoradiograms pre­
pared from the retinas of monkeys exposed to 3H-TdR at selected embryonic ages and sacri­
ficed at various intervals were used to determine the phenotypes and location of cells that 
were generated at the time of injection (La Valil et aI., 1991; Rapaport et aI., 1992, 1995). 

The first fate restriction detected using this method was divergence into cells that 
eventually form the retinal pigment epithelium and neural retina. The genesis in these two 
basic tissues begins simultaneously, between embryonic day 27 (E27) and E30 of the 165 
day long gestational period (Rapaport et aI., 1995). The earliest generated cells in the pig­
ment epithelium and neural retina are found in the region of the presumptive fovea and 
later generated cells are gradually added to more peripheral sites. The cell production in 
both tissues continues throughout gestation and becomes very low by the time of birth. 

All other retinal neurons, as well as the Muller glial cells, in the monkey are pro­
duced in the neural epithelium that forms the inner surface of the optic cup (La Vail. et aI., 
1991). As in the other vertebrates (Holt et aI., 1988, Turner and Cepko, 1987, Williams 
and Goldowitz, 1992, Reese et aI., 1995; Wets and Fraser, 1988) migration of most post­
mitotic cells in primates is restricted to the radial columns. This mode of migration of 
main projection lines from the photoreceptors via bipolar to ganglion cells allows tracing 
of the sequential genesis of each cell class within a given radial column. The cumulative 
frequency of the percent of 3H_ TdR labeled cells for each retinal cell phenotype reveals 
that the onset of the genesis of various retinal cell types within a given radial column pro­
ceeds in a sequential order (Fig. I). Thus, the first cells produced are ganglion cells, fol­
lowed by horizontal cells, cone photoreceptors, amacrine cells, Muller glial cells, bipolar 
cells, and finally rod photoreceptors. (La Vail et aI., 1991). Although there is an overlap in 
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Figure 1. Graph of the cumulative percent frequency of lH_ TdR labeled cells in juvenile monkey retinas after fe­
tal exposure to this DNA-specific radioactive nucleotide. Plotting cumulatively data of the heavily radiolabeled 
cells, which indicate the time of their last division, allows visualization of sequences and kinetics of retinal cell 
genesis in primates (From Rapaport et aI., 1996; based on La Vail et aI., 1991). 
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the periods of genesis of different cell types, the sequential genesis is validated by the ob­
servation that, except at the beginning and end of their production, the plots for each cell 
type have a relatively constant slope (Rapaport et a!., 1996). In general, the plots of indi­
vidual cell types do not cross each other, the only exception being the plot of ganglion cell 
production which crosses the cone and horizontal cell plots as it flattens out above the 
95% level (Fig. I). This exception suggests that some other cell types in the ganglion cell 
layer may be generated simultaneously. Indeed, some amacrine cells are born at the end of 
the ganglion cell production phase. Therefore, it is likely that some displaced amacrine 
cells may be generated last in the ganglion cell layer (Rapaport et a!., 1996). 

The time separating the genesis of different cell types in the monkey retina varies 
from very short, such as that observed between Muller and bipolar cells, to relatively long, 
such as that recorded between cone photo receptors and amacrine cells (La Vail et aI., 
1991). Indeed, the differences in timing of the genesis of ganglion and horizontal cells and 
of Muller, bipolar, and rod photoreceptor cells is so small that it can be considered negli­
gible The longest interval between sequentially generated cell types was observed be­
tween cone photoreceptors and amacrine cells, and this interval also separates cells 
distinguished by several other features, the most obvious of which is the rate of cell gene­
sis as determined by the slope of the cumulative plots (Fig. 1). Thus, retinal cells are gen­
erated in two "phases" that were initially described in marsupials (Harman and Beasley, 
1989). Cytogenesis in the first phase is more rapid and follows a less pronounced spatial 
gradient, but has the greatest central-to-peripheral density ratios in the adult. 

The number of ganglion cells produced in the macaque embryonic retina is more than 
twice the 1.2 million present in the adult animal (Rakic and Riley, 1983a). This overproduc­
tion is compensated for by ganglion cell death, which occurs throughout the period of cell 
production but is most pronounced in the second half of gestation, during the phase of bin­
ocular segregation (Fig. 2 and Rakic, 1976, 1981; Rakic and Riley, 1983b). Monocular enu­
cleation performed before the period of maximal cell death rescues a number of ganglion 
cells in the remaining eye, producing a retina with a greater than normal complement of 
ganglion cells (Rakic and Riley, 1983b). It is not known whether, and to what extent, other 
retinal cell types are initially overproduced, mostly because identification and counting of 
immature, non-ganglion cells in the embryonic retina is difficult (Rakic, 1992). 
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Figure 2. The assessment of the number of ganglion cells produced and eliminated during development of the ma­
caque retina (Based on Rakic and Riley, 1983a). 
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The central-to-peripheral gradient of cell genesis is apparent for all cell classes in 
the primate retina, including the pigment epithelium (La Vail et ai., 1991). For example, 
ganglion cells are born first, and their initial progeny in postnatal monkeys becomes lo­
cated approximately midway between the center of the fovea and the optic nerve head. All 
subsequently generated cell types initiate their genesis in concentric waves, starting with 
the fovea. This is also clearly evident for the rods, which complete their genesis last. Thus, 
it appears that the first cells generated may not have cues as to the site of the future fixa­
tion point; rather, their genesis acts to define this site (Rapaport et ai., 1996). In addition, 
the cell types generated in the first phase of cytogenesis (ganglion, horizontal, and cone 
photoreceptor cells) display a less precise spatial pattern of genesis than the cells gener­
ated in the second phase (amacrine, Muller, bipolar and rods). For the cell types produced 
by the second phase of cytogenesis, cell division ceases perifoveally before the onset of 
the genesis of cells in the periphery. It has been suggested that the relatively rapid central­
peripheral expansion of early generated cells, such as cones, may be the basis for the 
eventual development of their mosaic distributions by producing a precocious set of post­
mitotic cells across the retinal surface (see below and Wikler and Rakic, 1991, 1994). 

EMERGENCE OF PHOTORECEPTOR MOSAIC 

The macaque monkey retina contains about 60 million rods and 3 million cones (Wik­
ler and Rakic, 1990) that are organized in a mosaic pattern aligned radially in register with 
bipolar and ganglion cells. The absolute number, size and packing density of rods and cones 
varies among primate species as well as according to retinal eccentricity (Wikler and Rakic, 
1990). The most dramatic example of this regional variability in primates is the centrally lo­
cated foveola, which in macaque contains only a few rods and in human consists exclusively 
of cones (Wikler et ai., 1990; Curcio et ai., 1997). Since the dominance of cones in the 
foveola can be observed from the earliest stages, it is unlikely that rods are first produced and 
then deleted in this particular region. However, going from the cone pure center of the retina 
towards the periphery there is a gradual increase in incidents of rods and a concomitant in­
crease in their size. In addition, there is a nasal to temporal asymmetry as well as a peak rod 
density located in the restricted region dorsal to fovea, referred to as dorsal rod peak. Finally, 
three cone subtypes that express opsins preferentially sensitive to long (LWS or red), middle 
(MWS or green) and short (SWS or blue) wavelengths are distributed in primates in a spe­
cies-specific mosaic pattern (Wikler and Rakic, 1990; Curcio et aI., 1991). For example, in 
macaque monkey each SWS cone is surrounded by approximately 10 LWS and MWS cones, 
depending on retinal eccentricity. This reiterative organization of photoreceptor subtypes is 
shared by other primates, but the members of the Old and New World orders have a different 
distribution and ratio of various cell subtypes (Wikler and Rakic, 1990). The development of 
the mosaic-like distribution of photoreceptors has been reviewed recently (Wikler and Rakic, 
1996) and only selected aspects of this complex process will be highlighted here. 

As described in the previous section, the order of production of cones and rods 
results in a transient developmental pattern of unique cell appositions. Thus, because the 
genesis of cones at any sector of the retina precedes the genesis of rods, cones come tran­
siently in direct apposition with each other, the contact interrupted only at later stages 
when rods become interposed between them. We have suggested that this transient apposi­
tion allows interactions via specialized contacts, such as puncta adherentia and/or some 
putative distance-restricted factors that may influence the determination of the specific 
phenotypes or position of neighboring cells (Wikler and Rakic, 1991). 
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Use of the antibodies to cone subtype-specific opsins revealed a subset of about 10% 
cones that express their opsin two to three weeks before they appear in surrounding cones 
(Wikler and Rakic, 1991). The precocious differentiation of a small number of cones stra­
tegically placed across the immature retina suggested to us that they may be involved in 
the formation of the photoreceptor mosaic in primate retina (Wikler and Rakic, 1994). As 
a next step, we examined the degree of early cone differentiation using the monoclonal an­
tibodies, XAP-I(specific to the photoreceptor membranes), and SV2 (specific to synaptic 
vesicle protein).The analyses revealed a subset of precociously-immunoreactive cones that 
are distributed in the similar pattern as the precocious red/green-sensitive cones in imma­
ture regions of the fetal monkey retina (Wikler and Rakic, 1994). This indicates that the 
early maturation of subsets of cones is not restricted to opsin expression, but may include 
other molecules engaged in cone differentiation and their connectivity. 

The expression of an antigen recognized by a novel monoclonal antibody, 7G6, which 
stains all cones in the adult primate retina (Wikler et ai., 1997) is restricted to cones even in 
the youngest specimen examined (E65). However, in contrast to the adult, not all cones are 
labeled with 7G6, and the ratio oflabeled to unlabeled cones changes as a function of retinal 
eccentricity. The onset of 7G6 immunoreactivity in a sub population of peripheral cones 
occurs in regions of the retina with active cone genesis, and precedes the expression of the 
cone opsins and the formation of synaptic contacts in the outer plexiform layer by at least 
one week (Nishimura and Rakic, 1987a). The early-differentiating 7G6-positive cones are or­
ganized into arrays throughout the embryonic retina, indicating that the spatial arrangement 
of cones emerges during or immediately after cone division, and prior to overt differentiation 
or formation of connectivity between the retina and the brain (Wikler et ai., 1997). Thus, 
photoreceptor mosaics in the embryonic primate retinae seem to possess a spatially-organ­
ized pattern that correlates with cell patterning observed later in development. The early ex­
pression of cell class-specific-markers suggests that the retinal mosaic pattern is initiated 
independently of synaptic contacts with either horizontal or bipolar cells which are estab­
lished later (see below and Nishimura and Rakic, 1985, 1987). Thus, the species-specific 
number and ratio of photoreceptors in various primate species (Wikler and Rakic, 1990) is 
formed independently of the more centrally located structures. It further suggest that local in­
teractions between neighboring cells rather than interaction via synaptic contacts with distant 
neural centers initiate the species specific pattern. The next challenge is to determine how 
this mosaic is connected via bipolar cells and ganglion cells across the geniculate nucleus to 
the cerebral cortex. The fact that a subset of cones forms synapses in the outer plexiform 
layer earlier than the surrounding cones suggests their involvement in the coordination of the 
photoreceptor mosaic with the other retinal layers (Wikler and Rakic, 1996). 

To begin to address the issue of the time of differentiation of wavelength- sensitive 
cone subtypes, we have used RT-PCR to examine the expressions LlMWS or SWS opsins. 
This approach so far has not revealed the expression of opsin in monkey retina at E50. How­
ever, by E65 LlMWS and SWS opsins can be detected in the fovea, but only the SWS was 
detected in parafoveal and peripheral regions (Wikler et ai., 1995). By En, both opsin 
mRNAs were evident at foveal and parafoveal eccentricities, however, only the SWS opsin 
mRNA was detected in the peripheral retina. By E90 both opsins become detectable through­
out the retina. These data indicate that SWS opsin expression precedes the expression ofthe 
LlMWS opsin by approximately three weeks and that SWS cones express their photopigment 
within one week of their final mitotic division. In addition, these results suggest that peri­
odically positioned, early-differentiating cones in the fetal monkey retina may correspond to 
the SWS phenotype. It remains to be determined whether the early spacing of SWS cones 
influences the patterning of undifferentiated nascent cones to establish the adult cone mosaic. 
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GENESIS OF RETINAL GANGLION CELL SUBTYPES 

Although in histological preparation all ganglion cells in the primate retina may look 
rather similar, they nevertheless can be subdivided into several distinct classes on the basis 
of various characteristics, such as soma size, dendritic field size, pattern of axonal termi­
nation and projection targets, as well as conduction velocity and responses to different vis­
ual stimuli (Rowe and Stone, 1980; DeMonesterio, 1978; Shapely and Perry, 1986). In 
both human and Old World primates, visual information is conveyed by two parallel path­
ways: the magnocellular (M) and parvocellular (P) streams which start with the ganglion 
cells in the retina and continue via separate neuronal layers of the lateral geniculate nu­
cleus to separate compartments of the visual cortex that are involved primarily in motion 
and color/form discrimination (Livingston and Hubel, 1988; Maunsell, 1992). In general it 
is difficult to distinguish between M and P ganglion cell types in histological preparation. 
However, a simple measure of cell body size, in spite of some overlap, provides a reliable 
distinction between these two major classes in the macaque retina (e.g., Perry and Cowey, 
1984). The systematic analysis of postnatal animals exposed to 3H-TdR at early embryonic 
ages revealed radio labeling of cells with diameters in the range of the Py and P/3 (Ra­
paport et ai., 1992). These two cell subtypes project to the superior colliculus and Players 
of the lateral geniculate nucleus, respectively (Perri and Cowey, 1984; Perri et aI., 1984) . 
In contrast, the Pu or M cells, which project to the M layers of the lateral geniculate 
nucleus become labeled at successively later ages. Thus, in general, genesis of P ganglion 
cells is followed by genesis of M cells. 

The availability of markers that can distinguish between the M and P ganglion cell 
populations in developing primates provided an opportunity to analyze the time and 
mechanisms of ganglion cell diversification. Although perfect cell-class-specific labels 
have so far not been found, the POU domain family of hom eo domain transcription factors, 
Brn-3a and Brn-3b can serve as useful markers. For example, in the adult macaque mon­
key the Brn-3a antibody labels heavily about 10% of P-type ganglion cells and lightly ap­
proximately 90% of M-cells. In contrast, the Bm-3b antibody stains all P-type cells 
heavily and M-type cells lightly (Xiang et aI., 1996). Thus, although these two antibodies 
cannot be used to determine unequivocally whether an individual ganglion cell belongs to 
the M or P class, they can be used to determine whether these two separate populations 
exist in the retina as a whole. 

Our immunocytochemical analysis indicates that Bm-3a and Brn-3b-are expressed in 
migrating neurons as well as in the ganglion cell layers of the central retina as early as E47 
(Meisserel et aI., 1997). Labeling in the central regions in older cases becomes confined to 
the ganglion cell layer, while in the less mature peripheral regions of these retinae Brn an­
tisera continued to stain spindle-shaped cells migrating from the proliferative neuroepi­
thelium toward the ganglion cell layer (e.g., Fig. 3). The presence of adult-like patterns of 
light and heavy labeled cells with either Brn-3a or Bm-3b antibodies in the embryonic retina 
suggests that POU domain proteins are expressed differentially in separate ganglion cell 
classes soon after last cell division. A possibility that differences in labeling intensity signi­
fies a cell's transition from an immature to mature stage is unlikely since we did not observe 
an increasing percentage of darkly labeled cells at later embryonic ages and the labeling pat­
terns were from the start consistent with those observed in the mature retina (Meisserel et aI., 
1997). Thus, in harmony with the studies in the avian and rodent retina showing the onset of 
differentiation of ganglion cells to a generic ganglion cell phenotype immediately after their 
final mitotic division (McLoon and Barnes, 1989; Trisler et aI., 1996), primate ganglion cells 
also differentiate into M and P neuronal subtypes shortly after being generated. 
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Figure 3. Cross-sections of the central retinae immunostained with an antibody generated against Bm-3b at E47 
(A) and the peripheral retina stained with the same antibody at E68 (B). Note that most labeled cells in both speci­
mens are situated in the ganglion cell layer (bottom), but some appear to be in the process of migrating from their 
sites of origin near the retinal pigment epithelium (top) towards the ganglion cell layer. At E68, neurogenesis for 
the central region of the retina has been completed and all labeled cells are situated within the ganglion cell layer 
(not shown) (modified from Meisserel et aI., 1997). 

In the macaque monkey optic tract, axons from early generated cells are situated 
deep, those generated later are closer to the pia (Williams et aI., 1991; Williams and 
Rakic, 1985; Reese, 1996). The chronotopic arrangement makes sense if one takes into ac­
count that, in general, P cells are generated before M. The early diversification of ganglion 
cells into M and P subtypes is supported by the finding that their axons in embryonic mon­
key from the start project directly and selectively to either the M or P moieties of the 
developing lateral geniculate nucleus (Meisserel et aI., 1997). The initial contingent of 
retinal fibers either bypasses the thalamus and innervates the midbrain or becomes distrib­
uted preferentially in the P moiety of the lateral geniculate nucleus (prospective layers 
3-6) situated in the medial segment of the nuclear anlagen (Fig. 4). In contrast, the lateral 
segment which eventually forms M moiety of the geniculate (respective layers 1 and 2) is 
innervated nearly a month after fibers colonize the medial segment. Based on the outside­
to-inside temporal generation sequence of geniculate neurons (Rakic, 1977a), it can be in­
ferred with confidence that the early-innervated medial segment corresponds to the region 
that will form the P layers, while the later-innervated lateral segment differentiates into the 
M laminae (Meisserel et a!., 1997). Furthermore, axons innervating the M and P moieties 
of the geniculate nucleus display clear morphological differences from the time that their 
terminal arbors enter appropriate segments of the lateral geniculate anlage. Taken together, 
the early expression of cell class-specific molecules, selective innervation of the M and P 
moieties of the lateral geniculate by retinal axons with characteristic terminal arbors 
(Meisserel et a!., 1997), as well as the target-independent development of distinctive mor­
phological features of their dendrites (Campbell et a!., 1997) indicates an early specifica­
tion of these functional visual subsystems in the primate embryo. 

The initial ratio of M and P ganglion cells in a given sector of the retina may be al­
tered in favor ofP cells by selective elimination ofM ganglion cells (Meisserel et aI., 1997). 
This elimination may occur in response to a change in the number of M-dedicated target 
neurons in the LGN by E80 (Williams and Rakic, 1988). Activity-mediated segregation of 
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Figure 4. Photomontages of confocal images through representative coronal sections of the diencephalon showing 
the distribution of Oil-labeled retinal axons in the embryonic thalamus. Dashed lines indicate the border of the 
dorsal lateral geniculate (dLGN) with a dorsal orientation to the top and a lateral orientation to the right (A-D). A, 
Band C show the contralateral side to the Dil optic nerve implants. A: At E48, retinal axons navigate the con­
tralateral optic tract (OT) before being deflected away from the pial surface as they approach the geniculate. A few 
axons course dorsally past the dLGN toward the midbrain. B: At E53, there is greater ingrowth of retinal fibers, 
some of them elaborating medially-directed branches. Note that the lateral aspect of the dLGN remains totally de­
void of retinal axons (asterisk). Branches derived from the axon trunks are concentrated at the bottom third of the 
dLGN and in some cases these extend past its medial border in the external medullary lamina (arrow). C: At E64, 
an increasing number of axonal branches invade the medial region of the nucleus. Note that, at this age, the lateral 
segment of the dLGN is still virtually free of retinal afferents. The section shown is from the rostral part of the 
dLGN, but essentially the same pattern is observed throughout the rostro-caudal extent of the nucleus. D: At E74, 
Oil crystals were implanted into the optic tract to reduce the distance of diffusion. Virtually the entire extent of the 
nucleus now receives a retinal innervation. The coronal section is from the caudal aspect of the dLGN. Scale bar: 
A-C, E, 500 Ilm, 0400 Ilffi. E: Schematic representation of the dLGN rotation (arrows) from E48 to adulthood. 
The presumptive M layers (shaded area) rotate from a lateral to a ventral position whereas the presumptive P lay­
ers rotate from a medial to a dorsal position (Rakic, I 977a; Meisserel et aI., 1997). 
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retinogeniculate terminals axons into ipsi- and contralateral layers of the geniculate nucleus 
occurs at later stages of development (Rakic, 1981; Rakic and Riley, 1983b; Chalupa and 
Williams, 1984; Shatz, 1996) and in primates involves elimination ofaxons innervating in­
appropriate monocular layers (Rakic, 1981, 1986; L. Chalupa, personal communications), 
rather than rearrangement of terminal fields, as described in cat (Sretavan and Shatz, 1984). 
Thus, in primates, with six geniculate layers, M retinogeniculate terminals originating from 
the left and right eyes eventually compete for only M layers 1 and 2, while P ganglion cell 
axons compete only for Players 3 to 6. (Meisserel et aI., 1997). 

The distinct M and P systems are separated from the start, presumably by a precise 
genetic program (Meisserel et aI., 1997). In contrast, the initially intermixed inputs from 
two eyes become allocated to the two hemispheres by competition for available synaptic 
targets (Rakic, 1976, 1977b). This may explain why manipulation of retinal input in pri­
mate embryo has a different effect on the development of these two visual subsystems: 
The monocular enucleation in monkey embryos results in a dramatically enlarged input 
and territory of the brain subserving the remaining eye (Rakic, 1981; Rakic and Rile, 
1983b). In contrast, neither monocular nor binocular enucleation before birth prevents the 
emergence of basic cyto- and chemo-architectonic features of the M and P systems in 
monkeys (Rakic, 1981; Dehay et aI., 1989; Kennedy and Dehay, 1993, 1997; Kuljis and 
Rakic, 1991; Rakic and Lidow, 1995). In this respect, factors underlying the formation of 
the M and P channels in primates may be fundamentally similar to those proposed for 
guiding the selective innervation of cortical layer IV by thalamic afferents (Boltz et aI., 
1992; Antonini and Stryker, 1993) and may follow similarly precise molecular markers as 
observed in the olfactory system (Mombaerts et aI., 1996). 

The projections of M and P retinogeniculate axons into separate territories in the 
geniculate nucleus is unique to primates, although parallel visual channels exist in other 
mammalian species (Sur et ai., 1982; Garraghty et aI., 1993). In particular, studies in the 
cat have called attention to the role of competitive interactions among different classes of 
retinogeniculate terminals in refining immature X and Y pathways (Sur et al., 1982; Gar­
raghty et al., 1993). Such a mechanism may be operative in this species because different 
cell types are largely intermingled within the A laminae of the geniculate. Even the forma­
tion of ocular dominance related projection, which in both species proceed from overlap­
ping into segregated (Williams and Chalupa, 1982; Shatz, 1983, 1996) seems to be 
achieved by different mechanisms. In the monkey, the segregation occurs by selective 
elimination (Rakic and Riley, 1983b; L. Chalupa, personal communications), while in the 
cat it is achieved mainly by rearrangement ofaxons (Sretavan and Shatz, 1987). The early 
differentiation and segregation of M and P pathways demonstrated experimentally in an 
Old World primate is likely to occur during formation of the human visual system. 

SYNAPTOGENESIS IN THE PRIMATE RETINA 

After retinal neurons in a given radial sector of the retina are generated and begin to 
express their phenotypes, they start to form synaptic connections. A light microscopic 
examination of the series of embryonic retinas reveals that the inner plexiform layer (IPL) 
appears earlier than the outer plexiform layer (OPL) (Nishimura and Rakic, 1985, 1987a,b). 
The IPL in adult primate contains two principal types of synaptic contacts: conventional and 
ribbon synapse which form a variety of contacts among four classes of neurons: amacrine 
(A), bipolar (B), ganglion (G) and interplexiform (I) cells. The conventional synapses are 
formed between the processes of amacrine cells and the dendrites of ganglion cells (A-G), 
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other amacrine cells (A-A), interplexiform cells (A-I), axons of bipolar cells (A-B), and in­
terplexiform cells contacting bipolar processes (I-B). Ribbon synapses, on the other hand, 
are established between axons of bipolar cells and dendrites of ganglion and/or amacrine 
cells, in the form of monads (B-G and B-A) or dyads (B-GG; B-GA; B-AA). In addition, 
a triad synaptic complex is formed by components of bipolar, ganglion and amacrine cells, 
but the composition and proportion of the participating elements has not been analyzed in 
detail. In general, the ribbon synapse represents the "straight signal" pathway between 
receptors and retinal ganglion cells, whereas conventional synapses form local synaptic cir­
cuits between neuronal elements within the IPL. 

Analysis of serial sections prepared from the embryonic monkey retina demonstrates 
that the first sign of synapses in the IPL can be defined by filamentous thickening which 
appears before any other ultrastructural sign of membrane specialization on the apposing 
elements (Nishimura and Rakic, 1987a). Our observations indicate ganglion cells in the 
embryonic retina establish contacts with amacrine cells by means of conventional syn­
apses significantly earlier than the first appearance of ribbon synapses connecting bipolar 
cells with either ganglion or amacrine cells (Fig. 5). The early formation oflateral connec­
tivity within the ganglion cell layer may provide a cellular substrate for the generation of 
coordinated action potentials observed in the developing retina before formation of 
trough-line connections with visual centers in the brain (Skaliora et aI., 1993; Wong et aI., 
1995; Feller et aI., 1997). Therefore, paradoxically in this case, local neural circuits as de­
fined by the Society for Neuroscience Research Program (Rakic, 1975) are established be­
fore the formation of a central projections, i.e., "straight signal" connections (Nishimura 
and Rakic, 1985, 1987a). Furthermore, since some ganglion cell axons already form syn­
apses in the developing lateral geniculate nucleus and superior colliculus between E78 and 
E99, both the basic synaptic complexes within the IPL, as well as neuronal contacts be­
tween the retina and brain, are initiated prior to the formation of any contacts with the 
photoreceptors via bipolar cells. The central-to-peripheral sequence of the onset of syn­
apse emergence is also opposite to the sequence ofneurogenesis in the primate visual sys­
tem, which starts with ganglion cells (La Vail et aI., 1991) and is followed by the lateral 
geniculate in the thalamus (Williams and Rakic, 1988) and finally by the neurons of the 
striate cortex (Rakic, 1974). 

The sequence of synaptogenesis within the microcircuitry of the IPL, as well as the 
finding of the central-to-peripheral sequence of synaptogenesis in the straight signal path­
way (Nishimura and Rakic, 1987a,b), stands in contrast to the hypothesis postulating that 
the sensory periphery determines the pattern of neuronal and synaptic organization in 
more centrally located structures initially suggested by Bok in 1915. Rather, the results in 
primates indicate that the onset of synaptogenesis proceeds in a direction opposite to the 
flow of visual information, making it unlikely that signals from the retinal photoreceptors 
can initiate the basic pattern of visual connections in the central nervous system which are 

Figure 5. A schematic illustration of the possible 
sequence of synaptogenesis in the inner plexi­
form layer of the macaque retina. Abbreviations: 
A, amacrine cells; B, bipolar cells; G, ganglion 
cells. (For further information see Nishimura and 
Rakic, 1985, 1987a,b). 
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present (Hendrickson and Rakic, 1977; Cooper and Rakic, 1983) and display a correct to­
pography (Shatz and Rakic, 1981) before the appearance of the first contacts with the pho­
toreceptors in the OPL of the retina. The central-to-peripheral sequence of development is 
also observed in the timing of cell death in the lateral geniculate nucleus, which starts 
around E50 and precedes by more than a month the phase of ganglion cell death in the ret­
ina (Williams and Rakic, 1988). Finally, independent formation of topographical thalamo­
cortical and corticocortical connections has also been observed in the visual system of 
monkeys with early binocular enucleation (Rakic, 1988; Kuljis and Rakic, 1991; Rakic et 
al., 1991; Rakic and Lidow, 1995; Kennedy and Dehay, 1993, 1997) and in congenitally 
anophthalmic mice (Kaiserman-Abramof and Graybiel, 1980; Olivaria and Van Sluyters, 
1984). It should, however, be recognized that at later stages of synaptogenesis, particularly 
at postnatal ages, the periphery begins to playa more significant role in the process of 
elimination, and maintenance of already formed synapses (Bourgeois and Rakic, 1993; 
Rakic et al., 1994). Thus, the final pattern of synaptic architecture in the centrally located 
structures must take into account reciprocal interactions between the photoreceptors, on 
the one side, and the cerebral cortex, on the other side, of the primary visual pathway. 
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1. INTRODUCTION 

6 

The regularity of cells in the vertebrate retina was first recognized in the mid-nine­
teenth century by Hannover (1843) who noted that "in many animals, double and single 
cones of the retina form a definite pattern." Numerous investigators have since described 
the mosaics formed by cell populations in all three retinal nuclear layers (e.g., Wassle and 
Riemann, 1978; Young and Vaney, 1991; Cook and Becker, 1991; Hutsler and Chalupa, 
1994). Such regular retinal arrays are thought to be necessary for the efficient functioning of 
the visual system. In particular, computer simulations and mathematical modeling have 
shown that the orderly distribution of photo receptors is necessary for the adequate detection 
of spatial information (French et aI., 1977). To preserve the integrity of such information, 
one would also expect complementary distributions in other retinal layers. Furthermore, as 
all visual information received by photoreceptors is conveyed to the brain via retinal gan­
glion cells (RGCs), these cells would be expected to possess a highly organized distribution 
pattern to ensure topographic input to visual target regions (Wassle and Riemann, 1978; 
Hirsch and Hylton, 1984). Moreover, as discussed by Jeremy Cook in this volume, it has 
been suggested that the presence of a regular distribution of cells is a determining factor for 
neuronal classification in the retina (Peichl, 1991; Wassle and Boycott, 1991). 

Development and Organization of the Retina, edited by Chalupa and Finlay. 
Plenum Press, New York, 1998. 77 
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In view of the prevalence of cell mosaics in the mature retina and the presumed im­
portance of such distributional patterns for visual information processing, it is quite 
astonishing that, until recently, so little attention has been directed at the development of 
this fundamental feature of retinal organization. Several years ago, we began to consider 
this issue (Chalupa, 1995) by addressing two related questions. First, we wondered when 
mosaic patterns can first be discerned in the developing retina; and second, we sought to 
gain an understanding of the developmental factors that could underlie the formation of 
regular cell distributions. 

For the most part, our studies have focused on alpha and beta ganglion cells since 
these two cell classes in the mature cat retina have been extensively studied with respect 
to their distributional patterns (Wiissle et aI., 1981a,b; Kirby and Chalupa, 1986). Specifi­
cally, it has been well-established that the ON and OFF subclasses of alpha and beta cells 
form independent arrays, providing complete coverage of the retinal surface by their den­
dritic arbors. Each subclass responds selectively to light increments (ON) or decrements 
(OFF), as was initially shown by Kuffler (1953) in his pioneering work dealing with the 
receptive field properties of cat retinal ganglion cells. 

In the mature retina, ON and OFF cells can be differentiated morphologically on the 
basis of their dendritic stratification patterns within the inner plexiform layer (lPL): ON 
cell dendrites branch proximal and OFF cell dendrites branch distal to their respective 
somas situated in the ganglion cell layer (Nelson et aI., 1978). This organizational feature 
is illustrated in Figure 1 which depicts DiI labeled ganglion cells with two clearly defined 
strata of dendrites within the IPL. 

By contrast, early in development ON and OFF cells cannot be differentiated from 
each other because the dendrites of immature ganglion cells ramify throughout the IPL 

Figure 1. Photomicrograph showing Dillabeled RGCs in transverse section from a PI3 cat retina. Note the dis­
tinct appearance of two tiers of dendrites within the IPL and the stratification pattern of ON (proximal to the 
soma) and OFF (distal to the soma) RGC dendrites. 
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(Maslim and Stone, 1988; Ramoa et aI., 1988; Bodnarenko et aI., 1995). Thus, a necessary 
prerequisite for the formation of ON and OFF ganglion cell mosaics is for the dendrites of 
these neurons to change from a multistratified to a unistratified state. 

It has also been well-established that there is a massive loss of ganglion cells during 
the normal development of the cat (Chalupa, 1988). Some degree of ganglion cell loss is 
thought to represent the correction of misprojections in developing retinofugal pathways. 
This could be the case in fetal cats since retinal ganglion cells projecting either to the 
wrong hemisphere or inappropriate loci within retinorecipient target nuclei have been 
documented (Williams and Chalupa, 1982). However, by birth, the available evidence in­
dicates that the pattern of retinal projections in carnivores is virtually identical to that 
found in the mature animal (Chalupa et aI., 1996; Chalupa and Snider, 1998). Conse­
quently, the significance of the postnatal loss of ganglion cells presents a conundrum. The 
results of recent studies we will describe here provide an answer to this puzzle: ganglion 
cell loss in the postnatal cat retina serves to refine the early distributions of ON and OFF 
cells to form the regular mosaic patterns essential for the normal processing of visual in­
formation. Before considering this issue, we will provide an account of our work dealing 
with the stratification of dendrites in the developing cat retina. 

2. STRATIFICATION OF RETINAL GANGLION CELL DENDRITES 

As indicated above, whereas in the mature cat retina, alpha and beta cells can be 
subdivided into ON and OFF subclasses, developing ganglion cells cannot be differenti­
ated in this manner because of their initially multi stratified dendritic branching patterns 
(Maslim and Stone, 1988; Ramoa et aI., 1988; Bodnarenko et aI., 1995). Examination of 
DiI labeled retinal cross-sections at different stages of development has revealed that by 
embryonic day (E) 50 virtually all beta cells are multistratified. This is two weeks before 
birth and the youngest age at which the three major ganglion cell classes can be distin­
guished in the cat retina (Ramo a et aI., 1988). The stratification process was found to pro­
ceed rapidly so that by the end of the second postnatal week relatively few beta cells were 
found to be multi stratified in the central region of the retina (Bodnarenko et aI., 1995). 
The timing of this event appears to coincide with synaptogenesis in the IPL (Maslim and 
Stone, 1986), suggesting a role for afferent cells in regulating dendritic stratification. The 
unique actions of the glutamate analog, 2-amino-4-phosphonobutyrate (APB), which hy­
perpolarizes rod bipolar and ON-cone bipolar cells selectively (Slaughter and Miller, 
1981), enabled us to investigate such a role for these afferent cells. APB blocks the release 
of glutamate by these interneurons thereby abolishing all visual responses in ganglion 
cells of dark-adapted animals (Wassle et aI., 1991). Intraocular injections of APB, per­
formed during the time period of normal dendritic stratification, resulted in a virtually 
total arrest of this developmental process. 

Figure 2A shows a cross-section of a normal P13 retina in which the dendrites of 
each ganglion cell can be seen to terminate in either the ON or OFF sublamina of the IPL. 
In marked contrast, Figure 2B illustrates a similar cross-section of a P 13 retina treated 
with APB since P2. Here, no such sublamination of the IPL is visible; the dendrites of 
each cell ramify throughout the IPL. As shown in Figure 3, the incidence of multi stratified 
cells was approximately 40% at P2, the age at which APB treatments were initiated. This 
incidence of multi stratified cells was not decreased appreciably when daily APB treatment 
was continued as late as P13. By contrast, at P13 in the normal retina, only about 12% of 
the ganglion cells are still multi stratified. 
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These findings provide the first indication that activity plays a role in the dendritic 
remodeling of developing ganglion cells. More specifically, these results suggest that glu­
tamate-mediated afferent activity regulates the dendritic stratification process. Interest­
ingly, manipulations which are known to alter the formation of eye-specific domains in 

Figure 2. Examples of Dil labeled beta ganglion cells in transverse section from a nonnal P13 retina (A) and an 
APB-treated retina (B). Scale bar = 20 11m. Reprinted from J. Neuroscience (Bodnarenko et aI., 1995). 
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visual target regions, such as intraocular injection of tetrodotoxin (TTX) and monocular 
deprivation, do not affect the normal restriction of RGC dendritic processes in the devel­
oping cat retina (Leventhal and Hirsch, 1983; Dubin et ai., 1986; Lau et ai., 1990; Wong et 
ai., 1991). Thus, it is not ganglion cell activity per se but rather pre-synaptic afferent ac­
tivity which appears to regulate the maintenance or elimination of RGC dendritic proc­
esses. Moreover, RGC density as well as somal and dendritic field sizes were unaffected 
following APB treatment, demonstrating that such afferent input has a highly selective 
impact on RGC dendritic development (Bodnarenko et ai., 1995). 

When short-term APB treatments (P2 to P13) were terminated, the dendritic stratifi­
cation process was found to resume. At three months of age there were very few multis­
tratified cells in the treated eyes as is the case in the normal adult cat retina (Bodnarenko 
et ai., 1995). Recently, in a collaborative study with the laboratory of Silvia Bisti in Pisa 
we have found that APB treatment throughout the first postnatal month results in what 
appears to be the permanent arrest of dendritic stratification. This provided an opportunity 
to examine the visual response properties of the APB-treated eye. The obvious question 
we were interested in addressing was whether or not the presence of ganglion cells with 
multi stratified dendrites resulted in receptive fields with ON-OFF discharge patterns. Ex­
tracellular recordings from the A or A 1 laminae of the dorsal lateral geniculate nucleus 
innervated by the APB-treated eye, as well as recordings from the optic tract, revealed that 
this was indeed the case. Whereas virtually all of the cells driven by the normal eye 
responded as expected with either ON or OFF discharges, in the case of the treated eye 
about 40% of the units manifested ON-OFF discharge patterns (Bisti et ai., forthcoming). 
These observations demonstrate a clear-cut functional correlate for the morphological 
changes observed in ganglion cells following APB treatment of the developing retina. 
Moreover, they imply that at maturity the dendrites of these multistratified cells are inner­
vated by axon terminals of ON as well as OFF bipolar cells. 

3. A ROLE FOR CELL DEATH IN MOSAIC FORMATION 

Ganglion cell death has been documented in the developing cat retina by assessment 
of optic nerve fiber number (Williams et ai., 1986) and the presence of pyknotic profiles 

Figure 3. A comparison of the incidence of 
multistratified RGCs in normal and APB-treated 
retinas at three postnatal ages. The dotted line de­
notes the incidence of multistratified cells at P2, 
the age when treatment was initiated. Reprinted 
from 1. Neuroscience (Bodnarenko et aI., 1995). 
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(Wong and Hughes, 1987; Pearson et aI., 1993). In particular, optic nerve counts have 
revealed that most ganglion cells die during embryonic life, and the period of ganglion 
cell loss continues during the first postnatal month. However, neither of these measures 
can provide an indication of the degree to which the different classes of cells contribute to 
the overall magnitude of ganglion cell loss. 

By counting all alpha cells within the central region of the developing cat retina, we 
have recently shown that approximately 20% of these neurons are eliminated during the 
first postnatal month (Jeyarasasingam et aI., 1998). Because the central region of the retina 
does not expand during this developmental period (Mastronarde et aI., 1984; Jeyarasasin­
gam et aI., 1998), it can be inferred that this loss of cells must reflect the normal death of 
these neurons. Moreover, the postnatal period of ganglion cell loss continues after most gan­
glion cells have completed their stratification process. Thus, ON and OFF subclasses can be 
differentiated before the final number of ganglion cells is established. This leads to an 
intriguing question: are regular mosaics present in the retina at a time when there is an 
"excess" of ganglion cells. In considering this matter, one of two possible scenarios can be 
envisaged. As depicted in Figure 4: (i) regular distributions of cells might be present even 
though the number of cells is higher than normal; or (ii) cell regularity could be "masked" 
by the excess cells. In the latter case, the loss of neurons would contribute to the formation 
of cell mosaics. 

The resolution of this matter seemed rather straightforward: Label all ganglion cells 
in a large region of the retina so that ON and OFF cells could be distinguished, and then 
compare the mosaics in the developing retina with those present at maturity. For technical 
reasons, however, it has been problematic to label the dendrites of a large number of gan­
glion cells sufficiently well so as to allow classification of these neurons into ON or OFF 
subtypes. Consequently, it has not been feasible to directly assess mosaic patterns in the 
developing retina. 

To overcome this problem, we relied on the common observation that ON and OFF 
RGCs of a given class are often situated in close proximity to one another (Wassle et aI., 
1981 a,b). By means of computer simulations we first showed that the superimposition of 
two regular distributions consistently resulted in around 90% opposite sign pairing (Figure 
5). By contrast, the superimposition of two random distributions repeatedly resulted in 
only 50% of such pairs. This relationship between the incidence of opposite sign cell pairs 
and the degree of regularity exhibited by two superimposed distributions was remarkably 
robust over a relatively broad range of cell densities, approximating those found from the 
central to the peripheral retina. 
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Figure 4. Schematic diagrams showing two alternative 
scenarios for ON and OFF cell distributions before the pe­
riod of cell death is completed (left panels) and at maturity 
(right panel). At the top, the distribution of these neurons is 
as regular as at maturity, even though cell density is sub­
stantially greater. At the bottom, the "excess" cells obscure 
the regular patterns of ON and OFF cells so that cell mosa­
ics only become evident following a spatially selective pat­
tern of cell loss. 
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Figure 5. Bar graph depicting the incidence of opposite sign cell pairs resulting from the superimposition of two 
regularly distributed computer simulated regions (A), two randomly distributed regions (B), the number of such 
pairs in the normal adult retina (C), in the developing retina (D), and in TIX-treated retinas (E). Note the close 
correspondence between the incidence of ON-OFF pairs in the regularly distributed simulations and the mature 
retina as well as that between the random simulations, the developing retina and following TTX-treatment. 

Using an in vitro wholemount preparation we were able to obtain Golgi-like labeling 
of a relatively small number of ganglion cells by making focal deposits of horseradish per­
oxidase (HRP) into the fiber layer. Although, not suitable for assessing mosaic patterns 
using conventional measure of regularity (see Cook, this volume) this material permitted 
us to quantify the incidence of opposite sign pairs in the developing cat retina. This 
approach revealed that only 58% of alpha cell pairs are of opposite sign before the devel­
opmental period of cell death has ended, suggesting that at this stage the distribution of 
these neurons is not appreciably different from random (Figure 5). By contrast, in the 
mature retina the incidence of such opposite sign pairs was found to be around 90%, as 
predicted by our computer simulations. 

Having demonstrated that ON and OFF alpha cell distributions become more regular 
during postnatal development, we next considered the possibility that this process could 
be regulated by sodium voltage-gated retinal activity. This would be the case if the spatial 
pattern of ganglion cell loss in the developing retina was dependent on activity-mediated 
mechanisms involving the firing of action potentials (O'Leary et aI., 1986a,b; Thompson 
and Holt, 1989). Accordingly, we treated postnatal cat retinas with TTX beginning at P9, 
when the density of alpha cells is greater than at maturity and before the adult complement 
of opposite sign alpha cell pairs is established. (Details of injection protocol provided in 
Jeyarasasingam et al. in press.) When these animals reached maturity, we examined both 
the incidence of opposite sign cell pairs and the regularity indices of the resulting distribu­
tions. Unlike in the developing retina, it is feasible to label large regions of the mature ret­
ina so as to differentiate between ON and OFF ganglion cells, permitting the calculation 
of regularity indices. 

Figure 6A illustrates a region from a control retina in which the adult complement of 
opposite sign pairs (-90%) is evident (see also Figure 4). In contrast, the TTX treated reti­
nal region in Figure 6B demonstrates only 60% opposite sign pairs, a value comparable to 
that seen in the developing retina (see also Figure 5). Similarly, the regularity indices for 
the ON and OFF cell distributions from Figure 6A were 3.64 and 3.59, respectively, 
whereas the TTX treated retinas display regularity indices of 2.6 for each cell population 
illustrating a more disorderly pattern. At the same time, the density of alpha cells in the 
TTX-treated retinas were within normal values suggesting that sodium channel blockade 
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Figure 6. Examples of alpha cell distribution patterns from 
nonnal (A) and TTX-treated (8) adult retinas. Note the de­
creased incidence of opposite sign pairs and)he lower regu­
larity indices in (B) as compared to (A). Scale bar" 250 flm. 

altered the pattern but not the magnitude of cell loss in the developing retina. In a recent 
study, we have further shown that the normal magnitude of cell loss observed during ROC 
development is sufficient to produce a regular distribution pattern from a random one 
(Jeyarasasingam et aI., 1998). Collectively, these findings indicate that spatially selective 
cell death plays a key role in the formation of ROC mosaics and that this process is regu­
lated by sodium-voltage gated activity. 

4. DISCUSSION 

The results of the studies summarized above indicate that the formation of retinal 
ganglion cell mosaics involves two developmental events: (i) the restriction of initially 
multistratified dendrites to form morphologically distinct ON and OFF cells and (ii) the 
selective elimination of ganglion cells to change the ON and OFF distribution patterns 
from random to regular. Figure 7 illustrates these two mechanisms in schematic form. 

In the fetal cat, virtually all ganglion cells possess multistratified dendrites (Bod­
narenko et aI., 1995) and, therefore, ON and OFF cells cannot be morphologically identi­
fied (Figure 7 A). Beginning in late embryonic life and continuing postnatally, ROCs begin 
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Figure 7. Schematic diagram illustrating the developmental events contributing to the formation of ON and OFF 
RGC mosaic patterns. In (Al, note the multistratified state of RGC dendrites and the larger number of cells present 
as compared to (Cl. (B) In the postnatal retina, ganglion cells have stratified to form the ON and OFF subtypes, 
yet there is still an "excess" of cells present and the incidence of opposite sign pairs is reduced as compared to (C) 
where the mature complement of cells is organized into ON-OFF pairs signifying regularly distributed ON and 
OFF RGC populations. 
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the stratification process establishing the structural signature for ON and OFF cells (Fig­
ure 7B). Until this process is completed, ON and OFF ganglion cell mosaics cannot be dis­
cerned. During early postnatal life, "excess" cells obscure regular mosaic patterns 
resulting in a low incidence of opposite sign pairs following dendritic stratification (Fig­
ure 7B). Normal retinal activity during this postnatal period induces a spatially selective 
pattern of cell death, allowing for the formation of regular ON and OFF ganglion cell mo­
saic patterns (Figure 7C). 

These studies have also revealed that two different types of activity-based events are 
involved in forming ON and OFF ganglion cell mosaic patterns: (i) glutamate-mediated 
afferent activity and (ii) sodium-voltage gated discharges. It remains to be established, 
however, how these diverse activity-regulated mechanisms regulate their respective devel­
opmental changes. For example, it is clear that blockade of bipolar cell activity with APB 
prevents ganglion cell dendritic stratification, but how does normal afferent activity direct 
the retraction of diffusely branching dendrites to allow for the formation of both ON and 
OFF cells? Perhaps these afferent cells provide selective input to either proximal or distal 
dendrites of multistratified ganglion cells early in development. If this were the case, the 
release of glutamate by these afferents could instruct ganglion cells to maintain those 
processes receiving the necessary input. Alternatively, these ganglion cells may be speci­
fied intrinsically as ON or OFF, despite the multi stratified dendritic state. In this case, glu­
tamate release from afferents may simply activate a genetic program within a ganglion 
cell to retract the appropriate dendrites to provide the morphological signature that corre­
sponds to its pre-determined functional state. 

These possibilities can be explored by investigating the state of synaptic contacts 
onto multi stratified ganglion cells during development. Localized unistratified synaptic 
input to ganglion cells would provide evidence for the instructional hypothesis whereas 
"diffuse" afferent input would more likely support an intrinsic specification hypothesis. 
Recall that the results of our recent recordings have revealed that multistratified ganglion 
cells in the APB-treated retina respond to light with ON-OFF discharges. As noted above, 
this implies that these neurons are innervated by the axonal processes of both ON and 
OFF bipolar cells. However, it is not known whether this reflects the maintenance of im­
mature bipolar inputs or de novo axonal ingrowth in response to the APB treatment. For 
these reasons, it would be of great interest to establish the pattern of connections between 
bipolar cells and multi stratified ganglion cell dendrites in the developing retina. 

Similarly, the mechanisms underlying activity-mediated selective cell death have yet 
to be explored. In this context, the recent findings of Rachel Wong summarized in this vol­
ume, showing that developing ON and OFF ganglion cells in the ferret retina generate 
separate waves of activity, may be of relevance. Such subclass-specific waves of activity 
were proposed to underlie the formation of ON and OFF sublaminae in the ferret dorsal 
lateral geniculate nucleus. Independent waves of ON and OFF cell activity could also 
serve to regulate the cell loss required to form regular ON and OFF ganglion cell distribu­
tions across the retinal surface. Blocking this activity during development alters the pat­
tern of cell death thereby disrupting the formation of ganglion cell mosaics. 

The question of how sodium voltage-gated activity regulates the pattern of cell loss, 
however, remains to be addressed. Three possible activity-mediated mechanisms can be 
proposed: interactions at the level of ganglion cell afferents, terminals, and/or directly 
among RGCs. At the level of ganglion cell afferents, it has been shown that neuropeptide 
Y containing amacrine cells are arranged in mosaics in the inner nuclear layer during the 
embryonic development of the cat retina, much earlier than we have shown here to be the 
case for ganglion cells (Hutsler and Chalupa, 1995). The regular distribution pattern of 
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these and other afferent popUlations could therefore act as a template directing the selec­
tive loss of cells resulting in the formation of ganglion cell mosaics. Alternatively, activ­
ity-mediated interactions at the level of ganglion cell terminals may direct the appropriate 
loss of neurons to form RGC mosaics. Retinal activity has been implicated in the removal 
of inappropriately projecting neurons in the refinement of retinocollicular topography in 
the rodent visual system (O'Leary et aI., 1986a,b; Thompson and Holt, 1989). Though 
there is a higher degree of topographic precision in the developing cat visual system 
(Chalupa et aI., 1996), a fine tuning of the topographic pattern may occur via activity­
mediated interactions. If the inappropriately positioned ganglion cells (which obscure 
mosaic patterns during development) contribute to topographic imprecision, their removal 
by such activity-mediated events could refine irregular distribution patterns as well. 

Electrical interactions between ganglion cells themselves may also act to regulate 
the pattern of cell death. For example, alpha ganglion cells are electrically coupled to 
one another during development (Penn et aI., 1994). Perhaps this communication serves 
to maintain cells within the coupled network at the expense of non-coupled cells. If these 
non-coupled cells are randomly distributed among a regular array of coupled cells, the 
removal of these non-coupled cells would result in the formation of mosaics during 
development. 

In order to distinguish between these possibilities, it would be necessary to selec­
tively block activity at each level independently. For example, if activity blockade within 
retinorecipient nuclei disrupted mosaic formation, this would support a target-mediated 
mechanism. In contrast, mosaic disruption by blockade of communication between gan­
glion cells with gap junction inhibitors would suggest that electrical coupling directed the 
selective loss of cells necessary for mosaic formation. 

5. CONCLUDING REMARKS 

Mature retinal mosaics are essential for spatial information processing. For this rea­
son alone, it is valuable to understand the mechanisms underlying their formation. The 
present research has investigated this fundamental feature of retinal organization at a sys­
tems level by invoking such Ubiquitous developmental phenomena as dendritic restructur­
ing, cell death, and activity-mediated events. It remains for future studies to unravel the 
cellular and molecular mechanisms behind these events to further our understanding of the 
formation of retinal mosaics. 
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1. LUMPERS VS SPLITTERS 

7 

The concept of a neuronal type can be quite slippery. Just when you think you've got 
it in hand, it can jump out of your grasp like the soap in the shower. This probably ex­
plains why so many articles in recent years have claimed to address the molecular mecha­
nisms that generate retinal diversity and yet have ended up focusing on just a few of its 
many neuronal types. The aim of this article is to set out the problems inherent in the con­
cept of a neuronal type and discuss some of the ways in which a particular kind of spatial 
organization, the neuronal mosaic, can provide a tool to get to grips with it. 

A good way to begin is to consider the question: 'How many neuronal types are 
there in the vertebrate retina?' At first, it seems that the answer might depend on your own 
personality-whether you are a 'lumper' or a 'splitter'. 

Even if you are a lumper, you should be happy to accept that there are five basic 
kinds of neurons in the retina: photoreceptors, horizontal cells, bipolar cells, amacrine 
cells and ganglion cells. Throughout this article, I refer to each of these five divisions as a 
'class' . (The term is often used for a finer subdivision than this, as a synonym for what I 
here call a 'type', but I use 'class' here only for the major divisions-see Fig. l.) A life­
long lumper can be happy with the idea of classes if the differences between them are 
broad and easy to define. 

But a sworn splitter-the kind of person who painstakingly documents every little dif­
ference in phenotype and gives it a name or a number~ees these classes as bursting at the 
seams with different types, SUbtypes and variants. Even those of a less extreme cast of mind 
accept that many types must exist. Vaney and Hughes (1990) have suggested that there must 
be at least 70 neuronal types in any given mammalian retina, and "a three-figure total does 

Development and Organization oj the Retina, edited by Chalupa and Finlay. 
Plenum Press, New York, 1998. 91 
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RETINAL NEURON 

I 
I 

Class:- retinal ganglion cell amacrine, bipolar, horizontal .. 

I 
Subclass? alpha ganglion cell beta, gamma, della, epsilon . 

I 
Type:- outer olpha ganglion cell 

I 
inner alpha ganglion cell 

Subtype? somatostalin-immunoreactive somatostatin-unreactive 

Variant:- ... conlinuous Isystematic and sporadic) within-type varia lion .. 

Figure 1. A typical hierarchical classification scheme for retinal neurons showing, with examples, how various 
terms that lack generally accepted definitions are used in specific ways throughout this article. Neurons are 
divided into a few broad 'classes ' , which are in turn subdivided into many individual 'types'. For mammals, an 
intermediate level is often assumed to exist, containing similar types with complementary stratification patterns 
grouped together as a 'subclass' (a 'genus' in the sense of Rodieck and Brening, 1983), Such a level remains 
hypothetical and there is no good evidence for it outside the mammals (Section 5,4) but recent developmental 
evidence does tend to support its existence in the cat (Section 4,6), Occasionally, variation among the members 
of a single type appears to divide them into two or more discrete subsets, which individually lack full retinal 
coverage, Each of these subsets can be termed a 'subtype' but the objective status of such a level remains ques­
tionable (Section 5.3), 

not seem implausible", Achieving a proper classification must always be near the top of a 
neuroscientist's agenda, because it is hard to discover anything interesting about neurons by 
studying heterogeneous populations. Yet a surprising number of retinal neurons, especially 
in the inner layers, remain unclassified and poorly understood. 

So just what is a neuronal type, and how can we find out how many there are in this 
elaborate visual outpost of the central nervous system? It turns out to be a large problem 
that needs to be taken in stages; but it is also very illuminating. The first step is to slim 
down the broad, general question to a narrower, more specific form that allows us to get to 
grips with the basic rules for identifying a type, 

2. HOW MANY NEURONAL TYPES IN THE RETINA OF A 
SINGLE SPECIES? 

This is really the question that Vaney and Hughes were addressing, and I guess that 
most students of the retina would opt, like them, for an answer between 70 and the low 
hundreds, totalling up the types already known and making intelligent guesses about the 
number left to be found. Although my aim is to consider the problem of counting types 
rather than the result, some readers may find a brief catalogue useful. 

In the outer retina, non-mammals have the greatest diversity, There are at least five 
distinct types of cone, because many non-mammals have UV-sensitive cones as well as the 
usual blue-, green- and red-sensitive ones, and double or twin cones as well as single ones 
(Raymond et aI., 1993). Among the frogs, even the rods are divided into two spectrally­
distinct types (Liebman and Entine, 1968), Then there are up to four different types of 
horizontal cell, with highly specific rod and cone synaptic patterns (review: Van Haesen­
donck and Missotten, 1979), The outer retina of placental mammals is less diverse because 
all of them lack double cones and UV-sensitive cones, and very few have more than two 
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cone pigments. As their outer retinal colour processing is more restricted, mammals also 
get by with only two types of horizontal cell, one axon-bearing and one (usually) axonless 
(Peichl, Sandmann and Boycott, this volume). 

Linking the outer and inner retina, in mammals and non-mammals alike, are separate 
bipolar cell subgroups driven by rods and cones. The cone-driven subgroup can be further 
divided into nine apparently distinct types in the rat (Euler and Wassle, 1995), ten in the 
primate (Boycott and Wassle, 1991) and eleven in the turtle (Ammermuller and Kolb. 
1995) differing in their shapes, the sublaminae where they terminate, and the polarity of 
their responses to light. 

Although the numbers are rising fast, it is the amacrine and ganglion cell types of 
the inner retina that dominate the counting. There seem to be dozens, and the total in any 
analysis will depend not only on the species, and on the amount of effort that has gone 
into looking for these types in that species, but also (and critically) on the criteria that 
have been used in identifying them. In the turtle, Ammermiiller and Kolb (1995) described 
37 phenotypes for amacrine cells and 24 for ganglion cells. In the cat, Kolb et al. (1981) 
described 22 for amacrine cells and 23 for ganglion cells, but Vaney and Hughes (1990) 
argued that others may have been missed. 

Given all this complexity, how can we reach a confident answer, even for just one 
species? The first step must be to distinguish between two different kinds of variation that 
neurons and all other cells display. On the one hand, there is the natural, continuous vari­
ation that we see in all living things, which creates a wide diversity of phenotypes. On the 
other, there is a discrete, categorical set of developmental and evolutionary dichotomies, 
which for convenience we can think of as switches, partitioning cell fates in discontinuous 
ways to create the entities that we call types. 

2.1. Within-Type Variation and Between-Type Variation 

Rowe and Stone (1977; 1980) advanced our understanding of neuronal types by 
stressing the need for clear distinctions between these two kinds of phenotypic variation. 
The discontinuous, role-specific kind that separates a red cone from a green cone, or a 
wide-field on-centre ganglion cell from a narrow-field off-centre one, they called 'be­
tween-type' variation. The continuous kind, that exists even within each of these catego­
ries, they called 'within-type' variation. If we can succeed in distinguishing between these 
two kinds of variation in respect of any particular set of neurons, we have effectively 
delimited their types. 

Without this information, trying to distinguish between cell types is exactly like try­
ing to assess two sets of numerical data by comparing their means without knowing any­
thing about their standard deviations or ranges. The analogy is made all the more potent 
by the fact that we all know people who frequently and cheerfully do both of these things, 
without realizing that the conclusions they reach are logically unsustainable! 

Understanding neuronal variation can be hard, but our efforts are helped by the fact 
that within-type variation can itself be split into categories. 'Systematic' within-type vari­
ation shows some known trend that allows it to be predicted on the basis of an external 
factor such as retinal position. 'Residual' (or 'sporadic') variation is whatever remains 
after all known trends have been accounted for, and so appears arbitrary. As new correla­
tions are discovered, some examples of variation may move between these categories. 

A classic example of systematic variation is the gradual change in many neuronal 
properties that corresponds to a change of location across the retina, especially in species 
with a fovea (fishes, reptiles and birds as well as primates) or a well-defined area centralis 
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or visual streak. In such retinae, two cells of the same type from different locations can 
look ridiculously different (shown for horizontal cells by Fig. 2, and for ganglion cells by 
Kier et aI., 1995) and yet lie on a continuous morphological spectrum that extends system­
atically across the retina. To a large extent, our present understanding of the main gangl ion 
cell types of the cat began with the discovery by Boycott and Wassle (1974) that much of 
their wide variation in size and form correlates directly with location and so can be 'fac­
tored out'. As Peic hl (199 1) has noted: "All of a sudden, the agglomerate of ganglion cell 
morphologies recognized previously in the cat ret ina clearly separated into distinct mor­
phological classes ... the cells changed sizes and dctailed branching pattern in a regular 
way with d istance from the central area, but at a given retinal location one could always 
tell the classes apart." 

A clear, if extreme, example of the second kind of within-type variation, the residual 
or sporadic kind, is the occurrence of individual neurons with their somata in a different 
reti nal layer from others of the same type. Other evidence for sporadic within-type vari­
ation abounds but i s sometimes misconstrued as evidence for the existence of additional 
types, so I consider it more fully in Section 5.2, after 1 have shown how mosaics can pro­
vide a framework for identifying types and exploring the variation wi thin them. 

2.2. Natural Types Must Be Discovered, Not Defined 

The kind of cell type that these ideas point towards is elastic but resilient. We can't 
mould it to our own will, defining il in arbitrary terms, because it springs back when we 
release it from the mould, A cell type of this kind is objective: it exists 'out there' in the 
real world as a functional , developmental and evolutionary entity, and the task of the neu­
roscientist is not to define it but to discQver it. This was implicit in the view of Rowe and 
Stone (1977) that attributions of cell type arc modifiable hypotheses ra ther than defini­
tions; and explicit in a paper on the classification of retinal gangl ion cells by Rodieck and 
Brening (1983), who used the phrases 'natura l cell type' and 'natural type' to strcss Ihis 
attribute of objectivity. 

2,3. Natura l Types Form Discrete Clusters 

It is axiomatic that 'natural types' should be discrete. To be considered objective 
units of classificat ion, they must be so. But when we actually measure properties that vary 
widely even within a type, like cell size, we usually find elltensive overlap between one 
type and another: the eat's alpha and beta cells were a lucky exception. To isolate each 
type from every other, Rodieck and Brening (1983) argued that we need to consider not 
JUSt olle variable, like 'size', but as many variables as possible: variables of shape, form, 
and stratification; variables ofa functional kind to do with receptive fields and conduction 
velocities; categorical variables like transmitter content and projection target. They 
showed how all of these could be viewed as coexisting in a multidimensional space, on an 
imaginary graph with many separate axes, all at right-angles and thus independent of eac h 
other. In such a space, they argued that a natural type can be represented as a cl ustcr of 
individual cell measurements that is itself a discrete entity. 

This multiparametric approach is admirable in theory, and certainly helped me to 
understand the nature of the problem of discovering cell types. However, it becomes taxing 
to deal with in practice because it presupposes an interdisciplinary approach and involves 
making many different measurements on the same set of cells. I know of only a few papers 
that have taken this approach literally, using statist ical methods to identify multidimensional 
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clusters-and only one of those was primarily concerned with the identification of cell 
types. Kock et al. (1989) made extensive morphometric measurements on the ganglion cells 
of the frog Rana temporaria and applied a statistical technique known as discriminant 
analysis. Their main findings were summarized in a pair of diagrams (their Fig. 8) in which 
individual types really did show up as clusters, with each point within a cluster representing 
an individual cell. Each diagram mapped the data onto a different pair of axes of canonical 
variation. On the first and second axes, the clusters for ganglion cell types G2 and G3 over­
lapped extensively, but those for G3 and G4 did not. Exchanging the second axis for the 
third led to the total separation of G2 and G3, at the cost of some overlap between G3 and 
G4. I return briefly to this result in Section 6.3. 

A few mammals (cats, rabbits and macaque monkeys) have been studied so inten­
sively by neuroscientists of all kinds that the kind of formal analysis outlined by Rodieck 
and Brening (1983) could have been done for them, too. However, I argue in Section 3.3 
for the importance of spreading the net much more widely than this; for the importance of 
doing extensive, as well as intensive studies; for the importance of increasing our under­
standing of the variation in neuronal characteristics between species. This can only be 
done if we have much more cost-effective, time-saving ways of identifying hypothetical 
natural types, a point to which I return in Section 4. 

3. HOW MANY NEURONAL TYPES IN THE RETINA IN ONE 
VERTEBRATE ORDER? 

In Section 2, I restricted the scope of the discussion to a single species. In effect, my 
answer has been: 'We don't yet know how many types there are in one species, but we 
have defined our terms and devised some strategies for finding out.' Before even this 
small success can go to our heads, let us quickly advance to the harder problem presented 
by a broader question: 'How many neuronal types in the retina in one vertebrate order?' 

3.1. Linnaeus vs Darwin in Neuronal Systematics 

The cluster-based approach advocated by Rodieck and Brening (1983) is entirely 
appropriate to the delineation of natural types within a single species. It should receive 
much more attention that it has received so far--and yet, it should not satisfy a modern 
neurobiologist. 

Why? Because classifying neurons by their morphological and functional similari­
ties, however rigorously, is directly analogous to the outmoded Linnaean system of class­
ifying animals and plants by their morphological and functional similarities. The Swedish 
naturalist who laid the foundations of modern taxonomy in 1735 through his book Systema 
Naturae had no conception of the divergent evolution of all life from a common ancestry 
and was in no position to evaluate the deeper relationships between the organisms that he 
assigned to genera, families, orders and so forth. As a result, when Darwin's (r)evolution­
ary view of the world began to prevail more than 120 years later, the Linnaean system 
needed a radical and comprehensive overhaul. Indeed, the process of replacing similarity­
based or 'phenetic' classifications by 'cladistic' classifications (drawing on basically the 
same empirical data but using them to infer evolutionary relationships) is still going on, as 
new information steadily emerges from anatomical and molecular analyses. 

We neuroscientists cannot hide behind Linnaeus's excuse: we should be as familiar 
as other biologists with Dobzhansky's dictum "Nothing in biology makes sense except in 
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the light of evolution", and we should not forget that the evolution of organisms goes hand 
in hand with the evolution of the cell types from which they are built. Perhaps the closing 
years of the 20th century are a good time to set aside our 18th century perspective on neuro­
nal systematics and taxonomy! To keep up with mainstream biology, we must learn to see 
neuronal classifications not only as hypotheses about the boundaries of structural and 
functional variation separating natural classes and types, as Rowe and Stone (1977) and 
later authors taught us to do, but also as hypotheses at a broader and yet deeper level, con­
cerning the evolutionary relationships between these natural categories and the develop­
mental programmes that produce them. Evolutionary relationships are the key to any 
rational hierarchy of subclasses, types or subtypes within a single species, as well as to 
any attempt to find correlations between related types in different species. 

To argue that it is high time for such a change, however, is not to belittle its diffi­
culty. To achieve it--even to begin to think about achieving it~we must extend our inves­
tigations much wider, outside the single species or genus and across families, orders, 
classes and phyla! This last would be an enormous step for which we are clearly not ready. 
That is why I have opened up the question only as far as the taxonomic order~plenty far 
enough to let us explore another set of relevant rules. 

3.2. The Importance of Finding Homologies between Types 

Suppose, for the sake of argument, we finally decide that the cat retina holds 33 dis­
tinct types of amacrine cell. Now we turn to the ferret, another carnivore with a fairly 
similar eye, and work on that in the same way. Maybe (just maybe) it will also have 33 
such types. Assuming for now that it does, the problem is this: should the archetypal carni­
vore retina be considered to hold 33 amacrine types, or 66, or some number in between? 
Put another way, can we establish homologies between the cell types of the cat and those 
of the ferret that will allow us to say that particular cells from these two species (or, in­
deed, any others) belong to the same type, in the same confident way that we now say 
such things for two conspecific animals? Or does the cat have a few types that the ferret 
lacks, and vice versa? 

Now suppose that our hypothetical ferret doesn't have 33 amacrine types after all, 
but as few as 28 or as many as 4l? How would we know which ones to match with which? 
This kind of problem (presented as a worked fictitious example in Fig. 3) matters greatly 
to those who care about the function of the retina in vision, as well as to those who care 
how it evolved. Such differences as exist may be clues to different functional demands. 

We can guess at some answers, using the familiar phenetic (Linnaean rather than 
Darwinian) mode of thought, by looking carefully at similarities of form and function and 
grouping similar cells together. From this viewpoint, for example, recognizable alpha gan­
glion cells can be found in all mammals, and those of any two mammalian species appear 
to match quite well at equivalent spatial densities, with only a few odd exceptions (see 
Section 6.2). In contrast, cells with a beta morphology have not been found in the rabbit or 
rat (review: Peichl, 1991). However, this approach cannot make a formal distinction be­
tween superficial similarities due to convergent evolution (analogies) and deep similarities 
due to shared ancestry (homologies). From an evolutionary (cladistic or phylogenetic) 
viewpoint, only homologies (see Fig. 3) provide acceptable groupings, mainly because 
only homologies have any predictive power with respect to those characters that have not 
yet been studied~which, in neuroscience, are usually in a majority! And, as the next sec­
tion will make clear, information about comparable cells in related lineages (in this case, 
monotremes and reptiles) is needed before homologies can be established. 
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Figure 3. The problem of matching neuronal types across (fictional) species and a generic approach to its solution 
(see Section 3.4). (A) Attempts to match 9 known neuronal types in the snark to 10 in thejabberwock according to 
similarities of form and function leave many uncertain pairings, including that of G6 cells with either gamma-lor 
inner beta cells (asterisks). The canonical literature describing these species implies that the snark is an elusive ma­
rine herbivore, while the jabberwock is fierce, terrestrial and carnivorous. Thus, differences between homologous 
neuronal types are to be expected, and may be of adaptive significance. (8) Accumulated data for G6-like cells in 
five species of the subphylum Carrollata. The inner beta type can be seen to resemble the G6 and its known homo­
logues in all respects except the functionally important one ofbistratification, while the gamma-l type is bistratified 
but otherwise less similar. (C) In the context of an independently-derived phylogenetic tree, all the characters that 
are common to snark G6 and jabberwock inner beta cells are revealed as 'shared-ancestral' (see Section 3.3), 
whereas the 'b only' monostratification of the inner beta cells is 'shared-derived' within a group (clade) that also in­
cludes its close relative, the bandersnatch. The homology ofG6 and inner beta cells is confirmed. The smaller,less 
numerous and much less regular gamma-l cells of the jabberwock may not constitute a 'natural type' (Section 2.3) 
but, if they do, they should be considered for possible homology with other snark types. 

3.3. The Importance of Being Extensive 

The only way to get reliable answers to questions about the matching of neuronal 
types across species, then, is to establish patterns of common evolutionary ancestry (homo­
logy) for the types at issue. Ideally, for the cat and ferret, we should identify the last carni­
vore that was a common ancestor of both and study its retina. But this ancestor is long 
extinct and its retinae will not have been preserved as fossils, so the ideal approach is 
doomed from the start. 

Instead, we must turn to an indirect analytical approach that relies wholly on studies 
of the neurons of living animals but still permits strong inferences to be made about their 
evolutionary relationships (review: Northcutt, 1984). To do this, we must compare the 
various living species of immediate interest (the 'in-group') not only with each other but 
also with one or more 'out-group' samples, drawn from species that are known to be more 
distantly related. We are obliged to use this approach because, even in the nervous system, 
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superficial similarities do commonly arise by convergent evolution (Northcutt, 1984). We 
are able to use it because the evolutionary relationships between most living vertebrates 
have already been worked out through cladistic analyses of less evanescent structures that 
do leave fossils. 

The related species that make up the in-group must, clearly, have shared a common 
ancestor at a relatively recent point in their history. Every out-group species, too, must 
have shared a common ancestor with the in-group at some point, but that point was further 
back in time. The period separating these early and late ancestors corresponds to the 
period in which any evolutionary change would affect the lineage of the in-group but not 
the out-group: it would occur after the out-group and in-group diverged, but before the 
in-group itself diversified. 

When the neurons of two or more in-group species are seen to share particular charac­
ters that are absent from the out-group, the most economical (parsimonious) explanation is 
that these characteristics are 'shared-derived' (synapomorphic). They were absent in the first 
common ancestor, where the out-group split off, but had appeared by the time the in-group 
began to diversify. A second possibility is that these shared characters arose independently in 
all the different lineages of the in-group; but this kind of coincidence becomes less and less 
plausible as the number of different in-group lineages showing the critical characters is in­
creased. A third possibility is that the critical characters were already present before the out­
group and in-group diverged, which would make them 'shared-ancestral' (symplesiomorphic) 
rather than 'shared-derived'. However, we know that the out-group lacks these characters so, 
if this is the correct explanation, they must have been lost later on within all the different out­
group lineages. This kind of coincidence becomes less and less plausible as the number of 
different out-group lineages lacking the critical characters is increased. 

A key point here is that, in both cases, the more species that are studied the better. It 
doesn't pay, if we want to understand cell types, to concentrate all the research effort on a 
few experimental models. 

The characters that can be used to establish homologies are many and varied, and will 
vary from type to type. The larger the number of independent characters that can be tested, 
the greater the reliability of the result. (As an example: somatic spacing, tree size and den­
dritic coverage could not all be considered independent, but any two of them could.) The 
only stipulation of formal cladistic methodology is that characters should be categorical, 
rather than numerical. If, for example, 'average number of primary dendrites' is to be in­
cluded as a character, it might be made into a two-category character by setting a threshold, 
as in 'average of more than N primary dendrites', or by devising a suitable comparison, as in 
'more primary dendrites than any other large cell type', either being a 'true or false' decision. 
Some dichotomies may arise naturally, such as 'on-centre' /'off-centre' or (if no diffusely 
stratified cells are present) 'inner-stratified' I'outer-stratified'. Others have implicit thresholds 
that must be justified by the experimenter: 'large' I 'small " 'dense' I'sparse', 'brisk' I'sluggish'. 
Just as it helps if we study more species, so also it helps if we study more characters. 

When the expression patterns of different individual characters suggest contradic­
tory lineages, formal analytical methods beyond the scope of this article can be used to 
identify the most probable and parsimonious lineages, but it is not yet clear that such 
methods will be either necessary or appropriate for studies of neuronal types. 

3.4. The Importance of Studying Minor Types 

Another key question is whether to focus on the large differences that separate the 
major cell classes, or the smaller differences that separate the types within these classes. 
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It seems intuitively obvious that the large, clear differences between neurons of dif­
ferent classes (cones and ganglion cells, say) will be easier to study than the smaller, 
more subtle differences between different types of cone, or between different types of 
ganglion cell. For some kinds of cell biological analysis, this may well be true. Unfortu­
nately, it is probably the reverse of the truth when the issue is one of homologies across 
different taxa. Why? Because all the major neuronal classes of the retina are present in 
all the surviving branches that have come down to us from the very first vertebrates, 
450-500 million years ago. Even jaw less fishes such as lampreys have recognizable re­
ceptor, horizontal, bipolar, amacrine and ganglion cells, although their retinae differ from 
those of jawed vertebrates in other interesting ways (Fritzsch, 1991). In fact, there are no 
out-groups to vertebrates that are of any use at all in comparative studies of the eye, to 
the sustained distress of those who want to study its evolution in a more general way. 
And, without out-groups, there can be no objective tests of homology: Everything is 
speculation. Thus, there is no obvious way of studying the emergence of the major retinal 
classes: their origins, like those of the eye itself, are lost along with those of our earliest 
chordate ancestors. 

So, in fact, our only option, if we agree with Dobzhansky that "nothing in biology 
makes sense except in the light of evolution", is to look at the evolution of minor types 
over the last half-billion years. If we can "make sense" of that, we may hope that it will 
throw light on earlier steps. 

4. THE NATURE, ASSESSMENT, AND IMPLICATIONS OF 
MOSAICS 

Up to here, I have set out a case for thinking of neuronal types in a more Darwinian 
way and taking a broad view across vertebrate phylogeny to discover their homologies. 
For this purpose, I repeat, the more species that are studied, the better. But, of course, 
spreading the effort more widely in this way makes it harder than ever to apply a multi­
disciplinary, cluster-based approach to the discovery of cell types in each individual spe­
cies, since that approach demands an intensive focus. It seems that we can have either 
the rigour needed to discover natural types in individual species through phenetic cluster 
analyses, or the phylogenetic breadth needed to understand their homologies across 
related species through cladistic character analyses, but not both. 

Is there any way out of this dilemma? It seems so, because for a steadily increasing 
number of retinal neurons the problem of discovering how they fall into natural types has 
already been cracked open by the discovery that they exist as regular mosaics. 

We already know that the key to discovering types is understanding within-type 
variation. In practice, many of the complications caused by this form of variation shrivel 
away to nothing if we can establish that an independent regular mosaic exists, to which 
some cells belong while others do not. We can legitimately assume, as a potent working 
hypothesis, that all the variation of form and function that we see in an independent regu­
lar mosaic of wide-field neurons should be considered as within-type variation, rather than 
between-type variation. I substantiate these points below. 

This escape route has been recognized by many earlier authors, but only up to a 
point. For example, Vaney and Hughes (1990) took dendritic coverage into account in 
their discussion of the number of types in the retina, but stopped short of considering 
somatic regularity in the same light. 
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4.1. What Is a Mosaic? 

In the retina, the patterning of some neurons is regular enough to allow the position 
of an individual cell to be predicted fairly accurately from the positions of its neighbours. 
Usually, these neurons give rise to a tile-like pattern of dendritic trees recalling a Roman 
ceramic floor (hence the terms 'mosaic' and 'tessellate ') but 'mosaic' is now used by 
extension for any regular neuronal pattern, with or without tessellated trees. 

This article focuses on wide-field neurons, where the spacing of neighbours of the 
same type imposes very little constraint on the positioning of their somata. This category 
includes examples of ganglion cells, amacrine cells and horizontal cells from all verte­
brate classes: fishes, amphibians, reptiles and birds as well as mammals. With these 
types, when their somata do form regular patterns, we can be confident that something 
non-trivial exists to be explained. Highly regular mosaic patterns are also seen among 
narrow-field cells, including cone and bipolar cells, but in some or all of these cases their 
tight packing contributes to their regularity. Even some horizontal cells (for example, 
goldfish HI cells: Marc, 1982) are too tightly packed to be anything but uniformly 
spaced. Rodieck and Marshak (1992) have also pointed out that even types that are no 
longer tightly packed in the adult may have acquired some of their order from tight pack­
ing in the embryo, although this is less likely when many types occupy the same retinal 
layer. 

4.2. Assessment by Nearest-Neighbour Methods 

Our own visual systems are good at detecting patterns. Unfortunately, they also 
report patterns where they don't exist and fail to differentiate low degrees of order from 
randomness, so objective assessment methods are essential. One familiar group of analyti­
cal methods is based on the distance from each cell to its nearest neighbour of the same 
type, known as the nearest-neighbour distance (NND). Wassle and Riemann (1978) intro­
duced NND analysis of retinal neurons as a simple way of demonstrating spatial order. 
Even without electronic aids, it is straightforward to measure the distance from each cell 
in a mosaic to its nearest neighbour on a tracing or photograph with a pair of dividers, and 
to calculate the mean and standard deviation of those distances. However, some important 
limitations of NND methods with respect to tests of statistical significance have only 
recently been addressed, and other limitations remain. 

In particular, although the ratio of the mean NND to the standard deviation of the 
NND has been very widely used for all of those 20 years as an informal indicator of regu­
larity, a derivation for the expected value of this ratio in an infinite random spatial distri­
bution was published only recently (Cook, 1996), and its numerical value (1.913) was 
found to be almost as high as some values that have been cited in the literature as evi­
dence for limited spatial order! 

The need for a simple test of significance based on NND measurements led me, in 
that same study, to determine the probability distribution of this ratio (the conformity 
ratio) directly and empirically by computer simulation methods. A major advantage of the 
empirical approach was that it made it possible to study the robustness of the NND 
method when presented with small, realistic samples with elongated or irregular borders 
and a high proportion of missing neighbours, rather than the large, borderless samples uni­
versally assumed in theoretical work. At the same time, I was able to compare the statisti­
cal properties of the conformity ratio with those of another traditional measure of spatial 
order, the dispersion index. 
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In these simulations, the NND distributions of very large random-point samples 
behaved as expected. However, the NND distributions of small-to-medium samples, where 
many cells lie close to the sample borders, turned out to be significantly different from the 
Rayleigh distribution, the 'gold standard' against which NND distributions have always 
been tested (Wassle and Riemann, 1978). The dispersion index, too, is flawed as a basis 
for significance tests because it overestimates the regularity of these small-to-medium 
samples with irregular boundaries that are encountered in real life. 

Fortunately, these limitations do not apply to the conformity ratio, which reacts con­
servatively to extremes of sample geometry and to missing cells and so can form the basis 
of a useful and safe test. The significance of any apparent regularity in a mosaic sample 
can now be determined very easily from a 'ready-reckoner' chart (Fig. 2 of Cook, 1996) 
by finding the point that corresponds to any observed number of cells (between 25 and 
6400) and their observed conformity ratio (mean NND/SD). 

4.3. Assessment by Spatial Correlogram Methods 

Another valuable technique for the assessment of spatial order is the spatial correlo­
gram, introduced by Rodieck (1991). This is analogous to the familiar temporal correlogram 
of electrical firing in two neurons, but reveals coincidences of points in two-dimensional 
space rather than events in one-dimensional time. There are two versions: the autocorrelo­
gram explores the spatial relationships inside a single spatial array or mosaic, while the 
crosscorrelogram looks for spatial interactions between two mosaics, to see if they are truly 
independent. The availability of this independence test is an important advance, because 
mosaics can only help us to understand neuronal types if we can be sure that any two mosa­
ics we compare with each other are indeed spatially (and thus presumably developmentally) 
independent. 

To construct a spatial autocorrelogram for an array of cells, each cell in turn is 
placed at the focus of a bull's-eye of concentric rings, at a point called the reference 
point, and a suitably scaled plot is made of all its neighbours out to the edges of the 
chart. The rings mark equal increments of distance, and their spacing is normally of the 
same order as the soma diameter. When all the cells in the array have been treated as ref­
erence cells in this way, the pattern of dots representing all the overlaid neighbours can 
be analysed. If the original array was spatially random then, whichever cell was at the 
reference point, its neighbours would always fall randomly in relation to it, so the final 
distribution of dots across the chart would be statistically uniform. If the original array 
contained any kind of consistent local order, the cumulative dot distribution should re­
flect this order. 

In assessing the uniformity of the dot distribution, each of the annular spaces between 
the rings is treated as a histogram bin and the number of dots inside it is divided by its area 
to give a series of estimates of spatial density at increasing distances from the reference 
point. Density is then plotted against radius on a histogram, giving a cross-section or density 
profile through the chart. A truly random array yields a density profile that is completely flat 
except for random fluctuations. Neuronal mosaics never yield flat autocorrelogram profiles, 
because each cell is surrounded by a limited territory from which other cells of the same 
mosaic are at least partially excluded. This leads to a 'hole' in the dot distribution around 
the reference point, and a 'well' in the corresponding part of the density profile. The physi­
cal width of the well obviously depends on the scale factor used in plotting the correiogram 
chart, but its scaled width can be used to derive an objective measure of the minimum cell 
spacing, the exclusion radius. 
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The computation of the exclusion radius is not entirely straightforward, because 
Rodieck's (1991) procedure makes the demanding assumption that every reference cell is 
surrounded by neighbours on all its sides, so that the sample boundary never cuts across 
the chart. In practical work with small samples this assumption is often impossible to ful­
fil, so Cook and Sharma (1995) introduced approximations that extend the utility of the 
correlogram approach. Although these changes limit its formal power, empirical tests 
(Cook, 1996) show that they do not undermine its practical benefits. 

The first benefit is simple, but can hardly be overstated. The fact that a random dis­
tribution yields a flat density profile makes it easy to see at a glance, without further com­
putation, what spatial relationship each cell in a mosaic has with its neighbours, and how 
far this relationship extends. 

The second benefit, just as important, concerns the effects of a failure to record 
every cell in a mosaic. This happens for several unavoidable reasons: individual cells may 
fail to take up a tracer, may be obscured by other cells or by damage during dissection, or 
may appear atypical in some way that leads the observer to judge it best to omit them from 
the record. This shortfall, known as 'undersampling', is a fact of life in most practical 
work with mosaics. 

Unfortunately, analytical methods based on the NND respond rather poorly to under­
sampling, and it can be difficult to get reliable estimates either of spacing or of regularity. 
Starting with ten real mosaics of ganglion cells, all derived from non-mammalian retinae, 
and deleting individual cells progressively and at random, I investigated how undersam­
pIing affected the NND, the conformity ratio and the exclusion radius. As the undersam­
pIing increased, the NND rose, steadily at first but then more rapidly, while the conformity 
ratio fell steeply, quickly losing significance. The exclusion radius, however, was astonish­
ingly little changed by the deletion of 50% (and sometimes even 80%) of the cells in the 
original sample (Cook, 1996). 

To construct a crosscorrelogram to test the spatial independence of two overlapping 
cell arrays, the same procedures are followed except that the reference cells are all taken 
from one array (it makes no difference which) and the neighbours from the other. If the 
arrays are truly independent, there will be no consistent spatial relationship between the 
cells in one array and those in the other, so the dots representing neighbours will fall uni­
formly across the chart to yield a flat density profile. In practice, because two somata can­
not share the same space, the profile may show a very narrow, steep-sided well, often only 
one bin (about one soma width) in radius, representing a physical interaction between the 
cells at close range. 

4.4. Assessment Methods Summarized 

Having a choice of analytical tools allows us to match them to the task in hand. If 
the task is to compare the spacing of different mosaics (formed by different cell types, or 
by the same type in animals of different sizes, ages or species), then sensitivity to under­
sampling becomes a critical factor. It is always hard to ensure that the same proportion of 
cells has been plotted in each of the cases being compared, so the exclusion radius is the 
measurement of choice, even though it gives values that are not directly comparable with 
mean NNDs. In practice, with fairly complete mosaics, the exclusion radius is usually 
about two-thirds of the NND (Cook, 1996). 

If the task is to discover whether a distribution of cells has enough regularity to jus­
tify its being considered a mosaic, then the most straightforward approach is to measure 
NNDs, calculate the conformity ratio and read its significance directly from the 'ready-
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reckoner' chart (Fig. 2 of Cook, 1996). It is worth noting, though, that a conformity ratio 
derived from a large sample may test as significant even when that sample contains cells 
from more than one mosaic, because two overlaid mosaics do not make a fully random 
distribution. Conversely, the failure of a small sample to reach significance may be due to 
general undersampling, or to the omission of many nearest neighbours along a long or 
convoluted boundary. Unless there is independent evidence of undersampling, an array 
with a conformity ratio in the range 2.3-3.0 should certainly be treated as potentially het­
erogeneous, even if this ratio passes a test of significance. In such cases, the quality of 
dendritic tessellation may allow a firm distinction to be made between an irregular single 
mosaic and a pair of more regular but overlaid ones. 

If the task is to demonstrate that two mosaics show spatial independence, then this 
can be done through a comparison of spatial autocorrelograms and crosscorrelograms and 
their respective density profiles. 

4.5. Functional Aspects of Mosaics 

The most salient function of a retinal mosaic is inherent in the premise: "If the retina 
is to sample the visual world faithfully ... cells dealing with different aspects of the visual 
scene should be distributed so as to leave no holes in our perceptual world" (Perry, 1989). 
At an adaptational and functional level, a mosaic can be seen as a crucial mechanism for 
ensuring that our most favoured prey cannot slip out through such a hole-and neither can 
our most feared predator slip in! For this purpose, it is the tessellation of trees that matters, 
rather than the pattern of somata; but a regular somatic mosaic is also likely to improve 
the reliability of dendritic tessellation and increase the functional and metabolic efficiency 
of the cells by allowing the tessellated trees to be more compact. Another consideration is 
the spatial density of a type at a particular location, which is evidently a hard-won com­
promise between visual resolution and cellular economy: fewer cells are needed when the 
spacing is regular. A third, less obvious, function is to reduce spatial noise in the transmis­
sion of visual information to the brain (Snyder et aI., 1990). 

All this applies to mosaics whose individual members interact during development 
but are functionally independent in adult life. In addition, some retinal mosaics show con­
tinued functional and metabolic integration into adulthood, through highly selective pat­
terns of gap-junctional coupling. 

The best understood of the coupled mosaics are composed of horizontal cells. Each 
cell type forms its own coupled mosaic which can function as an independent electrical 
syncytium. The pattern of coupling can be revealed by the spread of an injected tracer mole­
cule of low molecular weight, such as Lucifer Yellow or a biocytin derivative. When this is 
done for the axon-bearing horizontal cells of mammals, the array of axon terminals can even 
be shown to form its own, independent, coupled mosaic (review: Vaney, 1 994a). The gap 
junctions that perform the coupling are under tight regulatory control and their conductance 
and dye permeability are reduced by the transmitter dopamine, which is released within the 
retina in amounts that vary on a daily basis, partly in response to light and partly to cir­
cadian rhythms. The degree of coupling among horizontal cells of the same type controls 
the magnitude and lateral spread of their graded light responses (Bloomfield et aI., 1995) 
and this, in tum, adjusts the sensitivity and acuity of the retina to high and low light intensi­
ties (reviews: Witkovsky and Dearry, 1991; Cook and Becker, 1995). 

There is also a clear functional significance to the mosaic coupling of one particular 
type of dense, narrow-field amacrine cell found in mammals, the All amacrine cell. These 
cells pass responses from rod bipolar cells through to the cone bipolar system using a 
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combination of conventional synapses for inhibition and gap junctions for excitation. But, 
in addition, All cells are also coupled to each other, much like the members of a horizontal 
cell mosaic (review: Vaney, I 994a). Also like horizontal cells, their receptive fields ex­
pand in dim light and contract in bright light (and also in extreme darkness) as their cou­
pling waxes and wanes (Bloomfield et aI., 1997), although little is so far known about the 
detailed mechanism of regulation. A computer-modelling study (Smith and Vardi, 1995) 
suggests that the main function of this coupling may be to suppress uncorrelated quantal 
noise while amplifying weak but spatially correlated signals. 

Tracer-coupling has also been found in mosaics where a functional role for it is not 
yet apparent. For example, the rabbit retina contains bistratified ganglion cells (BiS 1 cells) 
with on-centre, direction-selective, receptive fields. When all the BiS 1 cells in a small 
patch of retina were plotted together, their distribution appeared to be random, even 
though individually they had compact, sharply defined dendritic trees that would be ex­
pected to tessellate precisely. The paradox was resolved when these cells were injected 
with the tracer Neurobiotin: some were found to be isolated, while others were coupled 
into a highly regular, beautifully tessellated mosaic that included only just over a third of 
the BiS 1 population (Vaney, 1994b). It seems likely that the cells comprising the coupled, 
tessellated mosaic all shared the same directional preference, and that the remaining cells 
also formed tessellated mosaics according to their own directional preferences, but it is 
still not clear why only one mosaic showed tracer-coupling. 

Similarly, the role of gap-junctional coupling is unclear for several other wide-field 
ganglion and amacrine cell types that are known to be tracer-coupled, including the 
on-centre and (separately) off-centre alpha ganglion cells of the cat (Vaney, 1991) and the 
on- and off-centre parasol cells of the macaque monkey (Dacey and Brace, 1992). Mas­
tronarde (1983) found evidence in the adult cat for small but very rapid electrical interac­
tions between neighbouring Y-cells (alpha cells) of the same centre sign, and these may 
well be mediated by the same gap junctions as the tracer coupling, but their functional sig­
nificance remains obscure. Bloomfield and Xin (1994) have claimed that the receptive 
fields of all the major amacrine cell types of the rabbit, other than the All amacrines, are 
essentially limited to the spread of their dendritic trees even in conditions when injected 
tracer spreads widely through neighbouring cells. Thus, it is conceivable that some exam­
ples of mosaic-specific gap-junctional coupling have no residual function in the adult and 
must be seen as vestiges of development. 

4.6. Developmental Aspects of Mosaics 

The formation and gap-junctional coupling of wide-field neuronal mosaics are top­
ics with important developmental implications. Chalupa (this volume) focuses on the 
emergence of the independent inner- and outer-stratified alpha and beta cell mosaics of the 
cat, so I consider mammals here only to compare them with non-mammals, where the 
nature of the developmental problem is (or at least appears) different in three ways. 

First, the wide-field neurons of the mammalian retina are all born long before eye­
opening (Stone, 1988), whereas mosaics of fishes and frogs go on acquiring new members 
by neurogenesis at the retinal margin for months or even years after they become fully 
functional (Straznicky and Gaze, 1971; Johns, 1977). 

Secondly, in mammals (and probably also in birds) we need to understand how regu­
lar neuronal mosaics can develop, and survive to adulthood, in a retina that undergoes the 
programmed death of up to 80% of its neurons (cat: Williams et aI., 1986). If, as widely 
believed, fish and frog retinae do not undergo massive neuronal death (Williams and Her-
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rup, 1988; but see Gaze and Grant, 1992), there may be major differences between them 
and mammals in the way their mosaics are set up. A mosaic from which 80% of the neu­
rons are deleted at random no longer looks like a regular mosaic, or behaves like one 
when analysed by NND methods (Cook, 1996). Adult mammalian mosaics do look and 
behave like regular mosaics, so they must either be sculpted by cell death out of some less 
orderly but much denser population or (if they arise before the wave of death occurs) be 
protected in some way from its randomizing effects. An interesting possibility is raised by 
a study (Williams et aI., 1993) comparing the retina of the domestic cat with that of a spe­
cies of Spanish wildcat, thought to retain many ancestral characteristics. The adult wildcat 
has many more ganglion cells in total than its domestic relative, but the foetal optic nerves 
contain similar numbers ofaxons, suggesting that the adult difference could result from 
enhanced ganglion cell death in the domestic lineage rather than from any change in 
neurogenesis. Both species contain very similar numbers of alpha ganglion cells, which 
do, therefore, appear to be protected, if not from all cell death then at least from this phy­
logenetic increase in it. 

Thirdly, in recent studies of the formation of the inner- and outer-stratified beta and 
alpha ganglion cell mosaics of the cat (Chalupa, this volume) these two mosaics of monos­
tratified neurons were shown to emerge gradually, through an interesting activity-depend­
ent mechanism of dendritic segregation, out of a single population of diffusely stratified 
precursors. It may be intrinsic to this mechanism of mosaic formation that the two mosaics 
are complementary, sharing similar spatial densities and morphological and functional 
properties and differing only in their stratification pattern and its functional correlate, the 
sign of their light response. Again, non-mammals appear to be different. Their ganglion 
cells do not form complementary on-centre/off-centre mosaics like the alpha and beta mo­
saics of the cat: indeed, I have yet to see a single clear case of complementarity after 
studying almost forty different ganglion cell mosaics in fishes, frogs, reptiles and a bird. 
As it is clear that non-mammals had neuronal mosaics long before the first mammal ever 
gave suck to its young, the development of alpha and beta cell mosaics, though important 
in itself, cannot be assumed to serve as a general model for the development of neuronal 
mosaics. 

Another major developmental issue to which mosaics may be highly relevant is the 
control of neurogenesis, at least in anamniote vertebrates. The greater part of any mosaic 
in an adult fish or frog is generated post-embryonically by neurogenesis at the retinal mar­
gin, as mentioned above, so clear opportunities exist for the generation of new neurons to 
be regulated by the proximity of older neurons of the same type. Type-specific negative 
feedback is the most plausible explanation for the type-specific increases in neurogenesis 
seen at the margins of frog and fish retinae after type-specific neuronal ablations (review: 
Reh, 1989). If wide-field neurons do indeed inhibit their own production in the adjacent 
ciliary margin in a distance-dependent way, they could contribute strongly to the regular­
ity of their own mosaic. In a cichlid fish, Cook and Becker (1991) could find no consistent 
alignment of the regular mosaic of inner alpha (alpha-b) ganglion cells with the ciliary 
margin, but this does not exclude the possibility of self-regulation because there is no 
obvious requirement for the generation of such cells to be synchronous. 

The last major issue that falls under this general heading is the role of gap-junctional 
coupling in development. In non-neuronal developing systems involving cells with epi­
thelial properties, gap-junctional coupling seems to be critically important in allowing in­
dividual cells to become integrated into a coherent population. Cells that are excluded 
from a coupled system may also be excluded from the differentiation process (Becker and 
Davies, 1995). If the same principle holds good in the retina, there may be an intimate 
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connection between the development of mosaics and their observed tracer-coupling. 
Hitchcock (1993; personal communication) has shown by tracer-injection that the mem­
bers of one well-characterized ganglion cell mosaic in the goldfish are coupled together 
(Fig. 4A), just like mammalian alpha cells except that their mosaic-specific coupling ex­
tends to young, immature members still differentiating at the retinal margin (Fig. 4B). 
This is circumstantial evidence, but it is at least consistent with the proposal that type-spe­
cific coupling plays a direct role in mosaic development. Hitchcock (1997) has also stud­
ied newly generated fusiform amacrine cells in locally lesioned adult goldfish retinae and 
shown that they, too, become tracer-coupled to pre-existing cells of the same type. 

Finally, gap-junctional coupling may also contribute to the generation of the syn­
chronized waves of electrical activity that sweep over the immature retina before the onset 
of vision and playa critical role in the refinement of retinotopic, functionally segregated, 
central projections (Wong, this volume). 

5. MOSAICS AS AN AID TO FINDING HOMOLOGIES AMONG 
WIDE-FIELD NEURONS 

5.1. The Intimate Relationship between Mosaics and Types 

At the opening of Section 4, I wrote that many problems of neuronal classification 
arise from within-type variation and shrivel away once an independent, regular mosaic has 
been discovered. I also claimed that it was legitimate, in order to speed up the process of 
discovering natural types, to adopt the working hypothesis (proposed by Cook and 
Sharma, 1995) that all the variation of form and function present within a mosaic of wide­
field neurons is equivalent to within-type variation. 

Now, I know that this link between 'type' and 'mosaic' is viewed by some as a blind 
leap of faith, a conjecture of such long range that it must be calibrated individually for 
each cell type before it can strike home. I disagree, preferring to think of it as an opera­
tional redefinition of the term 'natural type' for the special context of the retina, arising 
directly from the premise I quoted above: "Cells dealing with different aspects of the vis­
ual scene should be distributed so as to leave no holes in our perceptual world." While the 
premise itself involves an assumption (that holes reduce evolutionary fitness and will have 
been minimized by natural selection), it is an assumption that convinced Darwinians can 
live with quite happily until it can be tested, especially if it greatly speeds up their work! 

Since all classifications must in any case be regarded as modifiable hypotheses (Rowe 
and Stone, 1977; 1980), any particular case in which the equation of , mosaic' with 'type' hap­
pens to be misleading will simply result in some wasted effort: no robust natural type (one 
with predictive power for untested characters) will emerge. The waste in such a case must be 
set against the effort saved in other cases. Besides, we must consider what it would mean for 
'one mosaic, one type' to be untrue. It would be impossible for cells of a single type to par­
ticipate in two spatially independent mosaics without causing these mosaics to appear statisti­
cally dependent to an observer plotting them; and there is no evidence either that this occurs, 
or that two or more wide-field types ever share in the formation ofa mosaic . 

For some narrow-field neurons, three special factors make mosaic-sharing an inevi­
table compromise, preventing the approach being used. First, all cones, whatever their 
spectral sensitivities, must lie side-by-side in the shallow plane where the optical image is 
in sharp focus, and all bipolar cells must lie side-by-side as they traverse the inner nuclear 
layer. Secondly, it is important for the photoreceptor mosaic to be packed solid, to maxi-
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Figure 4. Tracer-coupled ganglion cell mosaics in flatmounted goldfish retinae (see Section 4.6). These pre­
viously unpublished images were kindly provided by Dr P. F. Hitchcock. A specially adapted upright microscope 
was used to make visually guided injections of Neurobiotin™ into the Type 1.2 (alpha-a) ganglion cells indicated 
by the large arrows (one each in A and B). These cells, and the others of the same type that were tracer-coupled to 
them (arrowheads), were visualized with peroxidase-conjugated streptavidin and diaminobenzidine and recon­
structed digitally at low magnification. (A) Mature, fully differentiated retina. The optic disc is beyond the upper 
right comer. The retinal margin is beyond the lower left corner. Branched, linear structures running diagonally 
across the field are capillaries containing erythrocytes with endogenous peroxidase activity. (B) The retinal annu­
lus adjoining the marginal germinal zone. Note three smaller tracer-coupled ganglion cells at the extreme periph­
ery, close to the inner border of the annular blood vessel (abv). Their spacings and thick primary dendrites 
(parallel to the margin) identify them as immature members of the Type 1.2 (alpha-a) mosaic. Pigmented iris epi­
thelium (ire) lies immediately beyond the annular vessel. Scale bars = 200 lUll. 
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mize photon capture, and the arrangement of bipolar cells (in non-mammals, at least) is 
highly dependent on that of the cones (Podugolnikova, 1985). Thirdly, the intimate rela­
tionship between cone spacing and visual acuity ensures that holes caused by the intermin­
gling of colour-specific cones always fall at the limit of perception. Thus, the principles of 
organization that create independent mosaics of wide-field, planar neurons may not apply 
to narrow-field cells, or at least not to all of them. 

What about wide-field neurons that are not known to form mosaics? Two points can 
be made about these. First, as yet there are no fully documented natural types that are 
known not to form mosaics (although there are some candidate 'types' characterized by a 
single feature: for an example, see Hutsler and Chalupa, 1995). Secondly, there are likely 
to be many more mosaic-forming types than have so far been recognized. The direction­
ally-selective BiS I ganglion cells of the rabbit were not known to form mosaics until they 
were injected with Neurobiotin (Vaney, 1994b), and similarly it remains possible that 
some wide-field amacrine cells with high retinal coverage factors are not single types but 
families of close relatives, forming independent mosaics. Hidaka et al. (1993) were able to 
separate two subtypes of sustained depolarizing amacrines in a fish, the dace, only after 
finding that they formed independent tracer-coupled mosaics. Finally, even if there are in­
deed wide-field neurons that do not themselves form mosaics, subtracting all mosaic­
forming types from the general picture should make their classification easier. 

The relationship between mosaics and types is intimate, certainly, but it is not inces­
tuous. A few readers have damned as self-contradictory my claim that mosaics can be used 
to reveal natural types, telling me that one must already have defined the types to be able 
to plot their mosaics. This argument has a fine rhetoric about it, but it is flawed. Any in­
itial assignment of provisional selection criteria for a cell type can be treated right from 
the start as a hypothesis to be tested empirically by attempting to plot a mosaic, and to be 
validated (or invalidated) by the spatial regularity, morphological consistency and speci­
men-to-specimen repeatability of the distribution that can be seen to emerge. When I or 
my colleagues survey a new retinal specimen and see clusters of wide-field ganglion cell 
somata piled up close to each other with their trees overlapping extensively, we know be­
fore we ever pick up our pencils that we shall need to find criteria that will assign these 
cells (and others like them) to different mosaics if the results are to satisfy our joint re­
quirements of regularity, consistency and repeatability. As a documented example, group­
ing large ganglion cells in ranid frogs by predetermined criteria including soma shape and 
dendritic tree symmetry (Frank and Hollyfield, 1987) produces mosaics of a sort, but they 
are irregular and contain many "perceptual holes". In contrast, ignoring these prominent 
characters and grouping equivalent cells by size and dendritic stratification produces regu­
lar mosaics with much less internal variation (Shamim et aI., 1997b). In other words, feed­
ing back the kind of spatial distribution that would result from any particular set of 
selection criteria and using it to inform the final choice and weighting of these criteria 
makes the process of plotting a mosaic inherently iterative, rather than circular. 

This closed feedback loop is the key feature distinguishing the revised approach to 
mosaic studies introduced by Cook and Sharma (1995) from the original 'open loop' ap­
proach, now firmly established, where selection criteria for the neuronal type under study 
are determined in advance by other means and the observation of a mosaic is able to vali­
date them only in retrospect. Using feedback to close the loop relies on the assumption 
that types and mosaics are related, but it teaches the observer a great deal, not only about 
the general morphology and within-mosaic variation of the cells in question but also about 
key features that are well controlled in the development of that mosaic and thus may 
underlie its key functions. 
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5.2. What Mosaics Tell Us about Within-Type Variation 

Cook and Noden (1997) studied regular ganglion cell mosaics in a reptile, the com­
mon house gecko Hemidactylus frenatus. In one sample of 187 displaced ganglion cells 
forming a regular, tessellated dendritic array, a single soma lay in the ganglion cell layer 
with the main population of ganglion cells rather than at the vitread border of the inner nu­
clear layer. Wassle et al. (1987) reported a similar case in one of the amacrine cell mosaics 
of the cat and described the non-displaced deviant as a 'misplaced' cell. As they ex­
plained, the crucial point about a 'misplaced' cell is that its integration into the regular 
mosaic pattern shows it to be a full member of the same cell type, subject to the same de­
velopmental control of dendritic form and presumably serving the same function, even 
though it differs from the other members in this one very conspicuous attribute. 

Such cells have another lesson to teach us about variation. Danger lurks in terms 
like 'displaced' and its converse, 'orthotopic', because we are liable to forget that they are 
modes on a continuum. Cook and Becker (1991) studied a regular mosaic of 263 outer 
alpha (alpha-a) ganglion cells in which displaced and orthotopic cells were patchily inter­
mixed (Fig. 5). A systematic analysis of their somatic depth distributions revealed intersti­
tial forms at all possible depths. In other words, although this particular form of 
within-mosaic variation is often bimodal, it is still in principle continuous. 

What about other forms of variation within mosaics, which I argue can also be inter­
preted as within-type variation? Much has been written about variation in mammalian reti­
nal neurons so I summarize here the main kinds of within-mosaic variation seen among 
the large ganglion cells of non-mammals (cichlid: Cook and Becker, 1991; goldfish: Cook 
et aI., 1992; catfish: Cook and Sharma, 1995; marine teleosts: Cook et aI., \996; pipid and 
ranid frogs: Shamim et aI., 1997a, b; gecko: Cook and Noden, 1997). 

In non-mammals, just as in mammals, much of the variation is systematic and re­
lated to retinal location. Relative soma and tree size at any particular location are useful 
selection criteria for mosaic membership, but absolute size is not. Tree size and symmetry 
are regulated by competitive developmental mechanisms in fishes (Hitchcock, 1989), just 
as in mammals (Finlay, this volume). Such mechanisms help to eliminate "perceptual 

Figure 5. An example of sporadic within-type variation within a regular mosaic (see Sections 2.1 and 5.2). The 
plan view drawing (left) shows a pair of alpha-a ganglion cells in a flatmounted retina from the cichlid fish Oreo­
chromis spilurus, surrounded by outlines of neighbouring members of the same mosaic. Profile views (below), re­
constructed from depth measurements and stereoscopic views, show that one of the pair is orthotopic and the other 
displaced. A plot of the complete, regular, tessellated alpha-a mosaic in a similar flatmount (right) shows that the 
distribution of soma depth is locally highly variable, and includes intermediate forms. Scale bar = 100 J.lm. 
Adapted from Cook and Becker (1991) copyright © 1995 Wiley-Liss, Inc. 
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holes" but also create sporadic local variation, especially in symmetry. Tree size itself is 
often impossible to estimate when a whole mosaic of overlapping trees is labelled, but pri­
mary dendrite thickness is empirically useful as a selection criterion, and is known to be 
directly related to tree size in spinal cord motoneurons (Ramirez and Ulfbake, 1991). 
Functionally, the size of the dendritic tree has an important role in setting the size of the 
receptive field centre but may not otherwise be important: Bloomfield and Hitchcock 
(1991) have shown that the mosaic-forming Type l.2 retinal ganglion cells of the goldfish 
(the wide-field off-centre cells shown in Fig. 4) can grow considerably, as the eye itself 
grows, without changing their electrotonic cable properties. 

We have found that soma shape, like soma displacement, is highly variable on a spo­
radic basis and rarely (if ever) effective as a selection criterion for ganglion cells: it seems 
to be a trivial consequence of the orientations and sizes of the primary dendrites, which 
dominate the arrangement of the cytoskeleton and in tum depend on the competitive tes­
sellation of the dendritic tree. Regular, radially symmetric trees that arise from several pri­
mary dendrites of similar size are associated with spherical or polygonal somata; 
bilaterally symmetrical trees that arise mainly from two large opposed primary dendrites 
are associated with spindle-shaped somata, and strongly asymmetrical trees that arise 
chiefly from one large stem dendrite are associated with pyriform somata. 

Selection criteria that emphasize the pattern and level(s) of dendritic stratification 
tend to produce the most regular and consistent mosaics. Even so, regional and sporadic 
variations have been noted within one of three basically monostratified ganglion cell mo­
saics in the catfish (Dunn-Meynell and Sharma, 1986; Cook and Sharma, 1995) and more 
recently within highly regular mosaics of large, bistratified retinal ganglion cells in scor­
paeniform fishes (lE. Cook, T.A. Podugolnikova and S.L. Kondrashev, unpublished data). 
In these mosaics, although the dendrites are always bistratified in the same two planes, the 
proportion of terminal dendrites in each plane changes with retinal location. Thus, even 
this rather stable character has its limits. 

One character of retinal neurons that I have not yet discussed is their expression of 
transmitters, neuromodulators and other functional molecules. The neurochemical approach 
to the understanding of retinal cell types has been used rather freely, on the assumption (not 
always made explicit) that neurochemistry should correlate strongly with function. It is 
clear that there must be correlations, or particular types could not have consistent synaptic 
effects, and indeed there have been many instances where neurochemistry has led directly to 
the robust categorization of mosaic-forming cell types. 

However, as a student of mosaics, I can't help noticing that neurochemistry has also 
produced some very odd results. A well-documented example concerns the alpha ganglion 
cells of the cat, where there is undisputed evidence of several kinds that two independent 
natural types form regular mosaics covering the entire retina. Chalupa and his colleagues 
(White et a!., 1990; White and Chalupa, 1991) found that these alpha mosaics contained a 
subset of cells with somatostatin-like immunoreactivity, not spread uniformly across the 
retina but focused mainly on the inferior half (with a precise horizontal cut-oft), and 
avoiding the area centralis. the region where the overall alpha cell density is at its peak. 
Most of these somatostatin-positive cells were members of the outer alpha mosaic, but 
some were from its inner counterpart. For the moment, what somatostatin might be doing 
in these cells is not important: the point is that some cells were picked out by this method 
as showing intrinsic differences from the rest. Are such differences able to divide the 
labelled and unlabelled cells into different types? No, no more than differences of soma 
displacement or tree symmetry are. In this case, the encompassing cell types were already 
very well understood so the observation did not engender a false classification; but the 
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danger is clear and the neurochemical literature overflows with papers in which 'pheno­
type' is implicitly equated with 'natural type' . Clearly, all phenotypes, including neuro­
chemical ones, can exist as variants within a natural type. 

5.3. Does Within-Type Variation Have Any Function? 

It remains possible that some within-type variation-perhaps including the somato­
statin variation described above--reflects a secondary level of functional differentiation 
within the enclosing boundaries of the natural type, creating discrete subdivisions that could 
fairly be called subtypes. In discussing this problem, I like to use an academic analogy. 

Let all the institutes in which visual neuroscience is taught throughout the world 
represent, together, the retinal span of some particular cell type. Let each appoint a Profes­
sor of Visual Neuroscience who fulfils the basic function of coordinating teaching. We can 
imagine these professors as elements in a mosaic with a uniform function, spanning the 
educational globe. However, they all also have independent research interests that don't 
need to be carried out in parallel in every institute of learning. They are all members of 
one major class (teachers in higher education) and one natural type (coordinators of visual 
neuroscience teaching) but they are not interchangeable clones of each other. As long as 
there are no "perceptual holes" in the mosaic of teachers, the research can be done on a 
more fragmented, local basis, giving rise to a high degree of within-type variation. In 
keeping with this theoretical analysis, empirical morphological observations on a sample 
of 57 visual neuroscientists (including both mature and partially differentiated forms: see 
Preface to this volume) show that they are indeed a pretty mixed bunch. 

It is at least conceivable that some visual tasks (reporting general levels of illumina­
tion to the circadian system, say, or releasing diffusible neuromodulators) could similarly 
be performed by the retina on a fragmented, local basis, by specific SUbtypes operating 
within a broader framework of natural types. 

The other major possibility is that local variation, even of something as potentially 
significant as neurotransmitter expression, may sometimes have no functional conse­
quences at all; or, if consequences follow, they may be unimportant, neutral ones that have 
not influenced the evolution of the cell type in question. 

For some years there has been discussion in fields outside neuroscience of the idea that 
gene expression can sometimes be nonfunctional and superfluous. Bowers (1994) has sum­
marized for neuroscientists the idea that all eukaryotic cells may have to tolerate a certain 
amount of uncontrolled gene expression, in contexts where it is not directly maladaptive, be­
cause of constraints imposed by the combinatorial regulation of genes. The principle is analo­
gous to the one that makes it hard for us move our fourth and fifth fingers completely 
independently because they share common flexor muscles. If the consequences of superfluous 
expression of a particular gene, in a particular species, at a particular stage of development, 
would actually be maladaptive, then it is thought that the regulatory mechanism has to evolve 
yet another level of complication to tighten the control, possibly putting another gene at risk 
of superfluous expression in its tum and almost certainly enlarging the genome. All authors 
submitting papers in which neurochemistry is implied to reveal cell types (and perhaps all 
reviewers, too!) should first be obliged to pass a short test on Bowers' timely article. 

5.4. Mosaics and Classification Hierarchies 

The idea of a classification hierarchy (Fig. 1), with classes divided into subclasses 
and these in tum divided into types, was implicit in most early classification schemes, 
whether structural or functional. Even when the approach became multiparametric, the as-
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sumption of a hierarchy remained. For example, Rodieck and Brening (1983) considered 
mammalian alpha cells as forming a broad 'genus' or subclass that was further divided 
into two types by the congruent evidence of stratification level and centre response sign. 
However, the reality of such a hierarchy is still hypothetical, and the case for imposing 
any third taxonomic level between class (e.g. ganglion cell) and type (e.g. outer alpha cell) 
rests entirely on circumstantial evidence, chiefly the frequent observation of 'complemen­
tary', 'paramorphic' or 'matching' relationships of form and function, and sometimes (but 
not always) spatial density, between inner- and outer-stratified populations, almost exclu­
sively in mammals (see Section 4.6). 

Mosaics do not provide any confirmatory evidence for subclasses. Wherever they 
have been tested, the inner and outer members of such 'complementary' populations have 
been completely spatially independent (see, for example, Wassle et aI., 1981). Neither 
does there seem to be any evidence to tell us whether genetic or developmental interfer­
ence with one population of a 'complementary' pair would affect the other. However, 
some support for subclasses as developmental entities, at least in mammals, comes from 
recent evidence that the inner- and outer-stratified alpha and beta mosaics of the cat 
emerge from diffusely stratified precursor populations in which the separate inner- and 
outer-stratified types of the adult are initially indistinguishable (Chalupa, this volume). 

Exceptions to the broad rule of matching populations are also quite common. Again 
taking ganglion cells as examples, Peichl (1991) noted that inner and outer alpha cells in 
the periphery of the rat retina can differ so much in size, spacing and form that "it is hard 
to regard both morphologies as belonging to the same class unless one sees a complete 
eccentricity series and the gradual changes across the retina". Williams et al. (1993) found 
a marked dichotomy of dendritic structure between inner and outer beta cells in the Span­
ish wildcat that turned out to exist in the domestic cat as well, and allowed these types to 
be distinguished without reference to arbor depth. 

It seems likely that mammals differ from non-mammals in respect of complementarity 
and its consequences, as in so many other ways (see Section 4.6). Perhaps mammals were 
forced, by the destructive effects of retinal cell death on any spatial order created beforehand, 
to evolve new ways of creating or refining spatial order after the close of neurogenesis; and 
perhaps these new ways favoured complementary pairings (see Section 4.6), adding an en­
tirely new level to the classification hierarchy. Perhaps, also, complementary populations with 
opposite centre signs are able to serve specific functions in the highly derived retino-thalamo­
cortical pathways of mammals that would be irrelevant in non-mammals, where more feature 
extraction occurs at a retinal level: this idea is discussed by Cook and Noden (1997). 

Finally, as discussed in Section 3.1, phenetic classifications can only ever show 
superficial and circumstantial similarities. Thus, an understanding of the evolutionary 
relationships between natural types and the developmental programmes that produce them 
is a precondition for any rational hierarchy of classes, subclasses, types and subtypes, and 
the weakness of any argument based on the current status of such hierarchies should be 
borne in mind. 

6. HOW MANY NEURONAL TYPES IN THE ARCHETYPAL 
VERTEBRATE RETINA? 

6.1. The Need for a Step-by-Step Approach 

Let us at last peer down gingerly into the deep, dark phyletic abyss that was posed 
by my first question in its most general form: 'How many neuronal types are there in the 
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vertebrate retina?' It should by now be clear that the only route to an answer involves 
establishing patterns of evolutionary homology for individual neuronal types, right across 
the vertebrates. This sounds daunting, I admit. Can it be done, even a step at a time? Is it 
practical to establish homologies, for example, between retinal neurons in birds and rep­
tiles (I mean 'other reptiles', because to cladistic systematists birds are reptiles), or 
between fishes and frogs? Very probably, and I summarize some initial observations on 
fishes and frogs in the next section. 

How about a broader view across, for example, fishes and humans: do they have any 
neuronal types in common? Yes, they do. Fishes have red and green cones, as do humans, 
and molecular sequence studies imply that the red cone pigments of fishes, humans and all 
other vertebrates are probably homologous, along with the cones that express them. How­
ever, the green cone pigments of humans and other apes are not homologous with those of 
non-primates: the opsin of the ancestral green cones was lost early in mammalian evolu­
tion. When our primate ancestors could again derive an adaptive benefit from having sepa­
rate red and green cone pigments, they duplicated the red pigment gene and changed just 
15 of its 364 amino acid codes to make a new green pigment (Asenjo et aI., 1994). 

The point of telling this story here is to point out why it can be told at all: the special­
ized function of a red cone requires it to express large amounts of a highly individual pro­
tein, with a structure tightly constrained by its function. If other retinal neurons possess such 
handy molecular markers, we are only just beginning to find them (Xiang et aI., 1996). In 
fact, the use of gene sequences to study cell type homologies is bedevilled by the fact that 
many single genes are used by multiple cell types--including non-neurons-and don't often 
diverge in a cell-type-specific way as the opsins do. 

So, until we have made more progress in defining homologies on a local scale (fish 
with frogs, frogs with reptiles, reptiles with birds, reptiles with monotremes, monotremes 
with marsupials, marsupials with placentals, and so on) we shall not be able to see the big 
picture clearly-but it seems likely that a big picture must exist, because evolution rarely 
invents anything new, preferring to tinker with what has gone before (Jacob, 1977). 

6.2. First Steps with Ganglion Cell Mosaics 

The first broad, comparative study of neuronal types from the inner retina was that 
of Peichl et al. (1987), who used a neurofibrillar stain to document large ganglion cells 
similar to the alpha cells of the cat in 20 mammalian species. Other mammals have been 
added to this list, which now stands at 32 species across ten orders, including three marsu­
pials (review: Peichl, 1991). Although there is variation, many familiar morphological 
characters known from the cat are well conserved, especially relative size, proportion of 
the ganglion cell population, and stratification pattern. 

I pointed out in Section 3.3 that, without out-group comparisons, such an approach 
could not separate similarities due to shared ancestry (homologies) from those due to con­
vergent evolution (analogies). Nevertheless, the lack of an equivalent complementary pair 
of types in any anamniote, and especially in the only reptile whose mosaics have yet been 
studied (Cook and Noden, 1997), does suggest that the inner and outer alpha cell types of 
all mammals may indeed be homologous. Mosaic data from other reptilian out-groups are 
needed, and also from monotremes if possible, because monotreme eyes have several 'rep­
tilian' features (for references, see Cook and N oden, 1997). 

Similar comparative studies from my own laboratory, based on mosaic analyses in 
14 species from 12 well-separated anamniote families, have revealed what seems to be an 
'anamniote consensus pattern' of three large, spatially independent ganglion cell mosaics, 
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termed alpha-a, alpha-b (or alpha-ab) and alpha-c on grounds of large size and level(s) of 
stratification. The fishes we studied were all teleosts but ranged from relatively primitive 
silurids and cyprinids (Cook et ai., 1992; Cook and Sharma, 1995) to advanced, highly 
visual perciforms (Cook and Becker, 1991; Cook et aI., 1996; S.L. Kondrashev, T.A. 
Podugolnikova and J.E. Cook, unpublished data). The frogs were a pipid, two ranids and 
two bufonoids (Shamim et aI., 1997a, b; K.M. Shamim, P. T6th, D.L. Becker and lE. 
Cook, unpublished data). 

In all these species, each retina contained an alpha-a mosaic containing 150-1100 
cells, representing 0.1-1.3% of the total ganglion cell count. These cells had large somata 
(often displaced) and thick primary dendrites supporting large, relatively sparse, outer 
stratified trees. An alpha-b or alpha-ab mosaic (see below) contained 300-1900 cells per 
retina, representing 0.2-1.2% of the total count. These cells, too, had large somata, but 
they were never displaced. Their primary dendrites were typically a little thinner than 
those of alpha-a cells, and their trees were more compact and more elaborately branched. 
Depending on species and retinal location, the cells of this mosaic were either stratified 
predominantly in the middle sublamina of the inner plexiform layer (alpha-b) but with 
minor branches in the outer sublamina, or evenly bistratified across the middle and outer 
sub laminae (alpha-ab). An alpha-c mosaic contained cells that were more variable in their 
retrograde labelling but were estimated to number 180-800 per retina and to represent 
0.1-1.0% of the total count. They had flattish, often polygonal somata in the ganglion cell 
layer and long, sparsely branched, dendrites that ran very close to this layer. In some 
fishes, independent mosaics of biplexiform displaced ganglion cells with additional fine 
dendrites in the outer plexiform layer, close to the horizontal cells, could also be demon­
strated (Cook et aI., 1996). 

In ranid frogs, the alpha-ab cells were very strictly bistratified and planar. In Rana 
esculenta and Rana pipiens, our mosaic analyses (Shamim et aI., 1997b) gave results in 
full agreement with the cluster-based analysis of Kock et al. (1989), which was performed 
on Rana temporaria. Those authors concluded that their type G4 (our alpha-a) included 
both the class 1 and class 2 cells of Frank and Hollyfield (1987), and that symmetric and 
asymmetric cells were variants, not distinct types. We reached the same conclusion in a 
different way by showing that cells with class 1 and class 2 morphology both belonged to 
the alpha-a mosaic. Types G3 and G5 of Kock et a1. (1989) also closely matched the mem­
bers of our alpha-ab and alpha-c mosaics, respectively. 

It should be clear from the preceding descriptions that each of the three non-mam­
malian 'alpha' (that is, large) ganglion cell mosaics has many characters that stay constant 
across species, and others that vary. Just as two cells from different places in the same mo­
saic can look very different and yet lie on a positional spectrum (Fig. 2 and Section 2.1), 
so also two cells from different species can look very different and yet lie on a phyloge­
netic spectrum (Fig. 6). However, between-species variation seems to be related as much 
to behaviour, ecology and eye size as to lineage. At present, the evidence that large gan­
glion cell mosaics are subject to broad phylogenetic trends across the anamniotes is lim­
ited. Terrestrial frogs generally have more ganglion cells of all types than do fishes, and 
may exert more precise control over their dendritic stratification, but otherwise their mo­
saics are quite similar. At first, it seemed likely that bistratification of the alpha-ab mosaic 
might be a shared-derived character in frogs, but our recent observations of bistratified 
alpha-ab mosaics in marine teleosts call this interpretation into question. The scope for 
wider out-group comparisons is currently limited by a Jack of data, but work on one out­
group species, the dogfish, is in progress. 
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Figure 6. A correlation between retinal size and the spacing of the alpha-a ganglion cell mosaic across eight species 
of teleost fish, implying broad conservation of alpha-a patterning and function. The eight species (identified by their 
initials) are the zebrafish Danio rerio, the tilapid cichlid Oreochromis spilurus, the channel catfish lctalurus punc­
tatus, the goldfish Carassius auratus, the ronquil Bathymasterderjugini, the six-lined prickleback Emogrammus 
hexagram mus, the sculpin Bero elegans, and the white-spotted greenling Hexagrammas stelleri. The zebra fish, cat­
fish and goldfish (Dr, Ip, Ca) are relatively primitive ostariophysians; the others (Os, Bd, Eh, Be, Hs) are advanced 
neoteleosts: The spacing of the alpha-a mosaic is represented by its exclusion radius (see Section 4.3). In those spe­

cies where the retina showed clear density gradients, the sample was taken from mid-peripheral retina well away 
from the region of peak density. Retinal size, expressed as equivalent radius to give both axes the same dimensional­
ity, was determined from the total flatmount area. For four species, retinae of two different sizes are included, giving 
twelve data points in all. The correlation coefficient and associated P-value are from Spearman's rank correlation 
test. The small alpha-a ganglion cell (upper left) is from an adult zebrafish, Dania reria; the large cell (lower right) 
is from an adult sculpin, Bero elegans, to the same scale. Scale bar = 100 11m. 

The relationship between the large ganglion cells of mammals and non-mammals re­
mains obscure. In particular, for reasons discussed by Cook and Sharma (1995), the outer 
and inner alpha cells of mammals are not strong candidates for one-on-one homology with 
non-mammalian alpha-a and alpha-blab cells. Mammalian inner alpha cells might perhaps 
be related to alpha-c cells; but their late and activity-dependent emergence, along with 
outer alpha cells, from a single bistratified precursor population (Chalupa, this volume) 
suggests another intriguing possibility: that both of the mammalian alpha cell mosaics 
might be descended from the ancestral bistratified alpha-ab lineage. If this is so, then any 
mammalian descendants of the more sparsely branched alpha-a and alpha-c types might 
lie within the heterogenous 'gamma' grouping. 

7. MOSAICS BEYOND THE RETINA: A SPECULATION 

My final question is this: 'How did these beautiful mosaics of wide-field neurons 
first come into existence?' Clearly, they now serve important roles in the adult, ensuring 
that coverage of the visual world is both massively parallel and minimally redundant, and 
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at the same time reducing spatial noise in the mapping of visual scenes onto the brain 
(Snyder et ai., 1990). Yet, in evolutionary terms, some of these functional roles may have 
been latecomers, and the regularity a mere by-product. Mosaics may first have arisen be­
cause their establishment efficiently determines other factors just as important as regular­
ity: the total number of neurons of each type in the retina, their global distribution pattern, 
and the amount of territory allocated to each one. These factors must be important in many 
parts of the nervous system, not only in the retina, so mosaics may reflect ancestral 
mechanisms of developmental control that pre-date the vertebrate eye. 

Studies of the lamprey retina, which shows many primitive features, point to an evo­
lutionary origin of the retina from a section of diencephalic wall that was little different in 
laminar structure or cell constitution from the present-day midbrain (Fritzsch, 1991). The 
logical inference is that wide-field neuronal mosaics may exist elsewhere in the brain, 
whether or not they have a similar functional role in partitioning sensory-receptive fields 
among neurons. We would expect to be largely ignorant about these mosaics, of course, 
because the retina is more accessible and far more often studied in flatmounts than any 
other part of the brain, and probably no-one has looked for them elsewhere. Indeed, even 
in the retina, wide-field mosaics are hard to detect in histological sections. 

If this speculation is correct, then the spatial patterning of neuronal mosaics is not 
just of concern to students of visual mechanisms. It could also help to solve conundrums 
about between-type and within-type variation in other parts of the central nervous system. 

8. SUMMARY AND CONCLUSIONS 

Any survey of the retinal literature shows 'cell type' taking on meanings as diverse 
and potentially confusing as those that 'recent' might take on in debates between a palae­
ontologist and a political historian. This laxity, though understandable, does a disservice to 
all disciplines and especially to multidisciplinary and evolutionary studies. 

Rigorous approaches to classifying neurons and demonstrating their natural types 
have been available (though underexploited) for many years, but questions of neuronal an­
cestry and homology have been ignored or rejected as intractable. This is partly because 
the major classes of the vertebrate retina are themselves of unknown origin, and partly be­
cause experimental efforts have been focused on a few model species. There have been 
very few serious attempts to establish patterns of cross-species homology for individual 
neuronal types, even though such studies could help us to understand their functional roles 
and ecological adaptations. 

However, for many wide-field neurons, Nature has provided clear demonstrations of 
natural types in the form of regular mosaics. Advances in analytical technique have made 
their evaluation easier, and the spatial crosscorrelogram in particular now provides a 
sound basis for establishing mosaic independence, which is crucial to the demonstration of 
natural types. By making the plausible Darwinian assumption that mosaics of wide-field 
neurons have evolved to eliminate 'perceptual holes' in the coverage of individual types, 
we can view the variation of form and function within each mosaic as a guide to the vari­
ation within the associated type, and equate between-mosaic variation with between-type 
variation. Data obtained on this basis raise interesting questions about possible effects of 
within-mosaic variation on vision, and challenge the assumption that retinal neurons 
occupy a multilevel classification hierarchy. 

More importantly, the use of mosaics to reveal types allows many new, testable 
hypotheses of neuronal type to be generated at low cost across a much wider range of species 
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than ever before, opening up new opportunities for testing hypotheses of homology. Empiri­
cally, some of the emergent properties of mosaics (relative numbers, spacings and associated 
levels of regularity) seem promising as additional characters for establishing homologies. 

Some first steps have already been taken in this direction for the largest ganglion 
cells of mammals, and for comparable cells in fishes, frogs and a reptile. It seems likely 
that all mammals share a consensus pattern involving two mosaics of large monostratified 
(alpha) ganglion cells in a complementary laminar arrangement. In contrast, many an am­
niotes and at least one reptile share a different consensus pattern involving three large 
ganglion cell mosaics and including both bistratified (alpha-ab) and monostratified (alpha­
a, alpha-c) cells. The evolutionary relationship between these two consensus patterns is 
still obscure. However, their differences might be explained either by the destructive 
effects of neuronal death on any pre-existing spatial order, which may have led mammals 
to evolve secondary mechanisms of spatial ordering, or by the increasing dominance of 
the retino-geniculo-cortical pathway, which may have favoured functional complementar­
ity rather than the extraction of specialized visual features. 
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1. INTRODUCTION: MULLER CELLS IN THE MATURE RETINA 

Muller cells have been found in the retinae of all vertebrates where they constitute 
the dominant type of macroglia. They have a bipolar morphology ("radial glia") with their 
vitread (inner) trunk terminating in a conical endfoot adjacent to the vitreous body, and 
their opposite end extending apical microvilli into the subretinal space which is a main 
source of nutrients and oxygen delivered by the choriocapillary circulation. In the adult 
retina, their side branches form elaborate sheaths around neuronal somata, dendrites and 
synapses, and fascicles of optic axons (cf. Reichenbach and Robinson, 1995a). 

This intimate morphological contact with retinal neurons is supplemented by the 
physiological features of mature Muller cells. Their membranes display a variety of volt­
age-gated ion channels including K+, Na\ and Ca2+ channels. In particular, the inwardly 
rectifying K+ channels (IK(lR) of Muller cells seem to playa crucial role for (i) the mainte­
nance of the characteristic high resting membrane potential, and (ii) the extracellular ionic 
homeostasis of the retina, by mediating spatial buffering currents (left part of Fig. I). Fur­
ther, ligand-gated channels have been observed for glutamate, y-aminobutyric acid 
(GABA), and other signal molecules. Moreover, the repertoire of membrane transport pro­
teins involves a glutamate uptake system and a GABA transporter, a cysteine/glutamate 
exchanger as well as a Na+/HC03- cotransporter and other acid/base transporters. Most of 
these transporters are dependent on the high membrane potential maintained by the pres­
ence of a large IK(lR)' and by the action of the Na\ K+ pump which also constitutes a sec­
ond tool of extracellular K+ homeostasis. Muller cells also possess enzymes (e.g., 
glutamine synthetase) for degradation of neuroactive substances. These uptake carriers 
and enzymes are involved in the control of extracellular neuroactive substances, as well as 
in a series of mechanisms summarized as "transmitter recycling" (middle part of Fig. I). 

Development and Organization o/the Retina, edited by Chalupa and Finlay. 
Plenum Press, New York, 1998. 121 
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Figure 1. Summary of glio-neuronal interactions in the retina. Three MOller cells are drawn, each representing 
one of the main glial functions. Among them, two simplified neuronal assemblies are shown, containing retinal 
ganglion cells (GC), unspecified (A) or type II (A II) amacrine cells, cone (CB) and rod (RB) bipolar cells, a hori­
zontal cell (HC), and cone (C) and rod (R) photoreceptor cells. The neurons release signals such as K+ ions, and 
neurotransmitters such as glutamate (glut) and y-aminobutyric acid (GABA). The arrows through the left MUlier 
cell represent the fast redistribution of excess K+ ions into the vitreous (top) and/or the subretinal space (bottom), 
by K+ channel-mediated "K+ siphoning" (Newman et aI., 1984). The middle MUlier cell is shown to possess active 
uptake carriers for glutamate and GABA, and the enzyme glutamine synthetase (GS) which is involved in convert­
ing the neuroactive substrates into the inert molecule glutamine (glu). Glutamine is then released by MUlier cells, 
taken up by neurons, and used for re-synthesis of neurotransmitter molecules (Pow and Robinson, 1994). The right 
MUller cell represents the glial glycogen stores. Release of signals (K+?) by active neurons activates the glial gly­
cogen phosphorylase (GP), causing enhanced glycogenolysis (and glycolysis). By means of the glia-specific en­
zymes pyruvate kinase (PK) and lactate dehydrogenase (LDH), MUller cells release pyruvate andlor lactate to fuel 
the Krebs cycle of the neurons (Poitry-Yamate et aI., 1995). 

Finally, the glycogenolytic and glycolytic metabolism ofM-Liller cells is thought to provide 
lactate/pyruvate fueling the Krebs cycle of retinal neurons (right part of Figure 1; for re­
cent reviews of retinal glio-neuronal interactions, see Reichenbach and Robinson 1995b; 
Newman and Reichenbach, 1996; Reichenbach et aI., 1997). 

Considerations about these elaborate functional interactions between retinal neurons 
and Muller cells have led to the suggestion that the retinal tissue is composed of radial 
"units". Each unit consists of one Muller cell and a defined number of neighbouring reti­
nal neurons which are ensheathed, and functionally supported, by this Muller cell 
(Reichenbach et aI., 1993, 1994). The size of these units seems to be rather uniform within 
the retina of a given species (Reichenbach et aI., 1994) but may vary greatly among differ­
ent vertebrates. A range between about 6 and more than 80 neurons per Muller cell has 
been reported (cf. Reichenbach and Robinson, 1995c). Small units are characteristic for 
poorly developed or primitive retinae, but also for cone-dominant mammalian retinae, 
whereas large units may occur in teleosts (Mack et aI., 1997) and amphibia, and in rod­
dominant mammalian retinae. Specifically in mammalian retinae, a strict correlation was 
observed between the size of units (i.e., neuron-to-Muller cell ratios), and the rod-to-cone 
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Figure 2. Schematic view of the cellular compositions of glio-neuronal units in different types of mammalian reti­
nae (or retinal regions). Originating from a hypothetical prototypic retina (top), increasing photopic specialisation 
is demonstrated to the left (area and fovea centralis), and increasing scotopic (nocturnal) specialization to the 
right. Hatched cells are the progeny of early progenitors (see Fig. 4), and comprise the key elements of photopic 
vision (ganglion cells, most amacrine cells, horizontal cells and cones). White cells are generated by late progeni­
tors (see Fig. 4); among them are Miiller cells, bipolar cells, and some amacrine cells, as well as the key elements 
of scotopic vision, the rods. Rod bipolar cells are shown in black. The trend towards noctumality involves an en­
hanced number of rods per unit, that is, a greater input from the late progenitors (increased thickness of the white 
arrows). The cellular composition of the area centralis and fovea seems to require more "photopic circuit neurons" 
(e.g. , ganglion cells and cones) per unit (see Fig. 3), due to additional replication of the early progenitors (indi­
cated by the black arrows). The crossed white arrow represents inhibition of rod genesis at the fovea. The numeri­
cal size of the units varies between about 8 (prototypic retina) and more than 30 (strongly scotopic midperiphery) 
neurons per Miillercell. With permission, from Reichenbach and Robinson (1995c). 

ratios (Reichenbach and Robinson, 1995c; Chao et aI., 1997). This means that in "radial 
units" of mammals, a Muller cell is confronted to the metabolic needs of a fairly uniform 
number (5-8) of "non-rod neurons" plus a widely varying number «1->30) of rods (Fig. 
2). As rods are known to be metabolically very active cells (cf. Ames et aI., 1992), the 
metabolic burden of mature Muller cells should greatly differ among mammalian species. 
A particular case is the fovea centralis of primates, which is devoid of rods but contains an 
enhanced number of ganglion cells and cones per Muller cell, in contrast to the rod-domi­
nated retinal periphery (Fig. 3). Further metabolic differences may be due to the fact that 
the retina is partially or entirely vascularized in many mammals, but not in others (cf. 
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Figure 3. Neuron-to-Miiller cell ratios in the foveal and peripheral regions of an adult rhesus monkey retina. 
Miiller cells were labeled by vimentin-immunocytochemistry, and cell nuclei were counter-stained by hema­
toxylin. Local densities of Miiller cells and neuronal cell nuclei were counted along the course of Miiller cell proc­
esses, assuming that these indicate the arrangement of units which changes in the course offoveation (Kuhrt et aI., 
unpublished results). The total numbers of neurons per Miiller cell (about 12) are strikingly similar across the ret­
ina. However, peripheral units are dominated by rods (,,60% of neurons) whereas the foveal units are devoid of 
rods but contain strongly enhanced numbers of cones and ganglion cells. The darkly hatched cells represent early­
born neurons whereas lightly hatched cells are the progeny of the late progenitors. ILM = inner limiting mem­
brane, GeL = (cell nuclei in the) ganglion cell layer, INL = (neuronal cell nuclei in the) inner nuclear layer, ONL 
= (cell nuclei in the) outer nuclear layer, OLM = outer "limiting membrane". 

Michaelson, 1954), or to species- or region-specific differences in the abundance of cer­
tain types of synapses and/or neurotransmitters (cf. Dowling, 1987). 

In addition to the wealth of (specific) functional demands of neuronal information 
processing within normal adult retinae, various retinal injuries or diseases constitute a 
challenge to Muller cells. In contrast to retinal neurons which are permanently postmitotic 
cells, Muller cells may respond to pathophysiological stimuli by cell proliferation (Erick­
son et aI., 1983; Geller et aI., 1995) and, thus, contribute to the formation of specific glial 
scars ("preretinal membranes") that may cause retinal detachment and subsequent blind­
ness (e.g., Kono et aI., 1995). 

Even this short introduction raises several intriguing problems related to the devel­
opment of Muller cells. This article is an attempt to summarize currently available, albeit 
preliminary, answers to the following questions: 

1. what is the developmental origin of Muller cells? 
2. how are the specific types of radial units (e.g., neuron-to-Muller cell ratios) gen­

erated? 
3. how do Muller cells adjust their functional capacities to the demands of the neu­

rons within the developing units? 
4. what do Muller cells contribute to the development of the neighbouring neurons? 
5. what can we learn from normal development to understand the behavior of 

Muller cells in retinal pathology? 
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2. ORIGIN OF MULLER CELLS AND EARLY DEVELOPMENTAL 
INTERACTIONS 

The origin of Muller cells is still poorly understood. One of the challenging problems 
is that presumptive Muller cells have been recognized very early in ontogenetic develop­
ment by immunocytochemistry and in Golgi preparations, but 3H-thymidine autoradiog­
raphic cell "birthday" dating and retroviral cell lineage studies have only succeeded in 
labeling permanent Muller cells toward the end of cytogenesis (for review, see Robinson, 
1991). Muller cells are generated by the same type of "late" progenitor cells that also gener­
ate rods, bipolar cells, and (subtypes of) amacrine cells (Turner and Cepko, 1987; Germer et 
al., 1997a). There are many intriguing similarities between these late progenitor cells and 
Muller cells. Both are long radially oriented cells that express the intermediate filament-pro­
tein vimentin and the enzyme carbonic anhydrase, as well as other cellular antigens; further­
more, both are capable of (re-) entering the cell cycle (for reviews, see Linser and Perkins, 
1987; Polley et al., 1989; Reichenbach and Robinson, 1995a). Studies involving the neuro­
genic gene Xotch have shown that the final Xotch-positive precursor cells mostly differenti­
ate as Muller glia, suggesting that this is the last available fate of cells in the frog retina 
(Dorsky et al., 1995). Summarizing these data, a picture evolves that may solve some of the 
inconsistencies. It seems to be safe to say that (at least newborn immature) Muller cells are 
closely related to (late) progenitor cells, from which they arise by a transition that is barely 
detectable at the phenotypic level (and might even be reversible in some lower vertebrates: 
Braisted et al., 1994). The result of this transition, termed a retinal "radial glial cell", will 
usually differentiate as a mature Muller cell which is phenotypically distinct from both the 
late progenitor and early radial glial cells, by (i) expressing glial cell-specific enzymes and 
membrane properties, and (ii) having a high threshold to mitogenic stimuli (see following 
sections). 

These peculiarities of the origin of Muller cells have been considered in constructing 
a schematical diagram of cytogenesis and cell fate decision in the (mammalian) retina 
(Fig. 4). The diagram is aimed to account both for the way different sizes and types of 
Muller cell-supported radial units may be generated, and the particular roles played by 
Muller cells in later stages of retinal development and proliferative retinal diseases. 

The details of the proposed mode{s) of progenitor cell proliferation have been de­
scribed and discussed earlier (Reichenbach and Robinson, 1995c). Briefly, in a first phase 
of cell proliferation (I), identical replication generates a species-specific number of omni­
potent stem cells that (at least, in mammals) more or less determines the surface area of 
the future retina, and, thus, the eye size. The results of early regeneration and transplanta­
tion experiments (Spemann, 1912; Mangold, 1931) suggest that the extent of proliferation 
in this phase is species-specific, and under genetic control ("genetic clock"). 

In a next phase (II), a few rounds of asymmetrical cell division give rise to early 
progenitor cells that each divide just once to produce early postmitotic neurons which then 
differentiate into the "key cel1 types" of the photopic pathway, viz. ganglion cells, cones, 
horizontal cells, and (subtypes of) amacrine cells. There are reasons to believe that the ex­
tent of this phase of proliferation is fairly similar throughout the wide variety of mammals 
or even vertebrates (Reichenbach and Robinson, 1995c). However, the proliferation of 
these early progenitor cells can be stimulated by certain growth factors in vitro (Fig. 4) 
and probably is, indeed, stimulated in vivo in cases when the "photopic power" of the ret­
ina is to be enhanced. Particularly, radial units of the primate fovea contain enhanced 
numbers of early-born ("photopic") neurons per Muller cell (Figs. 2, 3). Thus, the genera-



126 A. Reichenbach et al. 

tion of a fovea (or even an area) centralis may require a local stimulation of early progeni­
tor cell proliferation. 

The fate decision of postmitotic neurons generated by this phase (II) is not well un­
derstood. There is evidence that such cells may be determined to differentiate as ganglion 
cells by, e.g., laminin, and to differentiate as cones by, e.g., retinoic acid (Fig. 4) but less is 
known about factors that would drive such cells to differentiate as horizontal or amacrine 
cells (Alexiades and Cepko, 1997). In any case, there seems to be a negative feed-back 
from determined neurons of a given type onto the neighbouring undetermined postmitotic 
cells (Fig. 4) which may be essential for the generation of the regular distribution mosaics 
of the various retinal celltypes (e.g., Reh, 1987). 

In a further phase of proliferation (III), which probably proceeds by symmetrical 
divisions, a "new" distinct ("late") type of progenitor cell generates late postmitotic neu­
rons and Muller cells (for reviews, see Robinson, 1991; Reichenbach and Robinson, 
1995c). This phase of proliferation is apparently controlled by elaborate regulatory mecha­
nisms. In-vitro experiments have shown that several factors, different from those which 
are mitogenic for the early progenitor cells, can stimulate the proliferative activity of these 
late progenitors (Fig. 4). Considering the fate of the offspring neurons, such a regulation is 
very likely to occur also in vivo. The majority of these neurons differentiate as rods, the 
remaining as either bipolar or (subtypes of) amacrine cells. It has been shown (Chao et aI., 
1997; Reichenbach and Robinson, 1995c) that the number of rods per radial unit is high 
(up to 35) in mammals ,with nocturnal life style (scotopic dominance), but low «1) in 
diurnally active mammals (photopic dominance). This difference could easily be achieved 
by (species-specific) different degrees of stimulation of the late progenitor proliferation 
(Reichenbach, 1993). In the foveolar region of primate retinae, this proliferation seems to 
be actively suppressed since (i) foveolar units contain no rods, and much less progeny of 
late progenitors, than peripheral units of the same retina (Figs. 2, 3), and (ii) the relative 
duration of cytogenesis is about half that of other mammals, or that of the periphery (Ro­
binson, 1991). In albinotic humans, this suppression fails to occur and the (morphologi­
cally poorly developed) foveolar region contains many rods (e.g., Elschnig, 1913; 
Naumann et aI., 1976; Fulton et aI., 1978). This has led to the suggestion that a product of 
the tyrosinase (the gene of which is defect in albinos) reaction, probably DOPA, is respon-

Figure 4. Scheme describing the proposed hypothesis accounting for cell proliferation (left vertical column) and 
cell fate decision (right branch-lines) in the mammalian retina. The bold frames indicate the various (transient or 
permanent) cell types generated, the faint frames indicate factors known (or assumed) to stimulate (+) or inhibit 
(-) certain steps of proliferation andlor transition. Data are shown of experiments on various classes of vertebrates 
although the scheme is principally adjusted for mammalian retinae (Robinson and Reichenbach, 1995c). For de­
tails, see text. The abbreviations used are, aFGF = acidic fibroblast growth factor, bFGF = basic fibroblast growth 
factor, CNTF = ciliary neurotrophic factor, EGF = epidermal growth factor, glut = glutamate, IGF-I = insulin-like 
growth factor I, NGF = nerve growth factor, PDGF = platelet-derived growth factor, RA = retinoic acid, RPE = 
retinal pigment epithelium, TGFex = transforming growth factor ex, TGF~-2/-3 = transforming growth factor ~-2/-
3. The following references are given in brackets, [I) Adler and Hatlee (1989); [2) Altshuler et al. (1993); [3) 
Anchan and Reh (1995); [4) Braisted et aI., (1994), Rentsch (1973), Anderson et al. (1986), Erickson et al. (1983); 
[5) Browman and Hawryshin (1994); [6) Cepko (1993); [7) DeCurtis and Reichardt (1993); [8] Dorsky et al. 
(1997); [9] Calvaruso et al. (1992); [10] Guillemot and Cepko (1992); [II] Harris and Holt (1990); [12] Hitchcock 
and Vanderyt (1994); [13] Hunter et al. (1992); [14] Hyatt et al. (1996); [15] Ikeda and Puro (1995); [16] Jeffery 
(1997), Jeffery et al. (1997); [17] Jensen and Wallace (1997); [18] Kelley et al. (1994); [19] Kirsch et al. {I 997), 
Ezzeddine et al. (1997); [20] Layer and Willbold (1993); [21] Layer et al. (1997); [22] Lewis et al. (1992); (23) 
Lillien and Cepko (1992); [24] Mack and Fernald (1993); [25] Puro (1995); [26] Reh (1991); [27] Reh (1992); 
[28] Repka and Adler (1992); [29] Reichenbach and Robinson (I 995c); (30) Spemann (1912), Mangold (1931). 
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sible for the normal foveolar suppression of late progenitor cell proliferation (Jeffery 
1997; Jeffery et al., 1997; Fig. 4). Another candidate regulator, an as yet uncharacterized 
peptide, has been identified in vitro (Calvaruso et al., 1992). Whatever factor may act in 
vivo, the regulation of the late progenitor proliferation seems to be a very important issue 
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in species- and region-specific retinal organization. The end of this third phase of prolif­
eration is accompanied, or even induced, by the transition of one of the final (Dorsky et 
aI., 1995) daughter cells into a radial glial cell (Fig. 4). 

In recent years, many data have been accumulated concerning cell fate decision of 
the late postmitotic neurons; a variety of factors have been found that modulate these 
processes, at least in vitro (Fig. 4). This is also the stage when Muller cells (which are 
born almost simultaneously) may exert the first demonstrable influence on developmental 
decisions of their "sisterly" newborn neurons. Ciliary neurotrophic factor (CNTF) has 
been shown to reduce the number of cells developing as rods (Kirsch et aI., 1997; Ezzed­
dine et aI., 1997), and to enhance the number of cells that become bipolar (Ezzeddine et 
aI., 1997) or perhaps also amacrine (Kirsch et aI., 1997) cells, within an unchanged total 
pool oflate postmitotic neurons. It has also been shown that (at least mature) Muller cells 
are a source of endogenous CNTF (Kirsch et aI., 1997). Thus, a scenario becomes feasible 
in which the young Muller cells stop the emergence of more rods but stimulate the last 
undetermined postmitotic neurons to differentiate as bipolar or amacrine cells. Such a 
mechanism could be particularly important for the foveolar region where less late-type 
neurons are generated (and no rods are required) but the formation of "private pathways" 
(Rodieck, 1988) for a large number of cones requires an enhanced density of bipolar (and 
amacrine) cells. 

A final phase of proliferation (IV) involving radial glial cells does not occur during 
normal development, at least not in mammals (Reichenbach and Robinson, 1995c). This is 
apparent from retroviral cell lineage studies, from double-labeling experiments (for glial­
cell specific proteins and proliferations markers), and from numerical relations between 
adult retinal cell types. Probably, there are signals released from maturing neurons which 
suppress this proliferation, and enforce transition and differentiation as Muller cells (Fig. 
4). There is however ample evidence that in certain cases of retinal (neuronal) degenera­
tion, mature Muller cells may de-differentiate, and re-enter the mitotic cell cycle (Erick­
son et aI., 1983; Fisher et aI., 1991; Lewis et aI., 1992; Geller et ai., 1995; Kono et ai., 
1995). Although several factors have been found that may initiate this process (Fig. 4), in­
tensive research remains to be done to identify the signal(s) acting under non-experimen­
tal conditions. The clinical implications of this problem have already been mentioned, and 
will be further illustrated in the last section. 

3. NEURONAL DIFFERENTIATION: THE ROLE(S) OF 
MULLER CELLS 

After the postmitotic neurons have been generated and determined to a distinct cell 
fate, further important developmental processes are necessary to create a mature retina. 
These involve, among others: (i) the migration of newborn neurons from the site of their 
birth (the ventricular-Dr sclerad-retinal margin) to the site of their final destiny (e.g., the 
inner-Dr vi tread-retinal layers), (ii) the growth of neurites contacting the prospective 
synaptic targets, (iii) synaptic competition involving "programmed" cell death of the "loser" 
cells, and (iv) establishment of the cell type-specific biochemical pathways of energy and 
transmitter metabolism (for reviews, see Young, 1983; Robinson, 1991). There are several 
crucial contributions of Muller cells to these processes. 

Early-born neurons, such as ganglion cells, seem to emerge from a bipolar stage that 
allows their soma to arrive at the layer of their destination just by translocation of the nu­
cleus within the radial cytoplasmic "tube" (Hinds and Hinds, 1974, 1979; Morest, 1979). 
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By contrast, late-born neurons, such as (subtypes of) amacrine and bipolar cells and even 
rods destined for the inner (vitread) zone of the outer nuclear layer, are born within a tis­
sue which became rather thick. Thus, these cells need guidance for their migration away 
from the ventricular surface. As is the case for radial glial cells of the brain (Rakic, 1971), 
Muller cells are well-suited to provide such a guidance for migrating young neurons (Mel­
ler and Tetzlaff, 1976; Craft et aI., 1983; Raymond and Rivlin, 1987; Reichenbach et aI., 
1994). Application of a glia cell-specific toxin (a-aminoadipic acid) to retinal explant cul­
tures destroys the regular pattern of Muller cells, and causes severe disturbances in retinal 
layer formation (Willbold et aI., 1997; Germer et aI., 1997a) and in the columnar arrange­
ment of retinal cell clones (Wil\bold et aI., 1995). Neuronal ectopy (i.e., disturbed migra­
tion of young neurons) has been observed in a tiger retina with Muller cell anomalies 
(Reichenbach et aI., 1992). 

Several studies have unequivocally demonstrated a guidance function of Muller cells 
for growing neurites of retinal neurons. Specifically, the (membranes of) radial glial 
(Muller) cell endfeet provide an excellent growth substrate for ganglion cell axons (Gold­
berg, 1977; Halfter and Deiss, 1986; Stier and Schlosshauer, 1995) whereas the non-end foot 
(soma) membranes of radial glial cells inhibit the growth of ganglion cell axons (Kljavin 
and Reh, 1991; Stier and Schlosshauer, 1997) but support neurite extension of rods (Kljavin 
and Reh, 1991; Hicks et aI., 1994). Growth cones of ganglion cell axons collapse when ex­
posed to glial somatic membranes; this collapsing activity was found to be specific for these 
axons, and was destroyed by heat treatment of glial membranes (Stier and Schlosshauer, 
1997). Furthermore, the growth of ganglion cell dendrites is supported by somatic, but in­
hibited by endfoot-derived, membranes of Muller cells or their immediate precursors 
(Schlosshauer et aI., 1996). Thus, polarized radial glia are likely to affect the development 
of the neuronal cytoarchitecture, including the polarity of retinal neurons. The expression of 
cell surface adhesion molecules such as N-CAM (Drazba and Lemmon, 1990; Stier and 
Schlosshauer, 1995) and Ll or N-cadherin (Drazba and Lemmon, 1990) by Muller cell 
membranes may be involved in these functions, but additional mechanisms may be required 
as well (Stier and Schlosshauer, 1995). Another candidate (extracellular matrix) glycopro­
tein is tenascin-R; it was shown to react with CALEB, a novel member of the EGF family of 
differentiation factors which is associated with the surfaces of retinal neurites and Muller 
cells (Schumacher et aI., 1997). 

In the mammalian retina, over 50% of ganglion cells generated normally die, and 
substantial cell death has also been observed in the inner and outer nuclear layer (for 
review, see Robinson, 1991). The majority of the (debris of) dying cells seems to be 
ingested by microglial cells (Hume et aI., 1983; Thanos, 1991; Egensperger et aI., 1996), 
but there is clear evidence that Muller cells are involved in phagocytosis of dying retinal 
neurons in the period of "programmed" cell death (Penfold and Provis, 1986; Provis and 
Penfold, 1988; Egensperger et aI., 1996). Both in situ and in vitro, Muller cells have a high 
capacity of rapid phagocytosis, even of rather large particles, and a fast intracytoplasmic 
transport system for the ingested material (Stolzenburg et aI., 1992). 

Less is known about the (presumptive) role(s) of Muller cells in the metabolic main­
tenance and maturation of neurons. In-vitro experiments have shown that (factors from) 
Muller cells support the survival and differentiation of various types of retinal neurons 
(Raju and Bennett, 1986; Armson et aI., 1987; Hicks et aI., 1994). However, (at least cer­
tain types of) retinal neurons may achieve a substantial degree of differentiation in disso­
ciated glia-free cultures (e.g., Adler and Hatiee, 1989; Watanabe and Raff, 1990). In adult 
retinae, the expression of several enzymes such as aldose reductase and carboanhydrase, 
as well as the presence of glycogen stores, are shared by (some types of) early-born neu-
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rons and Miiller cells whereas these features are lacking in late-born neurons (for review, 
see Reichenbach et aI., 1993). It has been speculated that this difference may be due to 
different glio-neuronal relationships during initial stages of neuronal development. The 
late-born neurons develop in association with (and may "rely upon") their "sisterly" 
Muller cells which provide necessary metabolites, whereas the early-born neurons emerge 
within an environment devoid of mature Miiller cells, and therefore depend on their own 
metabolic capacities. Unfortunately, it has not been tested whether rods or bipolar cells ex­
press carboanhydrase or aldose reductase, or accumulate glycogen stores, in dissociated 
glia-free cultures. Further work is required to learn more about the developmental control 
of metabolic features of retinal neurons. 

4. MULLER CELL DIFFERENTIATION: THE ROLE(S) OF 
NEURONS 

4.1. Transmitter Recycling 

This section will return to the question how Miiller cells manage to meet the de­
mands of the neurons within the (greatly variable) units of their "responsibility". A very 
suitable model to study this question was found in the fish retina. In teleosts, the retina 
grows virtually life-long by both peripheral addition of new cells and mechanical stretch­
ing of the mature major retinal area. The latter process causes a decrease of the cell densi­
ties per surface area of the retina, with the exception that the density of rods is kept 
constant by continuous insertion of newborn rods from specific rod progenitor cells 
(Johns, 1982; Mack and Fernald, 1993, 1995). This increasing number of rods should con­
stitute a metabolic challenge to the Miiller cells. For instance, rods release the neurotrans­
mitter glutamate which must be transformed into glutamine by the glutamine synthetase of 
Miiller cells (Fig. 1). There are two principal ways how Muller cells might meet enhanced 
demands: (i) by cell proliferation which would keep the neuron-to-Muller cell ratio (i.e., 
the size of the supported units) at a constant level, or (ii) by elevation of the metabolic ca­
pacities of the existing Muller cells (within growing units). This problem has been studied 
in growing fish of various body lengths, by counting vimentin-immunolabeled Muller 
cells, and performing quantitative Western blots of glutamine synthetase (GS) protein 
expression (Mack et aI., 1997). The results are shown in Figure 5. There is no generation 
of new Muller cells in the differentiated major part of the retina; as a result, the number of 
rods per Muller cell increases about twofold during the period studied (whereas the 
number of "non-rod" neurons per Miiller cell remains constant). However, the GS content 
per Muller cell roughly doubles within the same period. This means that an unchanged 
amount of retinal GS is available to every glutamate-releasing rod (Fig. 5). 

These data suggest that Muller cells are able to adjust their GS content to the actual 
demands, depending on their neighbouring neurons. It fits well with the idea that in cases 
of retinal (rod) degenerations, the GS expression by Miiller cells is greatly reduced 
(LaVail and Reif-Lehrer, 1971; Lewis et aI., 1989, 1994; Hartig et aI., 1995; Grosche et 
aI., 1995). This raises the question how this regulation is mediated. This has been inten­
sively studied in the chicken retina (Piddington and Moscona, 1967; Linser and Moscona, 
1979; among others). It has been shown that the embryonic steep rise in GS expression 
closely follows the increase in cortisol plasma levels (Fig. 6A), and that GS expression 
can be precociously induced by external application of cortisol. Whereas much effort has 
been invested to understand the molecular mechanisms of this hormone-mediated regula-



Glio-Neuronallnteractions in Retinal Development 

--­~dn'IGS/ 

/Rod 

Body Size .. 

<0 

30 

20 

to 

0 

131 

• Non-Rod 
~Yro~ 

Muller Cell 

D 
RodY 

MullffC.,1I 

Figure S. Growth-related changes of glio-neuronal interactions in a teleost (Haplochromis burtoni) retina. While 
the fish grow from 10 to 50 mm body length, new rod photoreceptor cells (but no "non-rod neurons" or Muller 
cells) are generated in the central retina, which causes a duplication of the rod-to-Muller cell ratio from 10 to 22 
(block diagrams, right scale). Within the same period, the glutamine synthetase (GS) content per Muller cell is 
roughly duplicated (line diagram, left scale). As a result, a constant amount of GS remains available per rod (line 
diagram, left scale). Data from Mack et al. (1997). 

tion (e.g., Vardimon et aI., 1993), recent data suggest that it might be specific for chicken 
(or avian) development but not applicable to mammals (Fig. 6B). In the rabbit retina, a 
steep rise in GS expression by Muller cells occurs after the second week of postnatal life 
(Germer et aI., 1997b) whereas the plasma concentrations of cortisol remain essentially 
unchanged from midgestation to adulthood (references in Fig. 6). There was, however, a 
good correlation between glial GS expression and maturation of neuronal (ribbon) syn­
apses, constituting the sources of glutamate release (Fig. 6B). In both chicken and rabbit 
retina, the increase of glial GS expression follows the synapse formation with a delay of 
one or two days (Fig. 6). A similar correlation exists also in another mammalian species 
(the rat), where the postnatal development of GS expression (Riepe and Norenberg, 1978) 
and glutamate- and GAB A-uptake (Fletcher and Kalloniatis, 1997) have been studied. 

The problem was further studied on rabbit retinal explant cultures. In such cultured 
retinae, the GS expression of Muller cells was greatly reduced (about an order of magni­
tude), compared to corresponding stages grown in vivo (Germer et aI., 1997b). The accu­
mulation of GS protein in Muller cells of the cultures was stimulated by application of 
cortisol (I ng/ml). This effect was similar (but less pronounced) to what had been earlier 
described in chicken retinae. Interestingly, a similar degree of stimulation (roughly, a 
duplication) was also achieved by exposure to enhanced levels of glutamate (0.1 mM) or 
ammonia (0.1 mM). These observations (Fig. 7) strongly suggest that (mammalian) Muller 
cells display some kind of "substrate regulation" of GS expression. This means, glial GS 
is up regulated when the cells are challenged by increased amounts of its substrates gluta­
mate and ammonia (Fig. 7), as in normal development when neuronal glutamate-releasing 
synapses become established (Fig. 6), or in cases of hepatic failure when the blood ammo­
nia increases (Reichenbach et aI., 1995a, b). Conversely, in cases of retinal degeneration 
(i.e., loss of glutamate-releasing neurons) Muller cells have been shown to down-regulate 



t'f)nI 

1 0 I ® chicken 

0.75 75 

., \ 
....... " . 

". GS 

so 

25 

--.-- ..... ~ 
0.25 L wrtJ>d (~ 

o ~--~--~--~~~---r---+~~ 0 
E8 10 12 H 15 16 20 

"Il" 
~ ~-----------/l.% 

12 ® rabbit 100 

6 

- -- -. ~-
\ 

romoI(~ 

PO 5 10 1S ., 

glutamine synthetase [%] 

220 

200 

180 

160 

140 

120 

100 

80 

60 

40 

20 

0 
control 

20 

7S 

so 

25 

o 
2.5 

Figure 6. Comparison of glutamine synthetase (GS) 
development in chicken (A) and rabbit (B) retina. 
Retinal GS concentration (continuous lines) is giv­
en in percent of the levels achieved at hatching 
(chicken: Piddington and Moscona, 1967) or adult­
hood (rabbit: Germer et aI., I 997b), respectively. It 
is compared with the plasma levels of cortisol (in 
ng/ml; chicken: Tanabe et aI., 1986; rabbit: means of 
data from Mulay et aI., 1973; Barr et aI. , 1980; 
Hiimmelink and Ballard, 1986; and O'Loughlin et 
aI., 1990), and with the density of ribbon synapses in 
the inner plexiform layer (in % of adult levels; 
chicken: Daniels and Vogel, 1980; rabbit: McArdle 
et aI., 1977). Whereas a correlation between synap­
togenesis and GS can be seen in both species, a cor­
relation between plasma cortisol and GS seems to 
exist in chicken but certainly not in rabbit. 

Figure 7. Glutamine synthetase levels (pixel counts on Western blots from tissue homogenates) in rabbit retinal or­
gan cultures. Both hydrocortisone and the two substrates glutamate and ammonia cause an increase of retinal glu­
tamine synthetase (data from Germer et aI., 1997b); • = significant with p ~ 0.05; ** = significant with p ~ 0.0 I. 
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their GS content (La Vail and Reif-Lehrer, 1971; Lewis et aI., 1989; Hartig et aI., 1995; 
Grosche et aI., 1995). In astrocytes, GS stimulation by glutamate exposure has been 
related to the activation of non-NMDA glutamate receptors (Fleischer-Lambropoulos et 
aI., 1996). It remains to be elucidated how Muller cells adjust their GS to varying levels of 
glutamate and ammonia. 

4.2. Energy Metabolism and Retinal Vascularization 

Glio-neuronal metabolic interactions are thought to occur also in carbohydrate and 
energy metabolism of mammalian retinae. Specifically, Muller cells are the sites of retinal 
glycogen stores (Kuwabara and Cogan, 1961; Eichner and Themann, 1962), and they con­
tain the glycogenolytic enzyme glycogen phosphorylase (Pfeiffer et aI., 1994) which is 
activated by conditions that mimic enhanced neuronal activity, such as increased extracel­
lular K+ ion concentrations (Reichenbach et aI., 1993). Elegant experiments have shown 
that the glycolytic (i.e., anaerobic) metabolism of Muller cells results in the release of lac­
tate/pyruvate which is then taken up by (rod photoreceptor) neurons, and used as a sub­
strate for their (aerobic) Krebs cycle (Poitry-Yamate et aI., 1995). Furthermore, Muller 
cells contain the enzyme carbonic anhydrase (Sarthy and Lam, 1978; Moscona, 1983) and 
specific Na+IHC03- exchange carriers (Newman, 1991, 1994) necessary to buffer the CO2 

produced by the oxidative metabolism of neurons ("C02 siphoning": Newman, 1994). 
This is a very convincing case of retinal glio-neuronal interaction, and might thus provide 
another suitable case of developmental regulation. 

However, there is evidence that (at least some of) the above-mentioned Muller cell 
features constitute a primitive rather than a derived condition. Both accumulation of 
glycogen (Uga and Smelser, 1973) and expression of carbonic anhydrase (Linser and 
Moscona, 1981) occur very early in retinal development, and are probably shared by 
immature radial glial (or even progenitor) cells and differentiated Muller cells (see also 
section "origin of Muller cells") although some quantitative changes may occur (Linser 
and Moscona, 1981). Furthermore, virtually all evidence for Muller cell-neuron interac­
tion in glucose (anaerobic) vs. lactate/pyruvate (aerobic) metabolism comes from studies 
on avascular mammalian retinae, mostly guinea-pig and rabbit. For instance, glycogen 
stores and glycogen phosphorylase immunoreactivity are easily demonstrable in guinea­
pig Muller cells but hardly in Muller cells from rat retina which is well vascularized 
(Pfeiffer et aI., 1994; own unpublished observations). 

These considerations have led to the following hypothesis on energy metabolism in 
mammalian retinae. During the functional and (oxidative) metabolic maturation ofpostmi­
totic retinal neurons, young Muller cells retain (and probably even intensify) the metabo­
lic (e.g., glycolytic) features of their precursor cells. This allows the establishment of the 
above-mentioned glio-neuronal "symbiosis" in carbohydrate metabolism which may be 
sufficient to support the energy demands of the cells in avascular retinae during the entire 
life of animals such as the guinea-pig or the horse. By contrast, in species where Muller 
cells must support large units (many neurons per Muller cell), or units with highly elabo­
rate and active neuronal circuits (e.g., with a thick inner plexiform layer), the basic glio­
neuronal metabolic cooperation may be insufficient to maintain the functional activity, or 
even the survival, of retinal neurons. In these cases (i.e., in most mammals), intraretinal 
vascularization is thought to support the neuronal metabolism by facilitating the supply of 
nutrients and/or the removal of waste products. In this context, intraretinal blood vessels 
can be imagined as "assistants" of Muller cells, by assuming some of their responsibilities 
in neuronal care. 
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Indeed, it has recently been demonstrated that vascular endothelial growth factor 
(VEGF; Stone et al., 1995, Rata et al., 1995) as well as SPARC, another mediator of 
angionesis (Kaplan et al., 1995) are produced and released by Muller cells. Likewise, 
Muller cells were shown to express renin (Berka et al., 1995) and angiotensin (Datum & 
Zrenner, 1991) which have been implicated in the proliferation of retinal blood vessels un­
der certain conditions. Thus, enhanced metabolic needs of maturing retinal neurons appar­
ently stimulate the ingrowth of retinal blood vessels indirectly, via the young retinal glia. 
There is evidence that the occurrence of an absolute or relative hypoxia induces neurons 
to release signals which then stimulate the production of substances such as VEGF or 
SPARC by retinal glial cells (Chan-Ling, 1994; Chan-Ling et al., 1995; Stone et al., 1995; 
Amin et ai., 1997). 

The nature of the neuronal "SOS" signal(s) is not yet known. The involvement of 
specific signals, such as adenosine, has been proposed (Aiello et ai., 1994; Takagi et ai., 
1996). On the other hand, there might be a rather unspecific release of neuronal "waste 
products", simply causing a metabolic overload of Muller cells. As the metabolic situation 
of cells cannot be easily measured, a morphometric approach has been proposed (Chao et 
ai., 1997). Assuming that the energy (i.e., adenosine triphosphate = ATP) demands of a 
cell are predominantly caused by the active transport proteins within the cell membrane, 
and that the (glycolytic) ATP production is confined to the cytoplasm, the surface-to-vol­
ume ratio (SVR) of a Muller cell may serve as a rough indicator of its metabolic burden­
ing. A comparative study on Muller cells from various mammalian species (Chao et ai., 
1997) has shown that cells from avascular retinae (or retinal regions) have low SVRs (less 
than about 7 /-lm- I ) whereas cells from vascularized retinae have higher SVRs of more 
than about 10 /-lm- I (Fig. 8). Although these data were estimated from adult retinae, and no 
comparative data are available from neonatal stages when blood vessels occupy the retina, 
they support the view that Muller cells stimulate vascularization when the demands of 
glio-neuronal interaction exceed their metabolic capacity. 

4.3. Membrane Properties and K+ Clearance 

It has already been pointed out that the membrane of mature Muller cells faces the 
narrow extracellular space surrounding all neuronal compartments which are almost com­
pletely enveloped by glial sheaths. Furthermore, the membrane of differentiated Muller 
cells is a site of transport proteins mediating many glio-neuronal interactions (Fig. I). This 
adult condition results from radical developmental processes. 

Young postmitotic Mii11er cells resemble bipolar radial glia, and basically consist of 
two long, slender, cylindrical stem processes and an ovoid soma (left photograph in Fig. 
9). Their surface is smooth, and structural relationships to neurons are poorly developed; 
no side branches or peri neuronal sheaths are present (Uga and Smelser, 1973; Meller and 
Tetzlaff, 1978; Reichenbach and Reichelt, 1986; Reichenbach et aI., 1991 b). Thus, their 
surface membrane area is small. In young postnatal rabbits, a surface area of about 2000 
/-lm2 has been estimated for dissociated Muller cells (Fig. 9; Biedermann et ai., unpub­
lished results). Within the next two weeks of life, the cells grow many side branches bear­
ing peri neuronal sheaths (right photograph in Fig. 9; Uga and Smelser, 1973; Reichenbach 
and Reichelt, 1986), and their surface area increases more than threefold (Fig. 9). 

Within the same period, the very low K+ conductance of the young cells (about 2 nS) 
becomes enhanced by a factor of 10 (Fig. 9; Biedermann et ai., unpublished results). This 
is probably due to the insertion of many new (inwardly rectifying) K+ channel molecules 
into the cell membrane. It is interesting to note that there is some developmental delay 
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Figure 8. Diagram showing the correlation between the neuron-to-Miiller cell indices (MNI) and the surface-to­
volume ratios (SVR) of Miiller cells from mature retinae of various mammalian species. The data were evaluated 
morphometrically (cell volume) and electrophysiologically (membrane capacity - surface area) on isolated Miiller 
cells (Chao et a!., 1997) from cat (I), mouse (2), fox (3), dog (4), polecat (5), rat (6), mink (7), Mqnodelphis (8), 
rabbit (9), zebra (10), barbary sheep (II), pig (12), horse (13), guinea pig (14), man (15), gerbil (16), and tree 
shrew (17). Some data (in bold circles) have been obtained by electron microscopical stereology [rat (6a)] : Ras­
mussen, 1973, 1975; rabbit avascular periphery (9a): Reichenbach e/ al., 1988; rabbit vascularized medullary rays 
(9b): Reichenbach et al., unpublished observations). The grey area includes all species (or retinal areas) where the 
tissue is avascular (data on vascularization: Johnson, 1901, 1968; Chase, 1982; Miiller and Peichl, 1989; own un­
published observations). There is a certain level of SVRs (about 8) that seems to delimit avascular from vascular­
ized retinae. With permission, from Chao et a!. (\997). 
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Figure 9. Postnatal development of rabbit Miiller cells. The microphotographs show enzymatically isolated 
Miiller cells from 6th (left, p6) and 24th (right, p24) postnatal day, together with their representative membrane 
potentials; the calibration bar is valid for both cells. The diagram shows the relative increase (between p6 and 
adult) of the membrane capacity (Cm; data from Biedermann et a!., in preparation) and the K+ conductance of the 
membrane (gK+; data from Biedermann et a!., in preparation). These data are compared to the percentage of light­
responsible ganglion cells (LR: Masland, 1977), as a measure of synaptic maturation, and to the glutamine syn­
thetase levels (GS: Germer et a!., 1997b), as another indicator of Miiller cell differentiation. Between p6 and p24, 
Cm increases threefold from 20 to 60 pF, reflecting an increase of the membrane surface area from about 2000 to 
6000 /-lm2 During the same period but with some delay, the membrane conductance increases more than tenfold, 
from about 2 to 20 nS; thus, the specific conductance of the membrane (as a rough indicator of the channel den­
sity) increases more than threefold. 
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between the surface area and the K+ conductance (gK) of the membrane (Fig. 9). This sug­
gests that the cell surface is increased first by the addition of a "naked" lipid bilayer mem­
brane whereas the channel proteins are inserted by a later secondary process. In any case, 
the increasing K+ conductance of the membrane is accompanied by elevated "resting" 
membrane potentials (Em) which are close to -40 m V in immature cells but increase to 
almost adult levels of more than -70 m V in cells from the 24th postnatal day (Fig. 9; 
Biedermann et aI., unpublished results). 

This increase in gK is likely to be a key event in glial development. First, it is a cru­
cial precondition for the flux of spatial buffering K+ currents through Muller cells (left 
part of Fig. 1) which are thought to provide an important contribution to the clearance of 
excess extracellular K+ ions (Newman, 1984; Newman et aI., 1984). As any neuronal 
activity is accompanied by K+ release, this glial buffer mechanism should soon become a 
limiting factor when the neuronal circuits are established. Second, a high gK is a precon­
dition for a high Em. High Em values are not just a characteristic feature of differentiated 
Muller cells (e.g., Chao et aI., 1997) but are also required for the proper function of most 
transport carriers in their membrane. The activity of the uptake carriers for glutamate 
(Barbour et aI., 1991) and OABA (Biedermann et aI., 1994) is voltage-dependent. This 
means that low Em values reduce or even prevent the important action(s) of Muller cells in 
the transmitter recycling pathways (middle part of Fig. 1). For instance, the establishment 
of high OS levels during the third week of life (Fig. 9) would make no sense if a high Em 
had not been stabilized as a precondition for an effective uptake of glutamate. 

Again, the question arises what kind(s) of signals drive the differentiation of glial 
membrane properties. On the one hand, because glio-neuronal interactions are essential for 
retinal functioning it can be assumed that there are several parallel signalling pathways en­
suring that the necessary glial properties become established at the right time. On the other 
hand, (at least some of) these signals are likely to arise from the differentiating neurons, 
since glial differentiation enables optimal interactions with these partner cells. This latter 
assumption is supported by various experimental observations, such as the findings that 
glial differentiation closely follows neuronal maturation (e.g., Fig. 9), and that Muller cells 
in purified neuron-free cultures fail to differentiate properly (e.g., Wolburg et aI., 1990). 

More specifically, such a signalling function may be "piggybacked" by molecules 
that are released in the normal process(es) of neuronal activity (compare also Fig. 7). 
Likely candidate molecules are K+ ions, since enhanced neuronal activity causes an in­
crease in the extracellular K+ concentration ([K+]e)' which can influence the glial cells e.g. 
by depolarizing their Em. When purified Muller cell cultures were exposed to elevated 
[K+]e levels (10 mM) over 48 hours, their Na\K+-ATPase activity (measured in normal 
[K+]e) was almost tripled (Fig. 10; Reichelt et aI., 1989). This was probably due to synthe­
sis of new ATPase molecules. Indeed, the protein synthesis of such cells was accelerated 
under the same conditions (Fig. 10; Reichelt et aI., 1989). Similar mechanisms might be 
involved in the postnatal up-regulation of (certain types of) glial K+ channels, but this 
matter is still far from being understood. 

5. MULLER CELL DE-DIFFERENTIATION: THE ROLE(S) OF 
NEURONS, MEMBRANE PROPERTIES, AND REACTIVE 
GLIOSIS 

In contrast to their "sisterly" retinal neurons, Muller cells seem to retain their capa­
bility to undergo mitotic proliferation. Although there is ample evidence supporting this 



Glio--Neuronal Interactions in Retinal Development 

Figure 10. Effects of elevated [K+], in the 
medium of purified Miiller cell cultures. After 
48 hrs in 10 mM K+ ("high K+"), both the 
standard Na+, K+-ATPase activity (measured 
at control [K+],) and the protein synthesis 
(measured as L-eH]-lysine incorporation) are 
significantly elevated above control levels 
(data from Reichelt et aI., 1989). 
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view (Erickson et ai., 1983; Fisher et ai., 1991; Geller et ai., 1995), Muller cell prolifera­
tion is certainly not a common or frequent response to retinal injuries. There are various 
inherited or acquired "slow" retinal degenerations that may cause a complete loss of all 
photoreceptor cells (Le., the vast majority of retinal neurons) or all ganglion cells (i.e., the 
vast majority of action potential-generating neurons of the retina). In such cases, Muller 
cells respond by the (enhanced) expression of "injury-marker proteins" such as GFAP 
(Bignami and Dahl, 1979) or other proteins such as ~-amyloid precursor protein, Bcl-2 
proto oncogene protein, ~-amyloid precursor protein, cathepsin D, and CD-44, as well as 
by hypertrophic growth of irregular cell processes and increased cytoplasmic volume, but 
not by mitotic activity (e.g., Hartig et ai., 1995; own unpublished results). Muller cell pro­
liferation is observed only in cases of rapid and massive neuronal injury, such as after reti­
nal detachment (Erickson et ai., 1983; Fisher et ai., 1991; Geller et ai., 1995) or 
intravitreal bleedings (Kono et a!., 1995). It seems as if differentiated Muller cells have a 
high threshold against mitogenic stimuli, and need to undergo a re-transition into an 
immature phenotype in order to (re-)acquire proliferative capacities. Whereas a series of 
mitogenic substances are known to act on such immature (cultured) retinal radial glia 
(Puro, 1995), the nature of retransition-promoting factors remains enigmatic. 

There are three possible ways how Muller cell de-differentiation might be achieved: 
(i) by a loss of factors permanently released from healthy neurons, necessary to maintain the 
differentiated state of Muller cells; (ii) by a (neuron-, RPE-, or blood vessel-derived) release 
of pathogenic signals, inducing the de-differentiation of Muller cells; or (iii) by enhanced 
neuronal release of (threshold-dependent) ambivalent factors, stabilizing differentiation at 
physiological (low) concentrations but enforcing de-differentiation at pathological (high) 
concentrations. Factors such as TGF-~ may be involved in maintenance of differentiation 
(case [i]; Ikeda and Puro, 1995). As a breakdown of the blood-retina barrier often occurs in 
severe cases of retinal injury, the mitogenic effects of blood-derived factors such as throm­
bin (Puro et ai., 1990) may be responsible for de-differentiation (case [ii]). Finally (case 
[iii]), the neurogenic transmitter glutamate may, at physiological concentrations, contribute 
to Muller cell differentiation (Ikeda and Puro, 1995; Germer et ai., 1997b) but also, at 
elevated concentrations, promote de-differentiation and proliferation (Uchihori and Puro, 
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1993). Intravitreally injected bFGF has been shown to bind to receptors of Muller cells 
(Lewis et aI., 1996) and to induce Muller cell proliferation in situ (Lewis et aI., 1992) but 
the possible role and source of bFGF in Muller cell reaction (e.g., to retinal detachment) 
remains to be elucidated. 

There are some recent data suggesting that K+ channels are involved in the signal 
cascade between the (unknown) trigger and final glial proliferation. Typical potassium 
currents of a normal adult Muller cell are compared with those of a young and a pathologi­
cally altered cell in Figure II. The normal mature current pattern comprises outward (up­
ward deflections in Fig. llB) as well as inward (downward deflections in Fig. llB) 
currents. The latter show inactivation at stronger hyperpolarizing voltages, and have been 
shown to flow through inwardly rectifying K+ channels (Newman, 1993; Chao et aI., 
1994). When Muller cells were studied that had been isolated from diseased retinae, the 
current pattern was dramatically changed (Fig. II C), and resembled that of immature 
young cells (Fig. II A). In particular, inward K+ currents were strongly reduced or even 
completely missing. The missing presence and/or activity of inwardly rectifying K+ chan­
nels was accompanied by a drastic reduction of Em' sometimes up to close to -20 mY. 
Similar changes have been observed in Muller cells from pathologically altered human 
retinae (Francke et aI., 1997; Reichelt et aI., 1997) and in frog Muller cells after optic 
nerve cut (Skatchkov et aI., 1996). An inhibition of inwardly rectifying K+ channels has 
also been observed in response to thrombin (Puro and Stuenkel, 1995) or glutamate (acti­
vation of NMDA receptors: Puro et aI., 1996), agents which stimulate Muller cell prolif­
eration in vitro (Puro et aI., 1990; Uchihori and Puro, 1993). Furthermore, currents 
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Figure 11. Whole-cell current patterns evoked by voltage steps applied to enzymatically isolated rabbit MOiler cells 
(voltage-clamp experiments). Inward currents are represented by downward deflections (IK(IR)' outward currents by 
upward deflections. The large outward currents mediated by the big Ca'+-dependent K+ channels are labeled as 
"IK car When the cells were isolated from normal adult retinae (B), large inward currents (IK(lR) were recorded but 
Ca1+ -dependent K+ outward currents were hardly observable. By contrast, both young Miiller cells from 6th post­
natal day (A) and cells from severely injured retinae (C: experimental proliferative vitreoretinopathy) displayed 
dominant IK(c.) but almost no IK(IR)' Unpublished data from Biedermann, Francke, Pannicke, Bringmann et al. 
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through large conductance Ca2+-dependent K+ channels (Big K+ = BK channels) contrib­
uted much to the sum current pattern in young (Fig. l1A) and diseased rabbit (Fig. 11 C) 
and human (Reichelt et aI., 1997) Muller cells but were hardly recordable in normal adult 
cells (Fig. 11 B). 

The BK channels of Muller cells have peculiar properties (Puro et aI., 1989; Bring­
mann et aI., 1997a,b). The activity of these channels is dependent on the presence (and 
concentration) of intracellular Ca2+, requires strong depolarization of Em' and is blocked 
by low concentrations (1 mM) TEA from the outside of the membrane (upper trace in Fig. 
12). This is in contrast to inwardly rectifying K+ channels which are open at high Em levels 
(that are maintained by their activity), and are largely insensitive to TEA in concentrations 
of up to 50 mM (Chao et aI., 1994). In cultured Muller cells, cell proliferation (measured 
as 3H-thymidine incorporation) can be stimulated by the depolarizing action of high [Kl 
(lower diagram in Fig. 12; Reichelt et aI., 1989). This stimulation was completely blocked 
by simultaneous application of 1 mM TEA (Fig. 12). Thus, there are several findings 
which strongly support the view that BK channels are involved in Muller cell proliferation 
(Puro et aI., 1989; Puro, 1995) even in vivo: (i) membrane depolarization activates both 
the BK channels and cell proliferation, (ii) 1 mM TEA inhibits both the BK channels and 
cell proliferation, and (iii) both dominant BK channel-mediated currents and proliferative 
activity are observed in neonatal (Fig. llA; Reichenbach et aI., 1991a) and pathologically 
altered retinae (Fig. 11 C; Francke et aI., 1997; Reichelt et aI., 1997; Erickson et aI. 1983; 
Geller et aI., 1995, Kono et aI., 1995). 

Summarizing these data, one of the first Muller cell responses to retinal injury seems 
to be a down-regulation of their inwardly rectifying K+ channels, causing a depolarization 
of Em (Francke et aI., 1997; Reichelt et aI., 1997). This depolarization facilitates the acti­
vation of the BK channels, which may then be opened by a variety of stimuli including 
arachidonic acid (Bringmann et aI., 1997b), altered protein kinase activation (Bringmann 
et aI., 1997a), changes in intracellular Ca2+ and pH (Puro et aI., 1989; Bringmann et aI., 
1997a) and others. Such stimuli are known to occur under developmental and pathophysi­
ological conditions, and may then, via BK channel activation, induce cellular prolifera­
tion. It is obvious that this line of research has the potential for substantial clinical impact. 

Figure 12. Both the activity of the big Ca2+ -dependent K+ chan­
nels of dissociated Miiller cells (A: single-channel recordings 
from a human cell: data from Bringmann et aI., 1997a) and the 
JH-thymidine incorporation of cultured Miiller cells (B: quantita­
tive autoradiography on rabbit monolayer cultures: Reichenbach 
et al., unpublished results) are inhibited by I mM tetraethylam­
monium (TEA). 
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1. INTRODUCTION 

9 

Near the end of his life Ramon y Cajal (1933) summarized aspects of his view of 
the retina and, under the section heading "The paradox of vertebrate retinal horizontal 
celis," admitted defeat in understanding their role in visual processing. By then, horizon­
tal cells had been identified and studied anatomically for more than six decades; today, 
six decades later, they are still amongst the most enigmatic neurons (historical reviews, 
e.g., Wassle et ai., 1978a; Gallego, 1986; Piccolino, 1986, 1988). Numerous studies, 
using an ever-increasing arsenal of methods, have modified some ofCajal'sobservations 
and added many new ones. For technical reasons, there has been a concentration on hori­
zontal cell physiology and cellular biology in non-mammalian vertebrate retinae (re­
viewed in Dowling, 1987; Djamgoz et ai., 1995; Kamermans & Spekreijse, 1995), and 
the results have been generalized to deduce mammalian horizontal cell function. Most 
recently, however, an increasing number of studies are examining mammalian horizontal 
cells with physiological and immunocytochemical approaches; and comparative anatomi­
cal studies are demonstrating previously unsuspected differences between species. More 
specific questions can now be asked although, as yet, answers are still scant. This review 
summarizes some earlier views of mammalian horizontal cell morphology and connectiv­
ity, then focuses on how some of the newer findings have modified the issues, and tries 
to suggest where answers may be sought. 

Development and Organization o/the Retina. edited by Chalupa and Finlay. 
Plenum Press. New York, 1998. 147 
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2. GENERAL MORPHOLOGY, CONNECTIVITY AND VIEWS ON 
FUNCTION 

2.1. Basic Horizontal Cell Properties 

Horizontal cells are the largest neurons found in the outer retina. Their somata are 
located in the outer part of the inner nuclear layer and their processes ramify in the outer 
plexiform layer. In mammals Cajal (1893) recognized two types based on their dendritic 
morphology and relative differences in the level of their somata ("inner" and "outer" hori­
zontal cells). He claimed that both types had an axon. Cajal (1893, 1933) thought both 
types were connected to rods and surmised their role to be to join particular groups of 
rods, through the axons, with more distant rod groupings. Further studies have confirmed 
the presence of two horizontal cell types in a range of mammals, but also qualified some 
of Cajal' s claims. Now mammals are thought to have one axon-bearing type, commonly 
called B-type, but the second type is axonless and called the A-type. The relative position 
of their somata does not differ significantly between the types. The B-type has a smaller 
dendritic tree with many relatively fine dendrites. The A-type has a larger, more sparsely 
branched dendritic tree with fewer and stouter primary dendrites (Fig. I, top). The den­
drites of both types carry clusters of terminals (terminal aggregates) that synapse exclu­
sively with cones. The only direct connection with rods is at the axon terminal system of 
the B-type cell (Fig. 1, middle and bottom). This classification and other terminologies 
and past reviews have recently been summarized and discussed by Sandmann et al. 
(1996a, b). 

The horizontal cell terminals, together with the dendrites of some of the types of 
bipolar cells, insert into the base of the photoreceptor terminals (cone pedicle or rod 
spherule). The synaptic complexes thus formed are called triads; there are more triads per 
cone pedicle than per rod spherule (Fig. 1 bottom). Postsynaptically each triad has a cen­
tral bipolar cell terminal (two at rod spherules) flanked by two horizontal cell terminals. 
The presynaptic site is marked by a synaptic ribbon. It is generally supposed the continu­
ous release of the photoreceptor transmitter glutamate is vesicular at the site of the ribbon. 
The position and some ultrastructural specializations of the horizontal cell dendritic termi­
nals suggest that, at least in cones, they may modulate transmission between photorecep­
tor and invaginating bipolar cell processes (Raviola & Gilula, 1975). A concise summary 
of the synaptic arrangement is given in Sterling (1997). 

There is now some evidence that horizontal cells in mammals use the inhibitory 
transmitter GAB A (gamma-amino butyric acid) as do certain horizontal cell types in non­
mammals; however, the evidence is by no means definitive (recent reviews: Freed, 1992; 
Sterling et aI., 1995; Yazulla, 1995; Sterling, 1997). The horizontal cell response is a 
graded hyperpolarization to light stimuli (Fig. 1, bottom), or a depolarization to the photo­
receptor transmitter glutamate. It is supposed with the ensueing release of GABA, that 
horizontal cells provide a negative feedback onto the photoreceptors (review: Wu, 1992). 
They are thought to (at least in part) create the antagonistic surround of bipolar cells and 
ganglion cells (Dowling 1987; Mangel, 1991). Thus horizontal cells are now seen as 
sharpening contrast sensitivity and acuity by acting as lateral inhibitory pathways-a very 
different view from that of Cajal (1893, 1933) who, apparently not considering synaptic 
inhibition, was disconcerted with the wide lateral spread of signals through horizontal 
cells that seemed to spoil the crispness of signal processing by the fine-grain matrices of 
photoreceptors and bipolar cells. 
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Figure I. General overview of mammalian horizontal cell properties. Top: Flat views of Golgi-stained B-type 
horizontal cell with axon terminal system (ats) and axonless A-type horizontal cell of cat (adapted from Boycott et 
aI., 1978). Middle row: Left, enlarged part of the B-type ats with single terminals that are the contacts with rods; 
right, part of an A-type dendrite with clustered terminals that are the contacts with cones; middle, schematic pho­
toreceptor pattern with the rather regularly spaced cones surrounded by the more numerous and smaller rods. Bot­
tom row: Schematic triad arrangements at a rod spherule (R, left) and a cone pedicle (C, right), H = horizontal 
cell process, B = bipolar cell process; middle, physiological responses of (A- or B-type) soma and B-type ats to 
light stimulus (bottom trace). For details see text. 
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2.2. Contacts with Rods and Cones 

In the mammalian retina, as Cajal emphasized, the rod and cone signals are separately 
carried by cone bipolar cells and rod bipolar cells. The rod and cone pathways only converge 
at the level of All amacrine cells and ganglion cells (review: Wassle & Boycott, 1991). Un­
like some other vertebrates, mammals have no type of horizontal cell that is exclusively con­
nected to rods; nevertheless, mammalian horizontal cells also separately serve the rod and 
cone pathways (see above). The B-type axon does not conduct from the soma to the axon ter­
minals as Cajal proposed. Electrophysiological studies of cat and rabbit B-type cells indicate 
that the axon terminal system is electrically uncoupled from the dendritic part, apparently the 
axon is too thin and long to conduct the graded potentials that horizontal cells use for signal­
ling (Nelson et aI., 1975; Bloomfield & Miller, 1982). The axonal synaptic connections with 
the rods resemble those of the horizontal cell dendrites with the cones (Fig. 1 bottom). It is 
now thought that the B-type axon terminal system is the independent rod horizontal cell of 
mammals. Thus, while being one metabolic entity, the B-type cell may represent two func­
tional units. Actually, a small rod input is found in soma recordings of both B-type and A-type 
cells (Fig. 1, bottom). But this is attributed to direct rod/cone coupling and not to signal trans­
fer through the B-type axon (Nelson, 1977; Bloomfield & Miller, 1982). 

In their cone connections, the two horizontal cell types share common input. Most 
mammals are cone dichromats with a majority of medium-to-long wavelength sensitive M/L­
cones and a minority of short wavelength sensitive S-cones (see Section 4). Anatomically, cat 
and rabbit A- and B-type horizontal cells contact the vast majority of cones within their den­
dritic fields; this was taken as evidence that each cone contacted each type of horizontal cell 
(Wassle et aI., 1978b; Raviola & Dacheux, 1990). This matches with the physiological data. 
Recordings of cat and rabbit horizontal cells have demonstrated that the A-type and the 
somatic part of the B-type hyperpolarize to light stimuli and show no obvious differences in 
their response characteristics (e.g., Nelson, 1977; Dacheux & Raviola, 1982; Raviola & 
Dacheux, 1983); with spectral stimuli, both types hyperpolarize to all wavelengths (De 
Monasterio, 1978; Nelson, 1985). This starkly contrasts with the findings in goldfish and tur­
tle horizontal cells (review: Djamgoz et aI., 1995). Here different types of cone horizontal cell 
show characteristically different reactions to chromatic stimuli, including wavelength­
dependent hyperpolarization and depolarization (see Section 5.3.3). Hence many authors 
have allocated the chromatic horizontal cell types of non-mammalian vertebrates a major role 
in colour vision, whereas the common view of mammalian horizontal cells is that they are not 
involved in colour processing. Since the availability of cone opsin-specific antibodies and the 
realization that most mammals are cone dichromats it has become important to know whether 
S-cones connect to both types of horizontal cells. This is discussed in Sections 4 and 5.3.3. 

As far as we know, all the rods in all mammals have horizontal cell contacts. These 
are with the axonal terminals of the B-type cells; conversely, all B-type axonal terminals 
connect only to rods. The only reported exception is the cone-dominated gray squirrel ret­
ina, where the axon of an HI cell (B-type equivalent) was described to contact cones and 
perhaps rods (West, 1978). Given the general observation that the horizontal cell contact 
with rods involves only one type of process (the B-type axonal terminals), one has to ask 
what detailed functional difference there is between this pathway and that of the cones 
which commonly involves A- and B-type processes. An answer is currently not available. 
It is known that the receptive field surround of the ganglion cells becomes broader and 
shallower with decreasing light levels, and this is interpreted as a useful image processing 
strategy (summarized in Sterling, 1997). But it is unknown whether and how the rod/hori­
zontal cell connections may be involved. 
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Details of the morphology of the B-type axon terminal system vary significantly 
across mammalian species. In some, e.g. cat, rabbit and rat, the axon terminal system is 
rather densely branched and appears to innervate most of the rods in its field (Figs. I, 3F). 
In other species, e.g. horse, the branching is less dense or even sparse (Fig. 3E). Here only 
a minority of the rods present are innervated by anyone terminal system. However, as a 
population, the overlapping axons of several cells ensure full coverage of the rods. Pre­
sumably, in their scotopic working range, the gap junctions between the thicker branches 
of the neighbouring axon terminal systems are open and the overlapping terminals form a 
functional syncytium (see Section 2.3). 

2.3. Horizontal Cell Populations and Gap Junctional Coupling 

The A- and B-type horizontal cells form popUlations that completely cover the reti­
nal surface and thus provide their signals at all points of the retina. The horizontal cells, 
like many other neurons, decrease their population density from central to peripheral ret­
ina and conversely increase the size of the individual cells such that the dendritic overlap, 
or coverage factor, remains approximately constant across the retina (Wassle et aI., 1978a; 
Mills & Massey, 1994). Definition of populations of cells is also important for classifica­
tion purposes (see Sections 3.2 & 4.2, and Cook, 1998). Several staining methods are 
known to stain entire horizontal cell populations. Neurofibrillar stains and more recently 
immunocytochemical staining of neurofilament proteins have been widely used (see: 
Wassle et a\., 1978a; Uihrke et a\., 1995). In many mammals these methods specifically 
stain the A-type population (Fig. 2B), but in horse the B-type population is specifically 
stained (Sandmann et aI., 1996a). Antibodies against the calcium binding protein calbindin 
(CaBP 28kDa) stain both horizontal cell populations in various mammals (Fig. 2A; 
Rohrenbeck et aI., 1987; Peichl & GonzaIez-Soriano, 1994; Sandmann et a\., 1996a). 

The dendrites of mammalian horizontal cells are connected by gap junctions, i.e., are 
presumably electrically coupled. The coupling is homotypical, there are no gap junctions be­
tween A- and B-type cells, and the gap junctions are larger between A-type than B-type cells 
(review: Vaney, 1994). Thus with respect to electrical coupling, A- and B-type cells form 
separate functional networks although they largely share their chemical input and output part­
ners, the cones. The rod connectivity is similar through the coupling ofB-type horizontal cell 
axon terminals. In some non-mammalian vertebrates it has been shown that the gap junctions 
are regulated by the ambient light level: In dim light, the horizontal cells are strongly coupled 
and their signals spread over large distances; with bright light, gap junctions are closed and 
the horizontal cells act as smaller inhibitory units (review: Piccolino, 1986). In mammals, ad­
aptation-regulated gap junctions exist on All amacrine cells (Mills & Massey, 1995), but so 
far such regulation of horizontal cell coupling has not been demonstrated . 

None of the basic features listed so far have provided compelling arguments to 
explain why there should be two horizontal cell types in mammals. Are there really two 
types in every mammal? Which morphological differences are of functional significance? 
Are there differences in their synaptic connection with the cones? These questions have 
recently become more tractable and led to some unexpected observations. 

3. DIVERSITY OF THE BASIC PATTERN OF HORIZONTAL CELLS 

Cajal always looked for the fundamental patterns of cell types in nervous systems. 
Thus, in 1893 he stated that "the retinal structure of all [mammals} is virtually identi-
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Figure 2. Population stains of horizontal cells, flat views. (A) Calbindin immunostaining of horse A- and B-type 
cell populations (arrowheads point to A-type somata; from Sandmann et aI., 1996a); (B) Bodian neurofibrillar 
staining of rabbit A-type cell population (from Uihrke et aI., 1995). Scale bar 100 11m for A & B. 

cal, .. .{andJ the morphology of every type of cell. .. remains absolutely constant." Until re­
cently this seemed to hold for horizontal cells as it does for the alpha-type ganglion cells 
(Peichl, 1991). But this was because cat and rabbit horizontal cells were the primary 
model; primate retina had not been adequately studied and Cajal's descriptions in ungu­
lates were taken for granted. Now horizontal cells have been studied in some detail in 
about two dozen species representing seven orders of placental mammals and two species 
of marsupial. While earlier work mostly relied on Golgi staining, more recent studies also 
used dye injections (Lucifer yellow, horseradish peroxidase, Neurobiotin or DiI). This 
approach gives a more reliable yield of well stained cells, and a wider range of species can 
be readily studied. 

The results can be summarized as follows. A- and B-type horizontal cells have been 
identified in a range of orders including primates, carnivores, lagomorphs, rodents and un­
gulates; they are both present in rod-dominated and cone-dominated retinae. These data 
have recently been summarized in Sandmann et al. (1996a, b). A- and B-type horizontal 
cells are also present in the two marsupials studied (brush-tailed possum: Harman, 1994; 
quokka: Harman & Ferguson, 1994). On this basic pattern there is superimposed an unex­
pected diversity in morphology and connectivity which has warranted a reassessment of 
the criteria for a general definition of mammalian A- and B-type cells. 
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3.1. Variations of A- and B-Type Shape 

Old World primates were early perceived as deviating from the general mammalian 
pattern (Dogiel, 1891; Boycott & Kolb, 1973). Both the HI cell (B-type equivalent) and 
the H2 cell have an axon (Fig. 5); hence Gallego (1986) regarded the H2 cell as unique to 
primate retina. While the axon of the HI cell connects to rods, that of the H2 cell connects 
to cones; the dendrites of both types only synapse with cones (Kolb et aI., 1980). Because 
the H2 axon has no rod contacts this cell can be equated to A-type cells of other mammals 
and not regarded as unique to primates (review: Boycott et aI., 1987). However, H2 cells 
have finer dendrites than HI cells, this is the reverse of the once presumed characteristic 
distinction between the A- and B-type cells (Figs. I, 5). HI and H2 cells with the same 
morphologies exist in the marmoset, a New World monkey (Chan et aI., 1997). Moreover, 
the cone contacts of HI and H2 cells in both Old World and New World primates differ 
from those of the B- and A-type cells of other mammals (see Section 4.2). 

Primates are the only known example where both horizontal cell types have an axon 
and thus, ironically because he never reported primate retina, conform to Cajal' s general 
mammalian scheme. However, since CajaJ's time artiodactyl retinae, which formed the 
main data source of his description of two axon-bearing horizontal cell types, have hardly 
been studied. So we decided to look again at these retinae (Sandmann et aI., 1996b). In 
contrast to rabbit or carnivores, artiodactyl (ox, sheep, pig, deer) B-type cells have a 
robust dendritic tree while the A-type dendritic tree is delicate (Figs. 3B, 5); in this they 
resemble primates. The B-type cells have a single axon ending in an axon terminal system. 
Contrary to Cajal, we never found an axon on an A-type cell. Sometimes there were one or 
a few dendritic processes that extended beyond the perimeter of the dendritic field (Fig. 
3B). We think it is these processes that Cajal interpreted as axonal and used to conclude 
that both horizontal cell types have an axon. Our evidence indicates they are conventional 
dendrites connected to cones. Hence we have suggested that artiodactyl A-type cells repre­
sent an intermediate shape between the roughly symmetric A-type dendritic fields of many 
mammals and the singular asymmetry of the primate H2 cell's axon, thus placing primate 
H2 cells at one end of a spectrum of A-type morphologies (Sandmann et aI., 1996b). 

In perissodactyls (horse, ass, mule and zebra; Sandmann et aI., 1996a) the B-type 
cells also have a robust dendritic tree, each has one axon which is very long and unusually 
thick (Fig. 3C, E). The A-type cells' dendrites are very fine and sparsely branched and 
there is no indication of an axon (Fig. 8C, D). This is very different from CajaJ's descrip­
tion that included the horse as being like other mammals. However, he could not have 
known the most interesting feature of this A-type cell, which is its selective connection to 
the S-cones (see Section 4.2). 

The cone-dominated retina of the tree shrew (order Scandentia) is a further instance 
where the horizontal cells have unusual morphologies (Fig. 4; Muller & Peichl, 1993). 
The B-type cells have a conventional dendritic tree, but their axon is very sparsely 
branched and has only a few terminals. This is to be expected because in this retina less 
than 10% of the photoreceptors are rods. The second, larger horizontal cell type has stout 
primary dendrites that radiate from the soma like spokes from a hub. The dendrites rarely 
branch until the periphery of the dendritic field, where some ramify into unique bushy 
arborizations. Mariani (1985), who first described these cells, termed them multiaxonal, 
because the arborizations reminded him of B-type axon terminal systems. However, 
Muller and Peichl (1993) have shown that all connections of these cells, including those at 
the peripheral arborizations, are with cones. The cells thus conform to the basic mammal­
ian A-type connectivity and can be interpreted as a further variety of A-type cell shape. 
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Figure 3. Species variations in horizontal cell morphology. Lucifer Yellow (LY) injected cells, flat view. (A) 
Guinea pig A-type; (B) pig A-type; (C) horse B-type; (D) gerbil B-type; (E) three horse B-type axon terminal sys­
tems; (F) rat B-type axon terminal system. Axons are arrowed; scale bar in E is 50 IllI1 for A-D and 100 11m for E, 
scale bar in F is 100 1llI1. A, D, F from Peichl & Gonzalez-Soriano, 1994; B from Sandmann et a!. , 1996b; C, E 
from Sandmann et a!., 1996a. 
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Figure 4. Drawings of A- and B-type cells from the cone-dominated retinae of tree shrew (top; LY injected cells) 
and California ground squirrel (bottom; Golgi-stained cells, from Linberg et aI., 1996). The B-type/H I cells in the 
two species have a similar dendritic tree and a sparsely branched axon terminal system, the ground squirrel HI 
axon has terminal processes along its length. However, the A-type/H2 cells have a very different branching pattern 
and a different spacing of dendritic terminals. A II cells reproduced at the same magnification. For details see text. 
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Figure S. Schematic drawings to show inter·ordinal variations in mammalian A- and B-type horizontal cell mor­
phology. The diagram shows the basic branching patterns but not the synaptic terminals. Interruptions on B-type 
cell axons indicate that the axons are longer than drawn. 
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This shape is not in any straightforward way associated with the high cone density in tree 
shrew retina, because the H2 cell (A-type equivalent) of the equally cone-dominated 
ground squirrel retina has a rather conventional shape (Fig. 4; Linberg et ai., 1996). 

The rodents are the most diverse of the mammalian orders, and their horizontal cells 
have provided the largest surprise. A study of mouse retinal horizontal cells by Suzuki and 
Pinto (1986) reported a failure to impale and record any A-type cells. This stimulated us to as­
sess the retinae of rodents more closely. In the murid species rat, mouse and gerbil we only 
found one type of horizontal cell, the axon-bearing B-type (Fig. 3D, F); intracellular injec­
tions and population analysis gave no evidence for a further type of horizontal cell (Peichl & 
Gonzcilez-Soriano, 1994). Recently the Syrian hamster was also shown to have only B-type 
cells (GlOsmann et aI., 1997). So far the rodent family of murids is the only known instance 
where the basic mammalian pattern of two horizontal cell types has not been found; in some 
other rodent families, e.g. sciurids and several caviomorph families, both types have been 
shown to be present (Fig. 3A; reviews: Peichl & Gonzalez-Soriano, 1994; Sandmann et aI., 
1996b). Perhaps murid ancestors also had A-type horizontal cells but for unknown functional 
reasons have lost them at some point in evolution. Their absence does not appear to be associ­
ated with noctumality in these species, as suggested by Sterling et al. (1995), since the gerbil 
has active phases at both day and night and possesses a rather high cone proportion of 
10-20%. Rat and mouse have a lower cone proportion (1 % and 3% respectively) which is, 
however, comparable to the cone proportions found in cat (ca. 2%) and rabbit (ca. 4%).These 
data also show there is no correlation between a low cone/rod ratio and the absence of the 
A-type cell (for data sources and a discussion see Peichl & Gonzcilez-Soriano, 1994). 

From these examples it is clear that the morphology of horizontal cells varies more 
across orders of mammals than was anticipated by Cajal and many of his successors (Fig. 
5). The variation is considerable for the A-type cell while the B-type cell morphology is 
more conservative. As yet there is little clarity as to the meaning of these variations (see 
Section 5). 

3.2. Are There Further Types of Horizontal Cell? 

For some mammals the existence of a third type of horizontal cell has been pro­
posed. In humans an H3 type was described from Golgi-stained material: Its axonal mor­
phology is like that of the H I cell but its dendritic tree is larger, more sparsely branched 
and it has been suggested to avoid S-cones; some H3 individuals also have processes de­
scending to the inner retina (Kolb et aI., 1994). However, recent recordings and stainings 
of macaque horizontal cells conclude that the physiological, morphological and connectiv­
ity features of H3 cells are encompassed in the normal variation of the HI population 
(Dacey et aI., 1996). The presence of a descending process is not a sufficent criterion for 
the definition of a separate type because, in artiodactyls, horizontal cells with descending 
processes are part of the regular mosaic formed by the B-type population (see Sandmann 
et aI., 1996b)---a conclusion also reached by Cajal (1893). 

A third type of horizontal cell has also been claimed for the rabbit retina. Famiglietti 
(1990) has described a C-type horizontal cell in addition to the conventional A- and B-type 
cells. On the basis of two Golgi-stained cells with very long and sparse dendritic branches 
he proposed that some of the processes are axonal, and that the cell is exclusively connected 
to S-cones. There are no further reports of rabbit horizontal cells with this C-type morphol­
ogy in the literature. In a recent unpublished study of the cone connections of rabbit hori­
zontal cells, we came across one individual cell that had some morphological resemblance 
to Famiglietti's C-type, but it had no axon-like processes and connected to both the S-cones 
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and the LIM-cones (Iris Hack and Leo Peichl, in preparation). So we interpret this cell as an 
abnonnal A-type individual, and the same may be true for Famiglietti' s two cells. 

A further example is the South American opossum (Didelphis marsupialis aurita). In 
this species, a brief note described one type of axon-bearing and two types of axonless 
horizontal cells (HokoC; et aI., 1993). The two axonless types appear to differ in dendritic 
branching pattern and in the density and size of the dendritic terminal aggregates they 
form. A full description including population data are needed before a definitive decision 
on the existence of three types can be made. In summary: If individually stained horizon­
tal cells with new or unusual morphological features are to be classified as a new type, it 
should also be demonstrated that this type exists as a population and adequately covers the 
retina (see Section 2.3). At present there is no mammalian species where the presence of 
more than two horizontal cell types has been established beyond doubt. 

4. DIVERSITY OF CONE CONNECTIONS OF HORIZONTAL CELLS 

Most mammals are cone dichromats (for a comprehensive systematic review see 
Jacobs, 1993). One cone type has its peak sensitivity in the medium to long wavelength 
range (MIL-cones, red or green sensitivity depending on species) and represents an 
approximately 90% majority of the cones (Fig. 6A). The second cone type is most sensi­
tive in the short wavelength part of the spectrum (S-cones, blue or near ultraviolet sensi-
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Figure 6. Cone types and cone mosaics in horse retina. Double immunofluorescence labelling of the MIL-cone 
opsin (A) and the S-cone opsin (B); flat view focused on the cone outer segments. S-cones are an irregularly ar­
rayed minority filling the gaps in the MIL-cone mosaic; the position of a group of five S-cones in B is shown by 
five open circles in A (adapted from Sandmann et al.. 1996a). Scale bar 50 11m. 
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tivity depending on species) and commonly represents around 10% of the cones (Fig. 6B). 
The mosaic formed by S-cones is rather irregular in most species. In man, apes and Old 
World monkeys the mammalian MIL-opsin gene has diverged into separate genes for the 
M- (green) and L- (red) cone opsins, making these species cone trichromats. Most New 
World monkeys are cone dichromats by genotype, but marmosets and squirrel monkeys, 
for example, have an MIL-opsin polymorphism that results in a trichromatic phenotype in 
many females while the males are dichromats. 

Initially quantitative studies of the cone connections of cat horizontal cells showed 
that individual A-type as well as B-type horizontal cells contact 80% and more of the 
cones in reach (Wassle et aI., 1978b). Equally extensive contacts with the cone population 
were shown for the A-type cell of the rabbit (Raviola & Dacheux, 1990) and the H I and 
H2 cells of the macaque monkey (Boycott et a1., 1987; Wassle et a1., 1989). Given the 
considerable overlap of horizontal cell dendritic trees it was concluded for these species 
that every cone contacts both types of horizontal cell. Nota bene in those studies the spec­
tral identity of the cones could not be anatomically determined. Since then several anti­
bodieslantisera have become available against the S-cone opsin and against the MIL-cone 
opsin of mammals (Fig. 6; see Szel, 1998), and it is now possible to directly identify the 
spectral types of cone that are in contact with a given horizontal cell. This is particularly 
important for the S-cone contacts. In most mammals, the S-cones are a minority, so a hori­
zontal cell contacting 90% of the cones in its reach could still be conceived to selectively 
avoid the S-cones. And sure enough, recent detailed studies have revealed non-selective 
connections in some species and chromatically specific connections in others. 

4.1. Species with Non-Selective Cone/Horizontal Cell Connections 

The first mammal where a cone-type specific analysis of the horizontal cell contacts 
was done was the dichromatic tree shrew (MUller & Peichl, 1993). Here the S-cones hap­
pen to specifically label with an antiserum to arrestin ("S-antigen", a molecule involved in 
the phototransduction process). By injecting A- and B-type horizontal cells with Lucifer 
Yellow and counterstaining the tissue with the arrestin antiserum, we showed that both 
types connect to the MIL-cones as well as the S-cones. 

The second mammal that is now proven to have no spectral selectivity in its A- and 
B-type contacts is the dichromatic rabbit. With the technique of Lucifer Yellow injections 
into individual horizontal cells and immunolabeling for the cone opsins, we have recently 
demonstrated that both horizontal cell types connect to the MIL-as well as to the S-cones 
(Hack & Peichl, 1997; Iris Hack and Leo Peichl, in preparation). The proportion of contacted 
S-cones corresponds to the low (on average 10%) proportion ofS-cones present. This is com­
patible with physiological results, where rabbit horizontal cells showed uniform responses to 
different spectral stimuli, with a dominant green cone input (Fig. 10; De Monasterio, 1978; 
Bloomfield & Miller, 1982). Peculiarly, in inferior peripheral rabbit retina the S-cones by far 
outnumber the MIL-cones (Juliusson et aI., 1994). In this region, A- and B-type horizontal 
cells maintain their morphology, and they contact the many S-cones as well as the few 
MIL-cones. Nowhere in the rabbit retina did we find evidence for the presence of an S-cone 
selective C-type horizontal cell as proposed by Famiglietti (1990; see Section 3.2). 

4.2. Species with Selective Cone/Horizontal Cell Contacts 

Early on, the retinae of trichromatic primates were an interesting place to investigate 
whether there are chromatically selective horizontal cells, and different positions emerged. 
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One group of researchers proposed a role for horizontal cells in colour processing and sub­
sequently reported that (ultrastructurally identified) S-cones were specifically avoided or 
undersampled by the HI /H3 cells (Kolb et aI., 1980; Kolb, 1991; Ahnelt & Kolb, 
1994a,b). Another group argued on the basis of population data that both horizontal cell 
types in principle connect to all spectral cone types, i. e. they are not specifically selec­
tive; but that individual HI cells in central retina, where they contact only a small number 
of cones, could accidentally be in a position without access to an S-cone (Boycott et aI., 
1987; Wassle et aI., 1989). This issue has recently been settled by the physiological and 
anatomical demonstration of a different weighting in the cone connections of the two hori­
zontal cell types. 

Dacey et al. (1996) recorded the responses of HI and H2 cells to chromatic stimuli 
in the isolated living macaque retina and demonstrated that H2 cells show the same hyper-

Figure 7. Cone contacts of macaque HI and H2 horizontal cells. In these two fields, the HI and H2 populations, 
respectively, were stained by intracellular injection of neurobiotin; the overlaying cone pedicles are represented by 
white patches. H I cell dendrites densely innervate most cone pedicles with their terminals but nearly completely 
miss the three presumed S-cones. H2 cells strongly innervate the three presumed S-cones but also contact the other 
(M- and L-) cones. Scale bars 20 1IfII. Drawings kindly provided by Dennis Dacey. 
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polarization at all wavelengths, whereas HI cells hyperpolarize to red or green stimuli but 
do not respond to blue stimuli (Fig. 10). These authors also injected the recorded cells 
with the tracer neurobiotin, thus labelling all members of patches of H I or H2 cells around 
an injected cell through the homotypic gap junctions. The population of HI cells inner­
vates the majority of the cones, but hardly contacts the fraction of cones, which by their 
density and spacing were concluded to be the S-cones (Fig. 7 left). The H2 horizontal cell 
population, on the other hand, connects to all cones, but makes particularly dense contacts 
with the small fraction of presumed S-cones (Fig. 7 right). This corresponds to the connec­
tivity reported for human and monkey HI and H2 cells in the Golgi study of Ahnelt and 
Kolb (1994a, b). By dye-labelling horizontal cells in macaque retina and directly identify­
ing the S-cones with an antiserum to the S-cone opsin, Goodchild et al. (1996) confirmed 
this connectivity pattern. They showed that only about 15% of the HI cells studied con­
tacted S-cones and then only sparsely. The H2 cells contacted all cones within reach and 
on average had more synapses with each S-cone than with each of the M- and L-cones 
contacted. The axon of the H2 cell definitely contacts S-cones (Ahnelt & Kolb, 1994a, b; 
Goodchild et aI., 1996) but the suggestion that it does so exclusively (Ahnelt & Kolb, 
I 994a, b) has yet to be confirmed by analysis of completely stained axons. 

Two New World monkeys, the marmoset (where there are dichromatic and trichro­
matic individuals; see above) and the tamarin, have the same cone connectivity pattern of 
HI and H2 cell dendrites as macaque and man (Chan & Grunert, 1998). This suggests that 
the special horizontal cell connectivity with S-cones is not correlated with the evolution of 
trichromacy in the Old World primates. Both horizontal cell types of trichromatic primates 
are non-selective in their M-cone and L-cone contacts. Apparently when the red/green 
processing pathway evolved from a presumably dichromatic early primate retina this did 
not involve alteration of the connectivity of the horizontal cells. 

The view that a differential connectivity between the two types of horizontal cell 
and the S-cones is not linked to trichromacy is supported by our findings in the horse ret­
ina. When we analysed the horizontal cell types of the dichromatic horse, we were sur­
prised by the large dendritic field size, the sparse branching and the paucity of dendritic 
terminal aggregates of the A-type cells (Sandmann et aI. , 1996a). For one Lucifer Yellow 
filled horse A-type cell, counterstaining with an S-cone antiserum revealed that all but one 
of its 45 contacts were with S-cones (Fig. 8e, D). Further A-type cells could not be 
obtained for a connectivity analysis, because these cells were rarely impaled and difficult 
to fill. But immunolabelling of the horizontal cell populations with a calbindin antiserum 
showed that the A-type, like the B-type, is a consistently occuring cell population that 
covers the horse retina (Fig. 2A). So the horse possesses an A-type cell that is practically 
exclusively directly connected to S-cones, while the B-type connects to both types of cone 
(Fig. 8A, B); the same probably holds for other equids (Sandmann et aI., I 996a). 

A similarly S-cone selective horizontal cell may be present in the cone-dominated 
retinae of the dichromatic sciurids. There is an axon-bearing HI cell (B-type equivalent) 
and an axonless H2 cell (A-type equivalent) in the red squirrel (Mariani, 1985) and in the 
ground squirrel (Fig. 4; Linberg et aI., 1996). The density of dendritic terminal aggregates 
on the H I cell is high enough to contact all cones present. In contrast, the terminal aggre­
gates on H2 dendrites are spaced so far apart that they can only contact a small fraction of 
the cones, which Linberg et ai. (1996) speculate to be the S-cones. It would be a very 
worthwhile and now feasible enterprise to check this experimentally. 

In summary, there are now as many known examples of species with a chromatic 
bias or selectivity in their cone/horizontal cell connections as there are of species con­
forming to the proposed non-selectivity. The conclusion is that the cone connections of 
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Figure 8. Cone contacts of perissodactyl horizontal cells. (A, B) Mule: Immunolabelled S-cones (B) overlaying a 
B-type cell (A) which was LY injected and DAB-reacted with a LY antibody. Labelled S-cones can be followed to 
their cone pedicles and shown to contact horizontal cell terminal aggregates (arrow heads); the other terminal ag­
gregates of this horizontal cell are contacted by MIL-cones. Scale bar in B is 25 J.Im for A & B. (C, D) Horse: (C) 
Drawing ofa LY injected A-type horizontal cell and its widely spaced terminal aggregates, (D) mosaic of overlay­
ing immunolabelled S-cones. Filled circles indicate S-cones whose pedicles are congruent with terminal aggre­
gates of this A-type cell, open circles are S-cones not in contact with this cell. The arrow marks the only terminal 
aggregate of this cell with no matching S-cone. From Sandmann et aI., 1996a. 
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Figure 9. Scheme of the cone and rod contacts of horizontal cells in different mammals. Top: Connectivity pat­
tern in rabbit and tree shrew, presumably also present in many other dichromats. A- and B-type cells indiscrimi­
nately contact S-cones (S) and MIL-cones (L), the B-type axon terminal system contacts rods. Middle: 
Connectivity pattern in primates. HI cells contact M-and L-cones but largely avoid S-cones (thin contact line), 
their axon contacts rods. H2 cells contact S-cones strongly (thick contact line) and MIL-cones less strongly; their 
axon contacts S-cones, but may also contact M- and L-cones. In dichromatic primates M- and L-cones are only 
one spectral MIL-type. Bottom: Connectivity pattern in horse (and probably other equids). The A-type contacts S­
cones exclusively, whereas the B-type makes indiscriminate contacts with S-cones and MIL-cones. 
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mammalian horizontal cells vary between species (Fig. 9). Cone/horizontal cell connectiv­
ity studies in more species and orders will be necessary to establish whether non-selective 
contacts are the rule or the exception. Whether the varying connectivity has any impact on 
colour processing will be addressed in Section 5.3.3. 

5. CONCLUSIONS AND PERSPECTIVES 

The review makes it plain that mammalian horizontal cells are more diverse across 
species than previously suspected. This diversity encompasses morphological features as 
well as details of connectivity. In the final section we shall concentrate on questions such 
as: Can a common basic plan for mammalian horizontal cells be recognized? What func­
tional consequences do the morphological differences have? At what level may answers be 
sought? 

5.1. A Reassessment of Basic Morphological Properties 

The principal dichotomy, of an axon-bearing B-type horizontal cell that serves rods 
and cones and a commonly axonless A-type that only serves cones, still holds for most 
mammals as diverse as marsupials and primates. But some qualifications have to be made, 
as summarized in Figure 5. (I) Dendritic thickness and dendritic branching pattern are no 
longer a defining characteristic of either type of cell, unless the order of mammals is speci­
fied. Within a given species, the two types differ in their dendritic morphology, which sug­
gests some as yet unknown physiological difference. Does it matter whether the finer 
dendrites are on the B-type (as in cat and rabbit) or on the A-type (as in artiodactyls)? (2) 
Across species and orders, the A-type is more variable than the B-type. A-type variability 
ranges from axon-like processes in primates to S-cone selectivity in the horse; it also in­
cludes a complete lack of A-type cells in some rodents. B-type variability includes dendritic 
and axonal branching patterns and the near-avoidance of S-cones by primate HI cells. (3) 
To date, no mammalian species has been proven to have inore than two horizontal cell 
types, with the possible exception of the South American opossum. 

5.2. Horizontal Cell Morphology, Phylogeny and Lifestyle 

One question is whether the observed horizontal cell variations are correlated with 
the phylogenetic distance of the corresponding mammalian orders (for a recent discussion 
of the mammalian phylogenetic tree see Novacek, 1992). Disappointingly, at present, we 
cannot detect any obvious correlation. For example, Carnivora and Lagomorpha are phy­
logenetically less close than Primates and Scandentia, but the former have very similar 
horizontal cell morphologies while those of the latter differ significantly. The peculiarity 
of a B-type/HI cell with fine dendrites and an A-type/H2 cell with stout dendrites is 
shared by artiodactyls, perrissodactyls and primates although these are not particularly 
closely related. Within anyone order, horizontal cell features are commonly more con­
served across species. But within the admittedly diverse but supposedly monophyletic or­
der Rodentia, there are several families that have two horizontal cell types while members 
of the murid family have only one. 

Are the horizontal cell variations specific adaptations to different visual require­
ments and linked to other retinal specializations? The evidence so far argues against this. 
The proposition of Sterling et al. (1995), that A- and B-type cells are present in all diurnal 
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and crepuscular mammals whereas the A-type is missing in strongly nocturnal mammals, 
has been dismissed in Section 3.1. The proportion of cones is certainly not the decisive 
factor in determining the number of horizontal cell types present. But what about the types 
of cones present? Djamgoz et al. (1995) have postulated a trend across vertebrates, that in 
species with highly developed colour vision specific types of horizontal cells engage in 
selective contacts with chromatic cone types. In mammals this suggestion does not hold. 
A-type cells in the dichromatic horse are more cone type selective than the HI and H2 
cells of the trichromatic macaque. And the cone selectivity of H I and H2 cells is the same 
in New World and Old World primates, which have different levels of colour vision. 

5.3. The Roles of Mammalian Horizontal Cells 

Even though we cannot at present interpret the species differences, it appears clear 
that the A- and B-type horizontal cells represent basic components of the mammalian retinal 
plan with indispensable functions. If both cones and rods are to be served by horizontal 
cells, one can see the necessity for the B-type cell in all species that have cones and 
rods-although it is unclear why mammals do not possess a separate rod horizontal cell to 
keep rod and cone signals segregated. But why is there an additional A-type horizontal cell 
in the cone pathway? What functional differences are there between A- and B-type cells? To 
address this question, let us reiterate the proposed basic roles of mammalian horizontal 
cells. They are based on the assumption of a negative feedback into the photoreceptors and 
largely adapted from the situation in non-vertebrates (reviews: Wu, 1992; Sterling, 1997): 
(1) A "global" contribution to the retinal adaptation to different mean levels of illumination. 
(2) A local contribution to spatial processing and contrast enhancement by a spectrally 
broadband but spatially restricted feedback to create the inhibitory receptive field surrounds 
of photoreceptors, bipolar cells and ganglion cells. (3) A local contribution to chromatic 
processing by a chromatically selective feedback to create colour-opponent receptive fields 
of cones, bipolar cells and ganglion cells (proposed for the horizontal cells of trichromatic 
primates; e.g. Kolb, 1991). 

5.3.1. Retinal Adaptation. If there is global retinal adaptation to a given ambient 
illumination level, e.g. for regulating pupil size, it probably involves the sheet of horizontal 
cells and their adaptation-dependent electrical coupling across the entire retina. If spatial 
patterns are not important in this global adaptation, the receptive field size of individual 
horizontal cells would not matter and the network of one type of horizontal cell would 
appear sufficient. In fact, this seems to be the situation in the dark-adaptated state as the 
rods have contacts with only B-type axon terminal systems. It has to be noted, however, 
that the role of the horizontal cells in scotopic (rod) vision is not known. 

On the other hand, there is good evidence that adaptation is a highly localized proc­
ess (demonstrated, e.g., in cat retinal ganglion cells; Cleland & Freeman, 1988) and that it 
is spectrally specific (demonstrated in primate horizontal cells; Lee et aI., 1997). For such 
adaptation, spatial and spectral processing differences between two horizontal cell types 
may matter. 

5.3.2. Spatial and Temporal Processing. The retinal processing of spatial information 
has been proposed to require more than one horizontal cell type. Experimentally, horizontal 
cells have been shown to contribute to the centre/surround balance of concentrically organ­
ized ganglion cell receptive fields in rabbit (Mangel, 1991). While the principal charac­
teristics of the light responses are comparable in A-type cells and the somatic parts of 
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B-type cells, they differ in their area summation properties (for cat and rabbit see, e.g., Nel­
son, 1977; Dacheux & Raviola, 1982). For cat, Smith (1995) has calculated that the interac­
tion of two horizontal cell types with different spatial summation properties, i. e. different 
dendritic field sizes and a different degree of electrical coupling, can explain the assumed 
receptive field characteristics of the cones, and hence the receptive field organization of 
bipolar cells and ganglion cells (see also Sterling, 1997). But the hypothesis is not conclu­
sive across species. Despite the absence of A-type cells, rat and mouse have ganglion cells 
with center/surround receptive field organizations very similar to rabbit and cat (discussed 
in Peichl & Gonzalez-Soriano, 1994). Certainly more physiological data are necessary to 
establish the detailed contribution of horizontal cells to receptive field surrounds. 

The horizontal cell contributions to spatial processing are frequently discussed, but 
an equally important task of vision is to render temporal patterns as acutely as spatial pat­
terns. Foerster and colleagues (1977) have analyzed the frequency transfer properties of 
cat horizontal cells and reported three distinct types of flicker response. The study could 
not specify whether and how these three types correlated with the two morphological 
types of cat horizontal cell (plus the B-type axon terminal system), but it is clear that the 
horizontal cells differ in their temporal processing characteristics. More recently, the influ­
ence of flicker stimuli on the temporal, spectral and spatial processing properties of cat 
horizontal cells has been further scrutinized (Pflug et a!., 1990; Nelson et a!., 1990). The 
requirements for temporal processing may be one reason for having more than one hori­
zontal cell type. 

5.3.3. Chromatic Processing. The physiological and anatomical data on the cone 
connections of primate horizontal cells have re-kindled a discussion about the involve­
ment of mammalian horizontal cells in colour processing. Traditionally the reference sys­
tem in this discussion is the goldfish retina, where three types of cone connectivity and 
spectral response are found in horizontal cells: Monophasic cells (H I) hyperpolarize irre­
spective of wavelength, diphasic cells (H2) hyperpolarize at short and medium wave­
lengths and depolarize at long wavelengths, and triphasic cells (H3) hyperpolarize at short 
and long wavelengths while depolarizing at medium wavelengths; the monophasic type 
hence signals luminance whereas the other two types provide chromatically opponent sig­
nals (Fig. 10; review: Djamgoz et aI., 1995). Since the cascade model of Stell and Light­
foot (1975) the interaction of these three horizontal cell types is commonly regarded as a 
major factor in creating the colour-opponent receptive fields of bipolar cells and ganglion 
cells. However, there is now controversy about the detailed mechanisms (see, e.g. , Burk­
hardt, 1993; Kamermans & Spekreijse, 1995), and very recent simulations suggest that in 
goldfish the horizontal cell feedback to cones as a whole may contribute to colour con­
stancy but not to colour discrimination (Kamermans et aI., 1997). 

In the retinae of trichromatic primates, two basic colour-opponent systems exist at 
the level of the ganglion cells: red-green antagonism and blue-yellow antagonism (where 
yellow is the added input of the M- and L-cones). In dichromatic mammals, where colour­
coding ganglion cells are less frequently recorded, only one type of colour opponency has 
been found, reflecting an antagonistic input of S-cones versus M/L-cones (commonly 
blue-green antagonism; review: Daw, 1973). 

Taking the goldfish model for colour opponency one would conclude that primate 
horizontal cells cannot contribute to red-green opponency, because both H I and H2 cells 
hyperpolarize to red as well as green stimuli; nor can they contribute to blue-yellow oppo­
nency, because to blue stimuli the H2 cell hyperpolarizes as well, and the HI cell does not 
react at all (Fig. 10; Dacey, 1996; Dacey et aI., 1996). For the blue-yellow opponent gan-
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glion cells there is further evidence that the antagonism is created in the inner plexiform 
layer, and for the red-green opponent ganglion cells it is still open whether the surround 
really is spectrally pure and has to be implemented by chromatically antagonistic lateral 
connections (reviews: Calkins & Sterling, 1996; Dacey, 1996; Lee, 1996; Masland, 1996). 
Be that as it may, the consensus now is that primate horizontal cells have no specific part 
in colour opponency. 

In horse, the conclusion is similar. Assuming that both the A- and B-type hyperpo­
larize to spectral stimuli as do all mammalian horizontal cells recorded so far, the B-type 
is likely to give a broad band luminosity signal. The A-type, by virtue of its selective con­
tact to S-cones, should hyperpolarize to blue light and not respond to other spectral stimuli 
(Fig. 10). But it cannot contribute directly to S-cone versus MIL-cone antagonism, be­
cause it has no MIL-cone contacts to feed an S-cone signal to them (or vice versa). The 
only conceivable contribution could come through indirect paths to the MIL-cones, e.g. 
through the B-type cell with which it shares input from the S-cones. 

This leads to a general remark. A horizontal cell contribution to chromatic oppo­
nency is mainly considered in those cases where the horizontal cells make type-specific 
connections with the cones. But in fact, a horizontal cell participating in chromatic oppo­
nency has to communicate (directly or indirectly) with all cone types involved, in order to 
provide the required feedback signal across cone types. Furthermore, simulations of pri­
mate ganglion cells have shown that strong and well-balanced chromatic opponency 
emerges if the excitatory centre of the receptive field is driven by a single cone type and 
the inhibitory surround is driven indiscriminately by all cone types (Lennie et aI., 1991). 
Hence, there appears to be no need for lateral inhibition by chromatically selective hori­
zontal cells. An unpublished simulation study of primate HI and H2 cell feedback into 
cones also concludes that the spectrally broadband negative feedback from the horizontal 
cells convoluted with the spectrally narrower response profile of a given cone will result 
in a biphasic response of that cone, e.g., a green cone will hyperpolarize to green light but 
slightly depolarize to red light (Wolfgang Mackel and Ilirgen Rohrenbeck, personal com­
munication). If these conclusions hold, the broadband A- and B-type horizontal cells of 
other mammals (Fig. 10) could also lead to a chromatically opponent cone response. This 
makes it all the more puzzling that some species have gone for spectral differences in their 
conelhorizontal cell connections. 

5.4. Perspectives 

The morphological and functional properties of A- and B-type horizontal cells dis­
cussed so far have not provided any compelling explanation of why two separate networks 
of horizontal cells are present in most mammals. Neither does the ultrastuctural analysis 
of the cone triad synapse give any clues for a functional difference between A- and B-type 
cells, and for a hypothesis explaining why two lateral elements are needed per triad. How­
ever, more recently, immunocytochemical studies on the ultrastructural localization of 
neurotransmitter receptors have increased our knowledge of the receptors present on the 
different neuronal processes in the triad. There is no space here to review these studies. 
But we should like to use one study as an illustration of the insights likely to be provided 
by this type of analysis. 

The neurotransmitter of photoreceptors is glutamate. Brandstatter and colleagues 
(1997) have now shown that in the triad synapses of cones and rods, one of the two hori­
zontal cell processes expresses the high-affinity kainate receptor GluR617 while the other 
does not (Fig. II). It seems that at the triads of both cones and rods one lateral process 
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Figure II. Electron micrographs of the outer plexiform layer of rat retina, showing immunolabelling for the kai­
nate receptor GluR 617 (DAB, silver intensification). (A) Triad of a rod spherule (RS), only one of the two ultras­
tructurally identified horizontal cell processes (h) is immunoreactive (black dots). (B) Triad of a cone pedicle 
(CP), again only one of the horizontal cell processes (h) is immunoreactive. The presynaptic ribbons are arrowed; 
the section in B happens to also contain a postsynaptic central bipolar cell process (b) in the triad; scale bar 0.2 
J.Im. For details see text. Micrographs kindly provided by Johann H. Brandstiitter. 

may respond to glutamate differently from its companion in the same triad. The observa­
tions were made in rat retina. Thus both processes are from the same horizontal cell type 
since the rat retina has only B-type cells. It would seem that individual horizontal cells in 
this homotypic network can be molecularly different. So it can no longer be assumed that 
each member of a horizontal cell network will respond in the same way to a given trans­
mitter. Six decades after Cajal' s death the role and mode of operation of horizontal cells 
remain difficult to understand. 
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1. INTRODUCTION 

The visual system is organized in distinct parallel pathways connecting the retina to 
visual nuclei in the diencephalon and midbrain (Lennie, 1980a, b; Stone, 1983). This semi­
nal principle about the organization of the visual system emerged from anatomical, physi­
ological, and psychophysical experiments carried out in the last three decades, and is 
reminiscent of classical studies on the organization of the somatic sensory system (Stone, 
1983). Notwithstanding, the role of each parallel pathway, and how several pathways share 
the duties of information processing, remain controversial and still represent a major chal­
lenge for those bent on understanding vision and visual dysfunction. 

In common with all other vertebrates, the primate retina has several classes of gan­
glion cells, each one with distinct patterns of inputs from bipolar and amacrine cells and 
specific outputs to targets in the dorsal thalamus, hypothalamus, pretectum, superior colli­
culus and the accessory optic system (Rodieck et aI., 1993). Two of these circuits, the M 
and P pathways, are of considerable interest, because they represent major information 
channels (Kaplan et aI., 1990), extending from the retina to the lateral geniculate nucleus 
(LGN) and primary visual cortex (VI) (Lund, 1988). The functional properties ofM and P 
neurons indicate that they each might play important roles in both spatial and temporal 
achromatic vision, so it is of considerable theoretical and practical significance to under­
stand how these two pathways cooperate in the generation of the visual percept. 

We have reviewed the anatomy and physiology of the M and P pathways from the 
perspective of the division of labor between these two pathways for the solution of visual 
tasks in daily life. More comprehensive reviews of the M and P pathways are available 
elsewhere (Wiissle and Boycott, 1991; Kaplan et aI., 1990; Merigan and Maunsell, 1993; 
Lee, 1996). 

Development and Organization a/the Retina, edited by Chalupa and Finlay. 
Plenum Press, New York, 1998. 173 
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2. THE ANATOMY OF THE M AND P PATHWAYS 

2.1. The M and P Pathways at the Level of the Retinal Ganglion 
Cell Layer 

The M and P pathways can be identified at the level of the retinal ganglion cell layer 
due to distinct anatomical and physiological properties of the neurons of each pathway. 
The M and P ganglion cells, also called parasol and midget ganglion cells, respectively, lie 
side-by-side in the retinal ganglion cell layer, forming intermingled, but independent mo­
saics that pave the whole retinal extent. They are readily recognizable in retinal sections 
or flat-mounts stained with a variety of methods, such as the classical methods of Ehrlich 
(Dogiel, 1891), Golgi (Polyak, 1941; Boycott and Dowling, 1969), and Gros-Schultze 
(Silveira and Perry, 1991), as well as with neurotracer retrograde transport (Leventhal et 
aI., 1981; Perry and Cowey, 1981) and dye intracellular injection (Watanabe and Rodieck, 
1989) (Figs. 1-2). 

The M and P ganglion cells have been identified in all primates so far studied, includ­
ing man (Dogiel, 1891; Rodieck et aI., 1985; Dacey and Petersen, 1992; Kolb et aI., 1992; 
Dacey, 1993), other catarrhines (Polyak, 1941; Boycott and Dowling, 1969; Leventhal et 
aI., 1981; Perry and Cowey, 1981; Perry et aI., 1984; Watanabe and Rodieck, 1989; Silveira 
and Perry, 1991; Dacey and Brace, 1992), diurnal and nocturnal platyrrhines (Leventhal et 
aI., 1989; Lima et aI., 1993, 1996; Silveira et aI., 1994; Ghosh et aI., 1996; Goodchild et aI., 
1996; Yamada et aI., 1996a, b, 1998), and prosimians (Yamada et aI., 1997). The morpholo­
gies of M and P ganglion cells are distinct, allowing them to be recognized at every retinal 
location, although there are important quantitative differences for cells of the same class as 
a function of retinal eccentricity (Fig. 1). There are also differences for cells of the same 
class, located at equivalent eccentricities, but from different primate species (Fig. 2). M 
ganglion cells have large cell bodies, thick axons, and large dendritic trees with a radial 
branching pattern. On the other hand, P ganglion cells have small cell bodies, thin axons, 
and small dendritic trees with a more bushy and dense branching pattern. The M and P gan­
glion cells comprise the majority of ganglion cells of the primate retina, corresponding, re­
spectively, to 10% and 80% of the ganglion cell population (Perry et aI., 1984; Silveira and 
Perry, 1991; Lima et aI., 1993, 1996). The M and P ganglion cells occur in two morphologi­
cal varieties, one ramifying in the outer half of the inner plexiform layer (IPL), the outer 
cells, and the other ramifying in the inner half, the inner cells (Perry et aI., 1984; Watanabe 
and Rodieck, 1989). The outer cells correspond to the off-center and the inner cells to the 
on-center varieties (Dacey and Lee, 1994). Every point of the photoreceptor matrix is con­
nected with at least one inner and one outer ganglion cell of the two cell classes, M and P, 
in such a way that the entire visual field is sampled by four different mosaics, M-on, M-off, 
P-on, and P-off. 

2.2. The M and P Pathways at the Level of the Inner Nuclear Layer 

Are the M and P properties already present prior to the ganglion cell layer? The M 
and P ganglion cells receive input from distinct bipolar cell classes and thus it is possible 
that many features of the M and P channels are already present in the early elements of 
retinal wiring (Boycott and Wassle, 1991). On the other hand it is possible that differential 
input from amacrine cells can substantially modify the direct bipolar cell input, originat­
ing some of the characteristic physiological properties of the M and P ganglion cells. This 
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is a question to be answered by intracellular recording and staining techniques of primate 
retinal cells (Dacey, 1996). 

The bipolar cells most likely to synapse onto M ganglion cells are diffuse bipolar 
cells that have axon terminals branching in the middle strata of the IPL, at the same level 
as the M ganglion cells dendrites: DB2 and DB3 bipolar cells for M-off and DB4 and DB5 
bipolar cells for M-on ganglion cells, respectively (Boycott and Wassle, 1991; Jacoby and 
Marshak, 1995, 1996). P ganglion cells receive synapses from midget bipolar cells (Kolb 
and De Korver, 1991; Calkins et al., 1995). There are two varieties of midget bipolar cells 
(Polyak, 1941; Boycott and Dowling, 1969; Kolb et al., 1969; Kolb, 1970; Wassle et al., 
1994), one for each variety ofP ganglion cells: the flat midget bipolar cells (FMB cells), 
which make synapses with the P-off ganglion cells, and the invaginant midget bipolar 
cells (1MB), which make synapses with the P-on ganglion cells. 

2.3. The M and P Pathways at the LGN Level 

The primate LGN has several layers of neurons, each one corresponding to an inde­
pendent representation of the visual field. This complex anatomical and functional organi­
zation reflects the existence of two superimposed parallel processing systems at this level 
(Kaas and Huerta, 1986; Casagrande and Norton, 1991). There are three or more sets of 
layers, each one comprised of neurons with distinct morphological and physiological 
properties. In addition, alternate LGN layers of every set receive information from the 
ipsi- or the contralateral eye. The properties of the neurons found in each LGN layer indi­
cate that these compartments are homogeneous relay stations of several retino-geniculo­
striate pathways (Kaas and Huerta, 1986; Casagrande and Norton, 1991; Casagrande, 
1994). In this regard, the anatomy of the parallel pathways differs in the retina and LGN. 
In the retina, they form intermingled mosaics, an ideal situation for each mosaic to sample 
the entire visual field (described by Cook in this volume), while in the LGN they segre­
gate in distinct layers, an arrangement probably important to simplify the neuronal wiring. 

The axon terminals of M and P retinal ganglion cells have distinct morphology and 
make synapses in the magno- and parvocellular layers, respectively (Conley et aI., 1987; 
Lachica and Casagrande, 1988; Michael, 1988; Conley and Fitzpatrick, 1989). M axon ter­
minals are radially symmetric, have stout telodendria and large, ovoid boutons, while P 
axon terminals are elongated, have slender telodendria and round medium-sized boutons. 
Axon terminals with different morphologies originate from other classes of retinal gan­
glion cells and make synapses in a heterogeneous group of layers collectively called 
koniocellular (K) layers (Casagrande, 1994; Hendry and Yoshioka, 1994; Hendry and 
Casagrande, 1996). 

The neurons of the magno- and parvocellular layers, the M and P LGN neurons, 
roughly match the number, size and morphology of their afferents. Thus the M LGN neu­
rons are less numerous, corresponding to 11 % of the total, and have large, radially symmet­
ric dendritic fields. P LGN neurons are more numerous, corresponding to 85% of the total, 
and have medium-sized and elongated dendritic fields (Connoly and Van Essen, 1984; 
Michael, 1988). The receptive field properties of the M and P LGN neurons are also very 
similar to those ofM and P ganglion cells that provide their inputs (Wiesel and Hubel, 1966; 
Dreher et al., 1976; Sherman et al., 1976; Schiller and Malpeli, 1978; Shapley et al., 1981; 
Norton and Casagrande, 1982; Hicks et al., 1983; Derrington and Lennie, 1984; Derrington 
et aI., 1984). Taken together these findings strongly support the existence of at least two 
major anatomical and functional divisions ofthe visual system at the LGN level , the magno­
cellular (M) and parvocellular (P) pathways. 
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Figure 1. M and P retinal ganglion cells of the common marmoset, Ca/lithrixjacchus, from different retinal eccen­
tricities. The ganglion cells were retrogradely labelled from optic nerve deposits of biocytin (original material from 
Yamada et aI. , I 996b ). The M and P ganglion cells, also called parasol and midget ganglion cells, respectively, lay 
side-by-side in the retinal ganglion cell layer of all primates so far investigated, forming intermingled, but inde­
pendent mosaics that pave the whole retinal extent. In all retinal locations M ganglion cells have larger dendritic 
trees than P ganglion cells. A. P-off ganglion cell, 0.3 mm temporal. B. P-off ganglion cell, 1.8 mm ventral. C. P-off 
ganglion cell, 4.2 mm temporal. D. M-offganglion cell, 0.3 mm temporal. E. M-offganglion cell, 2.2 mm ventral. F. 
M-off ganglion cell, 3.7 mm ventral to the fovea. Focus on dendritic trees. Scale bar = 25 /lm . 



Figure 2. M and P ganglion cells of diurnal and nocturnal anthropoids. Retinal ganglion cells were retrogradely la­

belled from optic nerve deposits of biocytin (original material from Yamada et aI., 1996a, 1998). The morphologies 
ofM and P ganglion cells are distinct, allowing them to be recognized in the retina of all primates so far studied, al­
though there are quantitative differences for cells of the same class from different primate species (Silveira et aI., 
1994; Yamada et aI., I 996a,b, 1998). A. M-off ganglion cell from a diurnal dichromatic platyrrhine, a male capuchin 
monkey, Cebus apel/a; II mm dorsal. B. M-on ganglion cell from a nocturnal monochromatic platyrrhine, the owl 
monkey, Aotus azarae; 10 mm dorsal. C. P-off ganglion cell, same animal as in A, 10.7 mm dorsal. D. P-off gan­
glion cell, same retina as in B; 10.2 mm dorsal to the fovea. Focus on dendritic trees. Scale bar = 50 Jlm. 
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2.4. The M and P Pathways at the Cortical Level 

The regions of the primary visual cortex (VI) that receive projections from the LGN 
are those that show the strongest activity of the mitochondrial enzyme cytochrome oxidase. 
They comprise layer 4A, layer 4C and the "blobs" in layer 3, but there is also additional 
LGN inputs to layer 1 and layer 6 (Lund, 1988). M and P axon terminals from the LGN have 
distinct morphologies and make synapses in different layers of VI. Layer 4Ca is the princi­
pal target of M LGN axons, which also provide a sparse input to the deeper half of layer 6. 
The main targets for P LGN axons are layers 4C~ and 4A, with a sparse input also present at 
the superficial half oflayer 6 (Hubel and Wiesel, 1972; Hendrickson et aI., 1978; Blasdel and 
Lund, 1983; Lachica and Casagrande, 1992). The K LGN axons project to layer 3 "blobs" 
and layer 1 (Livingstone and Hubel, 1982; Fitzpatrick et aI., 1983; Weber et aI., 1983; Dia­
mond et aI., 1985; Lachica and Casagrande, 1992; Hendry and Yoshioka, 1994; Ding and 
Casagrande, 1997). These findings indicate that the M and P pathways, as well as the other 
retino-geniculo-cortical pathways, remain segregated at the level of their entry in VI. 

The segregation of the M and P pathways beyond the above targets in the striate 
cortex is more controversial. There is no agreement on the progress of M and P pathways 
beyond the second-order VI compartments and prestriate visual areas. Earlier studies found 
some degree of segregation of M and P pathways in the output of layers 4Ca and 4C~ to 
second-order layers of VI (Lund and Boothe, 1975), as well as in the pathways connecting 
V 1 to V2 and other prestriate visual areas (Livingstone and Hubel, 1983, 1984a, b, 1987; 
DeYoe and Van Essen, 1985; Hubel and Livingstone, 1985, 1987; Shipp and Zeki, 1985). 
However, more recent anatomical (Lachica et aI., 1992; Yoshioka et aI., 1994) and electro­
physiological observations (Nealey and Maunsell, 1994) have shown early convergence of 
M and P inputs, which seems to begin within the VI compartments. At later stages, there is 
electrophysio10gical evidence both for a fair amount ofM and P segregation in some visual 
areas, such as MT (Maunsell et aI., 1990), as well as a high degree of M and P convergence 
in other visual areas, such as V4 (Ferrera et aI., 1992, 1994). Therefore, it is unclear what 
possible relations the M and P pathways might have with the cortical streams of visual 
processing, such as the pathways for object recognition and perception of spatial relation­
ships of Ungerleider and Mishkin (1982), or the pathways for perception and action of Mil­
ner and Goodale (1995). These pathways, connecting VI and V2 to ventral or dorsal 
prestriate visual areas, respectively, appear to have blended inputs from both the M and P 
pathways. It has been proposed, using computational arguments, that for the performance of 
many tasks, higher levels of the visual system need access to information from both the P 
and the M pathways, performing some kind of concurrent processing (DeYoe and Van 
Essen, 1988; Felleman and Van Essen, 1991; Van Essen et aI., 1992). 

3. THE PHYSIOLOGY OF THE M AND P PATHWAYS 

It is of great theoretical and practical interest to investigate whether the M and P 
pathways can be distinguished by their physiological properties. If this distinction proves 
possible, one may be able to hypothesize on the roles played by each pathway by compari­
son of their physiological properties in the visual performance of normal and abnormal 
subjects. For this purpose, single unit recordings were made in the retina, optic nerve and 
tract, LGN, and visual cortex. The receptive fields of neurons of the M and P pathways 
were investigated by visual stimulation with simple spatiotemporal patterns and measuring 
neuronal activity. 
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In the LGN of macaque monkey Wiesel and Hubel (1966) distinguished four types 
of receptive fields based in the presence of spatial and chromatic antagonisms. Type I 
receptive fields were those with spatial and chromatic antagonisms between center and 
surround, and were found only in the parvocellular layers. Type II receptive fields were 
those with chromatic antagonism without spatial antagonism, i.e., the on and off regions 
of the receptive fields were co-extensive. Type III had spatial antagonism between center 
and surround but no chromatic antagonism, while Type IV exhibited spatial antagonism 
with little chromatic antagonism. Later studies showed that Types III and IV form a single 
continuum (Derrington et aI., 1984). The original observations of Wiesel and Hubel (1966) 
were extended in subsequent systematic studies of macaque M and P cells at the level of 
both the LGN (Padmos and van Norren, 1975; Dreher et aI., 1976; Schiller and Malpeli, 
1978; Creutzfeldt et aI., 1979; Hicks et aI., 1983; Derrington et aI., 1984; Crook et a!., 
1987; Lee et aI., 1987; Hubel and Livingstone, 1990) and the retinal ganglion cell layer 
(Gouras, 1968; de Monasterio and Gouras, 1975; de Monasterio et aI., 1995a, b; Lee et aI., 
1988, 1989a, b, c; Shapley et aI., 1991). These studies have consistently shown that retinal 
and thalamic cells have similar physiology, except for a higher maintained firing rate of 
retinal cells. All retinal and thalamic M cells have Type III/IV receptive fields while all P 
cells have Type I receptive fields. 

The M cells receive additive inputs of long- and middle-wavelength sensitive cones 
(LWS- and MWS-cones) both in the center and surround regions of their receptive fields 
and have a relative spectral sensitivity close to the human photopic luminosity curve, V Ie 

(Lee et aI., 1988). The P cells have chromatic opponent inputs from LWS- and MWS-cones 
to the center and surround of their receptive fields, in such way that there are four sub­
classes of them, two kinds of P-on and two kinds of P-off cells: red-on/green-off, green­
on/red-off, red-off/green-on, and green-off/red-on P cells. Thus, P cells are excited by some 
light wavelengths and inhibited by others. These findings led to the hypothesis that P cells 
might be primarily involved in chromatic vision, providing the mechanism for visual per­
formance in psychophysical tasks, such as detection of chromatic modulation (Lee et a!., 
1989a, b, c, 1990, 1993; Kremers et a!., 1992, 1993). On the other hand, M cells would form 
the basis for visual performance in achromatic tasks, such as heterochromatic flicker pho­
tometry (Lee et aI., 1989a, c; Smith et aI., 1992), detection ofluminance modulation (Lee et 
aI., 1989a, b, c, 1990, 1993; Kremers et ai., 1992, 1993), minimally distinct border (Kaiser 
et aI., 1990; Valberg et aI., 1992), and hyperacuity (Lee et aI., 1993, 1995). 

There are complementary hypotheses for the roles of M and P pathways in visual 
processing. P cells have shown to be responsible only for red-green color opponency 
(Dacey and Lee, 1994). Blue-yellow color opponency appear to be the task of a com­
pletely different pathway, connecting SWS-cones, SWS-cone bipolar cells (Mariani, 
1984; Kouyama & Marshak, 1992; Ghosh et aI., 1997), small-field bistratified ganglion 
cells (Rodieck, 1991; Dacey and Lee, 1994; Ghosh et aI., 1997) and LGN relay neurons 
of K layers (White et aI., 1997). The axons of these K LGN neurons establish synapses in 
VI compartments, the "blobs" of layers 2/3 (Hendry and Yoshioka, 1994), that are dis­
tinct from those where the M and P LGN neurons project. Another qualification for the 
roles of the M and P pathways, stresses the evidence that the M and P pathways can be 
identified by anatomical criteria in the visual system of all primates so far studied, in­
cluding diurnal trichromatic and dichromatic simians, nocturnal monochromatic simians, 
and also nocturnal monochromatic prosimians (Kaas and Huerta, 1988; Casagrande and 
Norton, 1991; Casagrande, 1994; Silveira et a!., 1994, 1997; Ghosh et aI., 1996; Yamada 
et aI., 1996a, b, 1997, 1998). Their M cells respond similarly to achromatic stimuli and 
the same can be said of their P cells. The only major difference across species appears, 
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then, to be the cell response to chromatic stimuli, which is absent in P cells of dichro­
matic and monochromatic primates (Jacobs and De Valois, 1965; Jacobs, 1983; Sherman 
et al., 1976; Norton and Casagrande, 1982; Yeh et al., 1995; Lee et al., 1996). Thus one 
may advance that the M and P pathways are ancient features of the primate visual sys­
tem, which evolved before red-green color opponency and thus were primarily involved 
in achromatic vision (Mollon, 1989, 1991; Mollon et al., 1990; Wassle and Boycott, 
1991). According to this hypothesis, primate trichromatic color vision appeared in two 
steps during the course of evolution. Ancient primates were dichromats, possessing two 
opsin genes, one in the chromosome 7 for the SWS-opsin and another in the X chromo­
some for a single LWS/MWS-opsin. These primates had a single color vision pathway, 
one specialized for blue-yellow opponency, a feature that their visual system shared with 
most other mammals. After a point mutation in the X-chromosome opsin gene, followed 
or preceded by gene duplication, central P cells, bearing single-cone dendritic fields, 
were able to perform red-green color opponency. Then, trichromatism appeared at the 
photoreceptor level and based on two color opponent mechanisms at the post-receptor 
level, one already extant for blue-yellow opponency and another recently acquired for 
red-green color opponency. 

If one accepts the preceding logic the next question then becomes why did both M 
and P cells evolved for achromatic vision? Why do we need both types and how do they 
share the duties of visual processing? What could be the consequences of impairing one 
system alone? The M and P cell responses to achromatic stimuli differ more quantitatively 
than qualitatively, and are related to three main aspects: M cells have larger receptive 
fields than P cells (de Monasterio and Gouras, 1975; Derrington and Lennie, 1984; Crook 
et al., 1988; Croner and Kaplan, 1995), M cells respond more transiently than P cells 
(Gouras, 1968; Hicks et al., 1983; Derrington and Lennie, 1984; Purpura et al., 1990; Lee 
et al., 1994), and M cells are more sensitive to spatial or temporal contrast than P cells 
(Shapley et al., 1981; Kaplan and Shapley, 1982, 1986; Derrington and Lennie, 1984; Pur­
pura et al., 1988). Thus, it is possible that P cells evolved for detection of small stimuli 
and M cells for fast stimuli, or in other words P cells are mainly concerned with spatial as­
pects of vision, while M cells are devoted to temporal or spatiotemporal vision (Der­
rington and Lennie, 1984; Derrington et al., 1984). It is also possible that the M pathway 
is the predominant information channel in scotopic vision due to their superior contrast 
sensitivity at this illumination level (Purpura et al., 1988). A more general statement could 
be that the M and P pathways complement each other, occupying different regions of the 
spatiotemporal domain (Schiller et al., 1990a, b). There is some support for these hypothe­
ses, as well as for the P cell role in color vision, from experiments dealing with selective 
ablation of the M or P pathway in macaque monkeys (Merigan, 1989; Merigan and Maun­
sell, 1990; Schiller et al., 1990a, b; Merigan et al., 1991a, b; Lynch et al., 1992). 

An alternative way to understanding the division of labor between the M and P path­
ways will be presented in the next sections. 

4. CONFLICTING REQUIREMENTS AND COMPROMISE IN THE 
INFORMATION PROCESSING BY THE VISUAL SYSTEM 

There are conflicting requirements to be met by the visual system in analyzing the 
environment. The visual system has to extract information carried by light emanating from 
objects located in the visual field with enough precision in space and time for efficient 
solution of animal behavioral tasks. Any gain in the capacity of locating more precisely an 
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object in space is accompanied by a loss in the ability to precisely measure the moment of 
occurrence of a visual change. In addition, natural visual stimuli exhibit simultaneous spa­
tial or temporal singularities and periodicities, so the visual system has to evaluate not 
only the stimulus spatiotemporal coordinates, but also its spatiotemporal frequency con­
tent. The simultaneous precision in time, temporal frequency, space and spatial frequency 
is a general, basic problem in the design of measuring devices. 

Theoretically, infinitely precise analysis of the visual world can be achieved sepa­
rately in the spatial or temporal domains with an infinitesimal spatial sampling or an 
infinitesimally short time sampling. In a theoretical situation like this, the discrimination 
of the spatial and temporal frequency content of the visual scenes would be impossible. 
Conversely an infinite precision in the spatial or temporal frequency domains can be theo­
retically achieved with filters each tuned for a single frequency. Such filters would sample 
through an infinitely extended aperture and time window and would be unable to precisely 
mark the spatial localization and occurrence in time of visual patterns. These two ex­
tremes of spatial or temporal accuracy as well as spatial and temporal spectral accuracy do 
not exist in the physical world. All devices, either natural or man made, built to store, 
transmit or analyze visual information represent different degrees of compromise between 
precision space-time domain and precision in spatiotemporal frequency domain. 

The compromise for simultaneous precision between two related domains, such as 
time and temporal frequency, was formulated by Gabor (1946) in a fundamental paper on 
theory of communication. He developed a quantitative description of our auditory experi­
ences that favors a simultaneous description of stimuli in terms of both time and temporal 
frequency. He showed that the amount of information that can be transmitted by a limited 
frequency band in a limited time-interval can be analyzed in terms of elementary quanta 
of information belonging to a plane where time and temporal frequency are orthogonal 
coordinates. In this plane, the diagram of information, also called Fourier space, the 
shapes and sizes of the elementary quanta of information depend on the characteristics of 
the device that is performing the time-frequency analysis. In other words they depend on 
the frequency band-pass and time sampling properties ofthe device. 

The uncertainties in the simultaneous definition of time and temporal frequency of a 
phenomenon, the so-called joint entropy, are related in the mathematical identity 

M· D.fc. 1/2 (1) 

Gabor (1946) demonstrated that the quanta of information have areas not less than 
one-half, due to the impossibility of simultaneous increase of time and temporal frequency 
accuracy. The demonstration of this identity establishes that precision about time and tem­
poral frequency can not be attained simultaneously beyond a certain limit of order unity. 

Gabor (1946) also showed that there are some elementary functions that occupy the 
smallest possible area in the information diagram, and thus have the smallest possible 
joint entropy. An elementary function, or Gabor function, 'P(t), is a harmonic oscillation 
modulated by a probability function: 

(2) 

where a and to represent the probability function sharpness and peak, while fa and e repre­
sent oscillation frequency and phase. We represent 'P(t) as points of the complex plane as­
sociated with real values of time as third coordinate. As time elapses 'P(t) describes a 
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spiral around the time axis in the surface of a solid of revolution that has the shape of a 
probability function. 

The Fourier Transform (Bracewell, 1986) of the elementary function gives its spec­
tra, <I>(f), which has the same analytical form of the original time function 

J'I'(t) . e-h / I • dt = <I>(f) (3) 

(4) 

The time and spectral uncertainties, defined as the effective duration and effective 
frequency bandwidth, are the product of a constant by the root mean square of the devia­
tion of the signal from the mean in each domain 

(M)2 = 2rc . [[[ J '1'* t2'I' dt] / [J 'I'* 'I' dt]] - [[ J '1'* t'l' dt ] / [ J '1'* 'I' dt ]f] (5) 

(/11)2 = 2rc . [[[ J <1>* l <I> df] I [J <1>* <I> df]] - [[ J <1>* f<l> df] / [ J <1>* <I> df]]2] (6) 

The time and spectral uncertainties are related to the probability function sharpness 
by the relations 

/1t = lIa . ..) (rc/2) (7) 

t1j= a . 1/..} (2rc) (8) 

Gabor (1946) also showed that any function can be expanded in terms of elementary 
functions, 'I'(t), and that the Fourier and Time Analyses are just the two extremes of this 
process, in which, respectively, a~O or a~<XJ, the elementary function becoming a sine­
wave in the first case and an impulse in the second case. 

The original analysis of Gabor was used for the auditory system and time analyzing 
devices in general. To extend the same approach to the visual system it is necessary to 
consider that signals arising from one eye are represented in three dimensions, two spatial 
and one temporal. However, Gabor theory can be used to study joint entropy of any two 
domains that are related to each other by the Fourier transform, and it can also be general­
ized to any number of dimensions (MacLennan, 1991). The study of Gabor was initially 
used in vision to explain how cortical neurons could have receptive fields localized simul­
taneously in space and spatial frequency (Marcelja, 1980; Daugman, 1980, 1983; Kulik­
owski and Bishop, 1981; Kulikowski et aI. , 1982). The first studies analyzed the case of 
one dimension of space and one dimension of spatial frequency (Marcelja, 1980; Kulik­
owski and Bishop, 1981) but subsequent work further elaborated this approach to include 
the two- and three-dimensional cases (Daugman, 1983, 1984, 1985; Wang et aI., 1988, 
1993; MacLennan, 1991). Three-dimensional Gabor functions minimize six-dimensional 
joint entropy, being those that have the smallest hypervolume in the appropriate six­
dimensional hyperspace formed by two dimensions of space, one dimension of time, two 
dimensions of spatial frequency, and one dimension of temporal frequency. The theory can 
satisfactorily explain the empirical measurements of two-dimensional receptive field sen­
sitivity profiles and two-dimensional spatial frequency spectra of cat simple and complex 
cortical cells (Daugman, 1985, 1989; Palmer et aI., 1985, 1991; Webster and De Valois, 
1985; Field and Tolhurst, 1986; Jones and Palmer, 1987; McLean and Palmer, 1994; 
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McLean et aI., 1994), and some attempts have been made to generalize a model of visual 
neurons to include time as a third dimension (Wang et aI., 1988, 1993; Jasinschi, 1991; 
Palmer et aI., 1991; McLean and Palmer, 1994; McLean et aI., 1994). 

5. THE ROLE OF M AND P CELLS IN ACHROMATIC VISION: 
M AND P CELLS OCCUpy DISTINCT LOCI OF THE 
FOURIER SPACE 

5.1. The Impulse Response of M and P Cells to Spatial and Temporal 
Luminance Contrast 

A complete functional description of M and P cells in space and time can be 
obtained by measuring their responses to discrete spatial and temporal visual stimuli, such 
as punctiform luminous objects and instantaneous luminance changes. In formal terms 
these are Dirac functions, that is temporaI8(t) or spatial 28(x,y) impulses, or some feasible 
physical forms of them. 

The response time course to discrete temporal stimuli of the M and P cells differ 
(Gouras, 1968; de Monasterio and Gouras, 1975; Lee et aI., 1994). M cells discharge 
transiently to luminance steps or pulse functions and, for that reason, were originally 
called phasic cells. P cells exhibit more sustained discharges to the same kind of stimuli 
and were called tonic. M and P cell impulse functions can also be obtained with Gaussian 
white noise input and Wiener analysis (Gielen and van Gisbergen, 1980; Gielen et aI., 
1981, 1982) or by Fourier transform of M and P response to sine-wave stimuli (Purpura 
et aI., 1990; Kremers et aI., 1993; Lee et aI., 1994). Data comparison for M and P cells 
from the same retinal location is still limited, but it can be stated, from a survey of the 
literature, that M cell impulse response is generally more transient, and thus more limited 
in time, than P cell impulse response. Thus, it can be proposed that M cells represent 
time domain events more precisely than P cells. M cells appear to have the necessary 
machinery to signal the moment of occurrence of a phenomenon with a high degree of 
precision. 

The M and P cell responses differ in their spatial properties, and this can be quanti­
fied by measuring the structure and size of their receptive fields. For this purpose differ­
ent approaches have been used, such as the energy determination of small spots of light 
required to elicit a threshold response across the receptive field (de Monasterio and 
Gouras, 1975), the measurement of area-threshold curves (Crook et aI., 1988), the stimu­
lation of cell receptive field with bipartite fields modulated sinusoidally in counterphase 
(Kremers and Weiss, 1997; Lee et a!., 1997), or the measurement of the cell contrast sen­
sitivity as a function of spatial frequency (Derrington and Lennie, 1984; Crook et aI., 
1988; Croner and Kaplan, 1995). In the latter case, the receptive field profile has to be 
obtained by Fourier transform of the frequency response. Some of these studies have 
shown that M cells have larger receptive fields than P cells, a three-fold difference across 
all the visual field (de Monasterio and Gouras, 1975; Derrington and Lennie, 1984; 
Croner and Kaplan, 1995). This is consistent with anatomical measurements made in 
retinal flat-mounts of the dendritic tree diameter as a function of retinal eccentricity 
(Perry et a!., 1984; Watanabe and Rodieck, 1989) (Fig. 3). However, there are also stud­
ies showing that the difference between M and P cell receptive fields is smaller, specially 
in the foveal region, and that there is quite a lot of variation among cell populations 
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Figure 3. Receptive field center radius of ma­
caque M and P ganglion cells as a function of 
retinal eccentricity. Data replotted trom de 
Monasterio and Gouras (1975) and Croner and 
Kaplan (1995). de Monasterio and Gouras 
measured receptive field using small spots of 
light, while Croner and Kaplan used extended 
sine-wave gratings. de Monasterio and Gouras 
collected data equally from all the four retinal 
quadrants and thus some cells located in the 
nasal quadrant might have smaller receptive 

100 fields than cells from the same class of other 
Eccentricity (degrees) quadrants. Data from Croner and Kaplan were 

converted by the authors to equivalent tempo­
ral retinal eccentricity. For comparison, we plotted data from Perry et al. (1984) for dendritic tree radius of temporal 
M and P ganglion cells retrogradely labelled from horseradish peroxidase deposits in the optic nerve. We corrected 
cell eccentricity of Perry et al. 's data to account for cell lateral displacement due to foveal excavation. Correction 
was applied for the central 3 mm from fovea using the equation published by Goodchild et al. (1996); eccentricity 
was converted to degrees using the equation of Dacey and Petersen (1992). Fourth-order polynomials were fitted to 
the pooled data points. Modified with permission from de Monasterio and Gouras (1975), Perry et al. (1984), and 
Croner and Kaplan (1995). Data trom de Monasterio and Gouras (1975) were replotted with authors ' permission and 
kind permission trom The Physiological Society (Copyright 1975). Data from Perry et al. (1984) were replotted with 
authors' permission and kind permission from Elsevier Science Ltd. (Copyright 1984). Data from Croner and Kaplan 
(1995) were replotted with authors' permission and kind permission from Elsevier Science Ltd. 

(Kremers and Weiss, 1997; Lee et ai., 1997). Receptive field sensitivity profiles can be 
considered approximations of the actual two-dimensional spatial impulse responses of M 
and P cells. Thus, as P cells have smaller receptive fields .than M cells, P cell impulse re­
sponses are more localized in space than M cell impulse responses, and so P cells trans­
mit more precisely events in the space domain than M cells. In other words, the 
necessary machinery to signal the place of occurrence of a phenomenon with a high de­
gree of precision appears to be present in P cells. 

5.2. The Frequency Response of M and P Cells to Luminance Contrast 

Visual stimuli extended in space and time, such as spatial and temporal sinusoidal 
luminance modulations, have been used to measure the frequency response of M and P 
cells to luminance contrast. Both retinal (Kaplan and Shapley, 1986; Crook et ai., 1988; 
Lee et aI., 1989a, b, 1990; Purpura et ai., 1990; Kremers et a!., 1992, 1993; Croner and 
Kaplan, 1995) and thalamic (Kaplan and Shapley, 1982; Hicks et a!., 1983; Derrington 
and Lennie, 1984) M and P cells have been studied in the temporal and spatial frequency 
domains. P cell spatial frequency responses cover a wider range of spatial frequencies 
than M cells. This difference is predictable from the spatial impulse response of these 
two cell classes. P cell responses are more restricted in the spatial domain than M cells, 
and thus, it is expected that it is more extended in the spatial frequency domain. There 
are no systematic studies addressing the question of how temporal frequency responses 
of M and P cells change as a function of retinal eccentricity. However, for the little data 
available in the literature, it seems that M cell spatial frequency responses cover a wider 
range of temporal frequencies than P cells. This difference is also predictable from the 
temporal impulse response of these two cell classes. M cell responses are more restricted 
in the time domain than P cells, and thus, it is expected that it is more extended in the 
temporal frequency domain. 
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5.3. Representing M and P Cell Precision in the Fourier Space 

We propose to describe the spatiotemporal precision of M and P cells by the product 
of three distinct sampling windows by three different spectral bandwidths. The sampling 
windows are defined in the two dimensions of space and one dimension of time present n 
the retinal image. The spectral bandwidths are defined in the two dimensions of spatial 
frequency and one dimension of temporal frequency obtained by Fourier transform of the 
retinal image. Thus, the spatiotemporal precision of an M or P cell is represented by a six­
dimensional hypervolume, the six-dimensional joint entropy locus, occupying a certain 
place in Fourier space. The smaller this hypervolume, the smaller the uncertainty or error, 
and the greater the precision of stimulus representation by the cell activity. This hyper­
volume is minimum if cell spatiotemporal response function, r (x, y, t), has the shape pre­
dicted by generalizing to three dimensions the one-dimensional Gabor function (Wang et 
aI., 1988, 1993; McLennan, 1991). As the M and P receptive fields have circular or quasi­
circular spatial symmetry, the r (x, y, t) projection in the spatial domain can have the form 
of a circularly symmetrical two-dimensional Gabor function, in which the oscillation is a 
circular sine-wave attenuated by a circular Gaussian function (Fig. 4). As time elapses, 
cell responses for each receptive field spatial coordinate oscillate sinusoidally and are at­
tenuated by the Gaussian function (Fig. 5). The analytical three-dimensional form repre­
senting cell responses is reminiscent of the one-dimensional case: 

2 ., 2 2 . r (x,y, t) =e-[a (x-xot+~ (Y-Yo)+Y (t-IO)]. e,[2n(uo(x-xo)+vo(Y-Yo)+!o(t-lo))+9] (9) 

and its spectrum, representing cell frequency response, is given by its three-dimensional 
Fourier transform (Bracewell, 1986): 

Iff r (x,y, t) 'e-i2n(ux+vy+!t) dxdydf= p (u, v,j) (10) 

For three-dimensional Gabor functions, the joint entropy reaches a minimum: 

~ . !:"u . !:"y . !:"v . M . t:"j= 118 (12) 

This identity represents the three-dimensional condition of joint entropy minimiza­
tion (Wang et aI., 1993). It is analogous to the one-dimensional case theoretically analyzed 
by Gabor (1946) and similar to the two-dimensional case discussed by Daugman (1980, 
1984, 1985) for visual cortical neurons. M and P cells response can be also described by 
other functions, that are simultaneously localized in the space-time domain and its spec­
trum, but the joint entropy should be always larger than 118. 

It is possible to construct a family of functions, including Gabor functions, with 
each member of the family minimizing joint entropy with distinct compromise for preci­
sion in the space-time and spectral domains. It is from this point of view that we propose 
to understand the visual system parallel processing. Each pathway represents a particular 
trade-off to reduce joint entropy. Of course, M and P cell responses can be modeled by 
Gabor functions with only a limited degree of correlation, and other functions can be 
found that might provide a similar or better fit to the experimental results (Marr, 1982; 
Gielen et aI., 1980, 1981, 1982; Derrington and Lennie, 1984; Purpura et aI., 1990; Croner 
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t = 0 t = 21 ms t = 23 ms 

t = 25 m t = 29 ms t = 32 ms 

t = 34 ms t = 35 m t = 37 m 

t = 40 m t = 41 ms t = 46 m 

t = 54 m t = 61 m t = 86m 

Mon 
Figure 5. M and P spatiotemporal response. The spatiotemporal response of M and P cells can be described by a 
generalization to three dimensions of the one-dimensional Gabor function (Wang et aI., 1988, 1993; McLennan, 
1991). Spatial profiles such as those of Figure 4 can be modified to include time as the third dimension. As time 
elapses, cell response for each receptive field spatial coordinate oscillates sinusoidally as it is being attenuated ac­
cording to a Gaussian function. We used the M-on impulse response published by Lee et al. (1994) to estimate the 
change with time of the Gabor function depicted in the figure. Equation (9) represents the analytical three-dimen­
sional form of cell response. 
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and Kaplan, 1995; Kremers et ai., 1997; Lee et ai., 1997). The M and P cell properties in 
space, time, spatial frequency and temporal frequency are complementary and result in 
different loci in Fourier space. The only difference in using other functions will be a pro­
portional increase in entropy locus hypervolurne for both M and P cells. One way to visu­
alize the division of labor between M and P cells is to represent their entropy loci by 
elements of a 6 x 6 matrix, that are orthogonal two-dimensional projections of these loci 
(Silveira, 1996) (Fig. 6). This representation renders explicit the possibility of being able 

Figure 6. Representation of M and P cell response in Fourier space. M and P cell joint entropy have to be evalu­
ated in six dimensions of the spatiotemporal information hyperspace: two dimensions of space and one dimen­
sion of time, Llx, L'l.y, and !!.t, respectively, plus their Fourier transform, corresponding to two dimensions of 
spatial frequency and one dimension of temporal frequency, L'l.u, L'l.v, and L'l.f, respectively. The actual six-dimen­
sional joint entropy is a hypervolume, but it can be visualized by the means of its orthogonal two-dimensional 
projections. These are represented schematically in the figure as elements of a 6 x 6 matrix. The projection of 
the M (empty rectangles) and P cell (filled rectangles) entropy loci were placed on each side of the diagonal. 
The side of each rectangle is proportional to cell entropy in a given dimension. In this figure we assumed, based 
on measurements of spatial performance of M and P cells, that M and P cell entropy differ from each other by a 
three-fold difference in each dimension. Quantitative data for some elements of the matrix are presented in Fig­
ures 7 and 8. The matrix representation allows one to predict that the M pathway sends highly precise informa­
tion to the visual cortex concerning time of occurrence and spatial frequency content of visual patterns, while 
the P pathway does the same concerning the spatial location and temporal frequency content of visual patterns. 
Modified with permission from Silveira (1996). Reprinted with modifications with kind permission of Academia 

Brasileira de Ciencias (Copyright 1996). 
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to improve precision in a given dimension at the expenses of the others without changing 
the overall entropy. This may be an important guide to understanding the complemen­
tariness of M and P cell responses, and why the visual system needs these two pathways 
working in parallel. For each cell class, precision trade-off between different dimensions 
minimizes some areas in the matrix, while other areas increase. For instance, M cells have 
better precision than P cells in the time dimension due to their more transient impulse 
response. This could be compensated by poorer precision of M cells, when compared to P 
cells, in some other dimension, such as temporal frequency and space, leaving room for M 
cells' better performance in spatial frequency. 

It can be seen that M ganglion cells perform with greater accuracy, tasks involving 
simultaneous measurement of the moment of occurrence and spatial periodicity of visual 
stimuli, or those involving two-dimensional measurements of spatial periodicity of visual 
stimuli . On the other hand P ganglion cells have greater precision in tasks involving simul­
taneous measurement of the place of occurrence and the temporal periodicity of visual 
stimuli, as well as those involving accurate two-dimensional measurements in space. From 
the diagram of Figure 6 we can hypothesize that M cells discriminate better than P cells 
between stimuli consisting of briefly presented, two-dimensional spatial periodicities. On 
the other hand, P cells perform better than M cells in tasks demanding discrimination 
between flickering, two-dimensional small spatial targets. Thus, we define M and P cells 
as devices whose tuning can be better characterized by using a multidimensional 
approach. Moreover, M and P cells differ from each other when the probing stimuli are 
optimized for cell sensitivity. This is opposite to the most commonly used approach in 
which M and P cell sensitivities are compared by probing stimuli located at the extremes 
of their response range, either high or low frequencies in the spatial or temporal domain. 

Figure 6 is a schematic representation of M and P joint entropy loci, assuming that 
one cell class is more precise than the other by a factor of three in each dimension. This 
assumption might be valid at least for spatial entropy once there is a three-fold difference 
in receptive field size between the two cell classes across eccentricity (Fig. 3). As both 
cell classes are spatially linear, at least in some circumstances, the same proportion is 
expected for their precision in the spatial frequency domain. 

We used data from the literature to estimate joint entropy values for macaque M and P 
cells. The results are presented in Figures 7-E as areas in Fourier space, and in Figure 9 as 

Figure 7. Joint entropy loci of macaque M and P cells, at 
different retinal eccentricities, for the domains of space 
and spatial frequency. The area and shape of the empty 
and filled rectangles correspond to the product !!.x/';u for 
M and P cells, respectively, as estimated from published 
data (de Monasterio and Gouras, 1975; Perry et aI., 1984; 
Croner and Kaplan , 1995) as described in the text. Central 
M and P cells have smaller entropy in the spatial domain 
than in the spatial frequency domain. At increasing eccen­
tricities both cell classes change their !!.x/';u trade-off im­
proving precision in spatial frequency at expenses of 
spatial precision, but only for peripheral M cells the trade­
off reaches a point where the relationship inverts and cells 
become more precise in spatial frequency than in space. 
At all eccentricities, M cells have smaller entropy in the 
spatial frequency domain and larger entropy in the space 
domain, when compared with P cells. Scale: !!.x = /';U = I 
unity. 
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Figure 8. Joint entropy loci of macaque M and P cells, at 
different retinal luminances, for the domains of time and 
temporal frequency. The area and shape of the empty and 
filled rectangles correspond to the product !11!1J for M and P 
cells, respectively, and were estimated, as described in the 
text, from published data of Purpura et al. (1990) for two 
cells, M7/8 and P8125. At all luminance levels, both M and P 
cells have much smaller entropy in the time domain than in 
the temporal frequency, but when luminance decreases there 
is a change in the trade-off of both cell classes improving 
precision in temporal frequency at expenses of time. Scale: 
10M = N= 1 unity. 

points in xy coordinates. Figure 7 represents the M and P joint entropy loci for space and 
spatial frequency at different eccentricities. The rectangles correspond to the product Illtlu 
and were estimated using published data for M and P receptive fields (center radius from 
Figure 3; surround radius, center and surround sensitivities from Croner and Kaplan, 1995). 
We used the Levenberg-Marquardt method (Press et aI., 1992) to find Gabor functions that 
best matched Croner and Kaplan (1995) DOG functions for M and P cells, and estimate 
entropy values the Gabor (1946) equations. Figure 7 shows that central M and P cells have 
smaller entropy in the spatial domain than in the spatial frequency domain. At increasing 
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Figure 9. Spatiotemporal trade-off for M and 
P cells located at different retinal eccentrici­
ties. The horizontal axis represents a continu­
um of different forms of joint entropy minimi­
zation for space and spatial frequency, while 
the vertical axis represents a similar continuum 
of different forms of joint entropy minimiza­
tion for time and temporal frequency. All the 
points of each axis have the same value for 
two-dimensional joint entropy, and for Gabor 
functions this value corresponds to 112. The 
point where the two axes cross each other cor­
respond to equal values of single entropy in the 
four dimensions, 1/"2. We plotted the values 
for <lx. !1u. M. and Nfor five P cells ( ... ) and 
three M cells (Co) studied by Purpura et al. 
(1990) and one P cell (.) studied by Gielen et 
al. (1982). With increasing eccentricity, M and 
P cells progressively become more precise in 
the time and spatial frequency domains. 
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eccentricities both cell classes change their Illflu trade-off, improving precision in spatial 
frequency at the expense of spatial precision. While for P cells precision remains higher for 
space than spatial frequency at all eccentricities, for peripheral M cells the trade-off reaches 
a point where the relation inverts and cells become more precise in spatial frequency than in 
space. At all eccentricities, M cells have smaller entropy in the spatial frequency domain 
and larger entropy in the space domain, when compared with P cells. 

Figure 8 represents the M and P joint entropy loci for time and temporal frequency at 
different retinal luminances. The rectangles correspond to the product MflJ and were esti­
mated from published data of Purpura et al. (1990) for the temporal modulation transfer 
function (TMTF) of two cells, M7/8 and P8/25. We used the inverse Fourier transform to 
obtain the temporal impulse function from the TMTF, and then used the Levenberg-Mar­
quardt method to find the Gabor function that best matched the descending part of the cell 
impulse function. Finally we estimated time and temporal entropies using Gabor equations. 
At all luminance levels, both M and P cells have much smaller entropy in the time domain 
than in temporal frequency, but when luminance decreases there is a change in the trade-off 
of both cell classes, improving precision in temporal frequency at the expenses of time. 

Figure 9 represents the spatiotemporal trade-offfor M and P cells located at different 
retinal eccentricities. The horizontal axis represents a continuum of different forms of 
joint entropy minimization for space and spatial frequency, while the vertical axis repre­
sents a similar continuum of different forms of joint entropy minimization for time and 
temporal frequency. The axes extend from a region of maximum spectral precision and 
minimum spatial and temporal precision, in the lower left quadrant towards a region of 
opposite properties in the upper right quadrant. For the sake of clarity only one space-spa­
tial frequency pair was considered, assuming circular symmetry for M and Preceptive 
fields. All the points of each axis have the same value for two-dimensional joint entropy 
and for Gabor functions this value corresponds to 112. The point where the two axes cross 
each other correspond to equal values of single entropy in the four dimensions, 1/-v2. Us­
ing similar procedures to those used for Figures 7 and 8, we estimated the values for Ill, 
flu, flt, and flJfor five P cells and three M cells studied by Purpura et al. (1990) and one P 
cell studied by Gielen et al. (1982). With increasing eccentricity there is a tendency of M 
and P cells to progressively change their spatiotemporal trade-off, moving towards lower 
values of !1t and !1u, becoming more precise to convey information about time events and 
spatial frequency content. 

In Figure 9, most M and P cells have their entropy loci in the first quadrant. This is 
consistent with the common view that both cell classes are much better at localizing 
events in time and space than in their respective transform domains. Only peripheral M 
cells cross the limit between the first and second quadrants, and are slightly more precise 
in the spatial frequency domain than in the space domain. 

6. CONCLUSIONS 

A Gabor expansion uses the same window, independent of its center frequency, to 
span the whole information diagram. This does not optimize the analysis of signals with 
both very high and very low frequencies (Chui, 1992). When translating this property to 
visual system organization, this rigid scheme would be represented by cells all having the 
same properties at all visual field locations (Kulikowski and Bishop, 1981; Kulikowski et 
aI., 1982; Field, 1987). Natural scenes have a large range of spatiotemporal frequencies 
and some visual tasks demand simultaneous analysis of very high and very low spatiotem-
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Figure 10. Spatial phase difference for M-on and M-off cells. The upper part ofthe figure illustrates the mosaics 
fonned by macaque monkey M-on and M-off ganglion cells located 10 mm (46°) temporal to the fovea. Cells 
were stained with the method neurofibrillar of Gros-Schultze (Silveira and Perry, 1991). For six M-on ganglion 
cells, we estimated the mean distance between each one of them and all the M-off cells intercepted by a circle cor­
responding to one dendritic tree diameter. It corresponds to a retinal distance of 0.209 mm (s.d. = 0.026 mm) or 
0.994° (s.d. = 0.129°) in the visual field. Two Gabor functions of opposite polarities shifted by this amount would 
have spatial phase difference of 106° (bottom right). Thus higher level interaction between on and off subclasses 
of both M and P ganglion cells may account for an approximate fonn of phase quadrature. On the bottom left, we 
drew in the same scale of the mosaic the dendritic tree of an M-on ganglion cell of the same size of those depicted 
in the mosaic. The cell was from a capuchin monkey retina retrogradely labelled from the optic nerve with bio­
cytin. Scale bar = 500 11m. 
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poral frequencies. The visual system can sample more efficiently the spatiotemporal con­
tent of natural scenes by using two or more channels having different entropy loci in the 
information diagram, such as the M and P cells. The distance between M and P cells in the 
information diagram seems to be necessary for efficient coding. Shorter distances are 
probably inefficient at encoding the range of spatiotemporal properties of the stimuli. 
Longer distances probably preclude higher order interactions between the two channels. 

In a single visual field region, such as central vision, M or P cells operate within the 
constraints of a rigid compromise of space-time and spectral precision, each cell class ana­
lyzing with its own metrics the whole mixture of spatiotemporal singularities and peri­
odicities present in the visual scenes. The visual system uses these two channels to twice 
measure the luminance contrast variation present in the visual scenes. Each measurement 
is made with a certain joint entropy value, which is minimum if cell response follows a 
Gabor function, but with different precision, according to cell class, in space, time, spatial 
frequency and temporal frequency. 

Neuronal response functions to visual stimuli can only be real functions. Thus one 
important constraint to Gabor expansion of visual stimuli in the neuronal response con­
cerns the need of paired quadrature-phase receptive fields centered on the same visual 
field location (Marcelja, 1980; Kulikowski and Bishop, 1981). This kind of paired recep­
tive field has been shown to exist in the primary visual cortex but data available are lim­
ited (Pollen and Ronner, 1981). Both M and P cells occur in subclasses with opposite 
responses to certain stimuli, the on and off subclasses, which represent pairs 180° out of 
phase. Hypothetically a smaller phase difference would provide the needs for M and P 
subclasses to operate in phase quadrature, but there is no evidence that such hypothetical 
quadrature-phase pairs exist in the retina or LGN (Silveira, 1996). However, there is an 
alternative way to examine this question, at least for the space domain. Figure 10 illus­
trates the mosaics of macaque monkey M-on and M-off ganglion cells located 10 mm 
(46°) temporal to the fovea. Cells were stained with the neurofibrillar method of Gros­
Schultze (Silveira and Perry, 1991). For six M-on ganglion cells, we estimated the mean 
distance between each one of them and all the M-off cells intercepted by a circle corre­
sponding to one dendritic tree diameter. We obtained a mean distance of 0.994° (s .d. = 
0.129°) in the visual field. Two Gabor functions of opposite polarities shifted by this 
amount would have a spatial phase difference of l06°. Thus, higher level interactions be­
tween on and off subclasses of both M and P ganglion cells may account for an approxi­
mate form of phase quadrature. 

M and P cells perform simultaneous and overlapping analyses of the visual field us­
ing different strategies to minimize entropy. This enables higher order visual neurons, 
similar to those of the dorsal and ventral cortical streams (UngerJeider and Mishkin, 1982; 
Milner and Goodale, 1995), to combine M and P inputs in different ways; and this could 
explain why M and P inputs converge in their cortical pathways. 
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1. INTRODUCTION 

11 

Cascading photochemical, biochemical, electrophysiological, and synaptic events in 
non-spiking photoreceptors and interwoven arrays of interneurons drive vertebrate retinal 
ganglion cells to generate volleys of action potentials that encode properties of the visual 
field and images within it. The frequency and kinetics of spiking in these cells are deter­
mined extrinsically as well as intrinsically, by changes in the balance of excitatory and in­
hibitory synaptic inputs from bipolar and amacrine to ganglion cells; by the distribution, 
voltage-sensitivity, and kinetics of post-synaptic responses to these inputs; and by voltage­
gated ion channels that enable retinal ganglion cells to spike. This information has not 
been easy to collect because proximal neurons of the retina are anatomically and electri­
cally more complex than photoreceptors and the distal interneurons; because a greater va­
riety of neurotransmitters mediate synaptic transmission from interneurons in the inner 
nuclear layer to retinal ganglion cells than from photoreceptors to these interneurons; and 
because several novel structures and mechanisms have had to be recognized and carefully 
fleshed-out. 

A decade of voltage-clamp studies has now shown that retinal ganglion cells are 
packed with at least a dozen types of voltage-gated Na+, K+, Ca2+, cr, and mixed-cation 
currents (Table 1); that the voltage-sensitivities of these currents seem suitable for gener­
ating, shaping, and regulating spikes (see Ishida 1995); and that a few of these currents 
may subserve specific functions (e.g., Lukasiewicz and Werblin 1988; Fohlmeister et al. 
1990; Kaneda and Kaneko 1991a; Tabata and Ishida 1996; Taschenberger and Grantyn 
1995; Zhang et al. 1997). Such functions have not been-and are unlikely to be-simple 
to establish for several reasons. To begin with, it would hardly be possible to describe the 
function of these and other currents until the density, voltage-dependence, time-depend-
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Table 1. Ion currents identified in voltage-clamped 
retinal ganglion cells 

low-threshold, persistent I 
high-threshold, transient2.3.4.' 

low-threshold, transient,···7.8.9 
high-threshold, w-CTx-GVIA-sensitive6.8.9 

high-threshold, w-CTx-MVIIC-sensitive 7.8 
high-threshold, w-CTx-MVIID-sensitive9 
high-threshold, dihydropyridine-sensitive6.7.8.9. JO 
conotoxin-agatoxin-dihydropyridine-resistantll 

outwardly rectifying, sustained2.J•12 

outwardly rectifying, rapidly inactivating2.J.12 

outwardly rectifying, slowly inactivatingJ· IJ 

slightly rectifying, slowly inactivating' 
Ca2+ -activated2.3 

Mixed-cation Ihl4 

leak I' 
cGMP-activated l6 

cr outwardly rectifying, non-decaying l7 

I: Hidaka and Ishida (1996), 2: Lipton and Tauck (1987), Lasater and 
Witkoysky (1989), 3: Lukasiewicz and Werblin (1988), 4: Barres et a!. 
(1989), Kaneda and Kaneko (I 99Ia), Skaliora et a!. (1993), 5: Ishida (1991), 
6: Karschin and Lipton (1989), Guenther et a!. (1994), 7: Liu and Lasater 
(I 994a), 8: Bindokas and Ishida (1996), 9: Tabata et a!. (1996), 10: Kaneda 
and Kaneko (1991 b), II: T.schenberger and Grantyn (1995), 12: Skaliora et 
a!. (1995), 13: Sucher and Lipton (1992),14: Tabata and Ishida (1996),15: 
Robinson et a!. (1994), see also Tabata and Ishida (1996), 16: Ahmad et a!. 
(1994). 17: Tabata and Ishida (1997). Sensitivities of these currents to modu­
lation by neurotransmitters, neurotransmitter-activated mixed-cation and CI­

currents, and ion fluxes across transporters or exchangers, are not listed. 
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ence, and modulation of distinct current components are clarified, without contamination 
by other currents. 

This chapter summarizes recent findings about voltage-gated Na\ Ca2+, and mixed­
cation currents in retinal ganglion cells, and addresses some of the problems alluded to 
above. The aim is two-fold, namely to (a) update measurements of the kinetics, current den­
sity, resistance to inactivation, and pharmacological profile of these currents, and (b) draw 
attention to components of all three of these currents that may transiently augment excit­
ability of retinal ganglion cells at the termination of light- or dark-driven hyperpolariza­
tions. These currents were measured under voltage-clamp, using whole-cell patch-clamp 
electrodes (see Sakmann and Neher 1995) and step-wise changes in membrane potential 
from a "holding" or "conditioning" value to a "test" value. Starting from holding potentials 
at which current had recovered from inactivation (see below), voltage jumps to various test 
potentials were used to measure the maximum amplitude, rate of current growth, and rate of 
decay (if any), at those test potentials. The dependence of these rates on membrane poten­
tial, and the relative amplitude of current components that differ in voltage-sensitivity and 
kinetics, were then studied by shifting membrane potential to various conditioning values 
just before the test polarizations. In all cases, the currents described below are either the 
difference between currents recorded in the presence and absence of per meant ions, the dif­
ference between currents recorded in the presence and absence of blocking agents, or cur­
rents after linear-leak subtraction and pharmacological isolation. 
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Four basic properties of these currents will be referred to, with the following meanings: 

a. Activation threshold will denote the test potential at which a whole-cell voltage­
clamp current grows to a just-detectable amplitude. The threshold of current ac­
tivated by depolarization will be taken as the most negative membrane potential 
at which whole-cell current can be detected. Conversely, the threshold of current 
activated by hyperpolarization will be taken as the most positive membrane 
potential at which whole-cell current can be detected. 

b. Post-peak decay will denote the decline (if any) in whole-cell current amplitude 
at a fixed test potential, from the peak amplitude at that voltage, without speci­
fying or implying mechanisms that produce the reduction in current amplitude. 

c. Steady-state inactivation will be used more specifically to denote the time- and 
voltage-dependent loss, at a given conditioning potential, of current available 
for activation. 

d. Deactivation will denote the decline in probability that an ion channel opens or 
remains open, at membrane potentials where steady-state inactivation is minimal. 
This is typically monitored upon repolarization from a conditioning potential that 
activates the current, to a test potential equal to or near the holding potential. 

2. Na+ CURRENT 

It has long been known that the action potentials of retinal ganglion cells can be 
blocked by tetrodotoxin (TTX; Byzov et al. 1970), that optic nerve and ganglion cell so­
mata bind Na+-channel-specific toxins and antibodies directed against Na+ channels (Tang 
et al. 1979; Sarthy et al. 1983; Wollner and Catterall 1986), and that depolarization under 
voltage clamp activates a regenerative inward Na+ current in these cells. This current has 
been found to have the following properties in retinal ganglion cells of goldfish, salaman­
der, turtle, rat, and cat: 

2.1. Activation Threshold 

Activation threshold has been reported in most studies to be around -50 or -45 mV 
(Lipton and Tauck 1987; Lasater and Witkovsky 1989; Ishida 1991; Kaneda and Kaneko 
1991a; Skaliora et al. 1993). This is near the value of "spike threshold"-i.e., the membrane 
potential at which the rate of depolarization abruptly increases during the rising phase of 
action potentials (see Baylor and Fettiplace 1979; Fohlmeister et al. 1990). However, Na+ 
current activation threshold values as positive as -31 m V have been reported (Barres et al. 
1989). At face value, this suggests a large spread in activation threshold values--nearly as 
large as the difference between voltages that activate the smallest and largest inward Na + cur­
rents in single cells. The spread in activation thresholds may actually be larger than pre­
viously thought, because we have recently found that TTX-sensitive Na+ current activates 
regeneratively at membrane potentials as negative as -65 mV in goldfish retinal ganglion 
cells (Hidaka and Ishida 1996). Presence of this low-threshold Na+ current in some ganglion 
cells (and not others) might account for the spread in previously reported threshold values. 

2.2. Post-Peak Decay 

The rate at which Na+ current decays after activation, during a maintained test depo­
larization, may be limited by the voltage dependence of the rate at which single-channel 
currents inactivate, or by the voltage-dependence of channel opening probability (see 
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Aldrich et al. 1983). Retinal ganglion cell Na+ currents have been reported to decay expo­
nentially and completely at rates that hasten with depolarization between -40 and 0 m V. 
At 0 mY, an exponential decay rate constant of 0.5 msec can be fitted to the whole-cell 
current decline (Barres et al. 1988; Skaliora et al. 1993). We have measured the decay of 
whole-cell Na+ currents in goldfish retinal ganglion cells during test depolarizations be­
tween 30 and 300 msec in duration (Hidaka and Ishida 1996). We find that the decay of 
these currents is not exponential, but can be fit instead by an equation of the form: 

(1) 

In reference to their macroscopic gating kinetics, the component fit by the term 
"'fas/' can be referred to as a "transient" Na+ current, while the current fit by the term "c" 
is clearly "persistent". Na + current decline of this shape was first reported in squid axon 
(Chandler and Meves 1970). 

Between -40 and 0 m V, our measurements of 'fast agree with the time constants re­
ported by Barres et al. (1988) and by Skaliora et al. (1993). At membrane potentials where 
both transient and persistent Na+ current are maximum-amplitude (around -10 mY), the 
transient current is roughly two orders of magnitude larger than the persistent current in 
goldfish retinal ganglion cells (Hidaka and Ishida 1996). The persistent Na + current is also 
no larger than 1 % of the peak current, in numerous other tissues (squid axon, node of Ran­
vier, skeletal and cardiac muscle). 

2.3. Steady-State Inactivation 

The amount of Na+ current available for activation, upon depolarization from a 
given membrane potential, is expressed as a fraction (hJ of the maximum Na+ current that 
can be recorded from a given cell (Hodgkin and Huxley 1952a). This fraction ranges from 
unity to zero for currents that are completely inactivated by prolonged (2 100 msec) con­
ditioning depolarizations. The position of the Boltzmann distribution of these values as a 
function of voltage (commonly referred to as "h~ curves") is commonly given by the 
membrane potential that reduces the amplitude of Na + current available for activation to 
50% of the maximum value. For retinal ganglion cells, this value ("V 'I,") is around -50 
mV (range: -55 mV to -40 mY). Two other values of interest may be read from these h~ 
curves. One is that the most negative conditioning potential that produces full steady-state 
inactivation ofNa+ current in salamander, turtle, and cat retinal ganglion cells is -20 mV 
(Lukasiewicz and Werblin 1988; Lasater and Witkovsky 1989; Kaneda and Kaneko 1991a; 
Skaliora et al. 1993). The corresponding value for rat ranges from -30 to -10 mV (Lipton 
and Tauck 1987; Barres et al. 1989). A second result of interest is that the fraction of maxi­
mum Na+ current available for activation is roughly 0.9 at -70 mY, viz. near the most 
negative values of resting potential reported for ganglion cells (Wiesel 1959; Baylor and 
Fettiplace 1979; Coleman and Miller 1989). 

We have found that a small fraction of the whole-cell Na + current resists steady-state 
inactivation in fish retinal ganglion cells (Hidaka and Ishida 1996). In other words, we 
have found that most of the whole-cell Na + current can be inactivated by conditioning de­
polarizations, and that V'h is around -45 mV when measured as in previous studies. At the 
same time, our results differ from those cited above in that h~ does not fall to zero at any 
membrane potential. Thus, the whole-cell Na+ current includes components that are tran­
sient and persistent not only in terms of decay kinetics, but also in terms of steady-state 
inactivation. We have been unable to resolve from whole-cell recordings whether exclu-
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sively separate Na+ channel populations differ in their susceptibility to steady-state inacti­
vation. This possibility is supported by the preferential staining of central grey matter over 
white matter by antibodies directed against a sodium channel subunit associated with non­
inactivating kinetics (Westenbroek et al. 1989). An alternate possibility is that the gating 
kinetics of single Na+ channels can shift between inactivating and non-inactivating 
"modes" (Patlak and Ortiz 1985). We have found preliminary evidence consistent with the 
latter, in that elevation of cytoplasmic adenosine 3' ,5' monophosphate (cAMP) reduces 
the amplitude of the faster component Na+ current component, and augments the ampli­
tude of the more slowly decaying component (Hidaka and Ishida 1995a). 

2.4. Deactivation 

For at least three reasons, little is known about Na+ current deactivation in retinal 
ganglion cells. First of all, there are no published descriptions of experiments designed to 
systematically measure it. Second, most of the current traces published for retinal gan­
glion cells have not included the decay ofNa+ current at the termination of test depolariza­
tions (i.e., Na+ 'tail' currents), or they are obscured by capacitive currents. Third, the few 
available traces of current recorded at the termination of test depolarizations in different 
preparations either do not show Na+ currents deactivating, or the apparent deactivation 
rates differ substantially. Cell-attached patch recordings from rat retinal ganglion 
cells-the Na+ current traces least marred by capacitive currents upon repolarization to 
very negative holding potentials-have shown no closures of open channels correspond­
ing to a tail current (see the ensemble current records in Fig. 3 of Barres et al. 1989). 
Whole-cell recordings from goldfish retinal ganglion cells have shown that Na+ current 
deactivates rapidly, and that at least in some cells at -84 mY, the decay can be fit by an 
exponential time constant of less than 1 msec (Ishida, unpublished observations). More 
slowly-decaying whole-cell current can be seen in whole-cell recordings from rat retinal 
ganglion cells (see Fig. 4D of Lipton and Tauck 1987). 

2.5. Function 

The Na+ current measurements summarized above include three observations of 
functional interest. One is a substantial difference in the extent that activation and steady­
state inactivation curves overlap -- from 1 m V in the measurements of Barres et al. (1989) 
to 30 mV or more in the measurements of Lipton and Tauck (1987), Lasater and 
Witkovsky (1989), Kaneda and Kaneko (1991a), and Skaliora et al. (1993). This overlap 
not only indicates the membrane potentials at which Na+ current can activate and not fully 
inactivate, but also the relative amplitude of such so-called "window" Na+ currents from 
the hoo value at which these curves intersect (cf. Attwell et al. 1982). The overlap of activa­
tion and steady-state inactivation curves may be large enough that the window current 
augments excitability. On the other hand, cells whose activation and inactivation curves 
do not overlap are likely to spike transiently. 

Second, Na+ current density ranges between 100 and 300 pA/pF (Lipton and Tauck 
1987; Barres et al. 1988; Hidaka and Ishida 1996) when measured in dissociated retinal 
ganglion cells with whole-cell patch electrodes. Current densities of these magnitudes 
could depolarize cells at rates equal to or greater than the maximum rates of "rise" seen in 
spikes recorded from various species (e.g. Baylor and Fettiplace 1979). 

Third, these measurements give a rough estimate of the extent to which N a + current 
inactivates during spike trains. V v, values reported for retinal ganglion cells (between -50 
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and -40 mY) implies that 50% of the largest Na+ current amplitudes recorded in these 
cells would be available for activation during volleys of action potentials-----because these 
cells repolarize to membrane potentials around -45 mV between successive spikes (e.g. 
Baylor and Fettiplace 1979; Fohlmeister et al. 1990). It is not surprising to find that Na+ 
current is available for repeated activation, because some retinal ganglion cells spike at 
sustained frequencies that reflect luminance (Sakmann and Creutzfeld 1969; Barlow and 
Levick 1969). 

Because its activation threshold is around -65 mY, persistent Na+ current would not 
be activated at (and thus not measurably contribute to) resting potentials more negative 
than -65 m V (Wiesel 1959; Baylor and Fettiplace 1979; Coleman and Miller 1989; Ishida 
1991). However, persistent Na+ current seems geared for recruitment under a variety of 
conditions. First, this current could be activated by 'rebound' depolarizations at the termi­
nation of hyperpolarizations-i.e., depolarizations produced by inward currents that are 
activated by hyperpolarization (e.g., Ih--see below), or by inward currents that recover 
from inactivation during these hyperpolarizations (e.g., transient Ca2+ current--see be­
low). Second, although we find that persistent Na+ current amplitude is small in retinal 
ganglion cell somata under normal conditions (ca. 1 pA/pF), it is increased in amplitude 
by activation of serotonin receptors, and by elevation of intracellular cAMP (Hidaka and 
Ishida 1995b). This is consistent with the presence of cAMP-dependent phosphorylation 
sites in fish Na+ channels (Emerick and Agnew 1989), and we suppose that (within limits) 
augmentation of persistent inward Na+ current amplitude by serotonin will be excitatory. It 
is not yet known if neurotransmitters modulate voltage-gated Na+ current in mammalian 
retinal ganglion cells. Recently, dopamine receptor antagonists have been found to reduce 
the amplitude ofNa+ current in rat retinal ganglion cells (Ito et al. 1996). Thirdly, because 
the activation threshold ofNa+ conductance is just slightly more positive than typical rest­
ing potentials, the positive slope of the resting leak conductance will tend to be offset by 
the negative slope due to regeneratively increasing Na + conductance (Hotson et al. 1979). 
Persistent, sub-threshold Na + current is so large in other central neurons that it can reduce 
the size of synaptic currents needed to influence excitability and it can generate repetitive 
spiking (Llimis and Sugimori 1980; Strafstrom et al. 1982; Magee and Johnston 1995; Stu­
art and Sakmann 1995; Schwindt and Crill 1995). Whether persistent Na + current affects 
dendritic integration and axonal excitability in retinal ganglion cells remains to be tested. 

3. Ca2+ CURRENT 

In addition to the Na+ current described above, depolarization can activate Ca2+ cur­
rent in retinal ganglion cells. The following properties of whole-cell Ca2+ current have 
been recognized in goldfish, turtle, rat, and cat retinal ganglion cells: 

3.1. Activation Threshold 

The total Ca2+ current recorded from most single retinal ganglion cells consists of a 
low-threshold component that can activate at relatively negative test potentials, and high­
threshold current that begins to activate only at more positive test potentials. The activa­
tion thresholds for these currents differ by between 15 and 30 mV (Karschin and Lipton 
1989; Ishida 1991; Liu and Lasater 1994a; Guenther et al. 1994; Bindokas and Ishida 
1996). In extracellular solutions containing physiological levels of Ca2+ (2-2.5 mM), the 
most negative test potential that can activate a regenerative, whole-cell, voltage-clamp 
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Ca2+ current is around -65 m V (Ishida 1991; Kaneda and Kaneko 1991 b; Bindokas and 
Ishida 1996). The activation threshold for high-threshold Ca2+ current under the same re­
cording conditions is around -45 m V (e.g. Bindokas and Ishida 1996). In extracellular so­
lutions containing elevated divalent concentrations (e.g. 10 mM Ca2+ or 10 mM Ba2+), the 
activation threshold is near -50 m V for low-threshold current, and near -30 m V for high­
threshold current (Karschin and Lipton 1989; Guenther et al. 1994; Liu and Lasater 1994a; 
Zhang et al. 1997) as if both were shifted positively by surface charge effects. 

3.2. Decay, Inactivation, and Deactivation 

In ruptured-patch whole-cell recordings with the pipet solution Ca2+ level buffered 
to less than 10 nM, low- and high-threshold Ca2+ currents decay at different rates and to 
different extents. Low-threshold Ca2+ current inactivates fully at conditioning potentials 
between -60 and -50 m V (Karschin and Lipton 1989; Guenther et al. 1994; Bindokas and 
Ishida 1996; Tabata et al. 1996), whereas 50% of the high-threshold Ca2+ current resists 
steady-state inactivation at conditioning potentials as positive as +35 m V (Bindokas and 
Ishida 1996). Low-threshold Ca2+ current decays exponentially and quickly (e.g. 'decay 

around 10-30 msec at -55 mY), while maximum-amplitude high-threshold Ca2+ currents 
decay around 10-times more slowly (Bindokas and Ishida 1996). 

High-threshold Ca2+ current reportedly decays faster when intracellular Ca2+ levels 
rise (Kaneda and Kaneko 1991 b; Liu and Lasater 1994a). Particularly for spike modeling 
purposes, it would be of interest to compare Ca2+ current decay rates and the rate at 
which sub membrane Ca2+ levels decline during sustained depolarizations in situ. Fura-2 
fluorescence intensity measurements in K+ -depolarized ganglion cells indicate that high­
threshold Ca2+ influx does not decay completely during depolarizations lasting minutes 
(Bindokas et al. 1994). 

Rates of Ca2+ current deactivation have not been examined systematically in retinal 
ganglion cells. However, published records suggest that these rates are rapid at very nega­
tive potentials (Karschin and Lipton 1989; Taschenberger and Grantyn 1995; Bindokas 
and Ishida 1996). Upon repolarization from (a conditioning potential of) -44 m V to (a test 
potential of) -84 m V, Ca2+ tail currents decay exponentially in goldfish retinal ganglion 
cells, with a decay time constant typically measuring around 1-2 msec (Ishida, unpub­
lished observations). Upon repolarization of these cells from 0 mV to test potentials be­
tween -90 and -70 m V, the decay of Ca2+ tail currents are fit better by the sum of two 
exponentials than by single exponentials. Good fits are achieved with one decay time con­
stant that typically ranges between I and 3 msec, and a second time constant faster than 1 
msec (Bindokas and Ishida, unpublished observations). 

3.3. Conotoxin-Sensitivity 

The voltage-clamp measurements described above demonstrate conditions under 
which different CaH channels gate. These types of differences (particularly those in acti­
vation threshold and susceptibility to steady-state inactivation) have been used to distin­
guish Ca2+ currents in a wide variety of tissues (Hagiwara et al. 1975; Tsien et al. 1988). 
For reasons not yet known, no two studies have fully agreed on the subtypes of Ca2+ cur­
rent in retinal ganglion cells. As few as one type-and as many as two, three, and four 
types--Qf Ca2+ channel have been recognized in single retinal ganglion cells (Karschin 
and Lipton 1989; Kaneda and Kaneko 1991 b; Huang et al. 1994; Liu and Lasater 1994a; 
Rothe and Grantyn 1994; Taschenberger and Grantyn 1995; Bindokas and Ishida 1996; 
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Tabata et al. 1996; Zhang et al. 1997). Furthermore, the pharmacological properties of 
both low- and high-threshold Ca2+ channels have been found to vary substantially from 
species to species. High-threshold Ca2+ currents differ in susceptibility to block by differ­
ent "conotoxins"-small-peptide toxins from fish-eating, marine snails of the genus 
Conus-and in the reversibility of block. For example, the conotoxin fraction w-GVIA 
(referred to hereafter as "w-CTx-GVIA") blocks high-threshold Ca2+ currents reversibly in 
some rat retinal ganglion cells (Karschin and Lipton 1989), blocks most of the high­
threshold Ca2+ current irreversibly in fish retinal ganglion cells (Bindokas and Ishida 
1996), and is without effect on a high-threshold Ca2+ current blocked by a different cono­
toxin (w-CTx-MVIIC) in turtle retinal ganglion cells [Liu and Lipton 1994a; see Jensen 
(1995) and Tamura et al. (1995) for different types of evidence of a pharmacologically 
similar Ca2+ channel). Low-threshold Ca2+ currents are blocked by w-CTx-GVIA in rat 
(Karschin and Lipton 1989; Guenther et al. 1994), by dihydropyridine antagonists in turtle 
(Liu and Lasater 1994a), and by neither in fish (Bindokas and Ishida 1996). 

The molecular basis of these differences has not yet been resolved in retinal gan­
glion cells. One possibility is that Ca2+ -channels in the species mentioned above bear dif­
ferent a l subunits. The pharmacological profiles in rat, fish, and turtle, differ as if a 
substantial fraction of their high-threshold Ca2+ channels incorporated aID subunits (those 
blocked by w-CTx-GVIA reversibly: Williams et al. 1992a), alB subunits (those blocked 
by w-CTx-GVIA irreversibly or with very slow reversibility; Williams et al. 1992b), and 
alA subunits (those blocked by w-CTx-MVIIC, but not by w-CTx-GVIA: Mori et al. 1991; 
Sather et al. 1993; Zhang et al. 1993), respectively. We checked these possibilities with a 
pallete of other pharmacological agents that included three toxin fractions from the fun­
nel-web spider Agelenopsis aperta (w-Aga-IA, w-Aga-IIIA, w-Aga-IVA), a toxin cloned 
from Conus magus (w-CTx-MVIID; Monje et al. 1993), and Ni2+. We found that the high­
threshold Ca2+ current in fish retinal ganglion cells is resistant to block by w-Aga-IVA, yet 
is markedly reduced in amplitude by w-CTx-MVIID, w-CTx-MVIIC, w-CTx-GVIA, and 
Ni2+ (Bindokas and Ishida 1996; Tabata et al. 1996). This current thus differs from P-type 
Ca2+ current, Q-type Ca2+ current, and current through aIA-subunit-bearing Ca2+ channels 
(Mori et al. 1991; Bertolino and Llilllls 1992; Sather et al. 1993; Zhang et al. 1993). This 
current also differs from amphibian and mammalian N-type Ca2+ current, R-type Ca2+ cur­
rent, and current through aIE-subunit-bearing Ca2+ channels, as it is only slightly reduced 
in amplitude by w-Aga-I1IA, and only partially inactivated by large depolarizations (Bin­
dokas and Ishida 1996; cf. Mintz et al. 1991; Zhang et al. 1993; Soong et al. 1993). Fi­
nally, because it is inactivation-resistant, largely (if not entirely) blocked by 
w-CTx-MVIIC, and irreversibly blocked by w-CTx-GVIA, this current differs from that 
carried through doe-l-subunit-bearing Ca2+ channels (Ellinor et al. 1993). On the basis of 
these results, we have suggested that the conotoxin-sensitive Ca2+ current in fish retinal 
ganglion cells differs from the high-threshold Ca2+ currents types denoted N, P, Q, R, and 
doe-1 (see Bindokas and Ishida 1996; Tabata et al. 1996; Table 2). 

3.4. Dihydropyridine-Sensitivity 

A minor fraction (10-30% of the maximum amplitude) of the high-threshold Ca2+ 

current in adult retinal ganglion cells is dihydropyridine-sensitive. Three aspects of this di­
hydropyridine-sensitivity are known. First, BAY-K-8644 can augment the amplitude of 
Ca2+ current that resists block by saturating concentrations of conotoxin (Bindokas and 
Ishida 1996; Tabata et al. 1996). This result implies that the dihydropyridine-sensitive Ca2+ 

channels are physically distinct from conotoxin-sensitive Ca2+ channels (Aosaki and Kasai 
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Table 2. Ca2+ channel types (by functional designation 
and associated <XI subunit) whose combined properties 
(voltage- and/or ligand-sensitivity) differ from those 

of conotoxin-sensitive Ca2+ current in goldfish 
retinal ganglion cells 

Class (ll subunit Yoltage-sensitivity, ligands 

T low-threshold I 
fully inactivates @ -55 mY' 

L (lIe augmented by BAY-K-86441.3.4 

unaffected by w-CTx-GYIA3A 

L (lID augmented by BAY-K-8644' 
blocked reversibly by w-CTx-GYIA5 

N (lIB blocked irreversibly by w-CTx-GYIA 6.7 

YI!2 between -70 and -60 my l.2., 

p 

Q 

R 

doe-I doe-l 

blocked by Agelenopsis toxins' 
blocked by w-CTx-MYIIC9•1O 

non-inactivating lo.11 

not blocked by w-CTx-GYIA 12.13 
blocked by w_CTx_MYIIC4.9.l2 

blocked partially by w-Aga-IIIA 4 

blocked partially by w-Aga-IYA 4 

blocked by Ni 10.12 (however, see 13) 

not augmented by BAY_K_86444.12.13 

not blocked by w_CTx_GYIA IO.14 

blocked by Ni 10.14 

unaffected by BAY-K-864414 
fully inactivates @ -30 my10.14 

reversibly blocked by w-CTx-GYIAll 

blocked slightly by w-CTx-MYIIC ll 

blocked slightly by BAY-K-8644IS 
fully inactivates @ 0 m ylS 

1: Nowycky et al. (1985), 2: Fox et al. (l987a), 3: Hess et al. (1984), 
Aosaki and Kasai (1989), Plummer et al. (1989), 4: Sather et al. (1993), 5: 
Williams el al. (l992a), 6: Hess (1990), 7: Williams el al. (1992b), 8: Ber­
lolino and L1imis (1992), Mintz el al. (1992),9: Hillyard el al. (1992), 10: 
Zhang et.1. (1993), 11: Usowicz el al. (1992), 12: Sle. el.1. (1994), 13: 
Mori el al. (1991), 14: Soong et al. (1993), 15: Ellinor et al. (1993) 
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1989; Plummer et al. 1989), and more likely to bear ale subunits than aiD subunits (Birn­
baumer et al. 1994). A second effect characteristic of BAY-K-8644 is to slow the deactiva­
tion of Ca2+ currents-in whole-cell voltage-clamp records, to slow the rate of decay of 
Ca2+ tail currents-upon repolarization to negative membrane potentials. No obvious 
slowing of deactivation has been seen in retinal ganglion cells of any species upon repo­
larization to the very negative holding potentials typically used (-90 m V). However, BAY­
K-8644 markedly slows the decay of retinal ganglion cell Ca2+ tail currents at less 
negative membrane potentials (e.g. -50 m V; see Tabata et al. 1996), as in photoreceptors 
(Wilkinson and Barnes 1996), bipolar cells (Kaneko et al. 1989), other central neurons 
(Plummer et al. 1989), peripheral neurons (Fox et al. 1987b), and cardiac myocytes (Hess 
et al. 1984). A third result reported as evidence that retinal ganglion cells possess dihy­
dropyridine-sensitive Ca2+ channels is the reduction of whole-cell current amplitude by 
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dihydropyridine Ca2+ channel "antagonists" (e.g., nifedipine, nimodipine, nisoldipine, and 
nicardipine). 10-15 IJ.M nifedipine, for example, reduces high-threshold Ca2+ current in 
goldfish, salamander, and rat retinal ganglion cell somata by 10-30% of the control ampli­
tude (Taschenberger and Grantyn 1995; Bindokas and Ishida 1996; Zhang et al. 1997). 
This sort of effect would be expected if ganglion cell Ca2+ channels were sensitive to 
BAY-K-8644 and other dihydropyridine Ca2+ channel "agonists". Moreover, nifedipine 
and w-Aga-IIIA reduce total Ca2+ current in ganglion cells by similar amounts (Bindokas 
and Ishida 1996), as might be expected from block ofL-type Ca2+ channels by w-Aga-IIIA 
(Mintz et al. 1991). 

At high concentrations, both dihydropyridine agonists and antagonists can produce 
side effects. At concentrations exceeding 5 IJ.M, BAY-K-8644 has been found to reduce 
high-threshold Ca2+ current amplitude in cat and rat retinal ganglion cells (Kaneda and 
Kaneko 1991b; Taschenberger and Grantyn 1995). At concentrations exceeding 10 IJ.M, 
nifedipine can reduce the amplitude of low-threshold Ca2+ current, conotoxin-sensitive 
Ca2+ current, and certain K+ currents (see Akaike et al. 1989; Jones and Jacobs 1990; 
Grissmer et al. 1994). Thus, the fractions of whole-cell Ca2+ current suppressed by 
conotoxin and high concentrations of a dihydropyridine antagonist may exhibit order­
dependence. 

3.5. Function 

The transience and voltage-sensitivity of low-threshold Ca2+ current enables certain 
central neurons to generate bursts of action potentials at the termination of hyperpolariza­
tions (e.g. Llilllis and Yarom 1981). However, a comparison of voltage-clamp data and 
spike records suggests that this might not be so in at least some retinal ganglion cells of at 
least three species. For example, cat and salamander ganglion cells generate transient flur­
ries of spikes at the offset of hyperpolarizing stimuli (see Fig. 3 of Saito 1983; Fig. 6 of 
Belgum et al. 1984), yet neither species has been reported to possess a transient, low­
threshold Ca2+ current (Lukasiewicz and Werblin 1988; Kaneda and Kaneko 1991 b). Tur­
tle ganglion cells possess a transient, low-threshold Ca2+ current (Liu and Lasater 1994a), 
yet bursts of spikes can be triggered by the offset of lights that reduce excitatory input to 
these cells but do not hyperpolarize them (Marchiafava 1976; Baylor and Fettiplace 1979). 
These three pairs of observations are consistent with at least one of several alternative 
possibilities: (a) that excitability at the termination ofhyperpolarizations is augmented by 
other voltage-gated ion currents (Tabata and Ishida 1996), (b) that the release of excitatory 
synaptic transmitters onto ganglion cells is transient (Kaneko et al. 1989; von Gersdorff al. 
1996), and (c) that responses to excitatory transmitters desensitize (Downing and Kaneko 
1992; Lukasiewicz et al. 1995). 

Immunoreactivity, voltage-clamp currents, and intracellular Ca2+ concentration in­
creases provide evidence for high-threshold Ca2+ channels in proximal dendrites, somata, 
and axon terminals of retinal ganglion cells (e.g. Ahlijanian et al. 1990; Karschin and 
Lipton 1989; Ishida et al. 1991; Tabata and Ishida 1994; Taschenberger and Grantyn 
1995). Three functions of high-threshold Ca2+ channels have been studied. The first-to 
support neurotransmitter release at axon terminals-entails activation of multiple types 
of Ca2+ current, including one that is conotoxin-, agatoxin-, and dihydropyridine-resistant 
(Taschenberger and Grantyn 1995). Whether high-threshold Ca2+ current supports trans­
mitter release from somata (Huang and Neher 1996) or dendrites (Sakai et al. 1986) is 
not known. A second function-to foster processing of spatio-temporal information-is 
implied by the block of directional selectivity by conotoxin w-CTx-MVIIC in rabbit reti-
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nal ganglion cells (Jensen 1995). How, and in what cells, this striking effect is mediated 
remain to be established. A third function-to foster excitability-is implied by the 
reduction of spike frequency by GABAB receptor agonists (Zhang et al. 1997) which 
reduce high-threshold Ca2+ current amplitudes (Bindokas and Ishida 1991; Zhang et al. 
1997). Because high-threshold Ca2+ currents contribute to rises in intracellular Ca2+ con­
centration (Bindokas et al. 1994), because retinal ganglion cells possess Ca2+ -activated 
K+ channels (Lipton and Tauck 1987), and because C02+ broadens spikes and suppresses 
repetitive spiking (Fohlmeister et al. 1989; Liu and Lasater 1994a), GABAB receptor 
activation conceivably slows the rate of repolarization during the falling phase of 
invididual action potentials enough to exacerbate Na+ current inactivation. The extent to 
which these steps contribute to inhibition, if any, remain to be measured in detail. More­
ver, while this means of inhibition may be conspicuous in some ganglion cells, it may be 
small in cells that lack spike after-hyperpolarizations (Taschenberger and Grantyn 1995). 

Inward current can be activated in retinal gangion cells not only by shifts in mem­
brane potential from values near resting potential to more positive values (as described 
above), but also by shifts in membrane potential from values near resting potential to more 
negative values (viz., by hyperpolarization). Hyperpolarization-activated inward current 
has been measured in goldfish retinal ganglion cells (Tabata and Ishida 1996), and 
deduced on the basis of voltage-recordings from rat optic nerve (Eng et al. 1990). Hyper­
polarization-activated current has presented the following properties. 

4.1. Identification 

The hyperpolarization-activated inward current in goldfish retinal ganglion cells re­
sembles the current known as Ih, Iq, and If in various preparations (see Brown et al. 1990). 
In terms of ion selectivity and susceptibility to block by pharmacological agents, this cur­
rent differs from hyperpolarization-activated K+ current (IK: see Hagiwara and Takahashi 
1974; Standen and Stanfield 1978) and hyperpolarization-activated cr current (lcl; see 
Chesnoy-Marchais 1982; Wilson and Gleason 1991). ICI differs from both Ih and IK in that 
is carried by anions, and in that it is resistant to block by extracellular Cs+. Hyperpolariza­
tion-activated inward cationic current can be identified as Ih rather than IK from its resis­
tance to block by Ba2+ (at 1 mM) and by tetraethylammonium (as much as 30 mM); Cs+ 
blocks Ih, but also blocks IK. The reversal potential of Ih depends on extracellular concen­
trations of Na+ and K+, whereas the reversal potential of IK depends on extracellular K+ 
concentration. These results imply that Ih is normally carried by Na+ and K+, while K+ nor­
mally carries IK. 

In retinal ganglion cells, as in other tissues, Ih appears to be carried somewhat more 
readily by K+ ions than by Na+ ions. However, the relative permeability to Na+ and K+ is 
difficult to specify from whole-cell records in two respects. First, the Na+ permeability of 
channels that pass Ih cannot be measured in bi-ionic conditions because Ih ceases to flow 
in the absence of extracellular K+ (Tabata and Ishida 1996; see also Wollmuth and Hille 
1992; Frace et al. 1992). Second, the relative permeability of these channels to Na+ and K+ 
are difficult to assess in solutions containing 'physiological' concentrations of extracellu­
lar Na+ (ca. 150 mM), because Ih then reverses at voltages that activate other K+ currents 
(Tabata and Ishida 1996). 
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4.2. Activation and Inactivation 

In some respects, Ih looks like the outwardly-rectifying K+ current modeled by 
Hodgkin and Huxley (1952b) with an inverted voltage-sensitivity: the rate at which Ih grows 
in amplitude increases at increasingly negative test potentials, the steady-state amplitude of 
Ih increases non-linearly with voltage, and Ih shows no post-peak decline in amplitude dur­
ing test hyperpolarizations maintained for as long as 2 sec (Tabata and Ishida 1996). 

Ih activates at membrane potentials more negative than -70 m V. Typically, Ih grows 
exponentially in amplitude at a fixed test potential, and apparent activation rate speeds up 
with more negative test potentials (e.g., time constants measuring 349 msec at -85 mY, ver­
sus 73 msec at -105 m V). Because Ih also deactivates at membrane potentials more positive 
than -75 mY, it is not surprising that Cs2+ does not measurably change resting potential or 
holding current (see Figures 4 and 5 of Tabata and Ishida 1996). IfIh activated at membrane 
potentials as positive as it does in photoreceptors (-50 mY), Ih would depolarize resting reti­
nal ganglion cells to levels that inactivate substantial amounts ofNa+ current. 

Even at test potentials as negative as -100 m V, Ih hardly exceeds 100 pA in amplitude 
(see Figs. 2F and 4E in Tabata and Ishida 1996). At membrane potentials where Ih is likely 
to activate in situ-between resting potential (-70 m V) and the K+ equilibrium potential 
(-100 mV}-the current density ofIh is typically not more than 3 pA/pF (Tabata and Ishida 
1996). Ih is thus strikingly smaller than the largest Na+, Ca2+, and K+ currents that can be 
recorded in retinal ganglion cells: Na + currents reach 100-300 pNpF (Barres et al. 1989; 
Hidaka and Ishida 1996); high-threshold Ca2+ currents in 2-2.5 mM external Ca2+ reach 
20-80 pA/pF (Bindokas and Ishida 1996), and K+ current amplitudes can exceed those of 
maximal Na+ currents. Ih is also smaller in amplitude than inwardly-rectifying K+ current in 
other retinal neurons (e.g., horizontal cells) even in terms of chord conductance (i.e., at test 
potentials differing from the respective reversal potential by comparable amounts). On the 
other hand, the current density of Ih is not so small in three different respects. First, it is 
similar in amplitude to that of Ih recorded in cones and bipolar cells. Second, its amplitude 
equals (or exceeds) that of persistent Na+ current in retinal ganglion cells, and equals (or is 
slightly smaller than) that oflow-threshold Ca2+ currents in these cells (Bindokas and Ishida 
1996; Hidaka and Ishida 1996). Third, it is the only hyperpolarization-activated ion current 
found so far in retinal ganglion cells (Tabata and Ishida 1996). That is, block ofIh by Cs+ or 
by removal of extracellular K+ leaves a relatively small, linear, leak-type conductance (viz., 
currents that increase ohmically in amplitude with voltage, with no time-dependent change 
in amplitude at any voltage; see Fig. 2A of Tabata and Ishida 1996). This implies that Ih is 
the only voltage-gated current available to produce the delayed depolarization of ganglion 
cells-Le., the decline in the amplitude of hyperpolarizations that develops-during injec­
tions of constant-amplitude, hyperpolarizing current (see Fig. 2 of Eng et al. 1990; Fig. 2 of 
Skaliora et al. 1993; Fig. 5 of Tabata and Ishida 1996). 

4.3. Deactivation 

In addition to producing voltage-rectification when activated in retinal ganglion cells, 
we wondered whether Ih might contribute to light- or dark-modulated spike trains as it deac­
tivated in retinal ganglion cells. We found that Ih tail currents decay exponentially, and can 
be fit by time constants of 100 msec at test potentials between -75 mVand -55 mV (Tabata 
and Ishida 1996). The deactivation ofIh is thus roughly 50-100 times slower than that of 
voltage-gated Na+ and Ca2+ currents (see above). It is also more than three-times slower than 
the deactivation of currents gated by GABA and glycine (see below), and it is roughly three-



Na+, Caz+, and Mixed-Cation Currents in Retinal Ganglion Cells 213 

times slower than the post-peak decay of low-threshold Ca2+ current (cf. Bindokas and 
Ishida 1996). This result suggests that, at the termination of synaptic events that hyperpolar­
ize retinal ganglion cells, Ih will decay so slowly that it continues to depolarize ganglion 
cells (toward spike threshold) after other currents deactivate or inactivate. 

4.4. Function 

We tested this possibility in two ways. First, we took advantage of the absence of 
other hyperpolarization-activated currents in retinal ganglion cells, and modeled the contri­
bution of Ih to membrane potential changes elicited by changes in synaptic inputs-includ­
ing receptive field center stimulation of off-center ganglion cells, receptive field surround 
stimulation of on-center ganglion cells, and hyperpolarizations generated in a push-pull 
manner. For these calculations, cell capacitance, leak conductance (after block by Cst), Ih 
activation, and Ih deactivation, were measured from individual cells (Tabata and Ishida 
1996); glutamate- and GAB A-activated currents were assumed to deactivate instantane­
ously because excitatory postsynaptic current decay rates (Taylor et al. 1995), the slow cor­
ner frequency of GAB A-current noise power spectra (Ishida and Cohen 1988), GABAergic 
IPSC decay rates (Protti et al. 1997), and glycinergic IPSC decay rates (Mittman and 
Copenhagen 1985; Protti et al. 1997) are faster than the deactivation time constant ofIh; and 
the amplitude of glutamate- and GABA-activated currents were varied over an arbitrary but 
wide range (relative to the amplitude of Ih). These calculations indicate that although Ih is 
relatively small in amplitude, it can depolarize retinal ganglion cells to around -55 m V (see 
Fig. 7 of Tab at a and Ishida 1996), and thus well to the activation thresholds of Nat and Ca2t 

currents (Bindokas and Ishida 1996; Hidaka and Ishida 1996). 
Secondly, we tested whether Cst can block action potentials triggered by the termi­

nation of hyperpolarizations, because Cst blocks Ih without effects on resting potential. 
Cst blocked these spikes, at concentrations (3 mM) that block Ih (Tabata and Ishida 1996). 

Because Ih is a non-synaptic current, cells equipped with it should display voltage 
rectification after the onset of any hyperpolarizing light configuration, and transient bursts 
of spikes should be triggered by terminating those lights. "Off' responses recorded from 
carp, catfish, frog, rabbit and cat retinal ganglion cells to four different stimuli are consis­
tent with this expectation: spot-shaped receptive field center illumination, annular illumi­
nation of receptive field surrounds, oriented light bars, and broad-field illumination 
(Wiesel 1959; Tomita et al. 1961; Murakami and Shimoda 1977; Nelson et al. 1978; Saito 
1983; Sakai and Naka 1990; Bloomfield 1994). 

4.5. Distribution 

Ih has been detected in retinal ganglion cells of some species, but not others. Neither 
the basis nor functional consequence of this difference is presently known. One might 
wonder if Ih were simply not expressed in certain species, or if other currents assume the 
function of Ih. A list (and Table 3) of hyperpolarization-activated currents found in retinal 
neurons suggests that, with one exception, the answers to these questions are both 'No'. 

The presence in photo receptors of current having the voltage-sensitivity and reversal 
potential of Ih was originally deduced in turtle cones (Baylor et al. 1974) and toad rods 
(Fain et al. 1978). Ih has been found in zebrafish cones (Fan and Yazulla 1996), salaman­
der rods (Attwell and Wilson 1980; Bader et al. 1982; Hestrin 1987; Wollmuth and Hille 
1992), salamander cones (Barnes and Hille 1989), Xenopus rods (Akopian and Witkovsky 
1996a), lizard cones (Maricq and Korenbrot 1990), guinea pig rods (Dementis and 
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Table 3. Inwardly-rectifying mixed-cation, 
Cl-, and K+ currents in retinal neurons 

Rod 
salamander' 
Xenopui 
guinea pig) 

Cone 
zebrafish4 

salamander5 

lizard6 
monkey? 

Bipolar cell 
goldfish'4 
bass'5 
rat '6 

Retinal ganglion cell 
goldfish" 
rat'S 

Cone 
chickens 

Horizontal cell 
goldfish9 

catfish '0 

turtle" 
rabbit'2 
cat' ) 

I: Anwell and Wilson ( 1980), Bader et al. (1982), Hestrin (1987), 

Wollmuth and Hille (1992), 2: Akopian and Witkovsky (19960).3 : De­
montis and Cervetto (1994), 4: Fan and Yazulla (1996), 5: Attwell et al. 
(1982). Barnes and Hille (1989), 6: Maricq and Korenbrot (1990), 7: 

Yagi and MacLeish (1994), 8: Wilson and Gleason (1991), 9: Tachibana 
(1983). Shingai and Quandt (1986), Yagi and Kaneko (1988), 10: 

Schwartz (1987), Takahashi and Copenhagen (1995), Dong and Wer­
blin (1995), 11: Golard et al. (1992), 12: Lohrke and Hofmann (1994), 
13: Ueda et al. (1992), 14: Kaneko and Tachibana (1985), IS: Lasater 
(1988), 16: Karschin and Wassle (1990),17: Tabata and Ishida (1996), 
18: Eng et al. (1990) 

A. T.lshida 

Cervetto 1994), and monkey cones (Yagi and MacLeish 1994). cr current with a voltage­
sensitivity, reversal potential, and gating kinetics resembling that of Ih has been found in 
chicken cones (Wilson and Gleason 1991). 

Ih has not been detected in any horizontal cells. Inward rectification is due to a K+ 
conductance in horizontal cells of goldfish (Tachibana 1983; Shingai and Quandt 1986; 
Yagi and Kaneko 1988), catfish (Schwartz 1987; Takahashi and Copenhagen 1995; Dong 
and Werblin 1995), turtle (Golard et al. 1992), rabbit (Lohrke and Hofmann 1994), cat 
(Ueda et al. 1992), and perhaps skate (Malchow et al. 1990). Inward rectification can be 
activated in salamander horizontal cells, but not at test potentials less negative than -100 
m V (Gilbertson et al. 1991; Kamermans and Werblin 1992). 

Ih has been found in bipolar cells of goldfish (Kaneko and Tachibana 1985), bass 
(Lasater 1988), and rat (Karschin and Wassle 1990). A Cs+ -sensitive, slowly activating, in­
wardly rectifying, inward current has been found in skate (Malchow et al. 1991) and 
mouse (Kaneko et al. 1989) bipolar cells. A bit of inward rectification can be seen in cur­
rent-voltage measurements from axolotl and salamander bipolar cells (Figs. 5A and lOA of 
Tessier-Lavigne et al. 1988; Fig. 3B of Lasansky 1992), but neither its ionic basis nor 
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whether it is solely voltage-gated in situ are known. Ih is either miniscule or absent in rab­
bit bipolar cells (Gillette and Dacheux 1995). 

Ih has been found in retinal ganglion cells of goldfish (Tabata and Ishida 1996), and 
appears to be present rat optic nerve (Eng et al. 1990). Inward rectification appears to be 
absent in salamander (Lukasiewicz and Werblin 1988; Coleman and Miller 1989) and turtle 
(Lasater and Witkovsky 1989; see also Fig. 2 of Marchiafava 1976) retinal ganglion cells. 

Three patterns in the distribution of Ih emerge from these results. First, Ih is either pre­
sent in photoreceptor, bipolar, and ganglion cells (as in teleost and rodent), or lh is present in 
photoreceptors but absent in ganglion cells (as in salamander and turtle). Second, Ih is the 
only hyperpolarization-activated inward current in cells that possess it. For that matter, the 
results summarized here imply that if hyperpolarization activates any inwardly rectifying 
current in a retinal neuron, then that current is of a single type----either Ih, an anomalously 
rectifying K+ current, or an anomalously rectifying cr current. (Note that inwardly rectify­
ing K+ current could not functionally substitute for Ih in retinal ganglion cells under all con­
ditions, because these currents begin to flow inwardly at membrane potentials differing by 
roughly 30 m V, and because their reversal potentials would fall 80 m V apart on opposite 
sides of resting potential.) Third, Ih is absent in one cell class in all species examined so far 
(horizontal cells). These results imply that Ih is available for activation in only certain cells 
and at different membrane potentials (due to differences in activation threshold). However, 
the current density of Ih seems high enough to contribute to light-evoked responses in only 
some cells or under some conditions (see Attwell et al. 1982; Demontis and Cervetto 1994; 
Akopian and Witkovsky 1996a; Tabata and Ishida 1996). 

5. SUMMARY 

The results discussed in this chapter can be summarized by nine observations: 

1. Na+, Ca2+ and Ih currents constitute most (if not all) of the voltage-gated inward 
currents that activate in goldfish retinal ganglion cells at membrane potentials 
between -110 mV and -45 mY. At resting potential (around -70 mY), none of 
these currents are activated to a measurable extent. However, Na+ and Ca2+ cur­
rents can be activated by depolarization from resting potential; Ih is activated by 
hyperpolarization from resting potential; and pharmacological blockade ofNa+, 
Ca2+, and Ih currents leaves an ohmic and time-independent 'leak' conductance. 
We have recently found a voltage-activated, outwardly rectifying Cl- current in 
retinal ganglion cells, but have not yet resolved its activation threshold (Tabata 
and Ishida 1997). 

2. The voltage sensitivity and kinetics of gating (activation, inactivation, and deac­
tivation) of these currents endow single retinal ganglion cells with as many as 
three types of transient inward current, and three types of persistent inward cur­
rent. Transient Na+ current activates upon depolarization to membrane potentials 
more positive than -45 mY; transient Ca2+ current is activated by depolariza­
tions to membrane potentials more positive than -65 m V; Ih deactivates (and can 
therefore be treated as a 'transient' inward current) at membrane potentials more 
positive than -80 mY. Persistent Na+ current activates (and does not inactivate) 
at membrane potentials more positive than -65 mY; persistent Ca2+ current acti­
vates (and resists complete inactivation) at membrane potentials more positive 
than -45 mY; Ih activates (and does not inactivate) at membrane potentials more 
negative than -70 mY. The activation ranges of these currents (i.e., the mem-
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Table 4. Activation of transient and persistent 
cation currents in goldfish retinal ganglion cells 

Profile Current E ho1d or Econdition or E,ctivation 

Transient Na + E ho1d between -100 and -35 m V 
Ca2+ E ho1d between -\ 00 and -65 m V 

Ih E'''iv more negative than -75 m V 
Persistent Na+ Econdit;on as positive as +35 mV 

Ca2+ Econdition as positive as +35 mV 
Ih E ho1d between -80 and -40 m V 

Recorded at Em more: 

positive than -55 mV 
positive than -65 mV 
positive than -80 mV 
positive than -65 m V 
positive than -45 mV 
negative than -75 m V 
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brane potential over which they can be recorded) are summarized in Table 4. 
Note that currents can be activated by test polarizations from holding potentials 
within the range listed, or after termination of conditioning polarizations to 
membrane potentials within the range listed. 

3. Of the current components listed in Table 4, transient Na+ current has been 
found in all retinal ganglion cells described to date (those of goldfish, salaman­
der, turtle, rat, and cat); low-threshold Ca2+ current has been described in gold­
fish, turtle, and rat retinal ganglion cells; and high-threshold Ca2+ current has 
been found in all retinal ganglion cells (and shown to include a dihydropyridine­
sensitive component in goldfish, turtle, rat, and cat). Of the other currents listed, 
persistent Na + current might explain the hyperpolarization of mudpuppy and rat 
optic nerves by tetrodotoxin (Tang et al. 1979; Stys et al. 1993), and it has re­
cently been found in dopaminergic amacrine cells of mouse retina (Feigenspann 
et al. 1997). Ih has been inferred from the Cs+-sensitive, Na+-dependent voltage 
rectification in rat optic nerve (e.g., Eng et al. 1990). Finally, most of the inacti­
vation-resistant Ca2+ current that we find (Bindokas and Ishida 1996; Tabata et 
al. 1996) exhibits a sensitivity to pharmacological treatments (including Ni2+ 
ions and w-toxins from Conus geographus, Conus magus, and Age/enopsis 
aperta) that has not reported in any other tissue, species, or expression system 
that we are aware of. 

4. Voltage-gated Na+ and Ca2+ currents differ diametrically in kinetics and voltage­
sensitivity: Low-threshold Na+ current is persistent, while low-threshold Ca2+ 
current inactivates rapidly and completely. High-threshold Na+ current inacti­
vates rapidly and completely, while at least half of the high-threshold Ca2+ cur­
rent is inactivation-resistant. A further contrast is that fully inactivating Ca2+ 
current is one of the smallest types of current that can be recorded from gan­
glion cells, whereas fully inactivating Na+ current is one of'the largest currents 
that can be recorded from ganglion cells. A possible explanation for this latter 
difference may be that (a) the transient Na + current must be large enough to de­
polarize cells rapidly and prominently (at least to beyond 0 m V) even if cells do 
not repolarize to resting potential between successive spikes in a train (see Bay­
lor and Fettiplace 1979; Taschenberger and Grantyn 1995), whereas (b) transient 
Ca2+ current (like Ih) seems geared to best depolarize ganglion cells whose mem­
brane capacitance is small, only upon depolarization from membrane potentials 
more negative than resting potential, and only at membrane potentials where 
they would not be outweighed by voltage-gated outward currents (viz. at volt­
ages more negative than -50 mV). Persistent Na+ current may be small in ampli­
tude for similar reasons, but these reasons are not so unique that the function of 
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persistent Na+ current could not be sub served by a persistent (and low-threshold) 
Ca2+ current. The resistance of high-threshold Ca2+ current (Bindokas and Ishida 
1996) and of Ca2+ -activated K+ current (Lipton and Tauck 1987; Lukasiewicz 
and Werblin 1988; Lasater and Witkovsky 1989) to voltage-induced inactivation 
seem matched for recruitment during prolonged spike trains. However, the rela­
tive contributions of different high-threshold Ca2+ currents to Ca2+ and K+ chan­
nel gating, and to spiking, remain to be quantified. 

5. The three cation currents that activate at membrane potentials more negative 
than -50 mV (persistent Na+ current, low-threshold Ca2+ current, and Ih tail cur­
rents) are similar in amplitude, and in no case exceed a few hundred pA (Ishida 
1991; Bindokas and Ishida 1996; Tabata and Ishida 1996; Hidaka and Ishida 
1996). The possibility that these currents contribute to the generation of action 
potentials in retinal ganglion cells might seem remote, given that these currents 
are 1-2 orders of magnitude smaller than the largest transient Na+ and outwardly 
rectifying K+ currents that can be activated in retinal ganglion cells, and that 
spike trains triggered by injection of depolarizing current into resting cells can 
be modeled without them (Fohlmeister et al. 1990). 
However, three observations suggest that these currents (persistent Na+ current, 
low-threshold Ca2+ current, and Ih tail currents) can contribute to retinal gan­
glion cell excitability at the termination ofhyperpolarizations, i.e., under condi­
tions different than those considered previously. First, the amplitude of these 
currents are equal to or larger than the amounts of exogenous current required to 
elicit spikes in retinal ganglion cells (Lipton and Tauck 1987; Lukasiewicz and 
Werblin 1988; Fohlmeister et al. 1990; Mobbs et al. 1992; Skaliora et al. 1993; 
Boos et al. 1993; Tabata and Ishida 1996; see also Baylor and Fettiplace 1979). 
Second, retinal ganglion cell capacitances are relatively small (8-30 pF per 
soma) and input resistance is large (1 GO, when measured in the absence of 
synaptic input, and in either K+ or Cs + -based solutions at voltages that do not 
activate K+ currents). We have calculated that even one of these currents (Ih) can 
depolarize retinal ganglion cells to Na+ and Ca2+ current activation threshold, at 
the termination of hyperpolarizations (Tabata and Ishida 1996). Third, we have 
found that pharmacological suppression of Ih blocks spikes recorded at the ter­
mination of hyperpolarizations (Tabata and Ishida 1996). 

6. Hyperpolarizations from resting potential (toward K+ equilibrium potential, viz. 
from -70 m V toward -100 m V) prime currents that can transiently depolarize 
ganglion cells: Ih deactivates at resting potential, and will activate during hyper­
polarizations. Low-threshold Ca2+ current will substantially inactivate at resting 
potential, and will recover from inactivation during hyperpolarizations. Tran­
sient Na+ current will partially inactivate at resting potential, and will also 
recover from inactivation during hyperpolarization. 

7. At the termination of large hyperpolarizations, Ih, Ca2+ current, and Na+ current 
will activate in a sequential cascade-Ih will speed repolarization toward the ac­
tivation thresholds of transient Ca2+ current and of persistent Na + current; any or 
all three of these currents will tend to depolarize cells to the activation threshold 
of persistent Ca2+ current and transient Na + current. 

8. Ih and low-threshold Ca2+ current will tend to produce depolarizations that are, 
in effect, "excitatory non-synaptic potentials". These types of currents could 
depolarize ganglion cells beyond resting potential and toward spike threshold, 
because the reversal potentials of Ih and low-threshold Ca2+ current are more 



218 A. T.lshida 

positive than resting potential. These depolarizations will be transient, because 
Ih will deactivate and low-threshold Ca2+ current will inactivate. The transience 
of these depolarizations can produce transience in spiking at the termination of 
hyperpolarizations--as loss of even one of these currents by other means (Cs+ 
block of Ih) can block spike bursts initiated at the termination of hyperpolarizing 
current pulses (Tabata and Ishida 1996). This transience serves to "high-pass 
filter" retinal ganglion cell responses to light, as it augments responses to the 
moment at which hyperpolarizing light stimuli terminate (and not to the ambient 
light level thereafter). 

9. Due to recovery from partial steady-state inactivation, larger Na + currents can be 
activated in ganglion cells by depolarizations from -100 m V than from -65 m V. 
This can account for classical anode-break excitation (Hodgkin and Huxley 
1952b), and should contribute to anode-break responses of retinal ganglion 
cells. However, membrane conductance (and therefore membrane potential) will 
not change during recovery from inactivation alone. The "off' responses of cer­
tain retinal ganglion cells--the bursts of action potentials that follow termina­
tion of hyperpolarizations in these cells--differ from anode-break excitation in 
two ways. First, these hyperpolarizations "sag" before spikes are triggered by 
their termination-for example, see Fig. I of Tomita et al. (1961), Fig. 3 of Saito 
(1983), Fig. 2A of Skaliora et al. (1993), Fig. 2B of Murakami and Shimoda 
(1977), Fig. 7 of Sakai and Naka (1990), and Fig. 5C of Tabata and Ishida 
(1996). Second, the spike bursts are blocked by Cs + (Tabata and Ishida 1996), 
whereas anode-break excitation does not entail activation of a Cs+-sensitive 
inward current. 

6. NEXT 

Patch-clamp measurements have demonstrated the presence of more than ten differ­
ent types of voltage-gated ion channel in retinal ganglion cells [see Ishida (1995) and Ta­
ble 1]. Most of what is known about ion channels in retinal ganglion cells has been 
measured in isolated somata or somatic membrane patches. This has permitted voltage­
sensitivity, kinetics, ion selectivity, and pharmacology to be studied, while minimizing the 
possibility of spurious currents due to insufficient space-clamp (see, for example, White et 
al. 1995). 

Because only one of the currents identified in retinal ganglion cells so far (Ih) is acti­
vated by hyperpolarization, it has been possible to model and test a contribution of this 
current to excitability in these cells (Tabata and Ishida 1996). By contrast, at least a half 
dozen types of current have been found to be activated by depolarization in individual 
retinal ganglion cells of every species examined to date (Ishida 1995). Although the volt­
age-sensitivities of activation and inactivation, charge carriers, and block by pharma­
cological agents, have been measured for many of these currents, the contribution of most 
of these currents to spiking patterns in intact cells remain to be umaveled. Two major 
efforts will now be required even to develop a single-compartment model of spike firing 
in retinal ganglion cells: 

First, gating kinetics and current densities will be required to develop quantitative, 
single-compartment models of spiking (cf. Hodgkin and Huxley 1952b). It is now known 
that Na\ K+, and Ca2+ ions can carry transient inward and outward currents, persistent 
inward and outward currents, and both low-threshold and high-threshold components, in 
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retinal ganglion cells. However, the relative amplitude and precise timing of all of these 
currents are not yet known for any single cell-type. 

Second, the malleability of these currents under several conditions will have to be 
tested, because recent studies have shown that the amplitude and kinetics of voltage-gated 
Na+, Ca2+, K+, and cr currents can be modulated by neurotransmitters (glutamate, 
dopamine, serotonin, and GABA), elevated intracellular Ca2+, activation of protein kinase 
A or protein kinase C, and sustained depolarization (Lipton and Tauck 1987; Lukasiewicz 
and Werblin 1988; Bindokas and Ishida 1991, 1996; Kaneda and Kaneko 1991a,b; Liu and 
Lasater 1994a,b; Guenther et al. 1994; Rothe et al. 1994; Hidaka and Ishida 1995a,b; 
Akopian and Witkovsky 1996b; Zhang et al. 1997; Tabata and Ishida 1997). Once the rate, 
extent, and channel-specificity of these effects are known, re-calculating spike-shape and 
spike trains will be necessary to either confirm or reformulate ideas about the function of 
specific currents in situ. 

When these hurdles are surpassed, powerful means will be in hand to analyze and 
mechanistically describe the generation and control of action potentials in intact retinal 
ganglion cells. 
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12 

The retina is a uniquely favorable place in which to hunt for the design principles of 
the brain. Aside from its well-known virtues of being compact, accessible and having well 
understood inputs and outputs, the retina possesses the paramount virtue that we under­
stand what it is for. The business of elucidating design principles is really one of reverse 
engineering, in which forming a list of components and their properties is the essential 
first step. In pursuit of this goal, the last fifteen years have seen a great deal of progress in 
understanding the properties of individual cells in the retina and the way in which their 
voltage-gated channels allow signals to be shaped and transformed. Parallel with this have 
been discoveries about the transmitter-gated channels present on neurons in the retina. 
These important advances have, however, tended to obscure a major gap in our under­
standing of the way in which transmitter is actually released at synapses and how it is 
experienced by those postsynaptic receptors. 

Many of the questions for which we need answers center on Ca++, its economy at 
synapses and its exact relationship to transmitter release and synaptic plasticity. Still other 
questions have to do with the quantal nature of transmission. The beautiful picture of 
synaptic transmission presented by Bernard Katz almost 3 decades ago (Katz, 1969) and 
presented in all neuroscience textbooks has recently come under sceptical reinterpretation 
from several perspectives (see for example, Edwards et aI., 1990), so that issues that were 
generally thought to be settled are now reopened. None of these questions is peculiar to 
the retina; our understanding of central synapses in general is very poor, a fact that has 
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been brought into sharp focus by the intense interest in the synaptic phenomenon of Long 
Term Potentiation in the hippocampus. 

The two synapses about which most is known, the vertebrate neuromuscular junc­
tion and the squid giant synapse, may not be good models for central synapses because 
they are specialized for very unusual tasks. The properties in which they excel are the 
faithful and rapid generation of a post-synaptic action potential for every pre-synaptic ac­
tion potential, capabilities that are probably inappropriate to most central synapses and 
certainly inappropriate to retinal neurons, many of which signal without action potentials. 
While we should be cautious in assuming that the two canonical synapses are similar to 
more usual synapses in the brain, it should also be remembered that central synapses are 
themselves unlikely to be uniformly similar. 

At the EM level it is possible to discern anatomical peculiarities that characterize 
synapses between particular types of neuron and it would be surprising if these anatomical 
embellishments were without functional significance. A clear of example of anatomical 
differences between synapses in the retina would be the distinction to be drawn between 
ribbon synapses existing in photoreceptors and bipolar cells and the more usual presynap­
tic structures found elsewhere in the retina. Recent work on transmitter release from bipo­
lar cells indicates that presynaptic ribbons may indeed be associated with unusual release 
properties at these synapses (Rieke and Schwartz, 1996; Lagnado et aI., 1996). In general, 
we may expect that synapses vary considerably in all important regards since evolution 
has had hundreds of millions of years in which to sculpt the functional properties of these 
crucial components of brain hardware. 

Ultimately, it will be necessary to examine how synapses work in the real retina with 
its real geometry and real milieu of ions, modulators and the like. Unfortunately though, 
many of the questions to which we would most like an answer cannot yet be addressed in 
the real retina and some other way has to be found to begin answering them. The reasons 
for postponing a frontal assault on the major questions are technical and stem largely from 
the fact that retinal neurons are richly interconnected so that the properties of anyone syn­
apse are hard to separate from the effects of others. Our strategy has been to adopt a two 
step approach: to look first at a highly simplified preparation where the properties of indi­
vidual synapses can be easily examined, with the expectation that, having found these an­
swers, we might then see to what extent these answers hold true in a preparation more 
nearly approximating the real retina. 

Simplified Retinal Synapses 

The preparation we have examined uses synapses between retinal neurons cultured at 
low density. After 9 or 10 days in culture many of the cells originally dissociated from 8 day 
old chick embryo retina are multipolar as shown in Figure 1 and have amacrine-like proper­
ties (Huba and Hoffman, 1990, 1991). Since these cells bind the antibody HPCl (Gleason et 
aI., 1993), which is thought to be specific for amacrine cells (Barnstable et aI., 1985; Aka­
gawa, 1990), it seems likely that they are indeed amacrine cells. Pairs of these amacrine cells 
may be found in our cultures and where cells appear to touch they frequently make functional 
synapses. Usually, functional synapses are formed in both directions so that defining which 
cell is pre- and which post-synaptic is an arbitrary matter. Along with chemical synapses, and 
in fact preceding their formation, it is often possible to see electrical coupling between pairs 
of cells (Gleason et aI., 1993). In our experiments on chemical synaptic transmission, pairs of 
cells that are electrically coupled are not useful since electrical coupling prevents a clean 
separation of pre and post-synaptic currents. Regrettably then, we have been obliged to ignore 
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Figure l. A pair of amacrine cells growing in culture on a plastic substrate. Cultured in the absence of glial cells, 
neurons never extend long processes, thereby permitting good voltage-clamp of the entire cell membrane. As 
shown here, pairs of cells often appear to touch and at these points of contact they form synapses. A pair of patch 
pipettes, slightly out of focus, may be seen positioned above the cell bodies of these two cells prior to voltage­
clamping them. 

the large fraction of cell pairs that show electrical coupling in addition to chemical transmis­
sion. Solitary amacrine cells, on the other hand, have been useful in our work. Solitary cells 
frequently form synapses back on to themselves and for some kinds of experiments these 
autapses are a convenient stand-in for synapses whose properties they closely resemble. 

In addition to the complicating wealth of connections within the real retina, there is 
another factor creating a technical barrier to the examination of synapses. This is the diffi­
culty of adequately voltage-clamping long neuronal processes. This problem is not neces­
sarily solved by culturing cells since amacrine neurons invariably send out long processes 
that are impossible to voltage-clamp, when grown in the presence of glial cells. To dis­
courage amacrine cells from producing long processes we have employed culture condi­
tions unfavorable to the growth of glial cells. A second trick by which we have promoted 
good voltage-clamp is to increase the input resistance of cells by blocking those channels 
in which we have no interest, in particular Na+ and K+ channels. 

THE GENERAL PROPERTIES OF TRANSMISSION BETWEEN 
AMACRINE CELLS 

Presynaptic depolarization generates postsynaptic currents. These postsynaptic currents 
are always mediated by GABAA channels and are completely blocked by low concentrations 
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of bicucculine (Gleason et aI., 1993). As expected of GABAA channels, cr ions carry the 
majority of the current and manipulation of the cr gradient allows us to see these postsynap­
tic currents as either inward or outward. There are several salient features of transmission 
elicited by presynaptic steps of voltage. The first is that, as shown in Figure 2, voltage steps 
negative to about -45mV are ineffective in generating postsynaptic currents. Positive to this 
voltage, responses become larger and saturate in their maximum amplitude but although am­
plitude saturates, bigger voltage steps generally elicit longer responses in which postsynaptic 
current clearly outlasts the presynaptic voltage step. This effect can also be easily seen in a 
series of presynaptic voltage steps to the same voltage but of different durations. The longer 
steps elicit responses that are disproportionately longer (Fig. 3). At small depolarizations it is 
very clear that transmission is quantal and that postsynaptic responses are actually the sum­
mation of miniature currents generated by a single quantum of transmitter. For larger presy-
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Figure 2. Depolarization of one cell in a pair of amacrine cells elicits post­
synaptic currents in its partner (from Gleason et aI., 1993). These individual 
current records show postsynaptic currents generated by 100 msec voltage 
steps of the presynaptic cell from its holding voltage of -70 mV to the volt­
age indicated to the left of each current record. The postsynaptic cell was 
voltage-clamped at 0 m V so that postsynaptic currents were always out­
wards. Presynaptic voltages negative to -40 m V elicit no response in the 
postsynaptic cell but at -40 mV a single discrete current (a mini) is seen. 
Larger presynaptic depolarizations elicit bigger postsynaptic currents that 
outlast the duration of the presynaptic step. 
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Figure 3. Postsynaptic currents recorded when the presynaptic 
cell is stepped from -70 m V to 0 m V for durations indicated to 
the right of the current record (from Gleason et aI., 1994). As 
voltage steps become longer, postsynaptic responses become dis­
proportionately extended as a consequence of long-lasting eleva" 
tion in the Ca ++ concentration at synapses. 
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naptic depolarizations it is harder to make out individual minis since so many are piled on 
top of each other. As we will see it is nevertheless possible, using the mathematical concept 
of deconvolution, to work out how minis are distributed in time, even though this is not read­
ily apparent from inspection of the postsynaptic currents themselves. 

ENTRY OF CALCIUM INTO TERMINALS PROMOTES 
TRANSMITTER RELEASE 

As it is at other synapses, external Ca++ is required in order for presynaptic depolari­
zations to elicit postsynaptic currents. Because of its crucial role in triggering transmitter 
release we have examined how Ca++ enters the cell and how it is subsequently removed. 
Examination of individual amacrine cells reveals that they have a Ca++ current that begins 
to tum on at about -45 mV (Fig. 4A) and, relative to other Ca++ currents, is slowly activat-
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Figure 4. The properties of presynaptic CaH currents (from Gleason et aI., 1994). A. Normalized peak Ca++ cur­
rents elicited from an isolated amacrine cell shown as a function of voltage. At about -40 mY CaH current begins 
to activate and reaches a peak at approximately 0 mV, positive to which it declines. The apparent reversal of the 
current at about +40 mV suggests that some ions other than CaH must also be passing through these CaH chan­
nels. B. Two superimposed current records showing CaH currents elicited by a voltage step to 0 mV preceded by a 
2 sec step to either -90 or -60 m V. In either case the currents are the same magnitude, consistent with the conclu­
sion that these presynaptic Ca ++ currents most resemble L-type current. C & D. Superimposed currents elicited by 
a series of 5 steps from -70 to 0 m V for increasing durations. Twelve sec rest periods were left between voltage 
steps but in C it is clear that from one step to the next, the peak current that can be elicited has declined. This de­
cline is attributable to CaH-dependent inactivation since, as shown in D, when BaH is the charge carrier this effect 
is not seen. In BaH there is nevertheless still some inactivation of the current occurring during the voltage step and 
this inactivation component we attribute to voltage-dependent inactivation. With Ca ++ as the charge carrier, but not 
with BaH, a small persistent inward current due to Na+--Ca++ exchange may be seen after the Ca++ current has de­

activated. 
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ing and slowly inactivating (Fig. 4B). The voltage region at which the Ca++ current begins 
to activate corresponds roughly to the voltage at which transmission begins (Fig. 12), 
leading us to suppose that it is in fact this Ca++ current, rather than some different, hard-to­
see current found only at synapses, that is responsible for synaptic transmission. Two 
forms of inactivation occur in this Ca++ current. A small but measurable inactivation is 
voltage-dependent and another more severe and long-lasting component of inactivation 
depends on Ca++ entry (Fig. 4C). When external Ba++ is substituted for Ca++, the Ca++-de­
pendent inactivation is largely removed, even though Ba++ is a better charge carrier 
through these channels (Fig. 4D). 

Very likely, the Ca++ current described in Figure 4 is a mixture of at least two cur­
rents. The dihydropyridine agents nifedipine and nimodipine that block L-type Ca++ chan­
nels generally block about 60% of the Ca++ currents seen in cultured amacrine cells 
(Gleason et aI., 1994). Higher concentrations of these agents fail to block all the current 
and the fraction blocked varies considerably between individual cells, leading us to pro­
pose that, although the majority of Ca ++ current can be described as L-type, there is some 
other component that constitutes a variable fraction of the Ca ++ channels in these cells. 
While the identity of this other kind of Ca++ channel is presently unknown, in the impor­
tant properties of kinetics and activation range this unknown current closely resembles the 
L-type component. Both kinds of Ca++ channel seem to be involved in synaptic transmis­
sion since nifedipine blocks a majority of synaptic transmission, but not all of it (Gleason 
et aI., 1994). 

REMOVAL OF CALCIUM FROM SYNAPSES 

A clue to the way in which Ca++ is removed from amacrine cells can be seen in Fig­
ure 4C. In the presence of external Ca++, though not external Ba++, divalent cation currents 
activated by depolarization are followed by a small, long-lasting inward current after the 
membrane is stepped back to its hyperpolarized holding voltage. These long-lasting in­
ward currents are clearly dependent on the influx of Ca ++ since their magnitude correlates 
with the magnitude of the preceding Ca++ current. Cells loaded with the Ca++ buffer, 
BAPTA, fail to show these long-lasting currents, suggesting that the currents are activated 
by an increase in cytoplasmic Ca++ (Gleason et aI., 1995). Calcium-gated currents such as 
Ca++-gated Cl- or Ca++-gated K+ currents are obvious candidates for the identity of this 
current, but manipulation of K+ and cr gradients has little effect on the long-lasting cur­
rent (Gleason et aI., 1995). Changes in external Ca++ concentration, in contrast, have large 
and curious effects. Removal of all external Ca ++ of course abolishes the long-lasting cur­
rent but strangely, increasing Ca++ concentration (Fig. 5) also diminishes the magnitude of 
the current, and extends its timecourse. The interpretation of this effect is undoubtedly that 
the long-lasting current is not a Ca++-gated current but rather is a Na+-Ca++ exchange cur­
rent in which the influx ofNa+ down its electrochemical gradient is coupled to the expul­
sion of Ca++ ions against their electrochemical gradient. Increasing the Ca++ gradient in 
such a system might well have the effect of slowing the rate of exchange, thereby reducing 
the maximum current, consistent with Figure 5. 

Where Na+-Ca++ exchange has been characterized in other systems, its requirement 
for Na+ has been shown to be very specific, so that Lt ions, in particular, which can per­
meate readily through Na+ channels, are unable to substitute for Na+ in the exchanger 
(Blaustein, 1977). In amacrine cells we similarly find that Li+ is not able to substitute for 
Na+ (Fig. 6). 



Figure 5. Calcium currents elicited by 
voltage steps of increasing duration to 0 
mV in a protocol similar to that of Figure 
4C (from Gleason et aI., 1995). Two sets 
of currents have been elicited, one in 3 
mM Ca++ the other in 10 mM Ca++. In 10 
mM Ca ++, Ca ++ currents are larger but the 
persistent tail currents following these 
are smaller. This is best seen in the insets 
where tail currents have been aligned to 
the end of their preceding Ca ++ currents. 
Though smaller in 10 mM Ca ++ these 
Na '-Ca ++ exchange currents are longer 
lasting. 
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Figure 6. Substitution of Li' for Na' in the external medium suppresses the Na'-Ca++ exchange current (from 
Gleason et aI., 1995). In this experiment an amacrine cell was stepped from -70 to 0 m V for 500 ms, indicated by 
the step, in the presence of external Na' or, alternatively, external Li'. In either condition the current elicited dur­
ing the step is the same amplitude but too big to display at this gain. In the presence of Na', either before the ap­
plication ofLi' (control) or after the application ofLi' (wash) the persistent tail current due to Na'-Ca++ exchange 
has a maximum amplitude of about 30 pA. When Li' substitutes for Na' though this inward tail current is almost 
entirely suppressed. Inset: the presumed stoichiometry of this exchanger results in the net entry of one positive 
charge for every Ca ++ expelled. 
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Two forms of Na+--Ca++ exchange are known. The form best characterized in cardiac 
muscle has a usual stoichiometry of three Na+ ions entering for every Ca++ ion leaving the 
cell (Reeves and Hale, 1984), and it is the inequality in charges moved during every turn 
of the cycle that constitutes the small current generated by this exchanger. Another form of 
Na+--Ca++ exchange has been described in rod photoreceptor outer segments and is more 
complicated since K+ ions also move down their concentration gradient to help power the 
expulsion of Ca ++ (Cervetto et ai., 1989). Sudden changes in K+ gradient seem to have no 
effect on exchange current in amacrine cells (Gleason et ai., 1995), leading us to think that 
their exchanger probably conforms to the cardiac type with respect to its stoichiometry, 
though this is not yet certain. 

How much of the Ca ++ entering via voltage activated Ca ++ channels is expelled by 
Na +--Ca ++ exchange? In principle we should be able to answer this question by comparing the 
charge entering as Ca ++ current with the charge entering as exchange current. A key 
assumption here is, of course, the exchange stoichiometry about which we are not completely 
certain. Nevertheless, if we presume the stoichiometry of three Na+s entering to one Ca++ 
leaving we expect the charge moved during a Ca ++ current to be exactly twice that moved dur­
ing the exchange current, if every Ca ++ entering leaves the cell via the exchanger. In some 
cells this expectation is very nearly met but there is a high degree of variability between cells 
and, on average, it seems that about 60% of Ca ++ entering is removed by the exchanger. 

Some insight into the fate of the remainder of the Ca++ derives from experiments like 
that shown in Figure 7. In this experiment we have used a voltage step to load a cell with 
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Figure 7. Most, though not all, Ca++ en­
tering an amacrine cell during a voltage 
step leaves via the exchanger (from 
Gleason et aI., 1995). A. Four superim­
posed currents showing a Ca ++ current 
elicited by a voltage step to 0 m V (indi­
cated by black bar) followed by 
Na +--Ca ++ exchange current. In these four 
trials Na + was removed from the external 
medium just before the voltage step and 
is substituted with N-methyl-d-gluca­
mine (NMG), a cation that will not sup­
port Na+--Ca++ exchange. At variable 
times following the voltage step, indi­
cated to the right of the four current 
traces, Na + is restored to the external me­
dium. When Na+ is added back it allows 
Na+--Ca++ exchange to start and thereby 
remove the available excess Ca ++. As the 
delay in adding back external Na+ is in­
creased, the amount of Ca ++ available to 
the exchanger is reduced, as evidenced 
by the amount of charge moved (the time 
integral of the exchange current). B. The 
amount of charge moved by the ex­
changer falls approximately linearly as a 
function of the delay in adding back Na+. 
This linear function must represent the 
kinetics ofa process otherthan Na+--Ca++ 
exchange responsible for removal of 
Ca++. 
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Ca++ during which the exchanger has been unable to work owing to an absence of external 
Na+. By waiting a variable length of time before adding back the Na\ and thereby allow­
ing the exchanger to operate again, we are able to look at the kinetics of that process of 
Ca++ removal that does not involve the exchanger. The longer external Na+ is withheld, the 
smaller is the fraction of Ca++ that can subsequently be removed by the exchanger. About 
30% of a Ca ++ load is made unavailable to the exchanger every second. It is not clear what 
happens to this Ca++ but the most likely interpretations are either that mitochondria take it 
up or else it diffuses into cytoplasmic compartments from which it is only slowly released. 
In neither case though could Ca++ be permanently removed and ultimately this Ca++, like 
all excess Ca++, must be expelled by the exchanger or else removed by an ATP-requiring 
Ca++ pump, the only other known mechanism by which Ca++ is expelled from cells. 

HOW MUCH CALCIUM IS REQUIRED FOR TRANSMITTER 
RELEASE? 

In experiments such as those shown in Figures 2 and 3, it is apparent that transmitter 
release can outlast the opening of Ca ++ channels by a considerable margin. Putting this 
together with what we have learned about the Na+-Ca++ exchanger in amacrine cells we 
might propose an explanation for this phenomenon along the following lines. During 
depolarization Ca++ channels open and Ca++ enters the cytoplasm increasing free Ca++ suf­
ficiently to cause transmitter release. An elevated Ca++ concentration outlasts the opening 
of the Ca++ channels and is restored to resting values largely through the action of the 
Na+-Ca++ exchanger. 

This straightforward narrative has two unexpected implications. The first of these is 
that Na+-Ca++ exchange controls the timecourse of transmitter release. The truth of this 
statement can readily be demonstrated by removing external Na+ which, as shown in Fig­
ure 8, brings about a huge prolongation in postsynaptic current (Gleason et aI., 1994). The 
second implication is that relatively small cytoplasmic concentrations of Ca ++ must be suf­
ficient to promote transmitter release. The standard view of transmitter release is that high 
concentrations, at least tens of micromolar (Augustine et aI., 1991), are required for trans­
mission. It is inconceivable that such high concentrations of Ca++ can exist over the hun­
dreds of milliseconds of release seen in experiments such as that shown in Figure 3. 
Exactly what concentration of free Ca++ is required to promote transmitter release in amac­
rine cells is somewhat uncertain, but in preliminary experiments using buffered Ca++ solu­
tions to internally perfuse amacrine cells (Frerking et aI., 1997) we have found that 
activities as low as 50 nM Ca ++ are sufficient to promote a slow but measurable rate of re­
lease (Fig. 9). Long-lasting transmitter release, though less dramatic than that seen here, 
has been observed in hippocampal neurons where it has been termed asynchronous release 
(Goda and Stevens, 1994). In those cells, as in amacrine cells, its significance is not yet 
understood. 

WHAT ACCOUNTS FOR THE VARIABILITY IN MINI SIZE? 

Minis seen in amacrine cells are more or less stereotyped in their waveform but 
show striking variability in peak amplitude, having a coefficient of variation (standard de­
viation/mean) of around 60% (Fig. 10). An obvious possible explanation for this is that 
small minis originate on the tips of distant dendrites and are small because of the attenu-
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Figure 8. Simultaneous pre and post­
synaptic recordings from a pair of amac­
rine cells. In the control and wash 
experiments Na+ was present in the ex­
ternal medium (Gleason et aI., 1994). 
Under this condition a presynaptic vol­
tage step of 100 msec from -70 to 0 mV 
elicits a Ca ++ current in the presynaptic 
cell, contaminated with autaptic cur­
rents, as well as a longer lasting tail cur­
rent due to the Na +-Ca ++ exchanger. In 
the postsynaptic cell, currents compris­
ing superimposed minis are visible dur­
ing the Ca ++ current and for a while after 

its termination. Characteristically, the 
duration of postsynaptic current corre­
sponds to the duration of the exchange 
current, implying that once the ex­
changer has removed presynaptic Ca ++ , 

transmission ceases. When Li' is substi­
tuted for external Na + no exchange cur­
rent is visible presynaptically following 
the Ca ++ current and postsynaptically the 
current is very long-lasting since with­
out the action of the exchanger Ca ++ per­

sists in the presynaptic terminals. 

10"5 

Figure 9. Dependence of release rate on cy­
toplasmic Ca ++ (from Frerking et aI., 1997). 
Forty nine amacrine cells were internally per­
fused with buffered Ca ++ solutions to derive 
the relationship shown here. Data points show 
the average maximum frequency of minis at 
autapses. While the form of this relationship 
probably reflects the influence of several 
processes, such as redocking of vesicles, and 
not just the last step of vesicle fusion, the 
most significant point is that, even at only 50 
nM Ca ++, release rate is not zero. 
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Figure 10. The distribution of mini amplitudes as seen at autapses in a single, isolated amacrine cell (from 
Frerking et aI., 1995). The data, comprising 896 mini amplitudes, is displayed in 2 ways: as a histogram and as a 
cumulative relative frequency, a form of display that avoids the arbitrary choice of bin width. These plots clearly 
show the large variations in peak size of minis as well as the pronounced skew in the distribution of values. 

ation imposed by the cable properties of the dendrite. This explanation predicts that small 
minis should also be slow; a situation that is not seen experimentally (Gleason et aI., 
1993). Furthermore, calculations based on the geometry of amacrine cells shows that cable 
attenuation can account for only a negligible fraction of the variability seen (Frerking et 
aI., 1995). Two alternative kinds of explanation with rather different implications are nev­
ertheless possible. 

The first kind of explanation is that individual release sites each have their own size 
of mini that remains invariant from one quantum to the next, so that the variation seen in 
Figure 10 would have to be attributed to differences between individual release sites. An 
inescapable corollary of this explanation is that a quantum of transmitter would have to 
saturate its postsynaptic receptors in order for minis at anyone release site to have no 
variance (Frerking and Wilson, 1996). At anything less than saturation, minis would show 
fluctuations in peak size just on the basis of the probabilistic behavior of channels, even if 
every quantum comprised the same number of transmitter molecules (Faber et aI., 1992). 
We might note that this stochastic variance is expected to be substantial since the mean 
number of channels opened at the peak of a mini is small, probably only about 15. An im­
plication of this general explanation is that individual release sites might well have their 
strength set by a mechanism that strives to adjust this to some optimal value. 

A quite different explanation for mini variance views the variability in mini sizes as 
a source of noise or unreliability in synaptic transmission. This second view conceives of 
each release site being associated with a variable mini: in other words at any particular re­
lease site mini size varies from one quantum to the next, perhaps because different quanta 
comprise different numbers of transmitter molecules. 

Which of these two views is right? An obvious way to settle this issue would be to 
examine the properties of a single site. So far this has not been possible in any preparation 
although some attempts have come very close (e.g. Liu and Tsien, 1995). Our approach 
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has been rather different and takes advantage of an unexpected observation. The unex­
pected discovery was that as shown in Figure 11, if two connected amacrine cells are ex­
amined at high gain with one of them slightly depolarized, it is possible to see that some 
fraction of the minis in the postsynaptic cell are coincident with minis seen in the presy­
naptic cell. That there should be minis in the presynaptic cell is not so surprising since we 
already know that amacrine cells very often have autapses. The fact, however, that both 
pre- and postsynaptic minis occur at the same time requires some explanation. 

Electrical coupling cannot account for this since direct measurements show simulta­
neous minis in pairs of cells with no apparent electrical coupling. The explanation instead 
has to be that a single quantum of transmitter is experienced simultaneously by both 
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Figure 11. Dinapses as a physiological tool (Frerking et aI. , 1995). A. A schematic representation of the three 
forms of transmission seen in our amacrine cells. Synapses represent transmission from one cell to another in 
which transmitter is released from the presynaptic cell and received by the postsynaptic cell. At autapses, transmit­
ter is released and received by the same cell . Dinapses represent a hybrid between synapses and autapses so that 
transmitter released by one cell causes a signal in both that cell and its postdinaptic partner. The presence of 
dinapses is inferred from records like those in B in which high gain current recordings are made from a pair of 
cells one of which is slightly depolarized so that it releases quanta at a low rate. Some of the minis seen in the cur­
rent records from the two cells are coincident in time and must result from a single quantum being sensed by both 
neurons. When the amplitudes of simultaneous minis in the two cells are plotted against each other it is seen that 
there is a high degree of correlation, suggesting that mini amplitude is determined largely by variability in the 
amount of transmitter from one quantum to the next. 
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pre-and postsynaptic cells. The connection that mediates such a phenomenon is really a 
conjunction of a synapse and an autapse, as shown in Figure 11 A, to which we have given 
the name "dinapse" (Frerking et aI., 1995). Dinapses have been seen in hippocampal cul­
tures (Vautrin et aI., 1994) and there is indirect evidence that they exist also in the spinal 
cord (Liu et aI., 1994). 

The usefulness of dinapses for our purposes is that they should allow two inde­
pendent samples of the same quantum, thereby providing us with a way of examining the 
causes of variability in mini size. If there is quantum to quantum variation at a single 
release site, with some quanta comprising more transmitter than other quanta, one would 
expect strong correlation between the amplitudes of the simultaneous minis seen in the 
two dinaptic partners. On the other hand, if quanta completely saturate postsynaptic recep­
tors and all variations in mini size are due to differences between sites, correlation 
between dinaptic mini sizes would not necessarily be expected. 

As shown in Figure 11 C, a strong correlation exists in dinaptic mini amplitudes, 
thereby favoring the idea that quantum to quantum variation in the amount of transmitter 
contributes significantly to the variability of minis. Using some statistical manipulation it is 
possible to derive from the strength of this correlation, the fraction of variance in mini size 
that could be attributed to variations in transmitter between quanta. We calculate (Frerking 
et aI., 1995) that as much as 75% of mini amplitude variance could be attributed to vari­
ations in transmitter concentration with the rest of the variance of unknown origin, though 
probably a large fraction of this remainder is due to stochastic variations in the number of 
channels that open. Further support for the nonsaturation of receptors in these amacrine 
cells comes from experiments in which we have applied diazapam, an agent thought to in­
crease binding affinity of GABA to the GABAA receptor. If it were true that every GABA 
receptor bound GAB A during a mini (i .e. receptor saturation), increasing the binding affin­
ity of the receptor for its ligand would not result in bigger minis. Experimentally we find 
that minis do reversibly become larger in the presence of diazapam (Frerking et aI., 1995). 

If, as we propose here, minis vary because quanta are not all the same size, what 
accounts for the amount qf transmitter in the quantum? A lot of processes must influence 
the amount of transmitter in the quantum, many of which are very poorly understood. For 
example, the rate at which vesicles fill with transmitter and the mechanism controlling the 
final concentration is unknown. Vesicles fill with transmitter through the action of exchang­
ers that utilize the proton gradient across the vesicle membrane as the motive force. For 
acetylcholine-filled vesicles in Xenopus neuromuscular junction it seems that filling does 
not reach thermodynamic equilibrium (Song et aI., 1997), though whether that is the case in 
GABA-filled vesicles in amacrine cells is not known. Despite these uncertainties, a very 
simple idea can be shown to fit the data well. At synapses where careful measurements 
have been made, the diameters of synaptic vesicles at presynaptic locations have been 
found to vary according to a Gaussian distribution (Palay and Chan-Palay, 1974: Bekkers et 
aI., 1990). The number of molecules of transmitter within a vesicle then, because it is deter­
mined by vesicle volume, should depend on the third power of vesicle radius. Moreover, 
since two GABA molecules are usually required to open a GABAA channel, we would sup­
pose that the number of postsynaptic channels open should depend on the square of this 
volume, in other words, the sixth power of the radius . Presuming that all vesicles are filled 
to the same concentration, we can calculate the expected distribution in mini amplitudes 
from the fact that the original distribution of diameters is Gaussian and has a particular 
coefficient of variation (around 12.5%). The expected shape of mini amplitude distributions 
is remarkably close to that seen experimentally and, in particular, it reproduces the strong 
skew seen in the distribution seen in Figure 10 (Frerking et aI., 1995). 
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THE KINETICS OF RELEASE 

As shown in Figure 12, small depo1arizations of the presynaptic cell elicit low but 
steady rates of release that can be measured directly. Large depolarizations elicit rates of 
release that are not directly measurable since individual minis cannot be readily discrimi­
nated (Fig. 2). Furthermore, it is evident that for big depolarizations, the rate of release is 
not constant but changes with time elapsed since the onset of the depolarization. To exam­
ine the kinetics of release at these large depolarizations it is necessary to use a less direct 
approach .. 

Postsynaptic currents produced by strong depolarizations are built up from minis 
piled on top of each other according to some function of time that represents the instanta­
neous release rate. The postsynaptic current can be thought of as the result of a mathemati­
cal convolution operation of two functions (Bracewell, 1978), one the timecourse of a 
mini and the other, the instantaneous release rate function that we would like to derive. In 
order to extract this release rate function we have to work backwards, so to speak, by de­
convolving the time course of a mini with the postsynaptic current. In practice this is triv­
ial to implement using one of the many mathematics and engineering software packages 
commercially available. 

Because minis and postsynaptic currents are variable, as we have seen, a good esti­
mate of release rate requires that we work with the mean mini timecourse and the mean 
postsynaptic current derived from averaging responses to a number of trials (Fig. 13A,B). 
The result of such a deconvolution is shown in Figure 13C,D. Shortly after the beginning of 
the depolarizing step there is an initially high rate of release that lasts for a few millisec­
onds, followed by a much lower continuous rate of release that outlasts the depolarizing 
voltage step. It looks as though there is roughly synchronous release of vesicles initially, 
followed by a much lower rate of release. Direct measurements of the Ca ++ current show 
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Figure 12. Mini frequency as a function of 
membrane voltage (from Frerking et aI., 
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lasting 1.3 sec have been used to determine 
the release rate as a function of potential. 
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that it does not diminish significantly during the period in which release rate falls so pro­
foundly. The explanation for this drop in release rate must therefore lie elsewhere. 

To explore the release rate in greater depth it would be helpful to normalize the re­
lease rate function with respect to individual release sites. In order to do this it is neces­
sary, of course, to estimate the number of release sites present on the presynaptic cell. A 
method for doing this is based on the identification of quantal peaks (Kom and Faber, 
1991) like those originally described by del Castillo and Katz (1954) but the conditions 
necessary for this method to work are stringent and in the case of amacrine cells, the 
method would fail because the huge variance seen in mini sizes would smudge out any 
quantal peaks that might be present. A different approach to finding the number of release 
sites is to solve for N. the number of release sites, in the pair of simultaneous equations we 
can write below. 

le,peak = N p Im,peak 

var le,peak = Im,peak 2 N p (l-p) + N p var Im,peak 

The first of these two equations describes the mean size of the peak response, le,peak' 
elicited by a big presynaptic depolarizing step, using the approximation that the peak post-
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Figure 13. Estimation of release rate at synapses as a function of time (from Borges et al.. 1995), Experiments 
used to derive the data shown here consisted of stepping the presynaptic cell from -70 to 0 m V for 100 ms, The 
postsynaptic current averaged from 18 trials is shown in B with an inset showing the rising phase of this current. 
Individual minis seen in the same postsynaptic cell have been averaged together after aligning them at their peaks 
as shown in A, The two waveforms shown in A & B are deconvolved to yield the instantaneous quantal release 
rate shown in panel C. Panel D shows a similar deconvolution done for another pair of cells. The release rates 
shown in C & D demonstrate that initially, for a period of a few msec, release rate is high but is followed by a 
much lower rate that is maintained even after the presynaptic membrane has been returned to its holding voltage. 



242 M. Wilson 

synaptic current is due to synchronized minis piled on top of each other. The expected 
value is equal to the number of release sites, N, multiplied by the probability of release at 
a site, p, (assuming they are all the same), multiplied by the mean amplitude of a mini, 
Im,peak' The second equation says the variance in the height of the evoked peak current, var 
le,peak' is the sum of two terms, the first of which is the binomial term describing variance 
resulting from the different numbers of quanta that could be released from trial to trial. 
The second term arises from the extra variance contributed by the variance in mini size, 
(which we assume is identical at all sites). Solving for Nand p gives the result that p, the 
probability of release at all sites, is very close to one, and for most cells N, the number of 
release sites, is around ten. Finding that p is one during the peak evoked current implies 
that every release site more or less synchronously releases a quantum but following that 
event, even though the Ca ++ influx through Ca ++ channels is continuing unabated, the rate 
of release drops to much lower values, about 22 quanta/second. 

A number of schemes are consistent with this kind of result. The one we proposed 
has the virtue of parsimony and can be described as a scheme of "fire and reload" (Borges 
et aI., 1995). In this scheme, every release site has one vesicle primed to be released, just 
waiting for a suitable Ca++ signal. When this Ca++ signal arrives, release is very rapid, but 
following this event some much slower process is required to get the next vesicle ready 
for release: the "loading" process. Although simple and attractive this scheme does not fit 
very easily with the observation that at presynaptic sites at central synapses more than one 
vesicle can usually be seen docked at the plasma membrane (Gleason and Wilson, 1989). 
To be consistent with our scheme we would have to argue that only one of these appar­
ently equivalent vesicles is sitting at the right location to be released, with the others form­
ing the reserves. This is possible but at present there is no evidence that directly supports 
it. A slightly different interpretation would be that although there are a number of posi­
tions from which a vesicle might be released, the release of one vesicle somehow tempo­
rarily inhibits the release of other vesicles, This view has been articulated by others (Korn 
et a1., 1994) but it is quite unclear how such an inhibitory message could be propagated 
between vesicles. 
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1. ABSTRACT 

13 

The scaling of retinal cell morphology following experimental manipulation and of 
retinal cell numbers across a wide range of species is reviewed. Morphological changes in 
retinal ganglion, amacrine and bipolar cells following manipulations to change retinal area 
or convergence are reviewed to demonstrate cell scaling at the single cell level. The re­
sults of these studies are compared to a cross species analysis of changes in cell size and 
number to demonstrate cell scaling at the level of ensembles of neurons. The convergence 
of these two levels of scaling is discussed in light of current knowledge of normal retinal 
development. 

2. INTRODUCTION 

Vertebrate eyes come in a wide range of sizes. The axial length of the smallest verte­
brate eyes, such as the functioning eyes of newly mobile teleosts, is appropriately measured 
in microns (Easter, Nicola and Burrill 1998), and the largest axial lengths, such as those 
found in whales and elephants, are best measured in centimeters (Hughes 1977). Vertebrate 
neurons, however, have nothing like this range of size. While the lengths ofaxons and some 
dendrites may vary from microns to centimeters, the diameter of cell bodies and their proc­
esses has a much smaller range, limited by diffusion and short-range intracellular transport 
mechanisms. The essential problem is how to build an organ that scales over a large range 
using as building blocks elements that may scale only in piecemeal fashion. 

Different organizational features of the eye have different scaling requirements: for 
some features, the relative dimensions of elements are critical, but for others, the absolute 
size of an element must be maintained over a range of eye sizes. For example, the gross 
dimensions of the eye-such as axial length, lens thickness and retinal area--scale rela­
tively, such that the schematic eyes of related vertebrates of different sizes can be virtually 
superimposed (for example, Remtulla and Hallet 1985). In contrast, retinal thickness has 

Development and Organization of the Retina, edited by Chalupa and Finlay. 
Plenum Press. New York, 1998. 245 
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an absolute limit: light must be transmitted through it; nutrients must be able to reach the 
inner layers; and non-spiking potentials must propagate across its depth. Furthermore, the 
requirements of retinal construction itself must be considered: components of the brain, 
including the retina, scale in a very predictable way based on order of neurogenesis (Fin­
lay and Darlington 1995). The outcome of this developmental constraint appears basically 
unrelated to preservation of eye function at various eye sizes, but must be accommodated 
in eye structure. 

Scaling of the eye and retina in vertebrates is not only a problem that must be solved 
in evolutionary time but one that must also be adjusted in the lifetimes of individuals. Co­
ordination of cytogenesis, neurogenesis, and simple expansion of the eye must necessarily 
occur in those vertebrate like teleosts whose eye growth is indeterminate (Fernald 1989). 
However, eyes grow in substantial amounts during the development and early function of 
most mammals and birds. This growth occurs well after neurogenesis has ceased and a 
version of scaling problem must then be solved with a fixed number of neurons. 

We propose to examine evolutionary and developmental scaling of eyes and retinas as 
a natural class of phenomena. We will review a series of our own experiments in which we 
experimentally manipulate the rate of growth of the eye and the number of retinal ganglion 
cells in the developing chick to determine how the morphology of various cell classes 
changes with varying growth and convergence conditions. Then, we will examine the scal­
ing of numbers and distributions of cells across mammals, to determine what variation in 
convergence and growth must be accommodated in the evolution of the eye. Finally, we 
compare the results of these experimental manipulations to observed cross-species variation 
in cell morphology consequent to evolutionary variation in relative and absolute cell densi­
ties. These investigations point at structural and developmental constraints common to both 
developmental and evolutionary scaling. 

3. DEVELOPING RETINAS: REGULATION OF RETINAL 
GANGLION, AMACRINE, AND BIPOLAR CELL 
ARBORIZATION IN THE GROWING CHICK RETINA 

Generally, the retina has two tasks: 1. to indicate the presence and location of contrast 
differences in the visual array, and 2. to begin the analysis of the cross-retinal pattern of vis­
ual stimulation. These tasks are reflected in the radial and tangential organization of the ret­
ina, respectively. Photoreceptors, both rods and cones, must transmit stimulus information 
through bipolar cells and, optionally, through amacrine cells to reach retinal ganglion cells, 
which transform the graded information received into a spike discharge that can be commu­
nicated to the rest of the brain. Photoreceptor type, retinal location, and particular species of 
animal are all factors that set the convergence and divergence of the radial pathway of in for­
mati on flow. In the tangential organization of the retina, horizontal cells, amacrine cells, and 
retinal ganglion cells spread their processes widely to allow the comparison of information 
from neighboring and more distant photoreceptors. Because both the radial and tangential 
pathways must converge on the single output cell of the retina, the retinal ganglion cell, reti­
nal development may be seen as a push/pull of these two forces. 

The chick is a convenient animal in which to observe and manipulate retinal devel­
opment during early function. The hatchling chick will peck at food items, avoid looming 
objects, and begin the visual learning of species discriminations-its retina is quite differ­
entiated. However, the chick eye at hatching is only about 80% of its adult size, so the 
chick is still in the process of solving its scaling problem (Troilo et al. 1996). At this point, 
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both the generation of and death of neuronal elements in the retina is well over, so the ex­
isting cells must be reconformed to fit the expanding area. The spatial resolution of infor­
mation transmitted through the retina is maintained or improved during this period (Troilo 
1992). How is the ensemble of cells jointly regulated in their connections to maintain both 
acuity and pattern vision? 

Simple observation of changes in cell morphology during this period would be infor­
mative, but the non-uniformity of the normal retina confounds a complete answer to the 
question. Retinal growth is non-uniform across its surface; the periphery stretches more 
than the center (Reichenbach et al. 1991; Robinson 1991). Convergence from photorecep­
tors to inner nuclear cells (bipolars and amacrines) to retinal ganglion cells also is non-uni­
form over the retinal surface: convergence is greater in the periphery than center. Both of 
these factors are likely to affect the arborization of retinal neurons. Therefore, we designed 
two experimental manipulations to separate retinal growth from varying convergence. 

3.1. Eye Growth, Retinal Stretch, and Emmetropization 

The chicken eye (Wallman et al. 1987), as well as a number of mammalian eyes 
[monkey (Wiesel and Raviola 1979), tree shrew (Norton 1990), and marmoset (Troilo et 
al. 1993)], has been shown to use visual experience to match the axial length of the eye to 
the power of its optics (cornea and lens); that is, to assure that the visual image is focused 
on the retina-not in front of or behind it. This process is called emmetropization. In the 
chicken, a substantial component of this process occurs directly in the eye and retina 
itself, not requiring the brain (Troilo et al. 1987). If the retina receives a high-contrast im­
age, maximally activating the photoreceptors and other neurons of the retina, then optics 
and axial length must match, and the growth of the eye is checked. However, if the image 
is blurred, the eye continues to grow, in an apparent attempt to find a match between op­
tics and axial length. If the blur has been caused experimentally by a diffusing lens instead 
of by actual defocus, this manipulation will anomalously increase the axial length of the 
eye at a rate faster than normal growth, producing a condition called "experimental myo­
pia". The axial length of the eye can be made to increase by as much as a third during the 
first 4-6 weeks post-hatch by this procedure, increasing both the diameter of the eye and 
the area of the retina (Troilo et al. 1996). Although other tissues of the eye may add cells 
during this period of growth, the retina does not add neurons. Therefore, the retina is es­
sentially stretched, and existing neurons must grow or reconform their processes within 
the stretched retina. Like a balloon with areas of greater and lesser wall thickness, this 
stretch is not uniform. Those parts of the retina that are already thicker (the area centralis) 
stretch little, while the thinner, more elastic parts of the retina (the periphery in general) 
will stretch the most (Kelling et al. 1989; Reichenbach et al. 1991; Robinson et al. 1989). 
Therefore, experimental myopia can be used to examine how retinal neurons alter to fit in­
creased area, particularly in the retinal periphery. Since the numbers of neurons are fixed, 
there is no change in convergence between the different layers of the retina. 

3.2. Experimental Manipulations, Retinal Neurons Studied, and 
Visualization Procedures 

We used either experimental myopia, or depletion of retinal ganglion cells to exam­
ine the control of arborization across several classes of retinal neurons (Table 1). Experi­
mental myopia was produced by putting a diffusing lens in front of one eye for the first 
three weeks posthatch, which produced an increase in retinal area of approximately one 
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Table 1. Strategy and sources for comparison across manipulations 
of retinal size and retinal cell convergence 

Manipulation Retinal ganglion cell 

Retinal enlargement via form Troilo et al. 1996 
deprivation 

Variation of retinal convergence Troi 10 et al. 1996 
via partial-optic nerve section 

Cell type 

Bipolar Amacrine 

Finlay et al. 1997 Snow et al. 1997 
Teakle et at. 1993 

Finlay et al. 1997 Xiong et al. 1997 

third. Alternatively, a patchy depletion of retinal ganglion cells was produced by a partial 
crush of the optic nerve behind the orbit at hatching, causing cell loss in the retinal gan­
glion cell layer averaging about 50%. After three weeks of posthatch growth, retinas from 
both manipulations were examined. Therefore, retinal neurons grew during comparable 
periods in either a situation of increased retinal stretch, where the density of all retinal 
neurons was reduced, or during a selective reduction of the density of retinal ganglion 
cells, causing increased convergence of inner nuclear cells on the remaining retinal gan­
glion cells. We were able to make use of a previous study in chickens by Teakle et al. 1993 
on the effects of increased retinal stretch on dopaminergic amacrine cells to fill out this 
examination (Table I). 

In wholemounts we examined the small bushy retinal ganglion cells of the chicken 
following application of DiI crystals to the cut ends of optic nerves in fixed tissues obtained 
from both conditions. Small bushy cells are the majority retinal ganglion cell population, 
whose reasonably compact arbors are advantageous for this technique (Snow et al. 1994; 
Thanos et al. 1992). We also measured the arborization of dopaminergic amacrine cells in 
flatmount, as visualized by tyrosine hydroxylase immunohistochemistry, after retinal gan­
glion cell depletion. These results are compared to those of Teakle et al. after retinal expan­
sion (1993). Using the Golgi technique in sectioned tissue (Sherry and Yazulla 1993), we 
examined a collection of various types of bipolar cells and a class of amacrine cells of me­
dium arbor size with a diffuse stratification. Examination of the diameter or tangential area 
of arbors allowed us to study how retinal coverage (tangential integration) was preserved: 
analysis of the number and density of branches, the total length of all processes and the pat­
tern of stratification of the cell's processes in the inner plexiform layer allowed us to study 
how radial transmission of information was maintained. 

3.3. Tangentially Oriented Cells (Retinal Ganglion and Amacrine Cells) 
Differ from Radially Oriented Cells (Bipolars) in Their Response 
to Retinal Expansion 

Retinal ganglion and amacrine cells reflect the amount of retinal expansion by 
increasing the area over which they arborize without increasing their total number of 
branches, which reduces process density (Figure I) (Troilo et al. 1995); see also (Bloom­
field and Hitchcock 1991; Mastronarde et al. 1984; Teakle et al. 1993). Diffuse amacrine 
cells respond in an exactly comparable manner (Figure I) (Snow et al. 1997). This pre­
serves relative coverage and relative internal geometry, but reduces absolute coverage of 
the retinal surface. The mechanism of this growth is likely interstitial addition of mem­
brane between branches, since addition of more branches would alter the internal geome­
try of these cells' arborization and process density (Maslim et al. 1986). In the same 
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conditions, bipolar cells do not change their total tangential diameter and arbor area, thus 
failing to maintain coverage (Finlay et al. 1997) (Figure 1). On the other hand, bipolar 
cells do increase the number of branches within an arborization (Figure 1). A priori, it 
would seem that all cell types should enlarge symmetrically when subjected to a mechani­
cal force such as stretch, but consideration of the information-processing requirements of 
the retina and the physical constraints of synaptic transmission suggest reasons why that 
should not be so. 

When retinal ganglion cells are enlarged during retinal growth in the goldfish, inter­
stitial addition of membrane increases both the length and diameter of the dendritic proc­
esses (Bloomfield and Hitchcock 1991). Since synapses do not change in area with 
increasing process size, more synapses must be added to depolarize the larger cell; there­
fore, the total number of synapses per cell goes up (Hitchcock 1993)-the cable properties 
of the cell remain constant. In our experimental manipulation, as the retinal ganglion cell 
or amacrine cell is enlarged via interstitial growth, each synaptic contact of the bipolar 
cell is effectively weakened by being moved further from the soma. In addition, the same 
change in process diameter described by Bloomfield and Hitchcock (1991) may also 
occur. In order to maintain function, bipolar cells must either increase the strength of indi­
vidual synapses in some fashion, or increase the number of synapses. Purves (1988) has 
described a remarkable consistency in the size of synapses across species and conditions, 
and since increase in the number of synaptic contacts is a common observation in various 
cases of experience-dependent plasticity, we suggest that an increase in the number of syn­
apses is the most likely solution. We hypothesize the increased local branching of bipolar 
cells is the morphological correlate of increased synaptic number. In this fashion, the bipo­
lar cell supplies the increased number of synapses required to stimulate an enlarged amac­
rine or retinal ganglion cell in response to change in their cable properties, preserving 
information transmission. 

Is it important that coverage of the inner plexiform layer by bipolar cell neurites is 
lost as the retina expands? If it is the case that the main function of bipolar cells is to faith­
fully transmit local spatial information, and other cells cover the function of horizontal in­
tegration of information, then there may be no need to increase the size of bipolar arbors, 
provided that the transmission of excitation is not compromised. 

3.3.1. Push-Pull Relationship of Stratification and Process Density in Bipolar Cells. 
A quite unexpected relationship emerged between the number of layers of stratification of 
bipolar cells and their total branchedness: in bipolar cells, the total amount of processes 
appeared to be conserved, both in normal development and in our experimental manipula­
tion (Figure 2). Bipolar cells may arborize in up to four strata in the inner plexiform layer 
in chickens. In the normal animal, if a cell has three layers of arborization, each of those 
arbors has just a little more than a third of the extent of arborization of a monostratified 
cell. In the experimentally manipulated retinas, this effect is even stronger, and moreover, 
the mean numbers oflayers of stratification is significantly reduced. Normal animals aver­
age 2.1 layers of stratification, but after retinal expansion and the resulting increase in 
branch density described above, experimental animals average only 1.7 strata (Figure 2). 
The total amount of arborization is conserved-it appears that the increase in branch num­
bers within a stratum occurs at the expense of total stratification. Since strata in the IPL 
normally correspond to either functional divisions (such as on- or off-center cells) or the 
type of postsynaptic cell contacted (amacrine or retinal ganglion cell class), this result 
suggests that each bipolar cell in expanded retinas distributes its information to fewer cell 
classes. 
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Figure 2. Changes in bipolar arbor stratification in response 
to retinal enlargement. These graphs show branch length di­
vided out by strata for control (upper graph) and enlarged 
(middle graph) retinas (redrawn from Finlay et al. 1997). 
Note, as the number of strata increase the length is divided 
equally between strata. A significant decrease in number of 
strata was observed for cells from enlarged retinas (lower 
graph: redrawn from Finlay et al. 1997). A schematic repre­
sentation of these changes is shown in the last panel. 
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3.4. Tangentially Oriented Cells May Differ from Radially Oriented 
Cells in Their Response to Retinal Ganglion Cell Depletion 

When the growing retina is partially depleted of ganglion cells (increasing the 
number of inner nuclear layer cells compared to ganglion cells) the remaining retinal gan­
glion cells sprout new branches, increasing both their tangential extent and process den­
sity (Troilo et al. 1995). This suggests some trophic effect of either bipolar or amacrine 
cell synaptic availability on process growth in retinal ganglion cells. Symmetrically and 
oppositely, dopaminergic cells respond to reduced total postsynaptic availability by reduc­
ing their total number of processes (Figure 3) (Xiong et al. 1997). However, there was no 
hint of a decrease in the total number of processes or consistent change in any feature of 
bipolar cellular organization following depletion. So, while amacrine and retinal ganglion 
cells appear to respond in a fairly robust fashion to alterations in the total pool of synapses 
in the inner plexiform layer, bipolar cells retain the size and conformation of their arbors. 
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3.5. Radial versus Tangential Cell Deployment and Growth Strategies 
in the Retina 

Even though mechanical stretch prompts the addition of interstitial membrane in 
retinal ganglion and amacrine cells, bipolar cells appear to be virtually unresponsive to 
stretch. We found little evidence in bipolar cells for the "seeking", terminal branching 
kind of growth that is seen in the horizontally extended cell classes when synaptic sites 
become available, although there is a mechanism that promotes very local branching, per­
haps prompted by failing synaptic efficacy. These dichotomies in the sprouting behavior 
of bipolars versus retinal ganglion and amacrine cells are echoed in other observations of 
retinal development. If retinal clones are labeled with retroviruses, radially oriented cells 
(photoreceptors, bipolar cells and Muller cells) remain more tightly linked to their radial 
position of origin, while retinal ganglion, amacrine, and horizontal cells may migrate sub­
stantially away (Reese et al. 1995). Similarly, the relative numbers of radially oriented 
cells in a column tend to be conserved across the retina while horizontally oriented cells 
vary (Reichenbach et al. 1994). The conservative manner of bipolar cell growth may serve 
a central function in development and at maturity. By the simple mechanism of restricted 
growth potential in early development for one class of cell, the retinal mosaic is kept 
intact, with faithful vertical transmission of high-acuity spatial information in the retina. 

4. EVOLVING RETINAS AND EYES: DEVELOPMENTAL 
STRUCTURE IN EVOLUTIONARY TRENDS 

In this section we will shift the focus somewhat. Fundamentally, we will be arguing 
that because of pronounced regularities in the relative numbers of neurons in brain compo­
nents as the brain enlarges, the retina (as part of the brain) will be presented with predict­
able developmental problems to solve in mapping one population of neurons onto the 
next. These evolutionary problems are not unlike the experimental manipulations of the 
developing retina described above. This developmental work gives us some structure to 
dissect the role that absolute and relative neuronal densities play in the cellular organiza­
tion of the retina across different species. In the following section we will describe what 
some of those predictable relationships are, and then describe some preliminary observa­
tions coming from the first phase of a large scale collaboration with the laboratory of Luiz 
Carlos L. Silveira concerning scaling of the primate visual system. Finally, we will com­
pare the structure of bipolar cells and retinal ganglion cells across species to see if their 
structures differ in the fashion predicted from the experimental manipulations of popula­
tion convergence. 

4.1. Regularities of Brain Evolution in the Case of the Retina 

In a survey of patterns of neurogenesis in seven mammals, ranging from possum to 
macaque, extreme conservation of sequence was observed (Finlay and Darlington 1995). 
While the total duration of neurogenesis could vary by almost a factor of 10, it was possi­
ble to make a simple, two-factor model that would predict with extreme accuracy the day 
that a given structure was generated in a particular animal: the fit of data to model was 
98.8%. The conservation of the order of neurogenesis in turn translated into highly pre­
dictable patterns of brain enlargement in animals with long durations of neurogenesis and 
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correspondingly large brains: late generated structures or cell groups became dispropor­
tionately large in large brained animals. 

This relationship seems reasonably non-controversial when comparing cell groups 
like spinal cord motor-neurons to such structures as the isocortex and the cerebellum. 
However, it is not so obvious that this should hold for structures like the retina, where the 
distribution and number of cell types would seem to be under strong functional limitations 
and environmental adaptations, as contrasted with developmental constraint. The predic­
tions made by this hypothesis are quite clear, however, and easy to test: across mammals, 
as brain size increases, the first generated cells of the retina, retinal ganglion cells, should 
increase the least in number with brain size; the next generated cells, cones, with a slightly 
higher slope; bipolar and amacrine cells intermediate; and rods with the steepest slope. 
The last prediction is of most interest, since an adaptation model must clearly predict that 
the number of rods should be relatively higher in nocturnal animals, for example. 

A survey of numbers of retinal ganglion cells, cones, and rods in published work on 
rodents and primates supports the predicted change in numbers of each cell group surpris­
ingly well (Figure 4). These observations are taken from: (Curcio et al. 1987; Fischer and 
Kirby 1991; Henderson 1985; Perry et al. 1983; Rhoades et al. 1979; Troilo et al. 1993; 
Wikler and Rakic 1990; Wikler et al. 1990; Williams et al. 1996). Retinal ganglion cell 
numbers scale with the shallowest slope, cone numbers with an intermediate slope, and 
rod numbers with the steepest slope. In this still-limited data set, it is the definitively non­
nocturnal humans that have the most rods. Comparing rats to humans, humans have about 
one million more retinal ganglion cells, 4 million more cones, and 70 million more rods. 
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However, it is clear the adaptation argument gets some support as well: the nocturnal owl 
monkey and galago clearly have many more rods than would be predicted by allometric 
scaling, and we are interested in determining just what about normal neurogenesis is 
altered to produce this adaptation. 

4.2. An Aside on the Primate Fovea 

Most animals have a central concentration of cells, such as an area centralis or vis­
ual streak, and this concentration is usually most pronounced for retinal ganglion cells and 
cones, and less pronounced for other inner nuclear cell classes and rods. In most primates, 
this central concentration is yet more specialized, with cones found at their maximal pack­
ing density, rods absent, and the cell bodies of the photoreceptors and all other retinal neu­
rons displaced to the outside of the region of the maximal packing density of cones. It is 
quite clear what the virtue of maximizing acuity is for an animal like a primate that is 
diurnal and does a great deal of close-range manipulation. It is less clear why the area of 
maximal acuity should be so limited in the extent of its visual angle. The constraint on the 
absolute numbers of cones that can be generated gives a clue to the limited size of the pri­
mate fovea. An animal with a pronounced central specialization like a fovea covering a 
small visual angle must be prepared to allocate more neural resources to the control of eye 
movements, and to extracting information from glance-to-glance comparisons. Since cen­
tral neural resources do not have this same limit on number (the isocortex scales steeply in 
neuron number with brain size), a computationally-intensive solution to a limit on periph­
eral acuity is viable. 

4.3. Scaling of Retinal Ganglion and Bipolar Cells across Species 

In the animals surveyed above (Figure 4), retinal ganglion cells become distributed 
in a lesser and more variable density in a larger eye, and are a lower and lower fraction of 
the number of bipolar and amacrine cells potentially serving as input to them. Bipolar 
cells, therefore, confront a reduced population of retinal ganglion cell targets and a some­
what expanded eye. According to our experimental manipulations of development, we 
should predict that ganglion cells should be highly responsive to lowered density and eye 
size, and bipolar cells relatively impervious. More detailed predictions about the nature of 
arbor structure could also be made for both cell groups, but would require control of the 
location of retina sampled, and the amount of convergence. The general prediction holds 
true: across species as diverse in size as rats and humans, 7 to 9 types of bipolar cells are 
typically described, with a consistent axonal coverage of 18-50 11m (Euler and Wassle 
1995; Kolb et al. 1981; Massey and Mills 1996; Wassle et al. 1991) In comparison, the 
somal diameter alone of retinal ganglion cells has this range (10-60 11m), and the arbor 
diameter of these cells, often hard to trace because of extreme size, can very from less 
than 20 11m to greater than 1000 11m (Amthor et al. 1983; Brown 1965; Dawson et al. 
1989; Kolb et al. 1981; Peichl et al. 1987; Schall et al. 1987; Wassle et al. 1990; Wassle et 
al. 1981; Amthor et al. 1983; Brown 1965; Dawson et al. 1989; Kolb et al. 1981; Peichl et 
al. 1987; Schall et al. 1987; Wassle et al. 1990; Wass1e et al. 1981; Thanos et al. 1991). 
The same advantages in this strategy that applied to scaling the eye in development apply 
also to scaling the eye in evolution: restricted growth of the bipolar cell retains the faithful 
transmission of high-acuity spatial information, while the generous expansion of tangen­
tially-directed cells, like retinal ganglion cells, retains the potential for lateral interactions 
regardless of eye size or convergence ratios. 
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The challenge of work that relates developmental mechanisms to evolutionary paths 
is to determine if there might be some relatively limited set of developmental rules that, 
when executed in different contexts, produce all the functional diversity and specificity of 
the cell classes and functions seen in the retina. When may various features of the eyes of 
different species be understood as the necessary outcomes of conserved developmental 
mechanisms? When are developmental mechanisms altered to produce differing retinal 
structures across species? Such a taxonomy will allow us to account not only for the 
development and variation of any particular eye, but also the range of possible structure 
for all vertebrate eyes. 
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1. INTRODUCTION 

14 

Retinal ganglion cells form the essential link between the eye and the brain, convey­
ing visual information transduced at the retina for further visual processing in higher cen­
ters. In visual animals, this pathway is marked by a high order of functional and anatomical 
organization. Developmental studies are one approach aimed at understanding how global 
connectivity and the specificity of the primary visual projection is established. Since the for­
mation of retinofugal pathways follows the general program of developmental events in the 
brain, developmental studies of this pathway also shed light on the formation of the neuro­
nal network in general. A highly simplified view of the major developmental events in the 
nervous system would start with the generation of neuronal precursors, followed by neuro­
nal differentiation which in the case of long projection neurons involves rapid axon out­
growth over considerable distances, the formation of synaptic relationships, and finally the 
efficient processing of neuronal signals along the neural network. The method described 
below is particularly adapted for studies of neuronal protein changes during the latter three 
stages of development. 

During rapid axon outgrowth, nerve fibers are often fasciculated into bundles and the 
advance of the axons is led by the dynamic growing tip, the growth cone. Important cell 
biological processes at this stage likely include adhesive interactions between axons and 
guidance mechanisms at the growth cone which may use cues on other cells or in the ex­
tracellular matrix. During synaptogenesis, recognition signals must be transduced to tell the 
growing axons that they have arrived in the appropriate target region and the dynamics of 
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axon growth must change so that the fibers de fasciculate and send out branches to initiate 
synaptic contacts. The last stage requires that appropriate synaptic contacts be stabilized, 
that extraneous contacts be eliminated and that the cellular machinery for the regulated 
release of neurotransmitters be put in place. 

The hamster offers one important advantage for developmental studies in that it is 
born at embryonic day lS.S (E1S.S) while mice and rats are born at about E20-21. Thus, 
the neonate hamster allows access to a nervous system that is less developed compared to 
other laboratory rodents. The hamster visual projection is also well characterized in terms 
of morphogenetic events. The earliest retinal ganglion cell axons leave the eye at about 
day E 11.5 and the first axons reach the contralateral superior colliculus (SC) on E 13-14. 
On the day of birth (PO), many retinal axons are still rapidly elongating to the lateral geni­
culate nucleus (LGN) and SC, and the axons retain the capacity to regenerate. By PS, reti­
nal axons have shifted their mode of growth, sending out multiple branches and forming 
terminal arbors in the neuropil of the LGN and sc. At the time of eye-opening on P14, 
considerable synaptogenesis has occurred, mature arbor types can be recognized and the 
pathway is capable of mediating visual behavior (Bhide and Frost, 1991; Campbell, So 
and Lieberman, 1984; Frost, So and Schneider, 1979; Jhaveri, Edwards and Schneider, 
1991; Jhaveri et al., 1996; Schneider et al., 1985). 

One question regarding the development of this system is what are the proteins syn­
thesized by the retinal ganglion cells at these different stages and more precisely, what are 
the molecular changes associated with the shift from axon elongation to synaptogenesis to 
the establishment of mature connections? 

2. PROTEIN SYNTHESIS AND AXONAL TRANSPORT 

Neurons are highly polarized cells in which the cell body can be separated from the 
axon ending by up to I meter in the case of human lower spinal motor neurons whose cell 
bodies are in the base of the spinal cord and whose axons innervate the muscles of the 
toes. While in the case of adult hamster retinal ganglion cell axons, the distance from the 
back of the eye to midtectum is about 2.2 cm and the distance is about one half this length 
in an E IS/PO hamster, this polarity nonetheless imposes specific constraints on the retinal 
ganglion cells since gene transcription and protein translation are in almost all cases 
restricted to the cell body. In the context of retinal pathway development, the most impor­
tant site of action is along the axon and at the axon ending, i.e., the growth cone or synap­
tic terminals, since it is here that adhesion molecules, axon guidance cues, cell recognition 
signals and synaptic specializations will exert their effects. 

Protein translation takes place in the rough endoplasmic reticulum, and then proteins 
pass through the Golgi where they can be subjected to posttranslational modifications 
such as glycosylation. Neuronal proteins that are destined for the plasma membrane are 
packaged in membranous organelles and then transported down axons in the rapid phase 
of axonal transport by microtubule associated ATP-dependent motor proteins, kinesins 
(see Hirokawa, 1993, for review). While the separation of the site of protein synthesis 
from the site of action for axonal proteins imposes specific energy requirements for pro­
tein trafficking and a lag time between changes in gene expression and the arrival of a 
new cohort of proteins at the axon ending, we can use this separation to our advantage in 
in vivo metabolic labeling experiments. We have only to provide radio labeled amino acids 
to the region of the cell body and then recover the newly synthesized, radiolabeled pro­
teins from the distal axon region after an appropriate interval. 
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2.1. In Vivo Metabolic Labeling 

A flow chart of the in vivo metabolic labeling experimental design is presented in 
Figure 1. Radiolabeled amino acids (35S-methionine/cysteine) are intraocularly injected 
into the vitreal chamber of deeply anesthetized hamsters. The amino acids are internalized 
by the cells in the retina and incorporated into proteins. After various survival times, the 
animals are sacrificed and retinal target areas (LGN and SC) are dissected out. The tissue 
is homogenized and an aliquot can be counted to determine the amount of radioactivity 
transported to the target tissue. The solubilized proteins in the rest of the sample are then 
separated by high resolution 2-D gel electrophoresis and the radiolabeled proteins visual­
ized by fluorography or autoradiography (Moya et aI., 1988, 1994b). 

In experiments in which we keep the age constant (adult hamsters) but vary the sur­
vival time (1 hrs to 4 weeks) we can determine a global profile of axonal transport (Fig. 1, 
bottom). The low levels of radioactivity observed at 1 and 2 hours represent the intrinsic 
noise in the system due to leakage from the eye and the circulation of radiolabeled amino 
acids in brain capillaries. What is important to note from this set of data is the arrival of a 
wave of radiolabeled proteins at 4 hours which corresponds to the arrival of fast axonally 
transported proteins (Hammerschlag and Stone, 1982). A second wave of radioactivity 
begins to appear in the SC at I week and then increases over a week or two. This second 
wave represents the arrival of proteins in slow axonal transport which include tubulin, 
actin, neurofilaments and microtubule associated proteins (Nixon, 1992). 

At a finer level of analysis we wanted to identify the various proteins that are con­
stituents of axonal transport and, in particular, characterize the proteins destined for the 
plasma membrane of the axon and growth cone or synaptic ending. The 2-D gel or blot of 

Figure 1. Upper: Flow diagram of the 
experimental steps for in vivo metabolic 
labeling. Lower: Curve of radioactivity 
transported to the contralateral SC in adult 
hamsters after various post intraocular in­
jection intervals in counts per mintue per 
whole Sc. The low signal at I and 2 hours 
post injection represents the intrinsic 
noise in this in vivo system. The front of 
the wave corresponding to fast axonal 
transport appears in the SC at 4 hours (ar­
row). Radioactivity'accumulates gradually 
and between I and 2 weeks post injection 
a second wave of radioactivity arrives in 
the SC corresponding to pro- teins in slow 
axonal transport (arrow). 
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LGN or SC proteins contains all of the proteins in that tissue, including proteins synthe­
sized locally by neuronal and non-neuronal cells, proteins from blood vessels as well as 
proteins in axons of passage, and all of these proteins are revealed by general protein 
stains such as Coomassie blue or silver staining. However, the radiolabeled proteins visu­
alized on the fluorographs or on the autoradiograms are those proteins which were synthe­
sized in the retinal ganglion cell neurons and transported to the target tissue. 

2.2. Developmental Studies 

Since proteins destined for the axonal plasma membrane are transported in the rapid 
phase of axonal transport, in our developmental studies we kept the survival time constant 
(4 hours) and varied the age of the animals (Moya et aI., 1988, 1992). Figure 2 (upper) 
shows the pattern of proteins synthesized in retinal ganglion cells and transported to the 
axon endings at P4 when retinal fibers are shifting from rapid elongation to terminal 
arborization. Inspection of the fluorograms suggests a number of developmental protein 
changes. There appears to be a decrease in GAP-43 and NCAM during maturation of the 
retinal pathway while proteins such as SNAP-25 and a 64kD protein increase. Other pro­
teins may undergo more complex developmental changes. 

Semiquantitation of the changes in the proteins rapidly transported down retinal ax­
ons to the SC or LGN showed that proteins could be classified into at least 3 categories 
based on their developmental profiles of synthesis and axonal transport (Fig. 2, lower). 
GAP-43, NCAM and Ll were synthesized and transported at highest levels relative to 
other proteins, in neonatal hamster retinal ganglion cells, when many axons are still elon­
gating. Several proteins (APP and a 67kD protein) were at relatively low levels in the neo­
nate, then increased in their synthesis and transport during arborization and then declined. 
A third group of proteins (SNAP-25 and a 64kD protein) showed an increase during matu­
ration of the retinal projection and remained high in adult animals. 

3. ELONGATION PROTEINS 

3.1. GAP-43 

GAP-43 (Growth Associated Protein, 43kD), also known as B-50, Fl, pp46 and 
neuromodulin, is a protein kinase C substrate phosphoprotein (for reviews see Skene, 
1989 and Benowitz and Routtenberg, 1997). This protein is enriched in growth cones and 
undergoes major upregulation during axon growth and regeneration. GAP-43 is attached 
along the inner face of the plasma membrane by a fatty acid anchor where the protein may 
modulate or participate in the transduction of signals across the growth cone membrane. 
In adult brain, GAP-43 is abundant in regions which maintain a known capacity for synap­
tic plasticity. 

The levels of GAP-43 synthesis and axonal transport in vivo were highest in P2 
hamster retinal axons and then decreased during development. Neonatal hamster GAP-43 
from growth cones is phosphorylated under conditions that stimulate protein kinase C 
activity (Fig. 3A, B). GAP-43 immunocytochemistry of embryonic hamster retinal 
explants show abundant localization of the protein in growth cones, with labeling 
extending into the filopodia (Fig. 3C). GAP-43 is also distributed along the retinal gan­
glion cell axons. In the developing optic tract, GAP-43 is distributed along retinal axon 
fascicles in late embryonic and early neonatal hamsters over the LGN and continuing 
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Figure 2. Upper: Fluorograms of radio labeled proteins synthesized in retinal ganglion cells and rapidly fast trans­
ported to the contralateral SC 4 hours after intraocular injection in P4 and adult hamsters. The numbers along the 
left indicate the apparent molecular weight of proteins in kiloDaltons (kD). The numbers along the bottom indicate 
the isoelectric gradient (pI). Identified proteins (see text) are indicated. Lower: Developmental profiles of fast ax­
onally transported proteins 4 hours post eye injection. The radioactivity in each protein is nonnalized to the total 
radioactivity in 18 proteins transported to the contralateral SC in P2, P5, P12, P17 and adult hamsters. At the bot­
tom is a schematic summary of the major morphogenetic events in the hamster retinofugal projection. Top row: 
proteins whose timecourse of synthesis and transport correlated with retinal axon elongation. Middle row: proteins 
whose timecourse increased during development and remained high. Bottom row: proteins whose developmental 
profile correlated with synaptogenesis. Modified with permission from Moya et aI. , 1988. 
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Figure 3. GAP-43 is a growth cone phosphoprotein. A. The region of the P4 gel in Figure 2 is enlarged to show in 
vivo metabolically labeled GAP-43. B. A growth cone fraction prepared from neonatal hamster brain was incu­
bated with radio labeled ATP under conditions to stimulate protein kinase C-mediated phosphorylation. Prominent 
among the growth cone phosphoproteins is GAP-43, arrowhead). C. E 14 hamster retinal explants were cultured 
for 48 hrs, fixed and processed for GAP-43 immunocytochemistry. Note the localization of GAP-43 along retinal 
axons and in growth cones including the lamellapodia and filopodia. 

into the superficial layers of the SC (Moya et aI., 1989). The staining of fiber bundles di­
minished during the first postnatal week and GAP-43 immunoreactivity was more obvi­
ous in the neuropil of the LGN and Sc. By P12, two days before eye opening, the 
neuropil staining had diminished and little or no GAP-43 immunoreactivity could be ob­
served in optic axon bundles. 

The immunolocalization studies closely parallel metabolic labeling results and to­
gether show that high levels of GAP-43 are present in retinal axons during their elonga­
tion and initial target contact. In this regard it is interesting to note that in GAP-43 
knockout mice, retinal ganglion cell axons are severely impaired in pathfinding, especially 
at the optic chiasm which has been taken as further evidence that the protein is a modula­
tor of signal transduction at the growth cone, perhaps through coupling to a G-protein­
receptor signal transduction (Strittmatter et aI., 1995). The decrease in GAP-43 synthesis 
and transport in hamster retinal axons and the protein's shift to the neuropil eoincide with 
the arborization of retinal terminals and a diminished demand for axon pathfinding. 
Finally, levels of GAP-43 are at barely detectable levels in the mature hamster retinal pro­
jection which has little capacity for plastic remodeling. 
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Figure 4. A. L I immunohistochemistry shows the presence of this adhesion molecule along fiber bundles in the 
superficial optic tract (ot) over the PO LGN. M=medial; D=dorsal. B. Ll decorates retinal axon fascicles of EI4 
hamster retinal explants grown on poly-lysine/laminin coated coverslips for 3 days. C. E 14 hamster retina 3 days 
in culture grown on a confluent layer of astrocytes from P3 hamster cortex express Ll along their axon. Note, 
however, that the pattern of growth is markedly different; retinal axons are no longer predominantly fasciculated 
and instead form a meshwork of crossing single fibers. 

3.2. Adhesion Proteins 

Two proteins whose developmental profiles show a correlation with retinal axon 
elgonation are NCAM and Ll (Fig. 2). These two transmembrane glycoproteins are part of 
the IgG superfamily and participate in adhesive interactions between cells during 
development and appear to be involved in synaptic modifications during LTP in the adult 
hippocampus (Rutishauser, 1984; Hortsch, 1996; Luthi et ai., 1994). 

In adult retinal axons, in vivo metabolic labeling studies have shown NCAM and Ll 
to be glycosylated and sulfated in retinal ganglion soma before being axonally transported 
(Moya et ai., 1994a, b). Protein sulfation of NCAM and L I can conceivably alter the 
charge of these molecules, thus changing the adhesive properties. It remains to be deter­
mined, however, if different levels of sulfation contributes to changes in cell adhesion dur­
ing development. 

L 1 is localized to fibers in the optic tract over the LGN and in the SC during the pe­
riod of axon elongation when retinal fibers are tightly fasciculated (Fig. 4A). During the 
time when the retinal axons de fasciculate and arborize into the neuropil of the LGN and 
SC, L 1 immunoreactivity is decreased in the optic tract and in adult animals the tract is 
devoid of Ll immunoreactivity (Moya, Confaloni, Lyckman and lhaveri, in preparation). 
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While L I has demonstrated adhesive properties and its expression and localization corre­
late with the elongation ofaxons in bundles, preliminary evidence suggests that the pres­
ence of L I along axons is not sufficient for axon fasciculation. Embryonic hamster retinal 
explants grown on poly-Iysine/laminin coated covers lips show a typical pattern of Ll­
labeled retinal axon growth with bundles of axon emanating from the explant (Fig. 4B). 
However, when explants are grown on a layer of confluent astrocytes, the retinal axon 
growth revealed by Ll staining is very different in that axons are now oriented in all di­
rections, crossing over one another with few fascicles (Fig. 4C). The immunocytochemis­
try shows that the retinal axons express Ll consistent with their embryonic age, but the 
presence of L I is not sufficient for fasciculated axon growth on astrocytes. Thus, it is as if 
the explants followed an intrinsic pro gam (i.e., Ll expression) but extrinsic cue(s) from 
the astrocytes can override this and induce a morphology of a later age. This, then, sug­
gests that there is a hierarchy of signals that regulate axon growth. 

In future studies, it will be of interest to examine the function of the Ll and NCAM 
adhesion molecules. One promising possibility might involve the selective blockade ofLl 
and NCAM trafficking to retinal axon endings in vivo by the mannosidase inhibitor, deoy­
mannojirimycin (McFarlane et ai., 1997). 

4. SYNAPTOGENESIS-ASSOCIATED PROTEINS 

The metabolic labeling studies revealed several proteins that have developmental 
profiles in which the peak of synthesis and axonal transport coincided with the period of 
retinal axon arborization and synaptogenesis (Fig. 2). These synaptogenesis-associated 
proteins include the amyloid precursor protein (APP) and an acidic 67kD polypeptide 
(Moya et ai., 1992, 1994a). 

4.1. APP in the Retinofugal Pathway 

APP is a membrane glycoprotein heavily expressed in brain but also found in other 
tissues. The 695 amino acid form of APP is predominantly neuron-specific while other 
isoforms arising by alternative splicing of the mRNA transcribed from the single APP 
gene are expressed in other cell types in the brain and other organs. APP has been the 
focus of considerable attention since a fragment of the protein, the ~A4 peptide, is found 
in the amyloid deposits in senile plaques seen in the brains of patients with Alzheimer's 
disease (for review, see Selkoe, 1994). 

APP expression undergoes considerable changes in the Mveloping brain (Neve et 
ai., 1988; O'Hara et ai., 1989) and in vitro studies suggest that APP may function as an 
adhesion protein in cell--cell and/or cell-substrate interactions and promotes neurite out­
growth (Breen et ai., 1991; Schubert et ai., 1989; Milward et ai., 1992). In our develop­
mental fast axonal transport studies we observed two isoforms of APP (1IOkD and IOOkD) 
which first increased after birth and then decreased after eye opening (Moya et ai., 1994a). 
The 110kD isoform is full-length transmembrane APP while the IOOkD APP is lacking the 
C-terminal and is enriched in the soluble fraction. The 100kD soluble APP isoform corre­
sponds to the proteolytic ally cleaved and secreted N-terminal ectodomain and the results 
suggest that the secretion of APP from retinal axon terminals is maturation-dependent and 
may require the formation of functional contacts andlor physiological activity (see Nitsch 
et ai., 1993). 

It is important to note that another full-length transmembrane APP isoform (120kD) 
and an isoform of the related Amyloid Precursor-Like Protein 2 (APLP2 140kD), have 
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developmental profiles which show a general decline with development from the earliest 
ages examined (Lyckman et aI., 1995; Moya et aI., I 994a). APLP2 has also been associated 
with axogenesis in the olfactory system (Thinakaran et aI., 1995). Since the respective anti­
bodies available do not distinguish between the 'elongation-' and 'synaptogenesis-' associ­
ated forms of these proteins, immunolocalization studies offer a composite picture of the 
changes in these proteins. In embryonic hamster retinal explants, APP is distributed along 
the retinal axons and is present in the growth cones (Fig. SC). In the developing brain, APP 
is localized to fibers in the optic tract for the first few days after birth (Fig. SA). Similar de­
velopmental distributions for the related Amyloid Precursor-Like Protein 2 (APLP2) have 
also been observed in the hamster retinal projection (Confaloni et aI., 1995). This axonal 10-
calization at young ages may reflect the earlier elongation forms of these proteins and 
would be consistent with a role for these proteins in cell-cell or cell-substrate adhesion as 
reported for APP (Breen et aI., 1991; Schubert et aI., 1989). 

We have performed two types of experiments to test whether APP has a direct role in 
axon growth. In one set of experiments, we used an oligonucleotide antisense to block 
APP synthesis in embryonic rat cortical neurons in vitro (Allinquant et aI., 1995). APP 
synthesis was diminished by about 30% after the antisense treatment and this was accom­
panied by a reduction in neurite (axon and dendrite) outgrowth. The APP synthesis inhibi­
tion was reversible as was the morphological effect. In a second set of experiments, we 
interferred with APP at the level of the protein on the surface of retinal axons in vitro (M. 
Young and K.L. Moya, unpublished observations). Monoclonal antibody 22C11 which 
recognizes both APP and APLP2 from hamster (Moya et aI., 1994a; Lyckman et aI., 1995) 
was administered to embryonic hamster retinal explants. We noted a marked and dose­
dependent effect of the blocking antibody supporting a direct role for APP and APLP2 in 
the growth of retinal axons. 

After axon elongation, APP and APLP2 immunoreactivity shifts to the neuropil of 
the LON and SC during the second postnatal week. In adult hamsters, no APP or APLP2 
could be detected in the optic tract while puncta of immunoreactivity were found over and 
around large cell bodies in the LON (Fig SB), which is consistent with the reported synap­
tic localization for APP (Schubert et aI., 1991). Although, relative to other proteins, the 

B 

Figure S. APP is localized to developing retinal axons in vivo and in vitro. A. Fibers in the optic tract (ot) along the 
ventral surface of the hypothalamus and coursing from the optic chiasm (arrowhead) are immunoreactive for APP in 
P I hamsters. B. E 14 retinal explants processed for APP immuncytochemistry show that APP is distributed along reti­
nal axons and is present in their growth cones. C. In the adult hamster LGN, the superficial optic tract (ot) is devoid 
of APP immunoreactivity, while in the neuropil of the LGN, APP is localized in and around cell bodies. 
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synthesis and transport of APP and APLP are greatly diminished in adult retinal ganglion 
cells, detectable levels of these proteins reach adult hamster synaptic endings. Our meta­
bolic labeling studies show that both proteins are sulfated and glycosylated (Moya et aI., 
1994a, b; Lyckman et aI., 1995; Lyckman et aI., in preparation). Furthermore, these pro­
teins have an extremely short half-life in synaptic endings in vivo; these proteins are 
eliminated from retinal synapses with a half-life estimated on the order of 2-3 hours 
(Lyckman et aI., 1995). 

4.2. The 67kD Acidic Protein 

The identity of the 67kD, pI 4.7 protein remains unknown. Preliminary data suggest 
that the hamster 67kD protein is similar to a myristoylated phosphoprotein in rat cortical 
neurons (Moya, unpublished observations; Perrone-Bizzozero et aI., 1989). These charac­
teristics and the 2-D electrophoretic migration properties closely resemble the proto-onco­
gene, pp60src. pp60src is found in growth cones, is developmentally regulated in brain 
and is involved in cell-substrate interactions (Maness et aI., 1988; Steedman and Landreth, 
1989; Hynes, 1982). While further studies will be necessary to determine if the 67kD 
hamster protein is related to pp60src, these results raise the intriguing possibility that the 
67kD protein may participate in the growth cone-mediated extension of axon arbors in the 
LGN and SC, and influence the establishment of synaptic relations through mechanisms 
dependent on pp60src (see Maness et aI., 1988). 

5. PROTEINS ABUNDANT IN THE MATURE RETINAL 
PROJECTION 

Once the retinal projection has been formed and synapses established, the function 
of retinal axons is the reliable transfer of information for visual processing. At this stage, 
one might expect that the pattern of proteins transported to retinal axon endings would in­
clude proteins necessary for correct synaptic function such as constituents of the synaptic 
vesicle cycle, presynaptic ion channels and receptors, and proteins that structurally stabi­
lize the synapse. Thus far, most of the proteins identified in axonal transport studies of 
mature hamster retinal terminals fall into the first category. A few possible candidates for 
proteins that stabilize the synaptic membrane have been identified; while little has yet 
emerged regarding the transport of ion channel or receptor proteins, this will likely soon 
change as more sensitive methods are used to visualize 2-D separated radiolabeled pro­
teins such as phosphorimaging. 

5.1. Proteins of the Synaptic Vesicle Cycle 

5.1.1. Synaptic Core Complex Proteins. SNAP-25 and a 64kD protein smeared in the 
molecular weight dimension (64-82kD) were observed in early studies as proteins that 
were not detectable in elongating retinal axons and which first appeared during arborization 
(Fig 2 and Moya et aI., 1988). These proteins gave the strongest signal on fluorograms of 
rapidly transported proteins to adult SC. SNAP-25 is a 25kD synaptosomal associated 
protein linked to the inner face of the synaptic plasma membrane by palmitic acid bridge. In 
2-D Western blot experiments, monoclonal antibodies specific for syntax in also recognized 
the 64kD (T. Smirnova and K.L. Moya, unpublished results). One interpretation is that the 
64kD (64-82kD) rapidly transported 'protein' consists of a multimeric, SDS-resistant 
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complex with syntax in (34kD) SNAP-25 (25kD) and VAMP (18kD) (see Hayashi et aI., 
1994). We have also recently been able to identify VAMP as a protein in rapid axonal trans­
port in adult hamster retinal axons (A.W. Lyckman and K.L. Moya, unpublished results). 

According to a current model of the synaptic vesicle cycle, these three proteins play 
a crucial role in the early steps of vesicular release of neurotransmitters (Siidhof, 1995). 
During the docking step, synaptic vesicles approach the active zone of the synaptic plasma 
membrane where transmembrane syntaxin is situated. During the priming phase, SNAP-25 
is recruited to complex with syntax in forming a high affintiy site for VAMP (vesicle asso­
ciated membrane protein) on the synaptic vesicle. This synaptic core complex draws the 
vesicle towards the plasma membrane allowing other proteins to act at the site so the end 
result is synaptic vesicle fusion and neurotransmitter release. 

Further studies will be necessary to definitively identify the constituents of the 64kD 
protein. Thus far, however, the in vivo metabolic labeling studies suggest that these pro­
teins of the synaptic core complex are synthesized in retinal ganglion cells and conveyed 
to the synaptic ending by rapid axonal transport, even though their mode of attachment to 
membranes (transmembrane or fatty acid tail) and their membrane localization (plasma 
membrane or synaptic vesicle membrane) differs. In addition, developmental studies 
should determine if VAMP has a developmental profile similar to SNAP-25 and the 64kD 
protein. If this turns out to be the case, then this would provide strong in vivo evidence 
that very diverse gene products which participate in a common function are developmen­
tally regulated in parallel. 

5.1.2. Synaptic Vesicle Protein 2 (SV2). SV2 is a integral synaptic vesicle membrane 
protein ubiquitous to all synapses for which it has been examined (Buckley and Kelly, 
1982; Okada et aI., 1994). In a recent study we examined changes in SV2 in developing 
retinal axons (Confaloni et aI., 1997). In the adult hamster, SV2 was not evident in retinal 
axons in the optic tract over the LGN nor were SV2-labeled retinal fascicles in the SC, 
consistent with its localization to synaptic vesicles in axon terminals. In the adult LGN, 
SV2 immunoreactivity revealed a gradient, with the outer shell of the LGN being more 
darkly stained, and distinct immunoreactive profiles were revealed (Fig. 6A-C). These 

Figure 6. SV2 in adult retinal terminals and embryonic retinal axons. A-C. The adult hamster LGN contains 
SV2-positive terminal profiles that resemble R I, R2, and R3 terminal types, respectively, as described by Erzu­
rumlu et al. (1988). D. SV2 is present along EI4 hamster retinal axons and growth cones in vitro (arrows). 
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profiles resembled the three previously identifed retinal axon terminal types (Erzurumlu et 
aI., 1988). Adult eye enucleation experiments demonstrated the anterograde degenerative 
loss of these SV2-labeled retinal terminals in the LGN and also exquisitely revealed the 
segregation of the ipsi- and contralateral retinal projections to the adult LGN. 

What was entirely unexpected in this study was the localization of SV2 in develop­
ing retinal axons. SV2 labeled retinal axons (bundles and single fibers) in the optic tract 
over the LGN and in the superficial layers of the SC in hamsters from PO to late PI. This 
was unexpected because at these ages there is no evidence for mature synapses nor for the 
presence of synaptic vesicles. Furthermore, previous developmental studies of different 
synaptic vesicle proteins had never shown a prominent axonal localization in rat hippo­
campus and neocortex (Stettler et aI., 1994, 1996). Immunocytochemistry of embryonic 
retinal explants showed that SV2 was present along the axons and extended into the 
growth cone (Fig. 6D). This raises the question as to whether SV2 has an additional func­
tion in elongating axons. 

SV2 has a molecular structure which suggests that the protein transports molecules 
into or out of synaptic vesicles, although its ligand has not been identified (Bajjaleih et aI., 
1992; Feaney et aI., 1992). Based on the predicted topology of the SV2 glycoprotein, the 
glycodomains are oriented within the lumen of the synaptic vesicle (Bajjaleih et aI., 1992), 
and thus when the vesicle fuses with the plasmalemma, the carbohydrate moeities are ori­
ented toward the extracellular surface. In developing axons and growth cones then, SV2 
could serve as a cell surface glycoprotein, perhaps participating in adhesive interactions, 
or alternatively as a growth cone surface transporter. 

7. TARGET INTERACTIONS AND REGULATORY SIGNALS 

The studies of normal retinal axon development described above identified a number 
of changes in protein synthesis, axonal transport and localization during different stages of 
axon growth. Some of the striking changes in neuronal proteins occurred at the time when 
developing axons reach their targets, cease elongating and commence elaborating synaptic 
contacts in brain nuclei. This raised the question of whether some of these changes might 
be triggered by signals generated by target interactions. To begin to investigate this we 
prevented optic axons from encountering their normal targets in the brain and induced the 
formation of abnormal connections. 

7.1. Changes in Target Structures 

In normal hamsters, retinal ganglion cell axons form terminal arbors in the LGN and 
Sc. Immunolocalization studies showed that in the normal, non-lesioned hamster, the lat­
eral posterior nculeus (LP) was moderately immunoreactive for GAP-43 (Moya et aI., 
1989). This structure is adjacent to the LGN and normally does not receive a retinal pro­
jection. However, neonatal lesions of the SC can result in the formation of dense patches 
of hyperinnervation in the LGN and an abnormal retinal projection to the LP. We traced 
the abnormal retinal projections using anterograde techniques and oberved that the GAP-
43 immunoreactivity was excluded precisely from the territory of the retinal projections 
(Moya et aI., 1990). Additional experiments showed that much of the GAP-43 in the LP 
was expressed in local interneurons. In these experiments, the retinal axons displaced 
GAP-43-rich local terminals while colonizing synaptic territory in the LP. 
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7.2. Alterations in Retinal Ganglion Cells 

We examined the extent to which the developmental regulation of rapidly trans­
ported membrane proteins in the mammalian optic pathway is influenced by interactions 
between the advancing nerve endings and the target cells they encounter. We found that 
the synthesis and rapid axonal transport of several proteins destined for the nerve terminal 
membrane are altered when retinal axons form abnormal connections (Moya et ai., 1992). 

One of the proteins that showed a significant change in its synthesis and axonal 
transport after our experimental manipulations is the neural cell adhesion molecule, 
NCAM, which is involved in neuronal adhesion, neurite adhesion and axonal guidance. 
During normal development, the decline in NCAM just after birth may explain the defas­
ciculation of the axons and the subsequent elaboration of terminal arbors in target regions. 
In the experimental animals, however, the abnormally elevated levels of the protein at 
later ages may reflect a continued growth of retinal axons in a fasciculated state when they 
do not encounter their normal target cells. 

The acidic 67kDa protein (see above), which normally increases during terminal ar­
borization and then decreases, also remained significantly elevated in animals with early 
SC lesions. Preliminary biochemical studies described above suggest a number of similari­
ties between the 67kD hamster protein and the tryrosine kinase, pp60src. pp60src is 
known to be involved in cell-substrate interactions through extracellular matrix receptors, 
and the misrouted fibers may require a prolonged period of growth through the extracellu­
lar matrix as they search for available synaptic territory. 

The anatomical studies showing that the formation of abnormal neural connections 
can alter the distribution of a molecular marker in the postsynaptic territory. The metabo­
lic labeling experiments in the early lesioned hamsters show that various target manipula­
tions can selectively alter the expression of a subset of proteins but not others in retinal 
ganglion cell axons. Together these results suggest that there may be a multiplicity of sig­
nals governing the pattern of proteins in developing axons. 

8. SUMMARY 

In vivo metabolic labeling studies show that elongating retinal ganglion cells 
express a specific set of proteins that includes GAP-43 and adhesion proteins Ll and 
NCAM along with certain isoforms of APP and APLP2. Not only are the proteins synthe­
sized in retinal ganglion cells and transported down their axons, these proteins are local­
ized along the axons and can be detected in growth cones. This phase of axon growth 
requires molecular mechanisms for growth cone motility, axon adhesion for fasciculated 
growth and guidance cues in order for the growing fibers to successfully reach the target. 
Blocking experiments suggest that APP and/or APLP2 are necessary for hamster retinal 
axon growth, at least in vitro, while the expression of Ll does not appear to be sufficient 
for retinal axon fasciculation in the presence of other extracellular cues. Further func­
tional tests will be necessary to determine if NCAM and Ll, for example, are required 
for retinal axon growth. 

When retinal axons arborize in their target nuclei, they change their pattern of pro­
tein synthesis and axonal transport. Isoforms of APP, and an acidic 67kD protein are 
upregulated while elongation-associated proteins decline. Cellular interactions at this 
stage involve target recognition, axon branching, the initial steps for putting in place the 
molecular machinery for synaptic transmission, and the stabilization or elimination of syn-
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apses. Although the precise signals for the change from elongation to arborization are not 
yet known, experimental manipulations showed that the expression of some retinal gan­
glion cell proteins depends on target interactions. 

Adult animals depend on the efficient anc~ reliable processing of visual information. 
The pattern of proteins synthesized in mature retinal ganglion cells and transported to ter­
minals is dominated by synaptic proteins, some of which form part of the synaptic vesicle 
docking complex. Other proteins may help stabilize synapses and the metabolic labeling 
studies show that certain proteins have a rapid turnover in the retinal terminals in vivo. 

In future studies, it will be of general cell biological interest to determine if the turn­
over of the different proteins changes during development. A second open question of par­
ticular relevance to the retinofugal projection is what is the local signal that stops the 
retinal axons when they have reached the correct targets (i.e., the LON and SC) so that the 
pattern of retinal ganglion cell protein expression can change. And a third area of inquiry 
centers on testing which retinal ganglion cell proteins are essential for the correct forma­
tion of retinal synapses in the brain. 
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1. INTRODUCTION 

Connections in the adult visual system are highly precise. In mammals, the axonal 
projections of retinal ganglion cells from the two eyes are segregated into distinct layers 
within the dorsal lateral geniculate nucleus (dLGN)I-3. In addition, each geniculate neuron 
receives input from only one type of ganglion cell. In the ferret and cat, the major classes 
of ganglion cells that project to the dLGN, the alpha and beta ganglion cells4,5, each com­
prise subpopulations of cells which have receptive field centers that respond either to the 
onset or to the offset of a light stimulus6. In the ferret, On and Off retinal inputs are organ­
ized into sublaminae within each eye-specific layer7.8• No On and Off sublaminae are pre­
sent in the cat dLGN, but individual geniculate neurons are contacted only by On or Off 
ganglion cells9•1O • 

Early in development, however, dLGN neurons are binocularly driven ll and the ax­
onal terminals of the ganglion cells of the left and right eyes are not segregated into dis­
tinct laminae. Monocular innervation and the confinement of retinal inputs into 
eye-specific layers occur before the retina is sensitive to lighe2-15. In the cat, the formation 
of the eye specific layers is prevented when tetrodotoxin, a sodium channel blocker, is 
chronically delivered to the dLGN I6,17. This result suggests that neuronal activity, presum­
ably from the retina, is necessary for the segregation of eye-input in the dLGN. 

Like the formation of eye-specific layers, the appearance of On and Off sublaminae 
in the ferret dLGN also occurs before photoreceptors mature7 and is dependent on neuro-

• Phone: (314) 362-4941; Fax: (314) 747-1150. 
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nal activity I 5. When an NMDA receptor antagonist, MK-801 or APV (2-amino-5-phos­
phono-pentanoic acid), is infused into the region of the ferret dLGN throughout the period 
when On and Off sublaminae normally develop in vivo (between the second and third 
postnatal weeks), these sub laminae fail to form 15. Examination of individual axonal arbors 
of the ganglion cells at the dLGN further showed that in the absence of postsynaptic acti­
vation, the terminal arbors of individual ganglion cells arborize diffusely within each eye­
specific layer l5. 

What is the nature of the ganglion cell activity during the period when the retina is in­
sensitive to light stimuli? The first direct evidence that the immature retina generates spe­
cific temporal patterns of activity came from in vivo extracellular recordings of the 
embryonic rat retina l8 . These recordings revealed that the immature retina spontaneously 
generates a pattern of rhythmic bursting activity, which is temporally synchronized between 
neighboring cells. By using a multielectrode array to monitor the in vitro activity of 50-100 
cells in the ganglion cell layer simultaneously, we subsequently showed that the neonatal 
ferret retina also generates a similar pattern of synchronized bursting activity I9,2o. The bursts 
of action potentials of neighboring cells are correlated by propagating waves of excitation. 
This pattern of activity persists until just before eye-opening (at P30), at which time the 
spontaneous activity of retinal cells is no longer rhythmic, nor is it synchronized by waves20• 

It was suggested from the multielectrode recordings that the correlated bursting ac­
tivity can provide cues that are suitable for instructing the segregation of eye-inputs in the 
dLGN I9 . This is based on the Rebbian modd l , which proposes that synchronized activity 
leads to the strengthening of connections between coactive cells. Thus, synchronized 
bursts of activity within an eye would ensure that cells from the same retina would "wire 
together", Conversely, cells from the two eyes are unlikely to burst simultaneously, and 
thus are unlikely to maintain connections with the same target neuron22- 25 . 

In the ferret, On and Off sublaminae form in the dLGN between the second and third 
postnatal weeks, after eye-specific layers are established, but during the period when reti­
nal waves are still present. Because On and Off ganglion cells are spatially organized into 
overlapping mosaics26,27, it would appear that their activity would always be correlated 
with each other when a wave propagates through the area, If so, then based on the Reb­
bian rule, it would seem unlikely that their activity patterns would lead to the segregation 
of their inputs at the dLGN. Because the class of cells recorded by the multielectrode ar­
ray cannot be identified, optical recording techniques, using calcium indicator dyes, were 
employed in order to determine the bursting patterns of identified On and Off ganglion 
cells at different ages. We demonstrate here that the patterns of spontaneous activity of On 
and Off beta ganglion cells are initially indistinguishable but become distinct during the 
period when On and Off sub laminae emerge in the dLGN. We will address how, and in 
particular, which retinal circuits can account for the observed age-related changes in activ­
ity patterns. Finally, we will consider whether the bursting patterns of On and Off gan­
glion cells contain the appropriate cues that would ensure that their inputs onto dLGN 
neurons are segregated at maturity. 

2. BURSTING RHYTHMS OF ON AND OFF GANGLION CELLS 

2.1. Identification of Bursting Patterns of On and Off Ganglion Cells 

The spontaneous bursting activity of retinal ganglion cells can be observed using 
optical recording techniques which monitor intracellular calcium concentrations ([Ca2+D 
over time. Retinae were dissected from the eyecup and incubated in fura-2AM (Molecular 
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Probes) in HEPES-buffered Ames medium, pH 7.4 (Sigma Chemicals) for an hour, 
initially at room temperature and then at 30°C for half an hour28. Upon loading of the cal­
cium indicator dye into cells, the retinae were placed in a temperature-controlled record­
ing chamber and maintained in oxygenated Ames medium (27-30°C) for the duration of 
the recording. Consecutive pairs of images were acquired during 340 nm and 380 nm exci­
tation using a low light level camera (SIT, Hamamatsu) under computer control (Image­
IFL, Universal Imaging Inc). Intracellular calcium levels were estimated using a 
calibration paradigm which converts the ratio of the fluorescence intensity measured at 
340 nm and 380 nm to a known calcium concentration28 . 

In order to identify the recorded cells, spontaneously active cells were intracellularly 
dye-filled with I % Lucifer yellow in 0.1 M LiCI and 3% Neurobiotin in 0.1 M Tris-buffer, 
pH 7.6. Putative On and Off ganglion cells were classified according to their dendritic 
morphology and stratification in the inner plexiform layer, IPL6. Figure la,b shows an 
example of a putative On and a putative Off beta ganglion cell which were injected with 
Lucifer yellow after calcium imaging. On cells were classifed as those whose arbors strati­
fied in the inner two-fifths of the IPL whereas cells whose arbors stratified in the outer 
three-fifths of the IPL were classified as Off cells. When many neighboring cells were 
injected subsequently, the On and Off types of beta cells were found to tile the recorded 
region as described previously28 (Figure Ic). Like beta ganglion cells in the cat retina26.27 , 

the dendritic overlap of ferret beta ganglion cells of the same subclass (On or Off) was 
minimal, compared to the overlap of the dendritic territories of the different subclasses 
(Figure I c). Based on the dendritic stratification and the mosaic arrangement of the cells, 
the activity patterns of putative On and Off beta cells in the recorded region can be com­
pared at different developmental time points. 

2.2. Bursting Rhythms of On and Off Ganglion Cells Alter with Age 

Putative On and Off beta cells can be identified beginning from P9, when differen­
tial dendritic stratification in the IPL becomes discernable28. At this age (P9-IO), the 
bursting patterns of On and Off beta ganglion cells were indistinguishable (Figure 2). In 
particular, the burst frequencies of On and Off beta cells were the same, at around 30-50 
bursts/hour. However, during the second and third postnatal weeks, On and Off beta cells 
developed distinct bursting patterns. On beta cells burst much less frequently (at least 3 or 
4 times less often) than Off beta cells, which showed a dramatic increase in their bursting 
rate with age (Figure 2). However, despite the changes in the burst frequencies of these 
cells, the bursts of On cells remain correlated with corresponding bursts in neighboring 
Off cells. 

3. MECHANISMS UNDERLYING DEVELOPMENTAL CHANGES 
IN ON AND OFF BURSTING RHYTHMS 

3.1. Differential Modulation of On and Off Bursting Activity by 
GABAergic Amacrine Cells 

Amacrine cells have been demonstrated to participate in the synchronized bursting 
activity of the neonatal ferret retina29,3o. But, not all amacrine cells appear to be involved in 
this pattern of activity. We have begun to examine whether spontaneously active amacrine 



278 R. O. L. Wong et al. 

Figure 1. (a and b) Lucifer yellow filled putative 
On (I) and Off(2, in focus) beta ganglion cells ofa 
P20 ferret retina, classified according to the level 
of their dendritic stratification. The dendritic arbors 
of the putative On and Off cells stratify at different 
levels of the inner plexiform layer. (c) Cells 'I' and 
'2' form part of two mosaics of beta cells, which 
were reconstructed after dye-filling of many of the 
neighboring cells. The dendritic territories of pre­
sumed On cells is represented by the thin boundar­
ies and the On somata by the open circles, whereas 
the territories of the presumed Off cells are denoted 
by the thick outlines and their somata by the filled 
circles. Note that the dendritic territories of On and 
Off cells overlap extensively whereas the territories 
of cells belonging to the same subpopulation have a 
reduced extent of overlap. 

cells share a common morphology or transmitter content, in order to understand what net­
work or circuits form the substrate for the synchronized bursting activity. Figure 3 shows 
that many different morphological SUbtypes of displaced amacrine cells exhibit spontaneous 
rhythmic bursting activity. However, these cells may share a common transmitter because 
all amacrine cells contain either gamma-aminobutyric acid (GAB A) or glycine3!. 



P9 

1~] 

~ 50 

~] 

P22 
1~ 

i" 
c: 
- 50 
;-~ 

'" '" ~ 

50 

0 

0 5 10 

Time (min) 

15 
Time (min) 

on 

On 

20 25 30 

Figure 2. Examples of the bursting patterns of putative On and Off beta ganglion cells at P9 and at P22. 
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Figure 3. (A-C) Examples of lucifer yellow filled displaced amacrine cells fTom a PI5 ferret retina. These cells 
displayed rhythmic bursting activity, which is shown in the plots below. 
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We have explored the possibility that GABAergic andlor glycinergic amacrine cells 
participate in the wave activity. Our immunohistochemical studies demonstrate that GABA 
and glycine are present in conventionally placed and displaced amacrine cells in the ferret 
retina by embryonic day 38 (GABA32; glycine-unpublished observations). In addition, 
immunohistochemistry for synapse-associated proteins suggests the presence of synapses in 
the ferret IPL by birth32 , a finding that corroborates a previous electron microscopy study 
demonstrating the presence of conventional synapses in the ferret IPL by p433• 

Immunocytochemistry for GABAa receptor subunits also revealed the presence of 
GABAa receptors in the ferret IPL by birth32• Whole-cell recordings from neonatal gan­
glion cells show that these cells have functional GABAa receptors and calcium imaging 
studies also demonstrate the presence of functional GABA and glycine receptors34,35. 

Taken together, these observations suggest that GABAergic and glycinergic amacrine cells 
could be interacting synaptically with ganglion cells in the ferret retina as early as at the 
time of birth. In order to examine whether the spontaneous bursting activity of the gan­
glion cells depends on interactions with GABAergic or glycinergic amacrine cells, we 
compared the activity patterns of neonatal ferret ganglion cells in the presence and 
absence of antagonists to GABAa and glycine receptors34 . 

Bicuculline methobromide (100-150 11M; Sigma Chemicals), a GABAa receptor 
antagonist, reduced or abolished the bursting activity of all ganglion cells in the first ten 
postnatal days (Figure 4, PI 0). This effect was reversible upon washout of the antagonist. 
SR95531 and picrotoxin, agents which also antagonize the effect of GABA, produced the 
same effect as bicuculline on the bursting activity. Thus, by blocking GABAa receptors, 
the spontaneous bursting activity of the ganglion cells in the early neonates was dimin­
ished, suggesting that GAB A promotes the bursting activity of the cells at this stage. By 
contrast, after P18, bicuculline, SR95531 and picrotoxin caused an increase in bursting 
activity in the ganglion cells. Examination of the effects of bicuculline on the bursting 
activity of identified On and Off ganglion cells between PI8 and P24, demonstrated that 
bicuculline caused On cells to exhibit a marked increase in their burst frequency (Figure 
4, P24). The effects of bicuculline on the burst frequency of Off cells was less dramatic. 
Interestingly, the bursts of On and Off cells remained synchronized even in the presence 
ofGABAa receptor antagonists (Figure 4, P24). 

By contrast, when strychnine (2-5 11M), a glycine receptor antagonist, was applied, 
there was no detectable effect on the bursting activity at all ages studied (PO to P24; data 
not shown). Only at higher concentrations (25-100 11M), did strychnine cause a change in 
the bursting activity; at the younger ages (up to PIO), strychnine at these higher concentra­
tions abolished the bursting activity, whereas in the older neonates (by about P 18), it 
caused a dramatic increase in bursting activity of both On and Off ganglion cells. 

These results suggest that initially, during the first and second postnatal weeks, 
GABA is not inhibitory and appears to promote the bursting activity of the ganglion cells. 
As the action of GAB A becomes inhibitory at around P18, the activity of On cells in par­
ticular appear to be heavily suppressed, compared to Off cells. The role of glycine at the 
various ages, however, is less clear and warrants further investigation. The apparent inef­
fectiveness of low concentrations of strychnine, compared to bicuculline, may be due to a 
reduced sensitivity of the glycine receptor to strychnine during development. 

3.2. Contribution of Bipolar Cells to On and Off Activity 

During the period when On and Off ganglion cells develop distinct bursting patterns, 
ribbon synapses can be detected in the maturing IPe3• Immunostaining at different post-
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Figure 4. Bicuculline, a GABAa receptor antagonist, reduces the bursting activity of all classes of ganglion cells 
at PI O. At P24, bicuculline causes an increase in activity instead, with On cells cells showing a marked increase in 
their burst frequency in the presence of this antagonist. 

natal ages for calbindin (which labels putative cone bipolar cells) and for protein kinase C 
(PKC) (found in rod bipolar cells), demonstrated that putative cone and rod bipolar cells are 
present by the end of the second postnatal week. Examples of immunolabelling for cal­
bind in and PKC of a P23 retina are shown in Figure Sa, b. To ascertain when bipolar cells 
form functional connections with their postsynaptic targets, the ganglion cells and amacrine 
cells, retinal slices were obtained and bipolar cells were stimulated by puffs of potassium 
chloride at the outer plexiform layer (OPL), while recording optically from the neighboring 
cells. These recordings demonstrate that in mid-peripheral retina, functional bipolar connec­
tions emerge by around P13 . By the third postnatal week, responses to stimulation of the 
bipolar cell dendrites in the OPL consistently evoked responses in ganglion cells and amac­
rine cells. An example of responses evoked in the ganglion cell layer and inner nuclear layer 
by a puff of potassium at the OPL is shown in Figure Sc. In order to demonstrate that the 
rise in [Ca2+l; in the ganglion cells and amacrine cells resulted from depolarization of bi­
polar cells, the stimulations were repeated in the presence of the non-NMDA receptor an­
tagonist, NBQX (1,2,3,4,-Tetrahydro-6-nitro-2,3,-dioxo-benz[ f]quinoxaline-7 -sulfonamide; 
RBI) and the NMDA receptor antagonist, APV (RBI). Responses which were abolished in 
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the presence of these antagonists imply that the evoked responses were glutamate-mediated, 
whereas responses that persisted during superfusion of these antagonists suggested that the 
cells were most likely depolarized by the diffusion of potassium from the puffer pipette. 
Taken together, the anatomical and physiological results suggest that functional glutamater­
gic synapses between bipolar cells and ganglion cells or amacrine cells emerge by the end 
of the second postnatal week. 

Figure 5. A cross-section of a P23 
ferret retina double-immunolabelled 
for calbindin (a) and protein kinase 
C (b). Putative cone bipolar cells, 
revealed by calbindin labelling (ex­
amples, arrows, a) and rod bipolar 
cells, immunoreactive for PKC (ex­
amples, arrows, b) are present at this 
age. Inner nuclear layer (lNL); inner 
plexiform layer (lPL); ganglion cell 
layer (GCL). Scale bar = 20 Ilm. (c) 
Cross section of a P22 ferret retina 
loaded with fura-2AM, and imaged 
optically during stimulation of a re­
gion in the outer plexiform layer 
(asterisk, OPL) with a puffer pipette 
containing 1M KCL. Increases in in­
tracellular calcium levels are high­
lighted by the black pixels and are 
found in the INL and GCL. The acti­
vated cells are observed after digital 
subtraction of an image during the 
KCL puff and a background image 
prior to the puff. Shown here is the 
superimposition of the subtracted 
image (the black pixels) and the 
background staining with fura-2. 
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In order to determine whether the spontaneous bursting activity involved interac­
tions with bipolar cells during the period when ribbon synapses are formed, the effects of 
NBQX and APV on the bursting activity was examined in retinae between P 15 and P21. 
Previous recordings at early neonatal ages (before PlO) suggested that ionotropic gluta­
mate receptor antagonists had no effect on the bursting activity of the ganglion cells29 • Our 
preliminary recordings indicate that at later ages, at P21, NBQX and APV reduced or 
abolished all bursting activity (Figure 6). In the mature retina, On-bipolar cells are hyper­
polarized by the glutamate analog, DL-2-amino-4-phosphonobutyrate acid (APB)36. To 
further assess whether glutamate-mediated activity significantly contributes to the acquisi­
tion of different bursting rhythms of the On and Off cells, we examined the effects of APB 
on the bursting activity. At P21, APB (Calbiochem) depressed the bursting activity of the 
ganglion cells. On-beta ganglion cell activity, which is enhanced in the presence of bicu­
culline, was abolished in the presence of APB. Off beta ganglion cells still burst in the 
presence of APB, but the frequency (and amplitude) of the bursts appeared to be dimin­
ished (Figure 7) . Taken together, these preliminary results indicate that glutamate-medi­
ated interactions are not involved in the bursting activity of the ganglion cells initially, but 
become important as bipolar cells mature and form functional connections during the third 
postnatal week. 

4. DISCUSSION 

4.1. A Changing Retinal Circuitry Underlies the Development of 
Distinct Patterns of On and Off Bursting Activity 

Our in vitro recordings from the neonatal ferret retina revealed that the immature 
ganglion cells spontaneously undergo rhythmic bursting activity prior to eye opening 
(P32). Initially, the bursting rhythms of all classes of ganglion cells are indistinguishable, 
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Figure 6. By P21, bicuculline (and strychnine) causes an increase in bursting activity which is abolished in the 
presence ofNBQX and APY. 
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Figure 7. The metabotropic glutamate receptor blocker, APB, is also effective in depressing the activity of On and 
Off ganglion cells by P21. On cells are silenced by APB, whereas Off cells continue to burst in the presence of this 
agonist, but at a reduced frequency and amplitude. 

but by the third postnatal week, distinct rhythms emerge. Specifically, putative On and Off 
beta ganglion cells develop different temporal patterns of spontaneous activity during the 
period in which On and Off sub laminae form in the dLGN; On beta cells participate in 
only a small fraction of the waves during this period. 

We have concentrated on examining the contributions of amacrine cells and bipolar 
cells to changes in the On and Off ganglion cell activity patterns. Our results to date sug­
gest that interactions with amacrine cells and bipolar cells contribute to the differences in 
the bursting activity of On and Off ganglion cells. GABAergic inhibition appears to be 
greater for On cells compared to Off cells, which in part, results in the relatively sup­
pressed bursting activity of the On cells compared to the Off cells. In addition, glutamate­
mediated activity, presumably arising from interactions with bipolar cells, is important 
during the period when On and Off cells adopt different bursting rhythms. 

The action of GABA and glutamate are clearly age-dependent. Prior to the emer­
gence of On and Off rhythms, GAB A is not inhibitory, and appears to promote the occur­
rence of bursting activity. In addition, the bursting activity does not depend on the 
activation of ionotropic glutamate receptors because antagonists to these receptors do not 
block the activity. This is not surprising, because bipolar cells have yet to differentiate and 
form functional connections, processes which occur only just prior to the appearance of 
On and Off distinct rhythms during the third postnatal week. 

Since GABAergic amacrine cells form direct connections with ganglion cells, the 
modulation of ganglion cell bursting activity could arise directly via these connections. In 
addition, GABAergic amacrine cells could affect the bursting activity indirectly by modu­
lating the release of glutamate from bipolar cells. Whole-cell patch recordings from neo­
natal ferret bipolar cells show that they are sensitive to exogenously applied GABA 
(Figure 8). The GAB A-evoked current in the neonatal bipolar cells is largely mediated by 
GABAa receptors. Thus, On ganglion cells may become much less active with age partly 
because the release of glutamate from On bipolar cell terminals is inhibited by the matur­
ing GABAergic inputs. 
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Figure 8. Responses of a PI9 bipolar cell under whole cell 
patch clamp to puffs of GABA (200 IlM in the pipette) in the 
inner plexiform layer. The responses of this cell to GABA was 
completely abolished in the presence ofbicuculline (200 IlM). 
Each trace is an average of 2 or 3 responses. The cell was held 
at 0 mY (see 35 for details). 
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Another possible explanation for the age-related decrease in the spontaneous burst­
ing activity of On ganglion cells is that in the absence of light stimulation, On bipolar 
cells are hyperpolarized by glutamate acting on APB-sensitive receptors on the dendrites 
of these interneurons. By contrast, Off bipolar cells are depolarized in the absence of light 
stimulation. Thus, the activity patterns of On and Off ganglion cells might simply reflect 
the activity of the On and Off bipolar cells to which they are connected, respectively. Fu­
ture work will be aimed at further addressing which cellular interactions produce the pat­
terns of spontaneous bursting activity both in the early stages of development and when 
On and Off ganglion cells adopt different temporal patterns of activity. Our interest in 
determining the cellular interactions that underlie these unique patterns of spontaneous 
activity are based on the hope that it will be possible to manipulate the temporal patterns 
of activity in vivo, and therefore examine more directly how these patterns of activity 
affect the formation of visual connections during development. 

4.2. Developmental Role for Changing Patterns of On and Off Bursting 
Patterns? 

In order to fully understand how On and Off retinogeniculate connections are estab­
lished, several aspects of the development of this visual pathway need to be explored fur­
ther. In the cat, previous studies have demonstrated that in the absence of retinal activity 
resulting from chronic injections of tetrodotoxin (TTX) into kitten eyes, neurons in the 
mature dLGN show mixed On and Off visually-evoked responses37 • This result may be be­
cause the inputs of On and Off cells failed to segregate in the absence of retinal activity, or 
because new connections developed during the period of activity blockade. Likewise, in 
the ferret, the failure of sublaminae (presumed On or Oft) to form in the absence of post­
synaptic activity'S may have arisen due to the sprouting of the axonal terminals of On and 
Off cells, rather than the failure of diffuse axonal arbors to segregate. In future studies, it 
would be helpful to determine whether individual dLGN neurons initially receive converg­
ing synaptic inputs from On and Off ganglion cells. If so, these observations would pro­
vide strong evidence that segregation of On and Off ganglion inputs is necessary in order 
to establish separate On and Off channels within the dLGN. Such experiments are impor­
tant, although at present are limited technically because it is not possible to record On or 
Off responses prior to the formation of their sublaminae distribution in their dLGN, nor is 
it possible, as yet, to label specifically the terminals of On or Off ganglion cells. However, 
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even if geniculate neurons do not receive mixed On and Off inputs initially, it is evident 
from the mentioned studies '5•37, that the maintenance of separate On and Off channels in 
the dLGN requires continual synaptic interactions between the ganglion cells and the 
dLGN neurons. 

Our current finding that On and Off ganglion cells exhibit distinct rhythms at the 
time when the On and Off sublaminae develop in the dLGN suggests that this change in 
the rhythms of ganglion cell bursting activity could be important for the activity-depend­
ent establishment of their connectivity patterns. The different burst frequencies of On and 
Off cells within an eye results in a decrease in the degree to which their activity is corre­
lated during the period when On and Off sublamine form in the dLGN28 . Our preliminary 
modelling studies suggest that this decrease in the correlations may be sufficient to pro­
vide the basis by which activity-dependent segregation of On and Off inputs can proceed 
or is maintained38. However, whether these changes in the activity patterns of On and Off 
ganglion cells are instructive or permissive in vivo remains to be tested experimentally. 

It should be noted that while a decrease in the correlations in the activity patterns of 
On and Off cells could lead to the functional segregation of their inputs, these patterns do 
not contain cues that would be instructive for the formation of the sublaminae themselves. 
How layers in the dLGN, dedicated to different channels of visual information, take shape 
during development remains a mystery. While this is an intriguing problem, perhaps what 
is more important to bear in mind is that individual target (dLGN) cells receive connec­
tions only from a distinct functional class of presynaptic (ganglion) cell. It is the segrega­
tion of inputs at the level of individual geniculate neurons that ultimately ensures that 
visual information reaches the visual cortex in distinct channels, to be recombined later to 
provide a greater diversity of responses. Activity in the immature visual system is undoub­
tably important to the developmental process employed to attain functionally distinct path­
ways from the retina to the dLGN. What remains to be determined is what specific role the 
patterns of activity from the immature retina play in this process and how it achieves that 
role during development. 
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1. INTRODUCTION 

16 

The conceptual approach to understanding regeneration of lesioned nerve fibers has 
long been based on developmental neurobiology. Ideally, regeneration would recapitulate 
development, and many paradigms to study development do, in fact, overlap with repair. 
Regeneration, in fact, has to be subdivided into the questions of cell survival and reinitiation 
of axon growth, of target finding, and of the formation offunctional connections. Although 
the retina is an extension of the central nervous system (eNS), and lacks the ability to 
regenerate in mature stages, it represents an opportune system for the study of regeneration 
as retinal neurites can regenerate under experimentally selected conditions. Such conditions 
are created either by replacement of the optic nerve with a peripheral nerve graft (Aguayo, 
1985) or by explantation and culture of retinal stripes in vitro (Thanos et aI., 1989). The 
regeneration of neurites is then the result of enhanced post-injury survival of cell bodies and 
facilitation of growth cone movement which seems strongly influenced by interactions with 
components of their immediate environment as well as their targets. 

The retinal ganglion cell (RGC) is a neuronal cell type which fulfills the requisites 
to study the cascade of de- and regeneration in the CNS, and this is facilitated by the fact 
that the retina is the only part of the CNS that can be studied as a flatmount. The retina 
also has the advantage of representing an anatomically well-defined system which is read­
ily accessible for morphological, biochemical and functional studies. Mammalian retinae 
contain a variety of ganglion cells exhibiting different forms, functional properties and 
central projections (Enroth-Cugell and Robson, 1974; Cleland and Levick, I 974). The de­
velopmental processes by which ganglion cells differentiate into distinct cell types remain 
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unknown (Leventhal et aI., 1988), but are undoubtedly influenced by intrinsic and genetic 
factors . Accordingly, the developmental factors responsible for morphological differentia­
tion must be responsible for the development of many of the functional properties of the 
RGCs and their afferent connections. The development of any complex pathway in the 
CNS requires coordination of a number of distinct processes including cytogenesis, cellu­
lar migration, dendritic differentiation, axonal growth, synaptogenesis and cell death. The 
scope of this coordination, furthermore, must include interactions between a number of 
widely separated cell populations, and in many systems must involve temporal as well as 
spatial gradients (Webster and Rowe, 1991). An important issue emphasized by a number 
of recent studies is the role of glial cells, in particular with regard to guidance, promotion 
and -in the adult CNS- inhibition of neurite growth (Schwab and Selkoe, 1995). A knowl­
edge of the sequence of events beginning with the birth of a retinal ganglion cell, its func­
tional diversity and its struggle to survive an injury are vital in order to gain an insight 
into the 'psychology' of this cell. 

2. ORIGIN OF THE RETINAL GANGLION CELL 

Understanding the development and differentiation of individual retinal cells pro­
vides a link between developmental events such as the establishment of retinal topogra­
phy, synapse formation and cell death of excessively formed neurons. 

Ganglion cells are the progeny of the germinal epithelium that forms the wall of the 
neural tube. Once the lateral tip of the optic stalk has invaginated, the germinal epithelium 
of the stalk forms the inner wall of the eye cup, from which the neural retina develops. 
The layer of dividing cells in the developing neural retina has been termed the cytoblast 
layer, and two zones of cell division have been distinguished within it (Robinson et al., 
1985). Ganglion cells are the first to develop (Sidman 1961; Walsh et at., 1983) as prog­
eny of the major zone of proliferation within the cytoblast layer. The youngest identified 
RGCs are bipolar in shape, resembling intermitotic forms of germinal cells (Hinds and 
Hinds, 1974; Diitting et aI. , 1983). Their somata are in the cytoblast layer, and from each 
soma one process extends radially to the inner, and one to the outer surface of the retina 
(Maslim et al., 1986). The inner process forms an axon that extends towards the optic disc 
identifying the cell as a ganglion cell. More mature RGCs become detached from the sur­
face of the retina, and their somata move to the ganglion cell layer and develop dendrites 
that branch profusely. It is useful to describe the morphological differentiation ofRGCs as 
occurring in three stages: a stage of axonal growth and migration; a stage of active growth 
of dendritic trees; an extended stage of passive or interstitial growth. The differentiation 
of the major classes of ganglion cells occurs in the second of these stages (Maslim et al., 
1986). Several major aspects of ganglion cell differentiation seem to be determined by in­
trinsic, presumably genetic factors. In particular, the relative size of a ganglion cell's den­
dritic tree and the pattern of its branches (two main identifiers of cell class) emerge while 
the dendrites are actively growing and before they have received substantial synaptic input 
(Maslim et at., 1986). On the other hand, extrinsic determinants of ganglion cell morpho­
genesis can be identified, such as the overall dimension of dendrites which appears to be 
influenced by cell density (e.g., Kirby & Chalupa, 1986). 

During development of the retina as in other regions of the vertebrate nervous sys­
tem, far more neurons are generated than are ultimately needed with almost one half of 
them undergoing programmed cell death shortly before establishing meaningful contacts 
within their targets. This phenomenon, termed programmed cell death (recently replaced 
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by the term apoptosis), is vital to our discussion and understanding of the reasons why 
adult, mammalian CNS neurons, unlike the peripheral nervous system (PNS) and other or­
gans, lack the intrinsic ability to regenerate after an injury. In lower vertebrates, the high 
degree of regenerative capacity may be related to the fact that the retina in these animals 
continually enlarges with increasing age and body size. This requires the generation of 
new retinal neurons in adult life (Johns and Easter, 1977), and also the development of 
new synaptic connections within the retina as well as continual reorganization of reti­
notectal connections (Meyer, 1978). Consideration of the adult retina as a regenerating or­
gan leads us to confront some fundamental problems of ontogenetic development as well 
as nervous system repair (Grafstein, 1986). 

The present article is mainly concerned with the intrinsic and extrinsic factors that 
playa role in the fate of an injured mammalian retinal ganglion cell. These factors will be 
considered in the context of neuronal responses to injury and are mainly derived from our 
knowledge of neuronal differentiation during ontogenetic development. 

3. FUNCTIONAL SIGNIFICANCE OF APOPTOSIS: A POSSIBLE 
MECHANISM FOR IMMUNOLOGICAL SURVEILLANCE OF 
SURVIVORS? 

Two general types of morphological changes accompanying cell degeneration can be 
distinguished and are termed necrosis and apoptosis, respectively. The Greek term necrosis 
is relatively general and is applicable to a number of devastating toxic events with 'sudden 
cell death' and no predictable sequence of events. Apoptosis is also a Greek term referring, 
in its original use, to the naturally occurring seasonal loss of flowers, and involves a pro­
gressive contraction of cell volume and widespread chromatic condensation, but with the in­
itial preservation of the integrity of cytoplasmic organelles. The affected cells separate into 
membrane-bound fragments that are rapidly phagocytosed by adjacent cells (Oppenheim, 
1991). Apoptosis is characteristic of normal tissue turnover, embryonic cell death, and meta­
morphosis. Thus, apoptosis refers to a sequence of events with a predictable hierarchy. 

Why did naturally occurring cell death evolve as an apparently integral aspect of 
neuronal development? One suggestion is that the overproduction and subsequent loss of 
neurons is a genetically efficient way to bring about a numerical matching between neu­
rons, targets and afferents (Oppenheim, 1985). Cell groups initially develop independently 
of each other but eventually must become interconnected in a quantitatively invariant 
fashion in order to assure optimal function. An alternative or additional adaptive role for 
cell death is to eliminate errors or inaccuracies in axonal projections or terminal contacts 
(Oppenheim, 1985). Once excessive numbers of neurons are produced by mechanisms in­
trinsic to precursor cells, they are available for adaptive use, including numerical match­
ing, error correction and other functions, which may co-exist within and between different 
neuronal populations. Thus, cell death should be viewed as a process that can serve differ­
ent purposes depending on the specific developmental requirements existing in a given 
species or in a particular anatomical region. 

Although many of the fundamental questions concerning apoptosis remain unsolved, 
the widespread interest in this phenomenon has aided the understanding of the function 
and regulation of neuronal death and related regressive events (Oppenheim, 1985). The 
physiological reduction of initially overproduced neurons is accepted as a functionally sig­
nificant regulatory process of retinal morphogenesis (Kohno et al., 1982; Linden and Bar­
rabas, 1986). As in other eNS regions, cells undergoing apoptosis condense, their nuclei 
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collapse, and the dying cells become engulfed and degraded by neighboring cells. The 
entire process takes less than an hour in nematodes. The same speed of degeneration must 
be assumed in neural tissue of mammals too. 

As microglia represent the intraretinal form of phagocytotic cells, it is very likely 
that they are related to developmental events, such as network formation, synaptic organi­
zation and apoptosis which reduces the initial population of retinal neurons by almost 
35%. The retina as part of the CNS has unique properties in comparison to other organs. 
There is no replacement of lost neurons due to the inability of the mature retina to produce 
new neurons. This accounts for irreversible loss of neuronal populations affected by dele­
terious diseases. The retina is relatively isolated by virtue of the inner and outer blood-ret­
ina-barriers (BRB). This means that only selected groups of small substances have 
restricted access to the retina. This is the case in the adult, but apparently not in the devel­
oping retina where the BRB develops relatively late, after the excess of neurons has begun 
to decrease (Pearson et ai., 1983). Immigration of microglial cells is observed prior to the 
onset of neuronal death, and continues throughout its major phase to postnatal life, coin­
ciding with maturation of the BRB. The observation that microglial cells reside within the 
embryonic tissue before the bulk of neuronal death does not contradict their role in apop­
tosis, but further implicates their regulatory role in earlier regressive events as well. The 
fact that the speed of cell removal is higher during the phase of rapid cell decay also sug­
gests the intimate relationship between apoptosis and activity of phagocytotic cells (Pear­
son et at., 1983). With the production of retinal debris during apoptosis, a regular system 
of clearance must be established to protect healthy cells from any damage initiated by 
release of death products. 

Apoptosis may exert one of its major functions in building up the uniform, regularly 
distributed microglial system. Theoretically, the requisites needed to create a functionally 
specific, permanent surveillance of neurons which survive apoptosis are: (1) the uniform 
death of every second or third embryonic neuron, (2) stoichiometric attraction of equiva­
lent numbers of microglia from the peripheral circulation and (3) contact inhibition 
between neighboring microglia. The first prerequisite would facilitate the production of a 
uniform distribution of immunonocompetent cells. The quantitatively high number of dy­
ing neurons implies that each surviving neuron is surrounded by at least one immunocom­
petent cell. In addition, the presence of numerous microglial cells together with homocytic 
contact inhibition among the microglia would create a microglial network. 

The emphasis given to microglia in relation to apoptosis is warranted in view of the 
association of these cells with the immune system. Expression of markers typical for im­
munocompetent cells, including the MHC class I and II antigens (Suzumura et at., 1987), 
Fc and C3 receptors (Perry and Gordon, for review) assign them a close association with 
immune functions. Other glial cells, such as astrocytes, have been reported to induce im­
mune-like responses in vitro (Graeber et ai., 1989). 

4. THE MOLECULAR MECHANISMS OF GANGLION CELL 
DEGENERATION 

The molecular mechanisms involved in apoptotic cell death are currently being stud­
ied in many laboratories; so far the only gene identified with inhibitory effects on apop­
totic death is the oncogene bcl-2 (Rabacchi et ai., 1994). In vitro evidence that this gene 
could be involved in neuronal apoptosis comes from overexpression of this gene in neu­
rons deprived of trophic factors (Garcia et ai., 1992; Allsopp et ai., 1993). Various 
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hypotheses have been proposed concerning the signals that trigger this type of cell death. 
Substantial evidence points to the lack of neurotrophic factors. The absence of NGF in 
sympathetic neuronal cultures induces apoptotic cell death (Johnson et al., 1986). These 
workers inferred the presence of a target-derived neurotrophic factor that would normally 
have suppressed an intrinsic suicide program. It has also been proposed that neurotrophic 
factors act post-translationally by inhibiting the activity of these genes (Edwards et al., 
1991; Rukenstein et aI., 1991). Also consistent with this is the observation that NGF, and 
other neurotrophic factors, are critical for the survival ofaxotomized adult RGCs both in 
vitro (Johnson et al., 1986; Thanos et al., 1989) and in vivo (Mey and Thanos, 1993; Man­
sour-Rabay et al., 1992). Other authors point to calcium as playing a critical role in the 
triggering of apoptosis (Nicotera et al., 1992), by activating a hypothetical calcium­
dependent endonuclease, or by inducing its upregulation. A recent hypothesis formulated 
by Cheng and Mattson (1991) proposes that the mechanisms by which trophic factors ex­
ert their protective effects on injured neurons could be through a stabilization of calcium 
homeostasis. 

Porciatti and coworkers (1996) used adult transgenic mice overexpressing the Bcl-2 
protein, as a model for preventing injury-induced cell death. Several months after axo­
tomy, the majority of retinal ganglion cells survived and exhibited normal visual re­
sponses. In contrast, in control wild type mice, the vast majority ofaxotomized RGCs 
degenerated, and the physiological responses were abolished. These results suggest that 
strategies aimed at increasing Bcl-2 expression, or mimicking its function, might effec­
tively counteract trauma-induced cell death in the central nervous system. 

5. THE NEURON-GLIAL INTERACTION 

Apoptosis also comes into play in pathological situations such as after axotomy in 
the CNS (Rabacchi et al., 1994). Damage to the CNS of mammals often leads to perma­
nent loss of neurologic function. By supporting neuronal growth and metabolism, glial 
cells may determine, in part, the degree of recovery of eNS injury (Aguayo et al., 1981; 
Reier et al., 1983). Reactive astroglia and microglia, and invading blood-borne macro­
phages appear acutely following an insult to the eNS (Rio-Hortega, 1932; Bignami and 
Dahl, 1976; Giulian and Robertson, 1990) and influence neuron survival, axonal regenera­
tion and recovery of neurologic function. 

Inherited neurodegenerative diseases are characterized by progressive disappear­
ance of neurons due to intrinsic metabolic deficits or to malfunctioning within the neuro­
nal network. Another cause of neuronal degeneration is the axotomy-induced, traumatic 
cell death (TeD). It consists of a series of changes in the morphological appearance of 
the perikarya, resulting in the decay of neurons. TeD is not considered to be a physi­
ological event within the mature nervous system, unless external violence like axotomy, 
or extreme pathological conditions like stroke, ischemia, infections or toxic agents force 
the neurons to break down and die. This leads to Wallerian degeneration, disconnecting 
the cell from its target and the factors provided by this target. Macrophages are activated 
to remove the lesion-derived debris. Thus, different populations of glia may control re­
covery of injured eNS by complex and, perhaps, conflicting actions. The simultaneous 
activation of astrocytes and microglia indicates their interaction during vitreoretinopathic 
diseases and TeD. Microglial cells might activate astrocytes with mitogens (Giulian et 
al., 1990), whereas astrocytes may reciprocally activate microglial cells with IL-3 (Frei 
et al., 1987). 
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5.1. Microglia Cells 

The ubiquitous presence of microglia throughout the brain of different species sug­
gests a crucial role for these cells in various developmental and pathological events. In vi­
tro, microglia have been demonstrated to secrete many substances that regulate cellular 
responses. The substances cover a broad spectrum ranging from neurotrophic factors such 
as NGF and bFGF (Mallat et ai., 1989) to small neurotoxic molecules. Several lines of 
evidence suggest that mononuclear phagocytes actually engage in neuron-killing behavior. 
Reactive microglia are at times found in areas of damaged tissue prior to the death of the 
neurons (Giulian and Robertson, 1990), and neurotoxic factors have been isolated from 
damaged CNS (Giulian, 1990, 1992). Finally, drug suppression of reactive mononuclear 
phagocytes reduces motor neuron death and improves functional recovery after ischemic 
injury to the rabbit spinal cord (Giulian and Robertson, 1990). 

One of the first microglial toxins to be identified was superoxide anion (Giulian 
and Baker, 1986; Colton and Gilbert, 1987). More recent work (Thery et ai., 1991) has 
confirmed the microglial release of this free radical and its involvement in neuron killing 
when inflammatory cells are in direct contact with neurons. There is common agreement 
that the association of oxidative stress with excessive activation of glutamate receptors is 
a final common pathway for cell vulnerabilty in the brain. Microglia also release cytoki­
nes (IL-l, IL-3 and IL-4) and tumor necrosis factor (TNF-a) (Frei et ai., 1989). Produc­
tion of TNF-a induces microglial cells to become toxic to tumor cells. TNF-a mRNA 
expression is inhibited in human fetal microglial cells by antibodies specific to IL-6, 
IL-IO and TGF -/3, showing that these cytokines can modify the beneficial and harmful 
effects of TNF -a within the developing brain. Microglia-derived interleukines have been 
shown to affect microglia and other glial cell types (Merril, 1992). IL-l is a pluripotent 
and multifunctional molecule that induces the proliferation of cultured astrocytes, indi­
cating that this substance is an astroglial mitogen (Giulian et ai., 1993). The regulation of 
microglial proliferation and their transformation into phagocytes seems to be controlled 
by cytokines of the colony stimulating group (Giulian and Ingeman, 1988). Colony 
stimulating factors, in particular, may be instrumental in controlling steady states of 
microglia in the injured CNS. 

In addition to cytokines, microglia release toxic metabolites, including proteases, 
amino acids such as glutamate (Piani et ai., 1991), which mediate their toxic effects via 
NMDA-receptors. One experimental approach to assess the role of microglia during neuro­
nal degeneration is to interfere with their activity (Srimal and Nathan, 1990). Blockade of 
their activation in the retina of adult rats made it possible to investigate the relationship of 
these cells to axotomy-induced ganglion cell degeneration (Thanos, 1991 a, b; Thanos et ai., 
1993, 1994). The macrophage/microglia inhibiting factor (MIF) (Auriault et ai., 1983), 
being a tufts in-derived tripeptide sequence of the Fc-chain of human immunoglobulin, acts 
on cells of monocytic origin (Fridkin and Najjar, 1989). MIF alters the morphology of 
microglia (Thanos et ai., 1993), reduces their neurophagic activity, and results in higher 
viability and efficiency of regeneration ofaxotomized RGCs (Thanos et ai., 1993). Based 
on the assumption that retinal proteases, which are probably produced by microglia, are 
directly involved in the cascade of regressive events initiated by optic nerve transection, 
Thanos (1991) monitored whether blockade of proteolytic activities can rescue lesioned 
neurons from degeneration. Both in vivo and in vitro experiments showed that substantial 
numbers ofRGCs can be rescued and induced to express regenerative capacities. Thus, pro­
tease inhibitors may interact and inactivate microglial neurophagic activities, implying that 
microglia either become activated to secrete proteases or they directly attack and phagocy-
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tose the RGCs. Protease inhibitors could block intracellular, lysosomal proteases (Thanos, 
1991) which digest already degraded and endocytosed material. 

Leukocyte-derived cytokines like IL-4 which is released from Th2 cells (Chao et al., 
1993) have been found to protect co-cultured neurons from the neurotoxicity of brain 
microglia. Although these experiments were performed with non-retinal microglia, they allow 
a certain degree of extrapolation to the possibility of blocking retinal microglia by using in­
hibiting cytokines. Indeed, transection of the optic nerve and application of either human or 
rat IL-4 into the vitreous resulted in a remarkable delay of ganglion cell death, similar to that 
seen after the injection of MIF. Simultaneous grafting of a piece of peripheral nerve (PN), to 
facilitate regrowth ofaxons, was accompanied by vigorous growth of nearly half the neurons 
axotomized at the time of the grafting. It now becomes apparent that cytokine-mediated com­
munication with the circulating immune system plays a key role in both the mechanisms of 
microglial activation and the mode of cell destruction (Thanos et al. , in preparation). 

5.2. Astroglia 

The mechanisms that link neurons, microglia and astroglia are doubtlessly complex. 
An injury to the CNS usually leads to the formation of a glial scar, in which astrocytes pro­
liferate with the expression of glial-fibrillary-acidic protein (GFAP). Since neurites cannot 
grow through the glial scar, it is assumed that this is a physical barrier for axonal regenera­
tion. Unopposed effects of neurotoxins from microglia during the acute phase of inflamma­
tion might limit the function or survival of neurons; this neuron killing action could, in turn, 
be balanced by growth factors released from astroglia at a later stage of wound repair (Reier 
et al., 1983; Giulian et al., 1992). Activated astroglia release proteins (>10 kDa) that pro­
mote neuronal growth, thus challenging the theory that these cells impede regeneration of 
the mammalian CNS. Co-culture experiments (Giulian et al., 1993) showed that astroglia 
promote neuronal growth. Retinal astroglia provide a favorable "carpet" (Fig. 1) for axonal 
regeneration in culture (Vanselow, 1990). This soluble biologic activity, when recovered 
from astroglial conditioned medium, supported the survival of large, robust neurons with 
marked neuritic outgrowth. Transection of the facial nerve leads to an activation of proto­
plasmic astrocytes within the facial nucleus (Graeber and Kreutzberg, 1988). This could 
playa role in maintaining the synaptic insulation of regenerating motor neurons thereby 
preventing neuronophagia as long as the neurons themselves are able to survive. If neurons 
are destined to die, the astroglial reaction takes a different course and eventually results in a 
glial scar (Streit and Kreutzberg, 1988). Basic fibroblast growth factor (bFGF) is a member 
of a large family of structurally related polypeptide growth factors known to enhance the 
survival and neurite outgrowth of both peripheral and central neurons in culture (Morrison 
et at., Ferrari et al., 1989), and acts as a neurotrophic factor for a broad range ofCNS neuro­
nal populations (Matsuda et al., 1990). It has been proposed that bFGF derived from glia 
may promote neuronal survival and neurite extension (Hatten et al., 1988). Evidence for 
bFGF receptors on neurons has been obtained from autoradiographic studies in vivo (Fer­
guson et al., 1990). The possibility that endogenous bFGF acts as an autocrine factor on as­
troglia was further supported by experiments that tested the mitogenic effects of exogenous 
bFGF on glial cells. The astroglial mitogen IL-l turned out to be the most potent stimulator 
of bFGF release from astroglial cells. The lack of effect of other Iymphokines, such as IL-6, 
suggests that the IL-l induced increase in astroglial bFGF release is mediated by specific 
IL-l receptors. Since astroglial bFGF release is regulated by a variety of lymphokines and 
trophic factors, this suggests that conditions under which an imbalance of these molecules 
occur, such as in CNS trauma or disease, may affect bFGF production. 
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Figure 1. Axonal regrowth in vitro. Retinal explants from adult rats were cultured over 7 days in a chemically de­
fined medium without any neurotrophic substitutes. Under these conditions GFAP-stainable astrocytes grow out 
and develop as a "carpet" (A). Ganglion cell axons which are stained with the Neurofilament antibody SMI-31 
grow on the top of the glial cells. Retinal astrocytes do not seem to express inhibitory or repulsive effects on re­
generative growth of ganglion cell axons (B). Scale bar = I 0 1lIIl. 
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5.3. Oligodendroglia 

Oligodendrocytes, which represent the myelinating glia in the maturing CNS, are in­
hibitory for axon growth in vitro and in vivo, despite the provision of trophic factors such 
as NGF and BDNF. Inhibition of eNS inhibitors results in axonal regrowth in vitro and in 
vivo (Caroni and Schwab, 1988; Schnell et at., 1994). Interestingly, oligodendrocytes and 
myelin from the eNS of adult fish appear to be much less inhibitory for axonal regrowth 
(Vanselow et at., 1990; Bastmeyer et at., 1991), explaining why fish neurons are able to 
regenerate spontaneously. This suggests that during evolution myelinating cells in the 
eNS have changed their properties from permissive or supportive to inhibitory. 

Ultimately, glial-dependent recovery of neuronal function would rely upon the loca­
tion and numbers of reactive cells associated with the damaged tissue. The regulation of 
glial effects upon neurons is further complicated by microglia-astroglia interactions (Gi­
ulian et at., 1993). As already mentioned, microglia release astroglia-promoting growth 
factors including IL-l. Such astroglial growth factors, in tum, influence astroglial produc­
tion of growth factors such as NGF (Gadient et at., 1990). Moreover, astroglia stimulate 
microglial growth by release of various protein mitogens (Giulian et at., 1990; Malipiero 
et at., 1990). In this way, opposing actions of secreted factors from glia might regulate 
neuronal survival well beyond the period of initial tissue insult (Giulian et at., 1993). 

6. PATHFINDING, TARGET RECOGNITION, AND 
SYNAPTOGENESIS OF REGENERATING GANGLION CELL 
NEURITES 

The first hurdle an injured retinal ganglion cell has to overcome is survival, and this 
is controlled by the different populations of glia and involves complex and conflicting ac­
tions. In addition, intrinsic neuronal determinants of axonal growth seem to influence re­
generation: in contrast to the mammalian eNS neurons, fish and frog retinal ganglion cells 
show a strikingly robust and reproducible growth in vitro and in vivo (Fawcett, 1992). The 
re-establishment of interrupted connections between nerve cells in the injured CNS should 
entail the reiteration of events responsible for the formation of neural circuits in embry­
onic and early postnatal life. Indeed, the survival of damaged neurons, the extension of 
axons towards appropriate targets, and the eventual formation of functional synapses are 
essential steps common to both development and regeneration (Aguayo et at., 1991). 

Axon growth and regeneration are cooperative processes; the speed and extent of 
axon growth are influenced both by the properties of the environment surrounding the 
axon growth cone, and the properties of the neuron itself (Fawcett, 1992). Although the 
majority of CNS neurons in the adult animal die after disconnection from their target, a 
few are able to survive and regrow their axons. The reasons for this differential response 
to injury remain unknown. Some of the surviving neurons regain or retain the ability to re­
grow their axons. For instance, both the application of antibodies against myelin-associ­
ated inhibitors of neurite growth (Caroni and Schwab, 1988; Schnell et at., 1994) and the 
transplantation of peripheral nerves replacing lesioned CNS fiber tracts (Aguayo et at., 
1985) allow considerable regrowth of injured eNS axons. 

The experimental model which has best demonstrated that adult eNS axons are ca­
pable of regeneration is the replacement of the inhibiting CNS-environment with a permis­
sive one, best represented by an autologous peripheral nerve graft. eNS neurons of 
different systems (such as retinal ganglion cells, cortical or brainstem neurons) can regrow 
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their axons over long distances in the presence of nerve grafts and form synapses with tar­
get neurons (Keirstead et al., 1989). The first evidence of reformation of synapses came 
from experiments in which adult rat retinal ganglion cells, which had been axotomized at 
the optic nerve stump, regrew their axons through transplanted sciatic nerves to approach 
the superior colliculus (SC) after mechanical insertion of the distal ends of the nerve grafts 
(Keirstead et al., 1989). 

In general, regenerative axonal growth is less effective than developmental growth. 
In the favorable environment of a peripheral nerve, almost all axons regenerate read­
ily-although some studies have shown a small decrease in speed of regeneration with 
age, as well as a decrease in terminal sprouting (Fawcett, 1992). What determines how 
vigorously axons grow? Neurons express a growth program, presumably involving the se­
quential switching of genes, which controls the rate and extent of growth. During develop­
ment, expression of molecules, such as tubulin, microtubule associated proteins (MAPs), 
growth associated proteins (e.g. GAP-43), and neurofilament and adhesion molecules 
change in a similar sequence in many neurons (Fawcett for review and references therein). 
GAP-43 is rapidly transported by the retinal ganglion cells of neonatal rabbits (Skene and 
Willard, 1981), but its relative amount declines drastically with development. It could not 
be induced by axotomy of adult optic nerves, but it was induced after axotomy of the adult 
hypoglossal nerve which transported very low levels of GAP-43 before axotomy. Thus the 
failure of mammalian CNS neurons to express GAP genes may underlie the failure of 
CNS axons to regenerate after axon injury (Skene and Willard, 1981). 

To explain why older neurons grow their axons less vigorously than young ones, 
molecules that are present during embryogenesis and absent or different during regenera­
tion are clearly relevant. It is also possible that some genes are permanently inactivated, 
although very few differences between genes expressed during initial development and 
those expressed during regeneration have been described. In the cytoskeleton, the pattern 
of expression of tubulin and neurofilament genes is very similar in embryonic and regen­
erative growth. For example, there are at least six alpha-tubulin genes in the rat, one of 
which is expressed during embryonic axon growth, and is reactivated during regeneration. 
However, MAPI is expressed in embryos and not reactivated in regeneration, and the dif­
ferent MAPs may playa crucial role in controlling the assembly and stabilization of mi­
crotubules just behind the growth cone. Neurons become less good at growing axons the 
older they get, but the provision of trophic factors can certainly help: retinal ganglion cells 
grow more vigorously in the presence of fibroblast growth factor (Biihr et aZ., 1989). 

Fish and amphibians in contrast to mammals demonstrate a remarkable ability to 
regrow damaged fibers of central nervous tissue. Transection of the goldfish optic nerve 
initiates significant increases in RGC biosynthesis, intra-axonal transport, and in the gly­
cosylation of proteins during regeneration (Giulian et al., 1980). Major synthetic events 
are the enhanced production of structural proteins, which persist throughout the regrowth 
process. Other synthetic events include the production of minor proteins of high molecular 
weight which are not detected within the intact visual system (Giulian et al., 1980). 

Within PN grafts, the axons of CNS neurons regrow without branching for distances 
of 3--4 cm (Aguayo, 1985; Vidal-Sanz et al., 1987). The growth cones of these axons ex­
tend in close apposition to Schwann cells and their basal lamina. This anatomical relation­
ship suggests that such contacts mediate neuronal interactions with these substrates 
(Aguayo et al., 1991). The mechanisms whereby the regrowing axons interact with some 
of the cellular substrate components of the PNS have been investigated in vitro. Two ma­
jor classes of molecules influence cell growth and survival: growth factors and adhesive 
molecules. Although there are major overlaps in structure and function, the adhesion 
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molecules have been classified functionally into cell adhesion molecules (e.g. N-CAM, 
N-Cadherin) and extracellular matrix (ECM) proteins (e.g. laminin). Cell adhesion mole­
cules often act through homophilic binding between neurons and cells such as Schwann 
cells, while ECM proteins act through heterophilic interactions with receptors called inte­
grins whose function is specified by different alpha and beta subunits. Secreted forms of 
CAMs and neural cadherin could affect neuronal function by modulating cascades of sec­
ond-messenger systems (Aubert et al., 1995). The use of antibodies known to disrupt the 
function of integrins has stimulated studies on the role of these molecules in regeneration 
and development (Aguayo, 1991). Laminin, which is transiently expressed in the ECM of 
the developing vertebrate CNS (Liesi, 1985), also facilitates the regeneration ofaxons in 
the injured PNS (Sandrock and Matthew, 1987). Laminin has been shown to cause a sus­
tained increase in growth cone velocity, and to provide clear directional cues, through the 
activation of protein kinase C intracellular signalling mechanisms (Kuhn et al., 1995). 
Furthermore, interactions between l-integrin, a laminin receptor and the cytoskeleton 
have been reported to influence growth cone guidance (Schmidt et al., 1995). Interest­
ingly, integrins on developing neurons undergo a functional down-regulation that partly 
involves post-translational modification of these receptors influenced by the connection of 
the neurons with their targets (Cohen et al., 1989). Also, integrin function becomes appar­
ent following axotomy of peripheral nerves in adult animals (Toyota et al., 1990). Thus, 
integrins and their ECM ligands which are involved in aspects of neural development, 
may be recapitulated during regeneration. 

7. TARGET INDUCIBLE CELL STABILIZATION 

Following injury, the regenerated axons of retinal ganglion cells must regain their 
communicative properties with their natural targets. In adult rats and hamsters, autologous 
PN grafts attached to the ocular stump of transected optic nerves (ON) were used as 
bridges to guide RGC axons to the SC (Vidal-Sanz et al., 1987; Carter et al., 1989a, 
Thanos et at., 1996). After different time intervals, RGCs were labelled intravitreally with 
tracer substances and the region of the SC near the end of the PN graft was examined by 
light and electron microscopy. This revealed that the RGC axons had grown into the 
superficial layers of the SC for up to 500 ~ at 2 months (Carter et at., 1989a) and 1000 
11m at 8-10 months. The regenerated RGC axons had formed normal-appearing terminals 
and synapses. The establishment of synaptic contacts is an essential step in the process of 
regeneration, indicating that the growth cones of regenerating neurites are secure; before 
this point they could have regressed to the unstable form. Denervation of the target cells 
prior to the time of axonal arrival is essential for meaningful synaptogenesis. (Thanos et 
at., 1996). Thanos and coworkers (1993) also showed that the injection of the neuropro­
tective factor MIF at the time of grafting permits around 17% of the RGCs to survive and 
regenerate. However, regenerating ganglion cells are reconnected with a number of post­
synaptic neurons, and single postsynaptic neurons receive input from more than one gan­
glion cell, as shown by extracellular single cell recordings (Sauve et al., 1995). These 
principles of convergence and divergence in connectivity may partially compensate for the 
substantial loss of ganglion cells. 

Once regenerating retinal axons connect with neurons in the major visual center, the 
superior colliculus, the growing neurites are capable of restoring the visual circuitry by 
forming functional synaptic contacts. The minimum number ofaxons that mediate func­
tional restoration has not yet been determined, but a few thousand fibers (Thanos et al., 
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1997) or perhaps even hundreds ofaxons seem sufficient. Although the topographic 
arrangement of the reinnervating axons may be crude and different from the normal topog­
raphy, it appears capable of restoring higher visual functions such as the ability to dis­
criminate between light and darkness (Thanos et al., 1996) and to differentiate between 
simple linear patterns like alternating black and white stripes (Thanos et al., 1997). This is 
in agreement with previous morphological studies (Carter et al., 1989) and extracellular 
recordings from the SC (Keirstead et ai., 1989; Sauve et ai., 1995). In addition, the as­
cending projections of the reconnected thalamic and midbrain neurons recover their physi­
ological activity, the correlates of which are the transmission of visual evoked potentials 
(VEPs) and the ability of the animals to discriminate patterns they had been trained to rec­
ognize. The fact that the positive YEP responses completely disappear after transection of 
the PN graft indicates that visual recovery was due to regeneration of RGCs. Thus, the 
regenerated retino-tectal projections exhibit two important functional attributes: RGCs re­
generating axons remain responsive to light and the synapses they form transmit impulses 
to SC neurons (Aguayo et ai., 1991). 

During development of the vertebrate visual system, an orderly projection of gan­
glion cells from the retina onto the SC is established. Mechanisms that might govern this 
process include the coordinated action of guidance and corresponding receptor molecules 
that are specifically distributed on axons and their targets. In birds and mammals, informa­
tion for axonal guidance and targeting appears to be confined to the time when the retino­
collicular projection is being formed. Using an in vitro model Wizenmann and coworkers 
(1993) showed that putative guidance activities for temporal and nasal axons, which are 
not detectable in the normal adult CNS, appear after optic nerve transection in adult rats. 
Both embryonic and adult retinal axons are able to respond to these guiding cues, although 
the guidance activities detectable in the deafferented adult rat SC might be different from 
those found during development. These findings suggest that the reestablishment of an 
ordered projection after lesions in the adult mammalian visual system is possible. 

In adult rats, the retinocollicular pathway is topographically organized in a precise 
manner that is established after an embryonic and postnatal period of refinement and pro­
grammed cell death (O'Leary, 1992). There is no direct indication of similar mechanisms 
in the regenerating system, although some neuronal decline has been found between the 
fourth and sixth months after grafting (Thanos and Mey, 1995). A retinotopic organization 
of the restored pathway occurs, but may not be necessary for simple visual performances 
since several pretectal and midbrain relay nuclei are involved in the acquisition of spatial 
discrimination in rats (Legg, 1988). However, the main center involved in visual search is 
the SC (Heywood and Cowey, 1987), and most of the fibers terminate within the SC 
(Thanos, 1992). This predominance of termination does not preclude the possibility that 
YEP responses are due to the retinocollicular projection, since thalamic nuclei are the ma­
jor contributors to ascending innervation of the cortex. In contrast to the normal condition, 
the new projection is solely ipsilateral, and may differ from the contralateral one, although 
uncrossed fibers are also involved in visual discrimination in normal rats (Cowey and 
Franzini, 1979) and may attain a more prominent compensatory role in the absence of 
contralateral axons. The fact that induced projections display a retinotopic arrangement 
has also been demonstrated in hamsters, where retinal neurons terminate and segregate 
retinotopically within auditory thalamic areas (Frost and Metin, 1985) These results indi­
cate that at least a rough topography is determined by the fiber-fiber interactions (Carter et 
ai., 1994; Wizenmann et al., 1993). 

All types of ganglion cells contribute proportionally to regeneration, and display 
dendritic coverage factors which guarantee the lack of visual field scotomas (Thanos et 
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at., 1997; Thanos and Mey, 1995). These results are in accordance with other studies 
showing functional recovery by small numbers of regrowing neurites, e.g. in the spinal 
cord (Bregman et at., 1995) and in retinal axons spared optic nerve injury (Sautter and Sa­
bel, 1993), or treated with the interleukin-2 dimerising glutaminase (Eitan et at., 1994). In 
addition, intracranial pathways can be restored with neuronal grafts with limited numbers 
of cells, as shown in the basal ganglia system (Bjorklund and Stenevi, 1984). Also, 
neurotrophin-3 was found to be capable of inducing sprouting and restoring corticospinal 
function with less than 10% of the axons having regenerated (Schnell et at., 1994). 

Thus, functional restitution after optic nerve transection requires not only cell sur­
vival and regrowth of sufficient numbers ofaxons but also: 1. Ingrowth of these axons 
into the SC. 2. Meaningful reconnection of the axons with postsynaptic elements. 3. Con­
tribution of cells from all areas of the retina to axonal growth. 4. Preservation of the 
intraretinal synaptic circuitry. One of the major therapeutic strategies may therefore be to 
create functional contingents from a small population of injury-surviving neurons by 
external treatment, thus facilitating regenerative reconnection with their natural targets. 

8. COMPARISON WITH OTHER NEURONS WITHIN THE BRAIN 
AND SPINAL CORD 

In addition to optic nerve transection, other models of traumatic injury to the nerv­
ous system provide a separate class of paradigms to investigate the reaction of neurons 
and microglia to injury. The common feature of these models is physical damage to neu­
rons/axons, arising from some mechanical intervention. 

Facial nerve transection is a favorable model, which involves cutting the facial 
nerve and the retrograde, non-lethal injury of cell bodies within the facial motor nucleus 
(Kreutzberg, 1968). Kreutzberg and his colleagues found that following facial nerve tran­
section, resident microglia proliferate and begin to express marker molecules, such as 
vimentin (Graeber et at., 1988), MHC-I and -II antigens (Streit et at., 1988) and the MUC-
101 and MUC 102 epitopes (Gehrmann and Kreutzberg, 1991) at different time intervals 
following the lesion. In addition, the microglia upregulate the expression of cytokines 
(Frei et al., 1988). The activated microglia are involved in 'synaptic stripping' of the in­
jured axons leading to changes in the electrophysiological properties of these neurons. In 
addition, transection of the facial nerve causes a rapid increase of glial fibrillary acidic 
protein in reactive astrocytes (Graeber and Kreutzberg, 1988). 

By comparing the response of brain macrophages and resident microglial cells in 
cortical lesions, Milligan and colleagues (1991) reported that microglia in the developing 
brain were not involved in the resolution of cellular debris. By contrast, microglia and not 
macrophages were the predominant responders in the adult brain. These data suggest that 
distinct populations of phagocytotic cells respond to lesions during development and in 
the adult. 

The rat corticospinal tract is also an ideal model for studying axonal regeneration as 
it has a well-defined anatomy and is easily accessible to surgical manipulation. In addi­
tion, injuries to the corticospinal tract and the development of potential therapeutic strate­
gies are of enormous clinical relevance. The distribution of microglia, macrophages, 
T-Iymphocytes and astrocytes was characterized by Popovich and coworkers (1997) after 
a spinal cord lesion in rats. By the use of OX42 and ED 1 antibodies, peak microglial acti­
vation was observed within the lesion epicenter, prior to the bulk of monocyte influx and 
macrophage activation. Reactive astrocytes were more prominent at later survival times, 
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thus showing that trauma induced CNS inflammation, occurs rapidly at the site of injury 
and involves the activation of resident and recruited immune cells (Popovich et al., 1997). 
The relative contribution of a particular macrophage population to the local inflammatory 
reaction could determine whether a regenerative or a destructive cascade of events is initi­
ated after an injury. A combination of the microglial and astroglial functions could prepare 
the injured tissue for regeneration. A lipid transport protein, apolipoprotein E, is known to 
be upregulated on astrocytes and oligodendrocytes after injury and may help deliver lipid 
droplets to nearby cells, facilitating membrane reconstruction. 

9. CONCLUSIONS 

Since Frank Nissl's (1894) first description of the microglial cell, and the ascription 
of 'leucocyte-like' features to it and the pioneering experiments of Ramon y Cajal at the 
beginning of this century, numerous experimental models have contributed to the under­
standing of CNS trauma. Several factors such as the rarity of neurogenesis in the adult 
brain, the presence of inhibitory factors and the lack of trophic factors are responsible for 
the inability of the adult mammalian CNS to recover from an injury. However, adult CNS 
neurons do possess the ability to survive an injury if they are provided with the appropri­
ate environment, to the extent that they can extend axons which make functional synaptic 
contacts with their natural targets. The interaction between central nervous system neu­
rons, their immediate neighbors, the glia, and the factors secreted by these cells influence 
cell survival, axonal guidance and regrowth, as well as neuronal connectivity during de­
velopment and regeneration (Fig. 2). This suggests that a better knowledge of develop-
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Figure 2. Schematic summary of the relationship between the nerve cell and its neighboring glial and vascular 
cells. 



The Diseased Retinal Ganglion Cell 303 

mental events may enable us to understand more accurately the challenges of axonal re­
growth in the adult mammalian CNS. Combining strategies that promote survival ofneu­
rons, the regrowth of their axons, and target recognition may contribute to the reduction of 
neuronal deficits after trauma. 
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1. INTRODUCTION 

17 

One of the most striking features of mammalian sensory systems is the extremely 
precise way that peripheral receptors are mapped onto the brain. A fundamental task of de­
velopmental neurobiology is to understand how these highly specific connection patterns 
arise. The development of the nervous system can be conveniently divided into 2 stages. 
The first one, which includes neurogenesis, differentiation, migration and axonal guid­
ance, is usually regarded as being activity-independent. The second stage, which is pri­
marily concerned with the fine-tuning of initial connections to produce the highly specific 
connection patterns characteristic of the adult, is often regarded as being activity-depend­
ent. The visual system of some mammalian species has proven very useful for examina­
tion of the role which activity plays in the refinement of connections. The focus of the 
work described here is upon the developmental mechanisms through which the charac­
teristic organization of the retinogeniculate pathway in the ferret is produced. This article 
will review this work in the context of other relevant literature in the field. 

2. DEVELOPMENT OF THE RETINOGENICULATE PATHWAY 

2.1. Afferent Arrival and Segregation oflnputs 

In the ferret, axons of the retinal ganglion cells have grown out from the optic disc 
and have reached the optic chiasm by embryonic day (E)24. The first fibers reach their 
primary target, the lateral geniculate nucleus (LGN), by E27 (Johnson and Casagrande, 
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1993). During the following weeks, the projection becomes more extensive and at birth 
(PO; gestation in ferrets is 41-42 days) the terminals of the fibers from the 2 eyes inter­
mingle with each other in the LGN. By P7, however, the projection from each eye has be­
come restricted to a single lamina within the LGN (Linden et aI., 1981). Each eye's 
projection zone within the LGN is made up of individual axon arbors from that eye; single 
retinogeniculate axons are simple and unbranched at birth in ferrets, but form arbors that 
span approximately one eye-specific layer by P7 (Hahm et aI., 1997). In the cat, retinal ax­
ons from both eyes reach the LGN by E35 (gestation in cats is 64 days). As in the ferret, 
the terminals from the two eyes initially overlap. By E47 the segregation of the two inputs 
has commenced, and clear ipsilateral and contralateral layers are present by E54 (Shatz, 
1983). During the period of overlap, individual retinogeniculate axons are again relatively 
simple and restricted in extent. The appearance of the ipsi- and contralateral layers is char­
acterized by the elaboration of terminal arbors in the appropriate LGN territory, and the 
retraction of a small number of minor side branches (Sretavan and Shatz, 1986). The fact 
that eye-specific layers form postnatally in the ferret makes the system more accessible for 
study in this species. In addition, in the ferret, during the 3rd and 4th postnatal weeks reti­
nogeniculate projections undergo a further period of refinement into sublaminae. Each 
eye-specific layer becomes divided into an inner region which receives inputs from ON­
centre retinal ganglion cells and an outer layer which receives inputs from OFF-centre 
retinal ganglion cells (Stryker and Zahs, 1983). Sublamination reflects the refinement of 
axon arbors which initially extend throughout both sub laminae, and are subsequently re­
stricted to span only one sublamina (Hahm et aI., 1991). Both the segregation of eye-spe­
cific layers and the subsequent sublamination of these layers involve the removal of 
inappropriate terminations and the elaboration of appropriate terminations, although this 
process is less pronounced for the eye-specific layers than for the ON/OFF sub laminae. 
The eye-specific layers and ON/OFF sub laminae also become apparent in the cellular or­
ganization of the LGN, where they are separated by narrow, relatively cell-sparse zones. 

2.2. The Role of Activity in Retinogeniculate Development 

2.2.1. Spontaneous Activity in the Developing Retina. Whilst lamination and sublami­
nation occur well before eye-opening, there is considerable evidence that activity plays an 
important role in the fine-tuning of connections in the retinogeniculate pathway. It has 
been shown that waves of spontaneous activity sweep across the retina during develop­
ment (Galli and Maffei, 1988; Meister et aI., 1991; Wong et aI., 1993). It is believed that 
these waves produce a form of retinotopic activity, long before photo receptors are active. 
The waves are characterised by synchronised oscillations of intracellular calcium concen­
tration among neighbouring subpopulations of retinal ganglion cells and a type of amac­
rine cell (Wong et aI., 1995). Importantly, in the mouse, this pattern of activity has been 
shown to be capable of driving LGN cells (Mooney et aI., 1996). The spontaneous retinal 
waves gradually subside with maturation, and have essentially disappeared by the time of 
eye-opening, which occurs at about one month of age (Wong et aI., 1993). 

2.2.2. Formation of Eye-Specific Layers. The possible role of spontaneous retinal 
activity in the formation of eye-specific layers in the LGN has been assessed in vivo by 
the use of pharmacological agents. For example, the infusion of the sodium channel 
blocker tetrodotoxin (TTX) in the vicinity of the optic chiasm has been reported to prevent 
the formation of eye-specific layers in the prenatal kitten (Shatz and Stryker, 1988). How­
ever, since this protocol non-specifically blocks both pre- and postsynaptic activity, it is 
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difficult to determine whether it is activity in the afferent or target structures, or the two in 
combination, which is necessary for the segregation of the inputs from the two eyes. It is 
also possible that this protocol has other non-specific effects within the developing central 
nervous system. Several lines of evidence suggest that the segregation of eye-specific lay­
ers in the LGN does not rely a great deal on either afferent or target activity alone. A brief 
report (Cook et aI., 1996) indicates that specifically blocking retinal activity with in­
travitreal application of TTX in ferrets during the first postnatal week has only a minor ef­
fect on eye-specific lamination; laminae still segregate in relatively normal fashion. 
Furthermore, blockade of the n-methyl-D-aspartate (NMDA) subtype of glutamate recep­
tor during this period also has no effect on eye-specific lamination (Smetters et aI., 1994). 
Finally, systemic inhibition of nitric oxide synthase (NOS) in the first postnatal week fails 
to prevent laminae from segregating (Cramer et aI., 1996; see also below). 

2.2.3. Formation oj ON/OFF Sublaminae. In contrast to eye-specific segregation, 
there is strong evidence for the role of activity in the segregation of ON/OFF sublaminae. 
The blockade of retinal afferent activity specifically via intraocular injections of TTX dis­
rupts ON/OFF sublamination in the ferret, demonstrating the importance of ret in ally driven 
activity in the this process (Cramer and Sur, 1997). However, activation of postsynaptic 
structures is also important, as the infusion of specific antagonists to NMDA receptors also 
prevents the formation of ON/OFF sublaminae (Hahm et aI., 1991). This evidence for the 
involvement ofNMDA-mediated activity in the refinement of connections suggests that a 
form of Hebbian synaptic plasticity, which permits the postsynaptic detection of temporally 
synchronous activity and the subsequent stabilization of the two inputs, is occurring. A 
great deal of attention has been focused on this phenomenon as a potential basis for learn­
ing and memory in the hippocampus, and more recently as a mechanism for developmental 
synaptic plasticity in other regions of the central nervous system. 

3. THE ROLE OF NMDA RECEPTORS 

3.1. Lessons from the Cortex 

Hebbian mechanisms are believed to be involved in long term potentiation (LTP), 
and long term depression (LTD), which have been extensively studied in the CAl region 
of the hippocampus (see Madison et aI., 1991 for review). Here, the NMDA receptors act 
as detectors of correlated activity, allowing the influx of calcium into the postsynaptic cell 
following the depolarization-induced removal of the magnesium block (Collingridge and 
Bliss, 1987). There is considerable evidence that presynaptic mechanisms are also in­
volved in the maintenance ofLTP (Bekkers and Stevens, 1990; Malinow and Tsien, 1990; 
Malgoroli et aI., 1995). It is likely that a retrograde messenger, secreted by the postsynap­
tic cell, may be involved in conveying the information necessary to effect changes in the 
presynaptic structure. Possible candidates for this include nitric oxide (NO) and the 
neurotrophins (these possibilities are discussed in more detail below). NMDA receptor de­
pendent LTP and LTD have also been shown to be present in layer III of the visual cortex 
following stimulation of the white matter (Kirkwood and Bear, 1 994a,b ). In adult animals, 
LTP can only be induced by this protocol if an antagonist to the inhibitory neurotransmit­
ter gamma-amino-butyric-acid (GABA) is present (Bear et aI., 1992; Kirkwood and Bear, 
1994a). In contrast, during a critical developmental period, LTP can be induced in layer III 
by white matter stimulation in the absence of a GABAergic antagonist. It has also been 
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shown that LTP can be induced in layer III following stimulation of layer IV (in the ab­
sence of GABAergic receptor blockade), but that this ability does not decline with devel­
opment (Kirkwood et aI., 1993). These results suggest that the changes in the induction of 
LTP which occur with development do not occur at the level of the layer III cells, but re­
flect changes occurring in the layer IV cells. These changes in the layer IV cells are activ­
ity-dependent, as they are prevented by dark rearing (Kirkwood et aI., 1995). An overall 
decline in the duration of the NMDA mediated response, which is similarly prevented by 
dark rearing, has also been demonstrated (Carmignoto and Vicini, 1992). In the somato­
sensory cortex, too, stimulation of thalamocortical afferents induces LTP in layer IV cells 
during a critical period of thalamocortical development (Crair and Malenka, 1995). Over­
all there appears to be a correlation between the time window during which LTP can be 
induced and developmental critical periods. 

3.2. NMDA-Mediated Activity and the LGN 

Neurotransmission between the retina and the LGN is glutamatergic and involves both 
NMDA and non-NMDA receptors (Sillito et aI., 1990; Kwon et aI., 1990). During the first 
postnatal month in the ferret, NMDA-mediated excitatory postsynaptic currents are charac­
terized by a very slow decay time (Ramoa and McCormick, 1 994a,b ). Following eye-open­
ing, which occurs at around 1 month of age, there is a marked decline in the duration of the 
NMDA-mediated component of the response. A form of NMDA-mediated LTP has also 
been reported in the developing retinogeniculate pathway during this early developmental 
period (Mooney et aI., 1993). A recent study has demonstrated that the developmental de­
cline in the duration of the NMDA-mediated response is prevented by the intraocular appli­
cation of the sodium channel blocker TTX (Ramoa and Prusky, 1997). The same study also 
showed that in normal animals, there is a decrease in the degree of sensitivity to ifenprodil, 
which selectively blocks heteromeric NMDA receptors containing the 2B subunit. In ani­
mals where retinal activity was blocked with TTX, sensitivity to ifenprodil was retained. To­
gether these results demonstrate that there is a developmental change in the subunit 
composition of NMDA receptors in the LGN, and that activity is necessary to effect this 
change from immature to mature forms (Ramoa and Prusky, 1997). Other work has shown 
that the infusion of NMDA-receptor antagonists in vivo prevents the segregation of 
ON/OFF sublaminae by permitting the retention of retinal arbors that are unusually large or 
inappropriately placed within the LGN (Hahm et a!., 1991). The infusion ofNMDA receptor 
antagonists during the 3rd postnatal week has also been shown to have pronounced effects 
on the dendritic morphology of LGN cells, resulting in a dramatic increase in the degree of 
dendritic branching and spine density (Rocha and Sur, 1995). Impressively, the increase in 
dendritic spine density was found to occur within a few hours of drug application (Rocha 
and Sur, 1995). This rapid response indicates that an active, local cellular mechanism is in­
volved in regulating the addition of dendritic spines, and that spine formation is negatively 
regulated by NMDA-mediated afferent activity. Taken together, the perturbations observed 
in the organization of both pre- and postsynaptic elements following the blockade ofNMDA 
receptors provide convincing evidence that NMDA-mediated activity is necessary for the 
production of normal pre- and postsynaptic structures. 

3.3. Nitric Oxide as a Retrograde Messenger 

3.3.1. Evidence/or the Role a/Nitric Oxide in LTP How do NMDA receptors medi­
ate changes in pre- and postsynaptic organisation? A strong contender for this role is NO. 
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In the hippocampus, it has been shown that calcium influx through NMDA receptors 
stimulates the production of NO by NO synthase (NOS). NO may then diffuse retro­
gradely to the presynaptic cell (Schuman and Madison, 1994a; Arancio et al., 1996), 
where it has been hypothesised to cause changes in the level of neurotransmitter release 
(Schuman and Madison, 1994b), possibly through activation of cGMP-dependent protein 
kinase (Arancio et al., 1995). The importance of NOS for LTP induction in stratum ra­
diatum of CAl has been demonstrated using mice genetically deficient for both the endo­
thelial and neuronal forms of NOS (Son et al., 1996). In another study, an adenovirus 
vector which inserts a truncated (catalytically inactive) form of the endothelial NOS gene 
was used to study the effect of acutely reducing the expression of endothelial NOS on LTP 
induction (Kantor et al., 1996). It was found that endothelial NOS is required for LTP in­
duction in stratum radiatum of CA1. Together these recent findings provide convincing 
evidence that NO acts as a neuronal messenger in hippocampal synaptic plasticity (see 
Holscher, 1997 for review). 

3.3.2. Nitric Oxide and the LGN. In the LGN, NADPH-diaphorase, which is co-local­
ized with NOS, shows a developmental regulation which peaks during the period of 
sublamination (Cramer et al., 1995). Importantly, application of the NOS inhibitor N°-nitro­
L-arginine, either systemically or focally via osmotic minipumps, during the 3rd and 4th 
postnatal weeks disrupts the formation of ON/OFF sub laminae, whereas the application of 
an inactive isomer had no effect. Arbors of individual axons are inappropriately positioned 
within the LGN (Cramer et al., 1996), just as they are after NMDA-receptor blockade. 
These effects are independent of the hypertensive effect of the NOS inhibitor. In contrast, 
NOS blockade during the first postnatal week does not appear to influence the formation of 
eye-specific layers (Cramer et al., 1996). This accords with work which has shown that the 
appearance of eye-specific layers in the ferret is not dependent on activation ofNMDA re­
ceptors (Smetters et al., 1994) and argues against an NMDA-receptor-independent role for 
NO. It is uncertain what molecules mediate the effects of NO during LTP and whether these 
molecules may effect developmental changes downstream of NO. Candidate molecules in­
clude guanylyl cyclase (East and Garthwaite, 1991), adenosine diphosphatase ribosyl trans­
ferase (ADPRT; Schuman et al., 1994) or both of these (Abe et al., 1994). It is possible that 
ADPRT acts through the activation of growth associated protein 43 (see Cramer et al., 
1996; Cramer and Sur, 1996 for reviews). The kinetics of NO diffusion argue for a substrate 
specific to recently active terminals. 

3.4. The Neurotrophins 

3.4.1. Neurotrophins and Synaptic Plasticity. Neurotrophins have long been known 
to be important for the survival and differentiation of neurons. Recently, a great deal of 
evidence has emerged that they may also play important roles in synaptic plasticity. As 
potential mediators of synaptic plasticity, the neurotrophins fulfill two important criteria: 
their production is regulated by neuronal activity, and they in tum have profound effects 
on the signalling properties of neurons (for review see Lo, 1995). For example, mRNA for 
brain-derived neurotrophic factor (BDNF) in the hippocampus increased 6-fold in re­
sponse to epileptiform activity (Emfors et al., 1992), and the same conditions which in­
voke LTP also increase mRNA for BDNF (Patterson et al., 1992). Acute application of 
BDNF or neurotrophin-3 (NT-3) to the developing neuromuscular synapse increases the 
frequency of spontaneous synaptic currents without affecting their amplitude (Lohof et al., 
1993). In the hippocampus, Kang and Schuman (1995) found that BDNF and NT-3 poten-
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tiate evoked glutamatergic transmission by 200--300%. These effects were apparent within 
one hour of neurotrophin application. It has also been shown that LTP is impaired in mice 
deficient for the BDNF gene (Korte et aI., 1995), and that the addition of recombinant 
BDNF in these mice permits the induction of LTP (Patterson et ai., 1996). The effects of 
the neurotrophins on synaptic transmission appear to be mediated by tyrosine kinase (Trk) 
receptors as they are blocked by the addition of a specific Trk receptor antagonist. In addi­
tion to their effects on transmission, neurotrophins have been shown to induce changes in 
the degree of both axonal (Cohen-Cory and Fraser, 1995) and dendritic (McAllister et ai., 
1995) branching. 

3.4.2. Possible Effector Pathways in Neurotrophin Signalling. While much is still to 
be learnt about how neurotrophins exert their influence on synaptic plasticity, it is be­
lieved that binding of a neurotrophin to its specific Trk receptor results in phosphorylation 
of the Trk receptor. This results in the recruitment of a number of adapter proteins which 
act through the Ras signalling pathway and lead to the activation of mitogen activated pro­
tein kinase (MAPK). MAPK then trans locates to the nucleus where it phosphorylates tran­
scription factors. It also causes activation of cAMP response element binding protein 
(CREB) kinase which leads to the production of immediate early genes (see Green and 
Kaplan, 1995; Segal and Greenberg, 1996 for reviews). A mechanism has been proposed 
through which this may then lead to the induction of synaptic growth (Kornhauser and 
Greenberg, 1997). Also, a recent study has shown that activation of the TrklMAPK path­
way by neurotrophins stimulates the phosphorylation of synapsin I (Jovanic et ai., 1996). 
Synapsin I is believed to tether synaptic vesicles to the actin cytoskeleton in a phosphory­
lation dependent manner and thus regulate the number of synaptic vesicles available for 
release (Greengard et ai., 1993; Pieribone et ai., 1995). Synapsin-actin interactions have 
also been reported to playa role in the effects of synapsins on synapse formation (Han et 
ai., 1991; Lu et ai., 1992; Ferreira et ai., 1994). Other studies have found that neurotro­
phins upregulate NOS expression (Holtzman et aI., 1994; Baader et ai., 1997), and that the 
addition of NO enhances the neuritogenic effects of neurotrophic factors (Hindley et ai., 
1997), suggesting that the reported roles ofneurotrophins and nitric oxide (see above) in 
synaptic plasticity may not necessarily be entirely independent. 

3.4.3. The Role ofNeurotrophins in Visual System Development. The presence of both 
the neurotrophins (Schoups et ai., 1995) and their specific Trk receptors (Allendoerfer et 
aI., 1994; Cabelli et ai. 1996) has been demonstrated in the developing visual system. Fur­
thermore, the expression of neurotrophins is regulated by visual activity (Schoups et aI., 
1995). The infusion of either BDNF or neurotrophin 4 (NT-4) has been shown to disrupt 
the formation of ocular dominance columns in the visual cortex (Cabelli et ai., 1995). The 
interpretation of these results is, however, confounded as it is uncertain whether the dis­
ruption of ocular dominance columns by the application of neurotrophins was caused by 
generalised sprouting of geniculocortical fibres, or whether the presence of an excess of 
neurotrophins prevented the normal developmental processes necessary for ocular domi­
nance column formation from occurring. More convincing evidence for the importance of 
neurotrophins during developmental synaptic remodelling comes from a recent study 
where a specific antagonist to the Trk-B receptor was infused into the visual cortex to 
block endogenous BDNF and NT-4, and this was also found to disrupt the formation of 
ocular dominance columns (Cabelli et ai., 1997). The application of NT-4 has also been 
found to block the effects of monocular deprivation of LGN neurons (Riddle et aI., 1995), 
and the infusion of BDNF prevents the usual activity-dependent synaptic modifications 
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following monocular deprivation (Galuske et aI., 1996). Neurotrophins have also been 
shown to have differing effects on the branching patterns of dendrites of neurons from dif­
ferent cortical layers (McAllister et aI., 1995). BDNF caused the greatest increase in the 
branching of layer IV neurons, whereas layers V and VI responded most to NT-4. Interest­
ingly, blockade ofTrk receptor function demonstrated that BDNF and NT-3 have opposing 
functions in the regulation of dendritic growth: NT-3 inhibits the growth of layer IV neu­
rons, whereas BDNF inhibits the growth of the dendrites of neurons from layers V and VI 
(McAllister et aI., 1997). The antagonistic actions of BDNF and NT-3 therefore provide a 
mechanism whereby the growth and retraction of dendrites can be dynamically regulated 
by an extracellular signalling mechanism. Further, the effects of neurotrophins on den­
dritic growth require activity (MCAllister et aI., 1996). This then provides a pathway 
through which electrical activity may be transduced into a signal which regulates the den­
dritic growth. It is likely that neurotrophins also play an important role during the activity­
dependent refinement of connections in the retinogeniculate pathway. Experiments are 
currently underway to investigate this possibility. 

4. CONCLUSIONS 

The retinogeniculate pathway of the ferret is characterized by the presence of both 
eye-specific and ON/OFF sublaminae which arise in the LGN during the 1st and 3rd-4th 
postnatal weeks respectively. Consequently, this system provides an excellent model for the 
investigation of the mechanisms which are implemented by the developing nervous system 
to produce mature connection patterns. The formation of sublaminae is an active process in­
volving the elaboration of appropriately placed terminals and retraction of inappropriately 
placed terminals. Both NMDA-receptor mediated activity and nitric oxide production are 
essential to this process. Recent studies have demonstrated that neurotrophins are important 
in mediating both structural and physiological changes in the hippocampus and the visual 
cortex, and they are likely to playa similar role in the retinogeniculate pathway. 
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The pattern of neuronal connections in the visual system of mammals with highly 
developed binocular vision is a remarkable example of complexity and precision. Inputs 
from each retina are segregated in the geniculostriate system (Gerey et aI., 1991), so that 
retinal ganglion cell axons terminate in separate, eye-specific layers within the dorsal lat­
eral geniculate nucleus (dlgn). In turn, the axons of dlgn neurons project to the primary 
visual cortex in alternating clusters, providing the anatomical basis for ocular dominance 
columns (LeVay et aI., 1975). However, during the early phases of development the pro­
jections from each eye are completely intermingled in the dlgn and the superior colliculus 
of fetal monkeys and cats. In these species, retinal axons segregate in the second half of 
gestation into the eye specific domains characteristic of the mature animal (Rakic, 1976, 
1977; Shatz, 1983; Williams and Chalupa, 1982; White and Chalupa, 1991). 

Little is understood about the factors responsible for the extensive rearrangement of 
early visual connections. However, it is known that this process is dependent upon binocu­
lar interaction since removal of one eye in fetal monkeys and cats causes a marked reor­
ganization of the visual pathways (Rakic, 1981; Chalupa and Williams, 1984). After 
monocular enucleation, the remaining eye projects to all laminae in both the ipsilateral 
and contralateral dlgn, and these cells innervate layer IV of the visual cortex in continuous 
rather than periodic patterns. In addition, prenatal monocular enucleation attenuates natu­
rally occurring ganglion cell loss in the remaining retina and prevents the formation of 
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distinct eye-specific laminae within the dlgn (Rakic and Riley, 1983; Chalupa et aI., 1984; 
Chalupa and Williams, 1984). 

The substantial neuroanatomical reorganization of retino-geniculate and geniculo­
cortical projections evident after in utero eye removal, raises the question of the functional 
consequences of this manipulation, both at the single cell level and in terms of the behav­
ioral capacity of the remaining eye. 

GANGLION CELL PLASTICITY 

It is well known that during normal development of the mammalian retina there is a 
massive overproduction of retinal ganglion cells followed by a period of ganglion cell 
loss. A substantial degree of this cell loss occurs during the period when ganglion cell pro­
jections become segregated in the dlgn (e.g., White and Chalupa, 1991). Removal of one 
eye during early development reduces neuronal death in the remaining eye so that the 
number of surviving ganglion cells is about 20-30% greater than normal in cat and mon­
key (Chalupa et aI., 1984; Rakic and Riley, 1983). What is unknown is whether the rate of 
survival is the same for the three main classes of retinal ganglion cells (alpha-Y, beta-X, 
gamma-W). An accurate analyses of the alpha ganglion cell population in cats, after pre­
natal monocular enucleation, has shown that the density of these cells was about 25% 
greater than normal (Kirby and Chalupa, 1986). Moreover, the dendritic arbors and somas 
were reduced in size, possibly due to the dendrodendritic interactions among developing 
cells. Interestingly, morphological analyses of retinogeniculate alpha cell axons showed 
greatly expanded arbors, some spanning almost the entire dorsoventral width of the nu­
cleus. In contrast, all beta-cell arbors appeared normal in size and were confined to the 
portion of the AlAI layers that would normally have been innervated by the remaining eye 
(Garraghty et aI., 1988; Sur, 1988). 

SINGLE UNIT RECORDINGS 

In normal adult animals, the dlgn is organized into two distinct dorsal layers (A and 
AI) and a ventral C complex. In the dlgn of prenatally enucleated cats, only a single dor­
sal layer and the ventral layer form. Chalupa and Williams (1984) have shown that the en­
tire dlgn is innervated by the remaining eye, and that the input from that eye is organized 
in a retinotopic manner. Single unit recordings in the "fused" AI A 1 layer of the dlgn 
(White et aI., 1989) provided evidence that the response properties of geniculate neurons 
do not differ appreciably from of control animals. In particular, receptive field size, spatial 
resolution and topographical organization were similar in controls and enucleates. These 
results would seem to show that the functional organization of the dlgn is largely pre­
served in enucleates, even though the remaining eye innervates roughly twice as much ter­
ritory as normal. 

Interestingly, the main difference between normals and enucleates is not in the re­
sponse properties (see Fig. 1), but in the relative probability of recording from X or Y cells. 
The probability of encountering cells with Y response properties is reduced in enucleates 
despite the expanded axonal arborization ofY-cell retinogeniculate arbors (see Fig. 2). 

At the level of the primary visual cortex, all neurons in enucleates respond to stimu­
lation of the remaining eye (Shook et aI., 1985). Furthermore, retinotopy and orientation 
columns appear normally organized. However, receptive fields are significantly smaller 
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Figure l. Spatial resolution of the first harmonic responses as a function of eccentricity for X and Y cells in nor­
mal and enucleated animals. For each group of cells, spatial resolution declines as eccentricity increases. At any 
given eccentricity, there is considerable overlap between normal and enucleated animals in spatial resolutions of 
both X cells (top) and Y cells (bottom). From White et al. (1989). 

than in controls, and this appears to be due to a selective loss of cells with large receptive 
fields, rather than a mean reduction in the receptive-field size (see Fig. 3). 

These results could be accounted for by a reduced V-input from the dlgn. The re­
duced probability of recording from Y cells in the dlgn suggests that the Y system, not­
withstanding its potentiation in terms of survival and territory of innervation, is no longer 
able to drive neuronal activity (White et aI., 1989). 

On the basis of all these results, one may suppose that binocular competition plays a 
key role during the development of the V-system, but has little effect on the X-system 
which seems to continue its development normally, at least in term of axonal arborization, 
receptive-field properties and resolution limits. 
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Figure 2. Histogram of the average percentage of neurons in normal animals and early enucJeates that were iden­
tified as X and Y cells. Relative to normal animals, the early enucleates have a high percentage of X cells and a 
low percentage ofY cells. For normals, n = 6 animals; for early enucleates, n = 3. From White et aJ. (1989). 

VISUAL EVOKED POTENTIALS (VEPs) 

To test the hypothesis that prenatal binocular competition is an essential factor for 
the normal development of the Y-system, a series of electrophysiological and behavioral 
experiments were carried out on prenatal enucleated cats (Bisti and Trimarchi, 1993; Bisti 
et aI., 1995). For this purpose, two aspects of the visual performance of the remaining eye 
were tested: a) contrast sensitivity function and b) visual acuity. Evidence was provided to 
support the notion that the behavioral changes detected in the visual processing of the 
remaining eye reflect an abnormality of the Y-system in the prenatal enucleates. 

The activity of visual cortical neurons in areas 17 and 18 was sampled by recording 
Visual Evoked Potentials (VEPs) in response to sinusoidal gratings modulated sinusoi­
dally in contrast. A series of spatial frequencies and contrast values was tested. According 
to previous data, a difference between control animals and early enucleates might be ex­
pected at low frequencies which are mainly associated with large receptive-fields. Figure 
4 shows an example of VEP responses at two different spatial frequencies in one control, 
one prenatally enucleated, and one neonatally enucleated cat. Note that only the responses 
recorded in the prenatally enucleated animal show a strong attenuation in amplitude at low 
spatial frequencies. By contrast, there was no effect in the postnatal enucleate. 

It can also be seen that from 0.2 to 0.7 (c/deg) the phase of the response shifted more 
steeply for the control and neonatally enucleated animals than for the prenatal enucleate. 
This could reflect a change in the spectrum of conducting fibres in the prenatal enucleate. 
Y cells respond preferentially to low spatial frequencies and their axons conduct impulses 
at a high velocity within the optic nerve. Thus, information about large visual stimuli is 
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Figure 3. (A) The mean receptive field area of neu­
rons in area 17 of normal (black bars) and prenatally 
enucleated (shaded bars) cats. Only cells with recep­
tive fields within 5 degrees of the area central is rep­
resentation were included in this analysis, which is 
based on a sample of 60 cells from normal cats and 
145 neurons from animals that had an eye removed 
in utero. The error bar denotes the 95% confidence 
interval. (B) Breakdown of the data presented in A 
showing the percentage of cells with a given recep­
tive field area. Note that the prenatal enucleates have 
a higher percentage of cells with receptive field areas 
between 1.1 and 2.0 degrees2 with a concomitant de­
crease of cells with field areas greater than 4.1 de­
grees2• From Shook et al. (1985). 
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Figure 4. Examples of YEP records from three cats (normal, prenatally. and neonatally enucleated cats) averaged 
over one stimulus period. The stimulus was a vertical sinusoidal grating reversed in contrast sinusoidally at 5 Hz. 
Stimulus frequency, 0.2 c/deg and 0.7 c /deg; contrast was 20%. The dotted lines through each record show records 
obtained by averaging at 1.1 times the stimulus frequency to indicate intrinsic noise levels. The polar graphs (at 
right) plot amplitude and phase for partial averages of the total record (second harmonic). The distance from the ori­
gin of each point (norm) gives the response amplitude. The two-dimensional scatter of this plot gives an estimate of 
the variance of amplitude and phase, reported as error bars in the following curves. From Bisti et al. (1995) . 
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the first to be transferred to the primary visual cortex. At higher spatial frequencies, the X 
system, which conveys impulses at a moderate velocity, becomes activated so that the la­
tency of the response would increase (see Fig. 5, filled symbols in A and B). 

In the prenatal enucleates this phase lag is reduced (Fig. 5A, open symbols), possi­
bly due to a malfuctioning of the Y fibres. It was possible to validate this hypothesis by re­
cording VEPs in the primary visual area of an animal which had the Y input surgically 
removed. A unilateral ventral section of the optic tract selectively eliminates the Y-gan­
glion cell input to the ipsilateral visual cortex (Reese et aI., 1991). Data from a deafferen­
tated (open symbols) and a normal (filled symbols) visual area is shown in Fig. 5B. Note 
that in both the prenatal enucleates and in animals with a V-cell deafferented cortex there 
was a similar shift in the phase response as a function of the spatial frequency. This obser­
vation is consistent with the idea that a change in the spectrum of conducting fibers occurs 
under both conditions. 

When the amplitude of the response is reported as a function of the spatial frequency 
in prenatally and neonatally enucleated animals and the spatial frequency-response curves 
are compared (Fig. 6), it appears that prenatal enucleates have a strong attenuation of re­
sponses at low spatial frequencies, a slight increase in sensitivity at intermediate frequen­
cies, but no appreciable change in the resolution limit. 
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Figure 5. Phase of the second-harmonic modula­
tion as a function of spatial frequency. (A) Pre­
natally enucleated cats (open symbols, solid line), 
neonatally enucleated (solid circles, broken line), 
normal cat (solid squares, dotted line). (B) Cat with 
a ventral lesion of one optic tract (solid symbols, 
normal hemicortex; open symbols, deafferented 
hemicortex). Temporal frequency was 5 Hz; con­
trast was 17% in A and 30% in B. From Bisti et al. 
(1995). 

Figure 6. Normalized YEP amplitude reported as a 
function of spatial frequency for two prenatally enucle­
ated cats (open symbols, continuous lines), two neo­
natally enucleated cats (upright solid triangles and solid 
circles, broken lines) and two normal cats (solid squares 
and solid inverted triangles, dotted lines). Temporal fre­
quency was 5 Hz; contrast was 17%. From Bisti et al. 

(1995). 
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BEHAVIORAL EXPERIMENTS 

To assess the behavioral effects of terminating prenatal binocular interactions, con­
trast sensitivity functions, visual acuities and visual fields were measured in prenatal enu­
cleates and in control animals (Bisti and Trimarchi, 1993). Figure 7 shows an example of 
contrast thresholds at two different frequencies measured in two cats (control and 
monocularly enucleated). It may be seen that at the low spatial frequency (0.25 c/deg) the 
contrast threshold in the control animal (open symbols) is much lower than in the enu­
cleate. However, at a higher spatial frequency (0.7 c/deg), the threshold in the enucleate 
was five times lower than in the control. It is also interesting to point out that it was not 

Figure 7. Learning curves of a nor­
mal (open symbols) and a prenatal 
enucleated cat (filled symbols) for 
the monocular forced choice discri­
mination between a sinusoidal grat­
ing and an equiluminant uniform 
field as a function of grating contrast 
for two spatial frequencies (A, 0.25 
c/deg; B, 0.7 c/deg). Each point is 
the percentage of correct responses 
for at least 100 trials for each value 
of contrast around threshold. The 
arrowheads on the abscissa indicate 
the extrapolated threshold as the 
value of contrast at which the cat 
performance was at 70% correct. 
Data are fitted with the Weibull 
equation. From Bisti and Trimarchi 
(\993). 

E--< 
U 
W 
0::: 
0::: 
o 
U 

Z 
o 
b 
0::: 
o 
0.. 
o 
0::: 
0.. 

A 
0.25 c!deg 

0.9 
o 

o 0 
O.B 

0.7 

0.6 

0.01 0.1 

8 1 
0.7 c!deg 

0.9 

• • 
O.B • 
0.7 • 

0.6 

0.5 t-1-~·~--,..lY<'-"~,,-_-.-"'-S7_~_~ 
0.01 0.1 

CONTRAST 



326 S. Bisti et al. 

possible to determine a threshold in enucleated animals below 0.25 c/deg. It is also the 
case, that when normal and enucleated animals were tested specifically for the parameter 
visual acuity they showed comparable results. 

Thus, the remaining eye of a prenatally enucleated animal develops normal visual 
acuity and normal visual fields (Bisti and Trimarchi, 1993), but reduced sensitivity at low 
spatial frequencies and increased sensitivity at middle spatial frequencies. In agreement 
with the results obtained in cats, behavioral experiments in monkeys, which had one eye 
removed during prenatal life, showed that the vernier hyperacuity does not differ signifi­
cantly in comparison with that of a normal control (MacAvoy et aI., 1987). 

Taken all together, these data support the idea that prenatal binocular competition 
plays a key role in the development of one class of retinal ganglion cells, the alpha cells. 
After fetal removal of one eye these neurons seem to become unable to drive target cells, 
notwithstanding the reduced ganglion cell death and expanded axonal arborization, possi­
bly because their synaptic efficency is reduced. Beta cells, however, seem to follow a de­
velopmental plan which is not dependent upon bionocular interactions. Functional 
properties of dlgn neurons do not differ from those recorded in normal animals and visual 
acuity is unchanged. The visual performance of the remaining eye in an early enucleate 
corresponds to that of an animal that had the Y system. Thus, the reduced sensitivity at 
low spatial frequencies in prenatal enucleates might be directly correlated with the func­
tional loss of the Y fibres. The lower threshold at intermediate spatial frequencies might 
reflect the increased percentage of neurons with medium size receptive fields (see Fig. 
3B), which may be simply due to an increased number of cortical neurons driven by an X 
input (as pointed out by White et al. 1989). Finally, visual acuity is unchanged in prenatal 
enucleates since it is defined by the X system. It is interesting to note that interrupting bin­
ocular competition at birth has no effect on the visual performance of the remaining eye, 
even though the retino-geniculate projection of the Y-ganglion cells is markedly expanded 
(Sur, 1988). 

Since the pioneer experiments of Hubel and Wiesel (1963, 1965) on monocular dep­
rivation, it remains to be resolved if the functional impairment of the deprived eye could 
be compensated and enhanced visual capability of the eye placed at a competitive advan­
tage during development. Conflicting results have been provided by authors working on 
human subjects. Freeman and Bradley (1980) have claimed that vernier acuity was en­
hanced in the non-deprived eye of human amblyopes, but this result was challenged by 
Johnson et al. (1982) in their study on identical twins, one of which was monocularly de­
prived since birth. In view of the experimental evidence obtained in early enucleated ani­
mals, it seems reasonable to rule out the possibility that an eye might enhance its visual 
capability even in extreme conditions of developmental advantage. 
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1. ABSTRACT 

Serotonin (5-HT)-containing axons and 5-HT receptors are present in the hamster 
superior colliculus (SC) before birth and are coincident with the development of retinal 
ganglion cell axon terminals in this nucleus (retinotectal projection). Neural activity in the 
SC is suppressed by 5-HT presynaptically at receptors located on retinotectal axons. Ele­
vation of 5-HT levels in the SC postnatally, by subcutaneous injection of 5,7-dihy­
droxytryptamine or by direct release of 5-HT within the SC, prevents refinement of the 
retinotectal terminal field and maintains it in an immature state. Retinal ganglion cell 
number and density remain normal in such animals. The persistence of a poorly differenti­
ated retinotectal projection foIlowing 5-HT elevation may be a consequence of reduced 
retinotectal activity. 

2. INTRODUCTION 

A growing body of literature (see Lipton and Kater, 1989; Kater and Mills, 1991; 
and Killackey et aI., 1995 for reviews) provides support for the proposal that molecules 
used for signaling between neurons in maturity may also modulate neuronal development. 
A large number of experiments have suggested such a role for serotonin (5-HT, e.g., 
Lauder, 1983; Gromova et aI., 1983; Forda and Kelly, 1985; Chubakov et aI., 1986; Lipton 
and Kater, 1989; Blue et aI., 1991; Rhoades et aI., 1993; Bennett-Clarke et aI., 1994). 
Most investigators who have demonstrated influences of 5-HT upon developing neurons 
or axons have suggested that this amine's effects result from direct actions upon these 

• Address correspondence to: Robert W. Rhoades (address above, ph. 419-381-4197, fax. 419-381-3008, e-mail: 
rrhoades@gemini.mco.edu) 

Development and Organization of the Retina, edited by Chalupa and Finlay. 
Plenum Press, New York, 1998. 329 
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elements which may be mediated by its ability to alter intracellular Ca2+ or activate second 
messenger systems (see below for citations). However, 5-HT also strongly modulates the 
activity of neurons in many structures (see Andrade and Chaput, 1991, and Zifa and Fil­
lion, 1992, for reviews) and there is evidence that it may specifically antagonize activation 
of the NMDA receptor (Murase et aI., 1990; Holohean et aI., 1992), an element shown to 
be involved in the activity-dependent refinement of axonal projections (e.g., Cline et aI. 
1987; Cline and Constantine-Paton, 1990; Simon et aI., 1992). The ability of 5-HT to alter 
neuronal activity, including that mediated by NMDA receptors, raises the possibility that it 
may influence development of axonal projections, particularly the refinement of axon ar­
bors, indirectly by modulation of activity-dependent processes. This chapter summarizes 
the results of several studies that have evaluated the ability of serotonin to modulate reti­
notectal activity in the hamster and to influence retinotectal development in this species. 

3. ORGANIZATION AND ACTIONS OF 5-HT IN THE MATURE 
AND DEVELOPING SUPERIOR COLLICULUS (SC) 

In all adult mammals examined to date, 5-HT fibers heavily innervate the retinore­
cipient SC laminae (e.g., Harvey and Macdonald, 1987; Villar et aI. 1988; Rhoades et aI., 
1990). The possibility that 5-HT might strongly influence retinotectal development is at­
tractive because serotoninergic fibers are present in SC when retinal axons are beginning 
to arrive (Lund and Bunt, 1976; Lidov and Molliver, 1982; Godement et aI., 1984; Ed­
wards et aI., 1986; Aitken and Tork, 1988). Serotonin-immunoreactive fibers are visible in 
the hamster's SC by embryonic day 14, and at birth, they are present in all SC laminae 
(Rhoades et aI., 1990). Collateralization of retinal axons in the hamster's SC begins on the 
first postnatal day (Jhaveri and Schneider, 1994). 

Considerable effort has been directed toward localization of 5-HT receptor subtypes 
in the mature SC, but relatively little is known regarding their organization in developing 
animals. Studies in adult rodents have demonstrated binding of ligands to both 5-HT lA 

(Marcinkiewicz et aI., 1984; WeIner et aI., 1989) and 5-HTJD or 5-HT1B receptors (Waeber 
and Palacios, 1990; Mooney et aI., 1994). Nakada et al. (1984) have reported that 5-HT2 

receptors are present in the SC, but the data of Blue et aI. (1988) indicate that their density 
may be very low. While 5-HT1A and 5-HT2 receptors are generally thought to be located 
on somata and dendrites (e.g., Zifa and Filion, 1992), there is considerable evidence that 
5-HT1B receptors are distributed on the terminal arbors of retinal ganglion cell axons in 
adult rodents (Segu et aI., 1986; Boulenguez et aI., 1993; Mooney et aI., 1994; Boschert et 
aI., 1994) and that these receptors are present very early in development (Figure 1). 

Over 20 years ago, Straschill and Perwein (1971) showed that iontophoresis of 5-HT 
depressed the visual responses of about one-half of the neurons tested in the cat's SC, but 
that it increased the excitability of other cells. Our own in vivo and in vitro experiments 
have indicated that 5-HT inhibits responses evoked by visual- or optic chiasm (OX)­
stimulation in the vast majority of visual SC neurons. This effect is almost certainly medi­
ated by a presynaptic effect of this amine at 5-HT1B receptors located on retinotectal axons 
(Huang et aI., 1993; Mooney et aI., 1994). 

Iontophoresis of 5-HT in vivo produced a suppression of visual responses of 40% or 
greater in 78.1 % (N=50) of 64 neurons evaluated and did not augment the visual responses 
of any of the cells tested. The average response suppression was 75.3 ± 21.2%. Iontophore­
sis of 5-HT had significantly different effects upon activation of SC cells by OX and visual 
cortical (CTX) stimulation (Figure 2). Application of 5-HT suppressed the OX-evoked 
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Figure 1. Demonstration of 5-HT1B (A-D) and 5-HT1A (E- H) receptors in the SC of hamsters killed between P-2 
and adulthood (P > 60). All animals had the left eye removed 2 days prior to sacrifice. Note the presence of 5-
HTJB and 5-HT1A receptors on P-4 and the fact that eye removal reduces the density of 5-HT1B receptors, but not 
5-HT1A receptors, in the superficial layers of the contralateral SC at all ages. The calibration is 250 .urn. 

responses of 96.9% (N=31) of the 32 SC cells tested by at least 40% and the average 
response suppression for all 32 neurons tested was 87.1 ± 22.5%. Application of 5-HT 
suppressed the responses of only 35.7% (N= I 0) of the 28 cells tested with CTX-stimulation 
by at least 40%. The average response suppression for all 28 cells was 35.3 ± 38.8%. The 
effects of 5-HT upon the glutamate-evoked responses of SC cells that were synaptically 
"isolated" by concurrent application of Mg2+ were also evaluated. Application of 5-HT 
produced a response suppression ~ 40% in 29.7% (N= 19) of the 64 neurons tested under 
these conditions. The average response suppression for all of the cells evaluated was 28.4 ± 
35.7%. This effect of 5-HT was weaker than that upon visually evoked responses . These 
results demonstrate that 5-HT markedly depresses the visual responses of most superficial 
layer SC neurons, and they suggest further that much of this effect may be mediated by 
presynaptic inhibition of retinotectal transmission. 

The presynaptic effects of 5-HT upon retinotectal transmission suggested by the re­
sults of the in vivo recording experiments were confirmed by in vitro intracellular record­
ing studies. The effects of 5-HT on epsps evoked by electrical stimulation of the optic 
tract (OT) were evaluated for 67 SC neurons in adult hamsters (Figure 3). Application of 
5-HT produced at least a 50% reduction in OT-evoked epsps in 85% of these neurons. The 
average epsp amplitude was 7.8 ± 2.1 mY under control conditions and 2.7 ± 1.9 mY in 
the presence of 5-HT (p < 0.0 I). For most of these neurons, application of 5-HT had little 
effect on either membrane potential or input resistance. The average percent change in 
membrane potential for cells tested with 5-HT was 0.5 ± 6.0% and the average percent 
change in input resistance was 0.6 ± 22.9%. For 4 of 6 cells tested, application of 5-HT 
had no significant effects upon the responses evoked by application of glutamate either 
under normal bathing conditions or when the medium included low Ca2+ and high Mg2+. 
Pharmacologic experiments indicated that the effects of 5-HT upon retinotectal transmis­
sion were mimicked by the 5-HT1B agonists, TFMPP and CGS12066B, and antagonized 
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by the 5-HT1B antagonists, (-)-pindolol and methiothepin. The effects of 5-HT on the OT­
evoked epsp were not antagonized by spiperone, NAN-190, or MDL72222, respectively 
5-HT1A and 2' 5-HTIA' and 5-HT) antagonists. These findings are consistent with earlier in 
vitro results which suggested a presynaptic effect of 5-HT upon SC cells (Kawai and 
Yamamoto, 1969). Unpublished studies from our laboratory indicate that 5-HT presynapti­
cally inhibits retinotectal transmission in the same manner in developing hamsters. 

4. EFFECTS OF ALTERED 5-HT LEVELS ON RETINOTECTAL 
DEVELOPMENT 

Given the early arrival of 5-HT-immunoreactive fibers in SC and the remarkable 
change in their synaptic organization during early postnatal development, these axons and 
the amine they contain seemed a likely candidate for modulation of retinotectal develop­
ment. Over 20 years ago, Sachs and Jonsson (1975) showed that neonatal injection of5,7-
dihydroxytryptamine (5,7-DHT) decreased the density of the 5-HT innervation of the 
cerebral and cerebellar cortices, but increased the density of these fibers in the brainstem 
including the sc. We used this approach to determine whether sprouting of 5-HT-contain­
ing fibers and the resultant increase in the concentration of this amine in the developing 
SC altered retinotectal projections. Anterograde tracing with HRP was used to compare 
the organization of retinotectal projections in normal adult hamsters and in animals that 
sustained subcutaneous injections of 5,7 -DHT on the day of birth. Analysis of tissue from 
the retinorecipient laminae of the SC by high-pressure liquid chromatography (HPLC) in­
dicated that 5,7-DHT treatment increased the amount of 5-HT in the adult SC by 47%. The 
increased 5-HT innervation of SC was associated with a marked change in the distribution 
of the uncrossed retinotectal projection. In normal adult hamsters, fibers from the ipsilat­
eral eye form dense clusters in the lowermost stratum griseum superjiciale (SGS) and 
stratum opticum (SO, Figure 4). A small number of uncrossed fibers are also visible in the 
more caudal portions of these layers. In adult animals that sustained neonatal 5,7 -DHT in­
jections, uncrossed retinotectal fibers formed a nearly continuous band in rostral SO and 
lower SGS and numerous labelled fibers were present in the caudal SC, primarily in the 
SO (Figure 5). Neonatal treatment with 5,7-DHT also produced alterations in the crossed 
retinotectal pathway and in the crossed and uncrossed retinogeniculate projections. These 
results suggested that altering the 5-HT input to the brainstem may strongly influence the 
development of retinofugal projections. It must also be acknowledged, however, that these 
changes may have resulted from direct effects of the neurotoxin on retinotectal axons or 
from changes in the concentration of 5-HT in the retina or visual cortex. 

5. ELEVATING 5-HT DOES NOT CHANGE RETINAL GANGLION 
CELL NUMBER OR AXONAL DECUSSATION PATTERNS 

We carried out electron microscopic and retrograde tracing experiments to determine 
whether the changes observed in the retinotectal projections of 5,7-DHT-treated hamsters 
were associated with alterations in the number, size, or distribution of retinal ganglion 
cells in these animals. Nissl staining of retinas from normal adult and 5,7-DHT treated 
hamsters revealed no differences in the number or average diameter of cells in the retinal 
ganglion cell layer. Retrograde labelling with HRP also demonstrated no effect of 5,7-
DHT treatment on the number or distribution of ipsilaterally or contralaterally projecting 
ganglion cells (Figure 6) . Neonatal 5,7-DHT administration also had no effect on the 
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Figure 4. A-G show polarized darkfield photomicrographs of the HRP-labelled ipsilateral retinotectal projec­
tion in a normal adult hamster. The numbers at the lower right of panels A, B, D, E, and F indicate distance in 
IJ.m from the respective section to the rostral border of Sc. Panels C and G are higher power photomicrographs 
of the sections shown in Band F, respectively (arrows denote corresponding points in each pair). Note discrete 
patches of labeling and additional isolated fibers in the rostral sections and scattered fibers in caudal sections. 
The calibration bar in F is 500 IJ.m and also applies to panels A, B, D, and E; the calibration bar in G is 100 IJ.m 
and also applies to C. 
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Figure 5. A-F show polarized darkfield photomicrographs of the uncrossed retinotectal projection in an adult 
hamster that received a subcutaneous injection of 5,7-DHT at birth. Conventions are the same as in Fig. 4. The 
calibration in F is calibration bar in F is 500 ~m and applies to all panels. 
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Figure 6. Bar graphs showing the av­
erage (mean ± standard deviation) of 
the total number of ipsilaterally pro­
jecting retinotectal ganglion cells, the 
number of labelled cells in the tempo­
ral crescent of the retina, and the num­
ber of such cells in the superior nasal 
retinal quadrant following injections 
of HRP into the ipsilateral SC in nor­
mal adult hamsters and in animals 
treated at birth with 5,7-DHT. There 
were no statistically significant be­
tween-group differences for any of 
these measures. 
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distribution of soma diameters for HRP-labelled retinal ganglion cells. Electron micro­
scopic analysis demonstrated no significant difference between the numbers of optic nerve 
fibers in the normal and 5,7-DHT-treated hamsters. All of these results are consistent with 
the conclusion that the effect of 5,7-DHT upon the retinotectal projection may be primar­
ily a function of this toxin or the increase in 5-HT it induces on the terminal arbors of ret i­
notectal axons rather than their parent cells. 

6. DIRECT APPLICATION OF 5-HT TO THE DEVELOPING SC 
ALTERS RETINOTECTAL DEVELOPMENT 

The results of the experiments described in the preceding sections suggested that the 
effect of increased SC 5-HT on retinotectal development was due to increased presynaptic 
inhibition of transmission at the retinotectal synapse (Mooney et aI., 1994). However, the 
abnormal projection pattern may have actually been due to: (i) direct effects of either 
5-HT or 5,7-DHT upon developing retinal axons, (ii) alterations in SC architecture associ­
ated with sprouting of 5-HT axons that were not dependent on the transmitter they con­
tained, or (iii) an indirect effect of 5,7-DHT on synaptic transmission in the retina (Thier 
and Wiissle, 1984; Brunken and Daw, 1987). To control for these possibilities, we carried 
out an additional experiment to further test the possibility that increasing the concentra­
tion of 5-HT in the developing SC was responsible for the alterations in the uncrossed reti­
notectal projection. In this trial, the level of 5-HT in the SOS and SO was raised by 
placing slow-release polymer (ELVAX) chips impregnated with 5-HT over the developing 
SC and assessing the organization of the uncrossed retinotectal projection via anterograde 
tracing with HRP. 

Serotonin-impregnated ELVAX implants increased 5-HT concentrations in SC 
through P-12 (II days after implantation, Figure 7). Analysis of data from hamsters im­
planted on P-I with 5-HT-containing or control chips and sacrificed on P-4 through P-21 
indicated that the elevation of 5-HT concentrations in SC was statistically significant (p < 
0.00 I) and was inversely correlated with age for the 5-HT-implanted hamsters (r = -0.54; 
p < 0.003). The difference between control and experimental groups was due to samples 
taken on or before P-12 (p < 0.0005); no significant difference was detected in groups of 

Figure 7. Quantity of 5-HT, nonnalized 
by tissue weight, in superior colliculi (SC) 
underlying 5-HT-impregnated and blank 
ELVAX implants. Implants were inserted 
on P-I and remained for the number of 
days indicated. Each bar represents the 
mean and s.e.m. for 3 or more animals. 
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animals sacrificed ~ P-16 (p > 0.7). It is important to note that the increases demonstrated 
by this analysis probably underestimate the rise in 5-HT in the superficial laminae. The 
dissections of the SC used in this analysis also included at least some portion of the deep 
laminae, and it is reasonable to suggest that concentrations of 5-HT in these layers were 
lower than those closer to the pial surface. 

In order to test whether 5-HT released from implants was sufficient to alter neuronal 
activity in the superficial layers of the SC, recordings of single or multiple unit activity 
were made acutely from adult hamsters during placement of control or 5-HT-containing 
implants on the SC. Figure 8 shows peristimulus time histograms (PSTHs) of visual re­
sponses recorded just after a 5-HT implant was positioned on the SC. A diminution of the 
responses was apparent by about 10 minutes after data collection started. By I hour, the 
responses were much weaker; and about 10 minutes later, just after removal of the im­
plant, visually evoked activity had nearly disappeared. The responses fully recovered over 
the succeeding 30 minutes. Control implants, which contained no 5-HT, had no significant 
effects on neuronal responsivity. These tests thus indicate that when applied in ELVAX 
chips, 5-HT suppresses visually elicited SC activity. This effect is similar to, but much 
slower in onset than, that observed during iontophoresis or micropressure ejection of 5-HT 
onto SC neurons (Huang et a!., 1993). 

Application of 5-HT directly to the developing SC produced alterations in the un­
crossed retinotectal projection similar to those observed in the hamsters that received 
neonatal 5,7-DHT injections (Figure 9). In hamsters that received control implants, the 
organization of the uncrossed retinotectal pathway was essentially the same as that re­
ported previously for normal adult hamsters by Frost et a!. (1979), Rhoades et a!. (1982, 
1993), and Woo et al. (1985). There are dense patches of labelled axons in the rostral 
one-third of the SC (Fig. 4A and C) and sparsely scattered labelled fibers in the SGS and 
SO throughout the rostrocaudal extent of the nucleus. 

The organization of the uncrossed retinotectal projection in animals that had 5-HT­
impregnated implants was qualitatively different from that in the control animals. The 

! 
50 
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1. 5-KT Chip 100 s 

0.0 0.5 1.0 1.5 
Time(s) 

2. 5-KT Chip 3500 s 

3. Recovery 100 s 5. Control Chip 100 s 

4. Recovery 2000 s 6. Control Chip 3500 s 

Figure 8. Suppression and recovery of visual activity by 5-HT released from an ELVAX implant. Panels 1-6 show 
PSTHs of visually evoked responses from a neuron 210 11m below the pial surface of the Sc. The PSTH in each 
panel was accumulated over 100 s, beginning at the times indicated, which are referenced to implant placement or 
removal. Data for PSTHs I and 2 were obtained while the implant remained on the SC, and PSTHs 3 and 4 were 
collected after its removal. Following placement of a blank, but otherwise identical, implant upon the SC, data 
shown in PSTHs 5 and 6 were obtained. 
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Figure 9. Polarized darkfield photomicrographs showing HRP-labelled uncrossed retinotectal terminals in the SC 
of2 animals with control implants (A-D) and 2 others with 5-HT-impregnated implants (E-H). Left hand sections 
of each pair (A, C, E, G) were taken from the rostral 200 flm of the SC, and right hand sections (B, D, F, H) were 
from the caudal 300 flm. Note that terminal labelling in both 5-HT-implanted animals is continuous in the SO and 
lower SGS throughout the mediolateral and rostrocaudal extents of the SC. Borders of the SGS and SO are out­
lined in C. The calibration line in H is I mm and applies to all panels. 
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patches characteristic of the uncrossed retinal projection to the rostral one-third of the SC 
in normal hamsters were much less distinct in the hamsters that received the 5-HT-impreg­
nated implants. Instead, there was a relatively dense, but diffuse, innervation of the entire 
SO. Such labelling was very dense in the rostral one-third of the SC, but relatively dense 
labelling, restricted primarily to the SO, was present at all levels. 

Quantitative analyses of the density of the uncrossed retinotectal projection con­
firmed that the animals which received 5-HT-impregnated implants differed significantly 
from those that received vehicle-impregnated ELVAX chips and differed also from normal 
animals. 

7. SUMMARY AND CONCLUSIONS 

The results of the experiments described above demonstrate that increasing 5-HT 
levels in the developing SC results in an abnormally widespread distribution of the 
uncrossed retinotectal projection. There could be two reasonable explanations for these 
observations. First, it is possible that 5-HT has direct positive effects on axonal growth. In 
vitro studies have shown that increasing the concentration of 5-HT enhances neuropil for­
mation and synaptic development in the growing cortex (e.g. Chubakov et ai., 1986). 
However, Kater and his colleagues (Haydon et ai., 1984; 1987; McCobb et ai., 1988a,b) 
have shown that addition of 5-HT to the culture medium surrounding growing neurites 
from Helisoma neurons caused an immediate cessation of their elongation. Baker et ai. 
(1993) have also demonstrated that depletion of 5-HT in the snail Achatina fulica results 
in axonal sprouting by buccal ganglion neurons. The second potential explanation for the 
effects of 5-HT on retinal development is that it modulates activity-dependent processes 
known to be involved in the refinement of this and other pathways (Fawcett et ai., 1984; 
Thompson and Holt, 1989; Simon et ai., 1992). It will be difficult to resolve the two possi­
bilities put forward in the preceding paragraphs in vivo. However, it may be possible to 
determine whether or not 5-HT has direct activity-independent effects on axon-outgrowth 
of retinal ganglion cells maintained in dissociated or even single cell cultures where activ­
ity-dependent interneuronal interactions should have little opportunity to influence axonal 
outgrowth or arborization. 

The present results are consistent with those of another recently published study 
which also indicates that increased 5-HT levels during development can affect the organi­
zation of axonal projections. Cases et ai. (1996) reported that 5-HT levels in mice lacking 
the gene for monoamine oxidase A were as much as 900% higher than those in wild type 
animals, and that thalamic axons in these mice did not form a normal pattern correspond­
ing to the mystacial vibrissae in the primary somatosensory cortex. The conclusion that 
elevated 5-HT levels were responsible for this abnormality was supported by an additional 
experiment in which endogenous levels of this amine were reduced by administration of 
parachloroamphetamine, and a vibrissae-related pattern appeared in the cortices of trans­
genic mice. 
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