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Dedicated to Gary Becker, Jack Hirshleifer and Ed-

ward O. Wilson for their ability to explore deep con-

nections across the various regions of human social

life. I love these guys.

Play is a uniquely adaptive act, not subordinate to

some other adaptive act, but with a special function

of its own in human experience.

Johan Huizinga

How selfish soever man may be supposed, there are

evidently some principles in his nature, which interest

him in the fortune of others, and render their happiness

necessary to him, though he derives nothing from it

except the pleasure of seeing it.
Adam Smith
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Overview
The eternal mystery of the world

is its comprehensibility.
Albert Einstein

Physicists may one day have found the answer
to all physical questions,

But not all questions are physical questions.

Gilbert Ryle

HG: Who are you?
C: I am the Choreographer.
HG: What are you?
C: An emergent property of social systems.
HG: What are you here for?
C: To ask you some questions.

Choreographer interview

I develop several related themes in this book. The first theme is that

society is a game with rules, people are players in this game, and politics

is the arena in which we affirm and change these rules. Unlike the rules

in standard game theory, however, social rules are continually contested

by players allying to scrap old rules and create new rules to serve their

purposes.
Rule contestation is conflictual. People do not always agree on what rules

should govern their lives. Societies usually have rules concerning how the

rules themselves get changed, but people do not always play by the rules

when they want to change the rules. Individuality is central to our species

because the rules do not change through inexorable macrosocial forces or

through a biochemical dynamic of gene substitution. Rather, individuals

band together to change the rules.
Everything distinctive about human social life flows from the fact that we

construct and then play social games. Other animals are playful, but they

do not make up the games they play. They do not change the rules of the

game to suit their purposes. Similarly, other animals live in societies. But

the rules of the game for nonhuman societies are inscribed in the genome

of the species, while ours is not. Other animals do not change these rules to
suit their purposes. We do.
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Second theme: Playing games with socially constructed rules requires a

moral sense. Humans treat some rules as purely conventional, such as what
side of the road to drive on. But many social rules are morally binding.

Especially when there is general agreement about the rules, people gain

satisfaction by playing by the rules, are ashamed when they break the rules,

and are offended when others break the rules. Indeed, individuals often

reward others who play by the rules and punish others who break the rules

even at considerable personal cost and without a prospect of personal return
in the future.

Even societies that lack government, judges, juries, and jails effectively

reward and punish behavior. This is why Thomas Hobbes was profoundly

incorrect in saying that before the emergence of modern institutions, life

was “solitary, poor, nasty, brutish, and short” (Hobbes 1968[1651]). Our

moral sense was developed long before there were courts, jails, and teachers

to lecture us on morality. Despots would love to be able to determine the
moral sense of their subjects, but they can never rest securely in their beds

knowing that they have done so. Morality has a dynamic that, at least up

to now, cannot be controlled by states. New technologies may change this.

Hopefully not.

Third theme: Our minds are socially entangled. Cognition (what people

know and believe) does not reside in individual minds. Minds are socially

networked with cognition distributed across social networks. An individual

in making a decision draws not only on his own information and personally

ascertained beliefs, but on information and beliefs located in the minds with

which he is networked as well. Entangled minds produce social behavior

that is rational, as we shall see, although it does not always conform to the

standard axioms of rational choice in contemporary decision theory. We
extend rational choice theory to deal with entangled minds.

Fourth theme: Human morality has an important nonconsequentialist di-

mension: individuals generally do the right thing, when they do the right

thing, not because of the personal or social consequences of their actions,

but simply because they believe it is the right thing to do. I am honest,

when I am honest, not simply because I care about the people with whom

I daily interact (although I may care about them), and not simply because
I am afraid to be caught cheating (although I may indeed be afraid), but

because honesty is good. Being dishonest dirties me, like not brushing my

teeth. I vote not because my vote can possibly alter the outcome of an elec-

tion, but because contributing to the election of good leaders is the right
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thing to do, even if one makes no difference to the outcome. I vote for

the candidate I want to win because this is my contribution to a collective
effort, even though I know my vote will not affect the outcome of the elec-

tion. This nonconsequentialist moral sense is akin to Aristotle’s notion of

virtue (Aristotle 2002[350BC]), and even more closely to Immanuel Kant’s

(2012[1797]) notion of the categorical imperative.

The nonconsequentialist dimension of morality is connected to the entan-

glement of minds. Our minds work with a form of causal efficacy that is
collectively rational as opposed to being instrumentally rational. I call this

distributed effectivity, a principle analyzed in Chapter 3. An example is the

belief that one has helped a candidate for political office to win the elec-

tion, despite the obvious and well understood fact that the candidate would

have won even if one had not voted, or even if one had voted for a different

candidate.

Fifth theme: Careful inspection of human behavior reveals that there
are three distinct dimensions of human preferences: self-regarding, other-

regarding, and universal. Self-regarding preferences deal with what we

want for our personal selves, including consumption, leisure, wealth, love,

health, and the respect of others. Other-regarding preferences deal with our

care about other people’s well-being. Wanting to help someone for whom

we feel compassion, or hurt someone who has offended or annoyed us, are
other-regarding preferences. Universal morality is neither self- nor other-

regarding. Universal moral principles can have consequences, as when I

help a stranger in need, but include Aristotle’s nonconsequentialist charac-

ter virtues, such as courage, truthfulness, and loyalty. Nonconsequential-

ist moral principles correspond to Kant’s notion of acting on purely moral

grounds.
As a scientist rather than a philosopher, I am not concerned with what

people should value, but rather with what they do value. I am particularly

not concerned with the relative moral coherence of utilitarian, deontologi-

cal, and virtue theories. Real human beings mix and match. So will I.

Sixth theme: Individuals trade off among these three sorts of values.

Someone, for instance, may sacrifice personal reward (self-regard) on be-

half of the well-being of others (other-regard), and/or on behalf of universal
moral principles. Similarly, an individual may lie (violation of virtue) out

of regard for the feelings of others (other-regard) or because he can gain

materially therefrom (self-regard). Aristotle understood this idea by cham-

pioning the mean over both excess and deficiency, whereas Kant went off
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track by asserting a rigorous nonconsequentialism in which perfectly moral

behavior does not take self-interest or the welfare of others into account.
We discover, through game-theoretic experiments in the laboratory (Fehr

and Gintis 2007) and in the field (Herbst and Mas 2015), not only that

people trade off, but these trade-offs can be modeled in terms of rational

choice theory. Indeed, unless an individual satisfies some basic principles

of rational choice, it is virtually meaningless to say he is moral or immoral.

There are whole academic disciplines in which rational choice is actively
rejected by most researchers. These include psychology, sociology, and

anthropology. The grounds for rejection are uniformly unpersuasive and ill-

informed. Even great thinkers have offered embarrassingly shoddy reasons

for rejecting rational choice. Rejection of rational choice theory accounts

in part for these fields’ lack of a coherent analytical core.

The current vogue of behavioral economists also include many who spend

considerable time arguing that people are not rational (Ariely 2010). While
there are certainly systematic violations of the rational actor model (see

Chapter 5), rationality is generally strongly empirically supported. There is

absolutely no way to do serious social theory without recognizing that hu-

man behavior is purposive and can generally be modeled as rational choice.

Denying this is like asserting that people cannot see what is really there

because people sometimes fall down the steps and laboratory experiments
reveal that there are optical illusions.

Seventh theme: The above aspects of human behavior can be understood

only through transdisciplinary research. Many social scientists take pride in

their deep knowledge of one discipline uncontaminated by “foreign” ideas.

Some of these researchers do fine work, but the above themes cannot be

effectively handled in this way. There is therefore a pressing need for a
thorough cleansing of the behavioral disciplines of the glaring incompati-

bilities among them. For it is precisely these incompatibilities that prevent

effective transdisciplinary research. I stressed this in The Bounds of Reason

(2009), and the theme is reflected in virtually every chapter of this book.

The central fact of the behavioral sciences is that social species live in

complex social systems that must be studied through the lens of evolution-

ary theory. The first common background of all the behavioral disciplines is
the scientific method, mathematical modeling, statistical testing, and where

formal analytical methods fail, and fail they must at some point in concep-

tualizing complex systems, historical insight, ethnographic description, and

agent-based modeling become critical.
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Chapter 1 (“Gene-Culture Coevolution”) explores the evolutionary dy-

namic that applies to any species for which epigenetic information takes
the form of culture that accumulates reliably and long-term across genera-

tions. That applies strongly only to Homo sapiens. This chapter is based on

a paper that appeared in a special issue of the Philosophical Transactions

of the Royal Society B (Biological Sciences) in 2011. The main point is that

culture includes techniques and social norms that determine which genes

will be evolutionarily rewarded in a given society. Therefore human genes
are the product of human culture as much as the reverse (Boyd and Rich-

erson 1985). I give as an extended example the evolution of the physiology

of communication in humans (Section 1.3). This example is important be-

cause it involves the development of key human genetic capacities that are

the product of social structure as opposed to simple individual adaptation.

Some researchers have called this group selection, but I avoid this term,

being rather fed up with the arcane and futile arguments that have arisen
over its use. The physiology of communication in humans simply is what

it is—an emergent property of human social evolution.

The natural habitats for gene-cultural coevolution are the fields of soci-

ology and anthropology. It is curious, then, that the most powerful models

of cultural structure and evolution come from biology. It is equally cu-

rious that economic theory has no concept of culture whatever, and as I
show in my book The Bounds of Reason (2009), deploys an implausible

form of methodological individualism that attempts, quite unsuccessfully,

to explain human behavior on the basis of rational choice and game theory

alone. Rational choice theory and game theory are simply mathematical

constructs. Standing alone, like vector spaces or semi-simple algebras, they

say nothing.
Chapter 2 (“Zoon Politikon: The Evolutionary Origins of Human Socio-

political Systems”) addresses the evolutionary roots of human sociality. The

argument is a direct application of gene-culture coevolutionary theory. The

material is taken from a collaboration with coauthors Carel van Schaik and

Christopher Boehm, primatologists and anthropologists, that appeared as

a target article in Current Anthropology in 2015. The inspiration for this

analysis was two-fold. First, studying animal behavior reveals that Homo

sapiens is also Homo ludens—Man, the game player. This idea lies at the

analytical core of political theory, where politics is viewed as a process

of creating, maintaining, and transforming the social rules of the game.

Second, an exciting genetic study by Shultz et al. (2011) in Nature using
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coalescent theory identified the most likely socio-political structure of our

last common ancestor with the primates. This allowed my coauthors and I to
chart a plausible evolutionary cascade that led from this common ancestor,

through the hominin line, to Homo sapiens.

Chapter 3 (“Distributed Effectivity: Political Theory and Rational

Choice”) explores the implications of the moral predispositions, both

personal and political, that have emerged from the coevolutionary process

described in Chapters 1 and 2. This chapter is based on a paper that
appeared in the Journal of Economic Behavior and Organization in 2015.

The value of the rational actor model becomes clear in this chapter as it

allows one to explore in some depth the interplay between self-regarding,

other-regarding, and universal preferences.

In developing the rational actor model throughout this book I argue that

the notion of the subjective prior that is standard in rational decision theory

(Savage 1954) must be expanded to include entanglement: human minds are

networked and cognition is distributed across minds. Among the themes ex-

plored in this chapter is that in dealing with political participation, individ-

uals reason not using standard consequentialist logic, but rather a logic of

distributed effectivity. From this understanding flows the insight that such

phenomena as voting in mass elections and participating in large collective

actions is both rational and has a deeply moral dimension. For instance,
each individual supporter believes he helped elect the winner even if the

outcome would have been no different had he not voted. And each is of

course right. The alternative, which is that no one helped the winner get

elected, is just silly.

Chapter 4 (“Power and Trust in Competitive Markets”) forges links

among economic, political, and sociological theory by showing how incom-
plete contracts, which are ubiquitous and unavoidable in market economies,

lead to the power relations studied in political theory and the moral behav-

iors characteristic of highly productive advanced economic systems, in-

volving legitimacy, integrity, trust, and trustworthiness. The notion that

economic theory can provide the conditions for economic success without

specifying the distribution of political power in the economy, or without

specifying the moral commitments of market participants, is simply and
dramatically incorrect. The material in this chapter draws on many years of

research with Samuel Bowles (Bowles and Gintis 1988, 1990, 1993, 1999).

Chapter 5 (“Rational Choice Revealed and Defended”) is an explication

and a defense of the rational actor model as foundational in analyzing social
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behavior. Rational decision theory is de rigeur in economics and biology

but rather strongly spurned by the majority of researchers in the other be-
havioral disciplines. This chapter explains why this is a serious error. The

critics of rational choice invariably—and embarrassingly—misrepresent the

theory. In particular, the rational actor model does not assert that rational

actors are egoists, or that they maximize pleasure, or in fact, that they max-

imize anything. It is useful to keep in mind at all times that the rational

choice model is a key tool of animal behavior theory (Maynard Smith
1982; Alcock 1993). It is difficult to consider a creature lacking nocicep-

tors (e.g., most insects) as a happiness maximizer, and yet the rational actor

model is very illuminating even for such creatures. This chapter also ex-

plores extensions of the rational actor model that take account of social ra-

tionality and the character of beliefs as products of social networking. The

most important extension replaces the subjective prior assumption with the

notion that minds are socially networked and cognition is distributed across
networks.

Chapter 6 (“An Analytical Core for Sociology”) is based on a target article

that appeared in the Review of Behavioral Economics in 2015, coauthored

with sociologist Dirk Helbing. I have long been a fan of sociological theory

and cannot imagine that a serious behavioral scientist could get away with

ignoring this immense body of social knowledge. Yet, it is not taken seri-
ously by most researchers outside sociology. The reason is that sociology

is not properly theoretically grounded, so its results are difficult to interpret

and integrate with the other behavioral disciplines. I think of this chapter

as an extension of Talcott Parsons’ abandoned quest for an analytical core

for sociology (Parsons 1937). An ambitious aspect of this chapter is the

suggestion that the general equilibrium model of economic theory be ex-
tended to a general social equilibrium model based on the actor-role model

of social participation. Also very important is the idea of treating the game-

theoretic notion of a social norm as Choreographer, developed at greater

length in Gintis (2009a).

The most important innovation, however, is perhaps our incorporating

the socialization phenomenon explored so brilliantly by Durkheim, Linton,

and Parson into a model of the individual as situated with a social network
of minds. This replaces the oft-criticized, and justly criticized, Durkheim-

Parsons notion that society has a single dominant culture that individuals

internalize through socialization processes, and those who fail to internalize

the dominant culture are deviant and pathological. Adherence to the dom-
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inant culture/deviance theory leads rather directly to structural functional-

ism, to which Parsons retreated after abandoning his theory of action. As
we shall see, the notion that individuals are situated in a variety of conso-

nant and conflicting social networks, and that these networks are the major

forces conditioning their preferences, values, and beliefs, provides the basis

for a social dynamic quite at odds with structural-functionalism.

My suggestion for an analytical core for sociology will be called eco-

nomic imperialism by some because it suggests that all the behavioral disci-
plines, including sociology, social and cognitive psychology, and anthropol-

ogy, be organized theoretically using the analytical tools of rational choice

and game theory. My retort is that these fields are in such serious need of

a unifying theoretical framework that a little imperialism from more suc-

cessful fields should be welcome. In fact, however, I am equally happy to

apply sociological and sociobiological imperialism to the reform of eco-

nomic theory. This book thoroughly rejects neoclassical economic theory’s
methodological individualism. By embracing an evolutionary perspective,

we can understand why applications of economic theory outside its tradi-

tional domain often have an outlandish and bizarre character.

The great sociologist Talcott Parsons attempted as a young man to de-

velop an analytical core for sociological theory (Parsons 1937), but he

abandoned the attempt for reasons discussed in Chapter 7 (“The Theory of
Action Reclaimed”). The most important reasons, I believe, were his lack

of mathematical training, the fact that game theory was at the time in an

infant stage, and the strong fear that sociologists had of being swallowed

up by economic theory. Moreover, his lamentable embrace of the domi-

nant culture/deviance model of socialization afforded him an easy path to

structural-functionalism, from which he never recovered.
I never met Talcott Parsons, though he had an office nearby when I be-

gan teaching at Harvard. I dedicated my economics Ph.D. dissertation to

Karl Marx and Talcott Parsons. Perhaps Parsons was uncomfortable being

approved of by a raving anti-Vietnam War dissident. At any rate, he wrote

an article in the Quarterly Journal of Economics (Parsons 1975) criticiz-

ing some of my work (his criticisms were remarkably off-track). I took the

occasion of a reply to return the favor (Gintis 1975). Looking back, I find
my criticisms of Parsons valid but unconstructive. This chapter says what I

should have said forty years ago in the Quarterly Journal of Economics.

Chapter 8 (“The Evolution of Property”), based on Gintis (2007b), argues

that there is a biologically rooted concept of property that is prehistorical
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in the sense of not depending on formal social institutions, yet ubiquitous

in daily life. We can understand the social norm of rights of ownership
by virtue of its close relationship to territoriality in birds and animals. A

natural property right is enforced endogenously within the animal society

itself: the incumbent is prepared to fight harder to keep his property than an

intruder is willing to fight to take it from him, and the intruder behaves as if

he knows that this is the case. Without secure property rights, many social

species would simply not exist. Take nesting birds: a pair of robins would
not spend two days building a nest if they were likely to be confronted with

another pair, equally capable and willing to fight to take the completed nest

from them.

In their boisterous attack on inclusive fitness theory, analyzed in Chap-

ter 9, Nowak et al. (2010) wisely note that when one actually models the

social behavior of a species, issues concerning levels of selection simply do

not arise. Interpreting territoriality as a natural property right is a wonderful
example of their point. It is impossible to understand territoriality—when

it occurs and when it does not—in terms of either genes, or individuals.

Territoriality is an emergent property of social systems. Nevertheless, all of

territorial dynamics can be described using gene-level fitness parameters.

Moreover, the territoriality example violates one of the cherished tenets

of group selection theory. This is the notion that high-level social behavior
necessarily involves altruistic behavior. There is no altruism in the models

developed in this chapter, yet respect for property emerges through biolog-

ical evolution at the level of the population itself.

Chapter 9 (“The Sociology of the Genome”) is an exposition of sociolog-

ical theory as it applies not just to humans but to all social species. By a

social species I mean one to which the general model of social equilibrium
outlined in Chapter 6 applies: there are social roles, individuals are actors

who fill these roles, and the interaction among roles defines the life history

of the organism. Virtually every sexually reproducing species is a social

species in this broad sense.

Because gene-culture coevolution is a special case of social evolution,

a purely logical presentation of the material in this book would place this

foundational chapter on social evolution even prior to the coevolution Chap-
ter 1. However, so as not to discourage the many readers who have little

taste for mathematically sophisticated analyses, I have deferred the presen-

tation of this critical issue until late in Individuality and Entanglement. If

you like math, read this chapter before the gene-culture coevolution chapter.
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I argue that a social species is defined by its core genome, the subset of

genes that is shared by all individuals and that specifies the social structure
and pattern of social interactions characteristic of the species. My approach

appears to conflict with the population biology approach to sociobiology

(Dawkins 1976; Bourke 2011). This approach asserts that the gene, not the

genome, is the key actor in the evolution of social behavior. The reason

offered for this view is that in a sexually reproducing species, gene com-

binations are broken up by meiosis in each generation, so only individual
genes maintain their identity across time (Dawkins 1982b). I show that this

view is incorrect, and that the core genome, like individual genes, maintains

its integrity across generations.

The population biologist’s gene’s-eye view of social evolution also holds

that the maximization of inclusive fitness is sufficient to explain social or-

ganization. This view is inspired by William Hamilton’s famous proof that

individual genes are utterly selfish maximizers of their total (inclusive) fit-
ness in the population (Hamilton 1964a). Despite the many attempts to

criticize Hamilton’s argument it is, as we show in this chapter, perfectly

correct when properly formulated. However, the fact that each individual

gene maximizes its inclusive fitness does not imply that individuals maxi-

mize their inclusive fitness. This completely obvious and transparent point

is curiously conveniently ignored by many proponents of the gene’s-eye
view, including the 137 signers of a letter to Nature defending inclusive

fitness theory against its detractors (Abbot 2011).

The reason individuals in a social species do not maximize their inclusive

fitness is that a successful mutant gene is as likely to be antisocial (reducing

the fitness of the reproductive population) as to be prosocial (increasing

population fitness). When a gene is antisocial, it is in the inclusive fitness
interest of other genes to suppress it, and when a gene is prosocial, it is in

the interests of the other genes in the genome to enhance it. Enhancement

can occur either on the intragenomic (biochemical) level or the social level,

but suppression, we show, cannot occur within the genome, and hence is

a primordial process of social sanctioning. It is the resulting complex of

gene regulatory networks that promote the evolutionary success of a social

species, not individual-level inclusive fitness maximization. This gives us
the proper balance between the gene’s-eye view that has seized the hearts

of so many evolutionary biologists and the multilevel selection view that

has captured the minds of so many others. The correct view flows from
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applying standard sociological principles to biological species. The result

includes the valid insights of both camps.
Chapter 10 (“Gene-Culture Coevolution and the Internalization of

Norms”) forges a strong link between standard sociology and sociobiology

by modeling the evolutionary emergence of the human capacity to internal-

ize social norms. This chapter is based on a paper published in the Journal

of Theoretical Biology in 2003. An internal norm is a pattern of behavior

enforced in part by internal psychological self-sanctions, such as shame or
guilt, as opposed to purely external sanctions, such as material rewards and

punishment. The ability to internalize norms is widespread among humans,

although in some so-called “sociopaths,” this capacity is diminished or

lacking. Our model shows that if an internal norm is fitness-enhancing,

then for plausible patterns of socialization, an allele that promotes the

internalization of norms is evolutionarily stable.

This framework shows that social norms adherence to which is costly to
the individual can “hitchhike” on the general tendency of respecting social

norms to be personally fitness-enhancing. An important implication of this

analysis is that the standard argument that Darwinian fitness maximization

implies that organisms maximize inclusive fitness is incorrect. But of course

we already knew that from Chapter 9. The models in this chapter, like those

of Chapter 8, depict complex social structure, yet do not involve group
selection.

Chapter 11 (“The Economy as Complex Dynamical System”) applies

complexity theory and evolutionary game theory to general equilibrium the-

ory. The Walrasian general equilibrium model of competitive market sys-

tems is in fact a complex, dynamical, nonlinear, adaptive system that simply

fails to fit into the mold of classical dynamical systems theory. When the
market economy is modeled as a complex system, problems that traditional

economic theory has been unable to penetrate for nearly three score years

simply melt away. In particular, it becomes relatively straightforward to

prove stability of general equilibrium, and using agent-based simulations

of complex market dynamics, we can begin to address the question of what

institutions protect the economy against extreme sensitivity to exogenous

shocks.
Chapter 12 (“The Future of the Behavioral Sciences”) began as a target

article in Behavioral and Brain Sciences (Gintis 2007c), and my further

ideas on the subject of the unification of the behavioral sciences were pre-

sented in the final chapter of Gintis (2009a). I recapitulate here the main
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ideas of these earlier contributions, with a summary of some of the main

themes of this book.
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Gene-Culture Coevolution

The eye and the animal to which it belongs. . . are only so many out
of the possible varieties and combinations of being, which the lapse
of infinite ages has brought into existence. . . Millions of other bodily
forms and other species having perished, being by the defect of their
constitution.

William Paley

Man is nothing else but what he makes of himself.

Jean-Paul Sartre

He who understands baboons would do more towards metaphysics
than Locke.

Charles Darwin

C: How are genes and human culture similar?
HG: Both genes and human culture consist of information passed

across generations and subject to mutation and selection.
C: How have humans managed to evolve their extraordinary

capacity for speech?
HG: Persuasive and informative speakers were rewarded with

higher quality mates and increased reproductive opportunities.
Their offspring inherit their cognitive and physiological
communicative powers.

This is gene-culture coevolution.

Choreographer interview

The acclaimed archeologist V. Gordon Childe called his account of hu-

man evolution Man Makes Himself (Childe 1936). Nothing could be more

true, and it is true of our species alone. The reason is that at some point

in the remote past our ancestors invented a new form of culture, one that

is transmissible across generations and therefore capable of accumulation

across time and space. This means that man makes culture, but how does

man thereby make himself? This chapter provides the answer. In brief, the

answer is that human culture affects the fitness payoffs to alternative social

behaviors, rewarding some and penalizing others. The genes that predis-

pose individuals to behave prosocially, according to the cultural rules of the

group, are rewarded by having more copies in the next generation while
correspondingly antisocial genes are disciplined by having fewer.

1
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We are the species that we are because genes make culture and culture

makes genes. Or, more accurately, genes provide individuals with the ca-
pacities and incentives to transform culture, and culture guides the trans-

formation of the gene pool from generation to generation. We call this

gene-culture coevolution.

The critical point in understanding this dynamic is that DNA is simply a

library of information passed from parents to offspring, and genes are the

books in this library (Noble 2011). Each of our cells contains a complete
copy of this library, along with specialized information as to what books to

read with the instructions to make the specific cell in question. A liver cell

and a neuron are constructed by reading different books in the library and

following the directions therein. Brain cells, for instance, open DNA books

that provide information through which our mental lives are constructed.

Culture is also a library of information passed across generations. This

library includes technical information, such as how to build and maintain
fire, how to construct and maintain tools and weapons, how to speak and un-

derstand language, and which conventions govern social interaction within

the group.

Both culture and genes are subject to the forces of evolution (Dawkins

1976; Mesoudi et al. 2006). Both are transmitted, but with a significant

level of mutation, and mutants are selected and incorporated in to the library
according to their relative fitness, by which we mean the average number

of copies that appear in the next generation. Successful genetic mutations

are generally adaptive, meaning they improve the long-term success of the

population. Successful cultural changes are often maladaptive (Edgerton

1992), but so far, and in the long run, human culture has been extremely

adaptive. Whether this will continue in the face of the proliferation of nu-
clear weapons, climate change, and reduction in biodiversity remains to be

seen.

I grew up with the notion that man makes himself not only in the sense

of V. Gordon Childe, but also in the sense expressed by Jean-Paul Sartre in

the chapter head quote above. Sartre’s is the notion that there is no such

thing as human nature. Rather, we are the complete product of the choices

we make. Our morality is a purely personally and socially constructed
morality. This is profoundly mistaken (Cosmides et al. 1992). Just as ducks

have duck nature and mosquitoes have mosquito nature, so do humans have

human nature. This nature was forged through gene-culture coevolution
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over hundreds of thousands of years (Brown 1991). This book is an analysis

of human nature and a tribute to its wonders.

1.1 Culture Determines Biological Fitness

Because of the importance of culture and complex social organization to the

evolutionary success of Homo sapiens, individual fitness in humans depends

on the structure of social life. Those who are successful according to social

norms are differentially rewarded with more and healthier offspring, and

violators of social rules are likely to be ostracized or killed.

Because culture is both constrained and promoted by the human genome,

human cognitive, affective, and moral capacities are the product of an evo-
lutionary dynamic involving the interaction of genes and culture. Whence

gene-culture coevolution (Lumsden and Wilson 1981; Cavalli-Sforza and

Feldman 1982; Boyd and Richerson 1985; Dunbar 1993; Richerson and

Boyd 2004).

This coevolutionary process has endowed us with preferences that go be-

yond the self-regarding concerns emphasized in traditional economic and
biological theory, and with a social epistemology that facilitates the shar-

ing of intentionality across minds. Gene-culture coevolution is responsible

for the salience of such other-regarding values as a taste for cooperation,

fairness and retribution, the capacity to empathize, and the ability to value

such character virtues as honesty, hard work, piety, and loyalty (Bowles

and Gintis 2011; Wilson 2012; Tomasello 2014).
Gene-culture coevolution is the application of sociobiology, the general

study of the social organization of biological species, to humans—a species

that transmits culture in a manner that leads to quantitative growth across

generations. Gene-culture coevolution is a special case of niche construc-

tion, which applies to species that transform their natural environment so

as to facilitate social interaction and collective behavior (Odling-Smee et

al. 2003). Examples are the beaver’s dam and the bee’s hive. In the case
of gene-culture coevolution, the environmental change is that of the social

structure within which individuals live out their lives. The natural environ-

ment may be involved as well, as when settled agriculture alters the ecol-

ogy of disease-carrying insects, and hence selects for individuals who are

relatively immune to these diseases (Laland et al. 2000).

The genome encodes information that is used both to construct a new or-
ganism and to endow it with instructions for transforming sensory inputs
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into decision outputs. Because learning is costly and time-consuming, ef-

ficient information transmission will ensure that the genome encodes those
aspects of the organism’s environment that are constant, or that change only

very slowly through time and space, as compared with an individual life-

time. By contrast, environmental conditions that vary rapidly can be dealt

with by providing the organism with phenotypic plasticity in the form of

the capacity to learn. For instance, suppose the environment provides an

organism with the most nutrients where ambient temperature is highest.
An organism may learn this by trial and error over many periods, or it can

be hard-wired to seek the highest ambient temperature when feeding. By

contrast, suppose the optimal feeding temperature varies over an individ-

ual’s lifetime. Then there is no benefit to encoding this information in the

individual’s genome, but a flexible learning mechanism will enhance the

organism’s fitness.

There is an intermediate case, however, that is efficiently handled nei-
ther by genetic encoding nor learning. When environmental conditions

are positively but imperfectly correlated across generations, each genera-

tion acquires valuable information through learning that it cannot transmit

genetically to the succeeding generation, because such information is not

encoded in the germ line. In the context of such environments, there is

a fitness benefit to the epigenetic transmission of information concerning
the current state of the environment; i.e., transmission through non-genetic

channels. This is called cultural transmission.

Several epigenetic transmission mechanisms have been identified

(Jablonka and Lamb 1995), but cultural transmission in humans and

to a lesser extent in other animals (Bonner 1984; Richerson and Boyd

1998) is a distinct and extremely flexible form. Cultural transmission
takes the form of vertical (parents to children), horizontal (peer to peer)

and oblique (elder to younger), as in Cavalli-Sforza and Feldman (1981),

prestige (higher influencing lower status), as in Henrich and Gil-White

(2001), popularity-related as in Newman et al. (2006), and even random

population-dynamic transmission, as in Shennan (1997) and Skibo and

Bentley (2003). The parallel between cultural and biological evolution goes

back to Huxley (1955), Popper (1979), and James (1880)—see Mesoudi et
al. (2006) for details.

The idea of treating culture as a form of epigenetic transmission was pi-

oneered by Dawkins (1976), who coined the term “meme” in The Selfish

Gene to represent an integral unit of information that could be transmitted
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phenotypically. There quickly followed several major contributions to a bi-

ological approach to culture, all based on the notion that culture, like genes,
could evolve through replication (intergenerational transmission), mutation,

and selection. Cultural elements reproduce themselves from brain to brain

and across time, mutate and are subject to selection according to their effects

on the fitness of their carriers (Parsons 1964; Cavalli-Sforza and Feldman

1982). Moreover, there are strong interactions between genetic and epige-

netic elements in human evolution, ranging from basic physiology (e.g., the
transformation of the organs of speech with the evolution of language) to so-

phisticated social emotions, including empathy, shame, guilt, and revenge-

seeking (Ihara 2011; Zajonc 1980,1984).

Because of their common informational and evolutionary character, there

are strong parallels between models of genetic and cultural evolution

(Mesoudi et al. 2006). Like biological transmission, culture is transmit-

ted from parents to offspring, and like cultural transmission, which is trans-
mitted horizontally to unrelated individuals, so in microbes and many plant

species, genes are regularly transferred across lineage boundaries (Jablonka

and Lamb 1995; Abbott et al. 2003; Rivera and Lake 2004). Moreover,

anthropologists reconstruct the history of social groups by analyzing ho-

mologous and analogous cultural traits, much as biologists reconstruct the

evolution of species by the analysis of shared characters and homologous
DNA (Mace and Pagel 1994). Indeed, the same computer software devel-

oped by biological systematists is used by cultural anthropologists (Holden

2002; Holden and Mace 2003). In addition, archeologists who study cul-

tural evolution have a similar modus operandi as paleobiologists who study

genetic evolution (Mesoudi et al. 2006). Both attempt to reconstruct lin-

eages of artifacts and their carriers. Like paleobiology, archaeology as-
sumes that when analogy can be ruled out, similarity implies causal con-

nection by inheritance (O’Brien and Lyman 2000). Like biogeography’s

study of the spatial distribution of organisms (Brown and Lomolino 1998),

behavioral ecology studies the interaction of ecological, historical, and ge-

ographical factors that determine distribution of cultural forms across space

and time (Winterhalder and Smith 1992).

Perhaps the most common criticism of the analogy between genetic and
cultural evolution is that the gene is a well-defined, discrete, independently

reproducing and mutating entity, whereas the boundaries of the unit of cul-

ture are ill-defined and overlapping. In fact, however, this view of the gene

is outdated. We now know that overlapping, nested, and movable genes
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have some of the fluidity of cultural units, whereas quite often the bound-

aries of a cultural unit (a belief, icon, word, technique, stylistic convention)
are quite delimited and specific. Similarly, alternative splicing, nuclear and

messenger RNA editing, cellular protein modification, and genomic im-

printing, which are quite common, undermine the standard view of the

insular gene producing a single protein, and support the notion of genes

having variable boundaries and having strongly context-dependent effects.

Moreover, natural selection requires heritable variation and selection, but
does not require discretely transmitted units.

In The Extended Phenotype Dawkins (1982a) added a second fundamen-

tal mechanism of epigenetic information transmission, noting that organ-

isms can directly transmit environmental artifacts to the next generation, in

the form of such constructs as ant nests, tree galls, and even social struc-

tures, such as mating and hunting practices. A species creating an im-

portant aspect of its environment and stably transmitting this environment
across generations, known as niche construction, is a widespread form of

epigenetic transmission (Odling-Smee et al. 2003). Niche construction

includes gene-environment coevolution, because a genetically induced en-

vironmental regularity becomes the basis for genetic selection, and gene

mutations that give rise to novel niche elements will survive if they are

fitness-enhancing for their constructors.
An excellent example of gene-environment coevolution is the honeybee,

in which the origin of its eusociality probably lay in a high degree of relat-

edness, but which persists in modern species despite the fact that relatedness

in the hive is generally quite low, due to multiple queen matings, multiple

queens, queen deaths, and the like (Gadagkar 1991; Seeley 1997; Wilson

and Hölldobler 2005). The social structure of the hive, a classic example
of niche construction, is transmitted epigenetically across generations, and

the honeybee genome is an adaptation to the social structure laid down in

the distant past.

Gene-culture coevolution in humans is a special case of gene-environment

coevolution in which the environment is culturally constituted and transmit-

ted (Feldman and Zhivotovsky 1992). The key to the success of our species

in the framework of the hunter-gatherer social structure in which we evolved
is the capacity of unrelated, or only loosely related, individuals to cooper-

ate in relatively large egalitarian groups in hunting and territorial acquisi-

tion and defense (Richerson and Boyd 2004; Boehm 1999). While some

contemporary biological and economic theorists have attempted to show
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that such cooperation can be supported by self-regarding rational agents

(Alexander 1987; Fudenberg et al. 1994; Trivers 1971), the conditions un-
der which their models work are implausible even for small groups (Boyd

and Richerson 1988; Gintis 2009a). Rather, the social environment of early

humans was conducive to the development of prosocial traits, such as em-

pathy, shame, pride, embarrassment, and reciprocity, without which social

cooperation would be impossible (Sterelny 2011).

Neuroscientific studies exhibit clearly the genetic basis for moral behav-
ior. Brain regions involved in moral judgments and behavior include the

prefrontal cortex, the orbitalfrontal cortex, and the superior temporal sul-

cus (Moll et al. 2005). These brain structures are virtually unique to or

most highly developed in humans and are doubtless evolutionary adapta-

tions (Schulkin 2000). The evolution of the human prefrontal cortex is

closely tied to the emergence of human morality (Allman et al. 2002). Pa-

tients with focal damage to one or more of these areas exhibit a variety of
antisocial behaviors, including the absence of embarrassment, pride and re-

gret (Beer et al. 2003; Camille 2004), and sociopathic behavior (Miller et

al. 1997). There is a probable genetic predisposition underlying sociopathy,

and sociopaths comprise about 4% of the male population, but they account

for between 33% and 80% of the population of chronic criminal offenders

in the United States (Mednick et al. 1977). It is clear from this body of
empirical information that culture is directly encoded into the human brain

with symbolic representations in the form of cultural artifacts. This, of

course, is the central claim of gene-culture coevolutionary theory.

1.2 Reciprocal Causality

Gene-culture coevolution is an empirical fact, not a theory. However, it

is a complex and variegated process that takes many forms. Modeling

gene-culture coevolution began with Feldman and Cavalli-Sforza (1976),

followed by their book (Cavalli-Sforza and Feldman 1981), in which
they modeled vertical (parent to child), oblique (non-parental elders to

youngers), and horizontal (peer to peer) cultural transmission. Lumsden

and Wilson (1981) presented an alternative model, as did Boyd and Richer-

son (1985). For enlightening contemporary reviews of these pioneers, see

Lewontin (1981) and Maynard Smith and Warren (1982).

It might be thought that the complex and intimate interaction of genes and
culture outlined above is overdrawn, and that human genetic evolution is the
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effect of genetic inclusive fitness maximization, culture being an effect of

genes that can be factored out in the long run. For instance, the eminent evo-
lutionary psychologist David Buss holds that “culture is not an autonomous

casual process in competition with biology for explanatory power” (Buss

1999, p. 407). This denial of gene-culture coevolution can be shown to be

prima facie untenable. To see this, suppose we have a vector g of genetic

variables, a vector c of cultural variables, and a vector e of environmental

variables, including the prevalence of predators and prey, weather and the
like. In an evolutionary model, the rate of change of variables is a function

of the variables, so we have

Pg D F.g; c; e/ (1.1)

Pc D G.g; c; e/ (1.2)

Pe D H.e/ (1.3)

Note that it is plausible for c to affect the nature and pace of environ-

mental change, in which case it should be included in the third equation

above. We abstract from this causal path in order to strengthen the case for

Buss’ argument. The contention that culture is an effect of genetic fitness

maximization in this framework is the assertion that c can be eliminated
from these equations. Under what conditions can this occur? Taking the

derivative of equation (1.1), and substituting equations (1.2) and (1.3) into

equation (1.1), we get

Rg D Fg.g; c; e/F.g; c; e/ C Fc.g; c; e/G.g; c; e/ C Fe.g; c; e/H.e/:

(1.4)
If c is to be absent from this second order differential equation, the deriva-

tive of the right-hand side of equation (1.4) with respect to c must be iden-

tically zero. Thus, we have

0 � FgcF C FgFc C FccG C FcGc C FecH: (1.5)

All five of the above terms must then be identically zero, so F c D 0, im-

plying that c does not enter on the right-hand side of the defining equations

(1.1)–(1.3); i.e., genes are not a function of culture. This is obviously not

appropriate for humans, since both genes and culture are functions of cul-

ture. Note that as long as there is high fidelity cultural transmission over

multiple generations (signified by the middle row of horizontal arrows), ge-
netic and cultural evolution are inextricably intertwined. By contrast, for
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species that do not have cumulative learning, these arrows are absent, and

despite the fact that genes affect culture in every period, there is no cumu-
lative interrelatedness of genes and culture.

There are many obvious examples of culture affecting genes. For in-

stance, tribes that raise cattle tend to develop lactose tolerance in place of

the default condition for humans, which is lactose intolerance (Gerbault

et al. 2011). This development is easy to understand because the ability

to digest milk is individually fitness-enhancing, so if the genes that permit
lactose processing exist in the population or can be created through high

probability mutations, lactose tolerance will evolve. Similar arguments ap-

ply to the evolution of the human gut after the control of fire for cooking

(Gowlett and Wrangham 2013), the structural transformation of the human

hand when social life moved from the trees to the ground (Marzke 1997),

and the role of culture in creating a genetic predisposition for cooperative

activity in humans (Gintis 2003a). We will use gene-culture evolution to il-
luminate especially complex issues of this and other physiological changes

facilitating linguistic communication in humans (Deacon 1998).

1.3 The Physiology of Human Communication

The evolution of the physiology of speech and facial communication

presents a theoretical challenge. It is easy to explain, if everyone else is

gabbing away and you can only grunt and pant, why you might be handi-
capped in finding a spouse and teaching your children. But how could the

use of complex phonics begin? When everyone is grunting and panting,

what is the fitness benefit of being able to make more complex varieties

of sounds? What is the fitness benefit of being able to interpret complex

sounds? The answers are far from obvious and go far beyond simple indi-

vidual fitness, or even inclusive fitness, maximization.

For this reason, the evolution of the physiology of speech is a dramatically
complex example of gene-culture coevolution. A most common error in

the literature is to consider language as a purely mental phenomenon that

can be explained simply as a byproduct of brain size and intelligence. In

fact, the ability to communicate through facial sign and speech has required

major changes in human physiology. These could only have come about

because individuals with superior communication capacities were rewarded
with more and healthier children. Why might this have occurred?
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The increased social importance of communication in human society re-

warded genetic changes that facilitate speech. Regions in the motor cortex
expanded in early humans to facilitate speech production. Concurrently,

nerves and muscles to the mouth, larynx, and tongue became more numer-

ous to handle the complexities of speech (Jurmain et al. 1997). Parts of the

cerebral cortex, Broca’s and Wernicke’s areas, which do not exist or are rel-

atively small in other primates, are large in humans and permit grammatical

speech and comprehension (Binder et al. 1997; Belin et al. 2000).
Adult modern humans have a larynx low in the throat, a position that al-

lows the throat to serve as a resonating chamber capable of a great number

of sounds (Relethford 2007). The first hominids that have skeletal struc-

tures supporting this laryngeal placement are the Homo heidelbergensis,

who lived from 800,000 to 100,000 years ago. In addition, the production

of consonants requires a short oral cavity, whereas our nearest primate rela-

tives have much too long an oral cavity for this purpose. The position of the
hyoid bone, which is a point of attachment for a tongue muscle, developed

in Homo sapiens in a manner permitting highly precise and flexible tongue

movements.

Another indication that the tongue has evolved hominids to facilitate

speech is the size of the hypoglossal canal, an aperture that permits the hy-

poglossal nerve to reach the tongue muscles. This aperture is much larger in
Neanderthals and humans than in early hominids and nonhuman primates

(Dunbar 2005). Human facial nerves and musculature have also evolved to

facilitate communication. This musculature is present in all vertebrates, but

except in mammals it serves feeding and respiratory functions alone (Bur-

rows 2008). In mammals, this mimetic musculature attaches to the skin of

the face, thus permitting the facial communication of such emotions as fear,
surprise, disgust, and anger. In most mammals, however, a few wide sheet-

like muscles are involved, rendering fine information differentiation impos-

sible, whereas in primates, this musculature divides into many independent

muscles with distinct points of attachment to the epidermis, thus permitting

higher bandwidth facial communication. Humans have the most highly de-

veloped facial musculature by far of any primate species, with a degree of

involvement of lips and eyes that is not present in any other species.
In short, humans have evolved a highly specialized and very costly com-

plex of physiological characteristics that both presuppose and facilitate so-

phisticated aural and visual communication, whereas communication in

other primates, lacking as they are in cumulative culture, goes little beyond
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simple calling and gesturing capacities. This example is quite a dramatic

and concrete illustration of the intimate interaction of genes and culture in
the evolution of our species.
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Zoon Politikon: The Evolutionary Origins

of Human Socio-political Systems

We are caught in an inescapable network of mutuality,
tied in a single garment of destiny.

Martin Luther King

There is no such thing as society. There are individual
men and women, and there are families.

Margaret Thatcher

C: On what is power based in chimpanzee society?
HG: The physical prowess of the alpha male.
C: On what was power based in the societies of our

human ancestors?
HG: On the power to persuade and to lead creatively.
C: How do you know this?
HG: The short answer is that humans are extremely

gracile and delicate, with only a small fraction
of the physical power of other primate species.
For the long answer, read on.

Choreographer interview

2.1 Accounting for Human Exceptionalism

This chapter deploys the most up-to-date evidence available in various be-

havioral fields in support of the following hypothesis: The emergence of

bipedalism and cooperative breeding in the hominin line, together with

environmental developments that made a diet of meat from large animals

adaptive, as well as cultural innovations in the form of fire, cooking, and
lethal weapons, created a niche for hominins in which there was a signifi-

cant advantage to individuals with the ability to communicate and persuade.

These forces added a unique political dimension to human social life which,

through gene-culture coevolution, became Homo ludens—Man, the game

player—with the power to conserve and transform the social order. Homo

sapiens became, in the words of Aristotle’s Nicomachean Ethics, a zoon

politikon.

12
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Strong social interdependence plus the availability of lethal weapons in

early hominin society undermined the standard social dominance hierar-
chy, based on pure physical prowess, of multi-male/multi-female primate

groups, characteristic, for instance, of chimpanzees. The successful polit-

ical structure that ultimately replaced the ancestral social dominance hier-

archy was an egalitarian political system in which the group controlled its

leaders. Group success depended both on the ability of leaders to persuade

and motivate, and of followers to submit to a consensual decision process.
The heightened social value of non-authoritarian leadership entailed en-

hanced biological fitness for such traits as linguistic facility, political abil-

ity, and indeed for human hypercognition itself.

This egalitarian political system persisted until cultural changes in the

Holocene fostered the accumulation of material wealth, through which it

became possible again to sustain a social dominance hierarchy with strong

authoritarian leaders atop.

2.2 Models of Political Power

The behavioral sciences during the second half of the twentieth century

were dominated by two highly contrasting models of human political be-

havior. In biology, political science, and economics, a Homo economicus

self-interest model held sway. In this model, individuals are rational self-

regarding maximizers (Downs 1957a; Alexander 1987; Mas-Colell et al.

1995). Sociology, social psychology, and anthropology, by contrast, em-
braced a cultural hegemony model. In this model, individuals internal-

ize the cultural principles of the society in which they operate. In this

view, a dominant culture supplies the norms and values associated with

role-performance, and individual behavior meets the requirements of the

various roles individuals are called upon to play in daily life (Durkheim

1902; Mead 1963; Parsons 1967). Contemporary research has been kind to

neither model.
Contra cultural hegemony theory, daily life provides countless examples

of the fragility of dominant cultures. African Americans in the era of the

civil rights movement, for instance, rejected a powerful ideology justify-

ing segregation, American women in the 1960s rejected a deep-rooted pa-

triarchal culture, and gay Americans rejected traditional Judeo-Christian

treatments of homosexuality. In succeeding years, each of these minority
counter-cultures was adopted by the American public at large. In the Soviet
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Union, Communist leaders attempted to forge a dominant culture of social-

ist morality by subjecting two generations of citizens to intensive indoc-
trination. This effort was unsuccessful, and was rejected rather decisively,

immediately following the fall of the Soviet regime. Similar examples can

be given from political experience in many other societies.

There has always been an undercurrent of objection to the cultural hege-

mony model, which Dennis Wrong (1961) aptly called the “oversocialized

conception of man.” Konrad Lorenz (1963), Robert Ardrey (1997[1966]),
and Desmond Morris (1999[1967]) offered behavioral ecology alternatives,

a line of thought culminating in Edward O. Wilson’s Sociobiology: The

New Synthesis (1975), the resurrection of human nature by Donald Brown

(1991), and Leda Cosmides and John Tooby’s withering attack in The

Adapted Mind on the so-called “standard social science model” of cultural

hegemony (Barkow et al. 1992). Meanwhile, the analytical foundations

of an alternative model, that of gene-culture coevolution (see Chapter 1),
were laid by Geertz (1962), Dobzhansky (1963), Wallace (1970), Lumsden

and Wilson (1981), Cavalli-Sforza and Feldman (1973, 1981), and Boyd

and Richerson (1985). This gene-culture coevolution model informs our

analysis of the evolution of human socio-political systems.

Undermining the self-interest model began in economics with the ulti-

matum game experiments of Güth et al. (1982) and Roth et al. (1991). In
the ultimatum game, one subject, called the “proposer,” is presented with a

sum of money, say $10, and is instructed to offer any portion of this, from

nothing to the full $10, to a second subject, called the “responder.” The

two subjects never learn each other’s identity, and the game is played only

once. The responder, who knows that the total amount to be shared is $10,

can either accept the offer or reject it. If the responder accepts the offer, the
money is shared accordingly. If the responder rejects the offer, both players

receive nothing. If the players care only about their own payoffs and have

no concern for fairness (i.e., they are self-interested), a rational responder

will always accept any positive amount of money. Knowing this, a rational

proposer will offer $1, and this will be accepted.

When the ultimatum game is actually played, however, this self-interested

outcome is almost never observed and rarely even approximated. In many
replications of this experiment in more than 30 countries, under varying

conditions and in some cases with substantial amounts of money at stake,

proposers routinely offer responders very generous shares, 50% of the total

generally being the modal offer. Responders frequently reject offers below
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25% (Roth et al. 1991; Camerer and Thaler 1995; Camerer 2003; Ooster-

beek et al. 2004).
In post-game debriefings, responders who have rejected low offers often

express anger at the proposer’s greed and a desire to penalize unfair behav-

ior. The fact that positive offers are commonly rejected shows that respon-

ders have fairness concerns, and the fact that most proposers offer between

40% and 50% of the pie shows that proposers too have fairness concerns

themselves, or at least understand that responders’ fairness concerns would
motivate them to reject low offers. Of special interest are those who re-

ject positive offers. The explanation most consistent with the data is that

they are motivated by a desire to punish the proposer for being unfair, even

though it means giving up some money to do so. While initially considered

odd, these and other experimental results violating the self-interest axiom

are now commonplace.

These and related findings have led in recent years to a revision of the
received wisdom in biology and economics towards the appreciation of the

central importance of other-regarding preferences and character virtues

in biological and economic theory (Gintis et al. 2005; Henrich et al.

2005; Okasha and Binmore 2012). It might reasonably be thought, however,

that these behaviors are the product of the culture of advanced complex so-

cieties. To assess this possibility, a team of anthropologists ran ultimatum
game experiments in which the subject pool consisted of members of fif-

teen small-scale societies with little contact with markets, governments, or

modern institutions (Henrich et al. 2004). The fifteen societies included

hunter-gatherers, herders, and low technology farmers.

This study found that many small-scale societies mirror the results of the

advanced economies, but others did not. Among the Au and Gnau people
in Papua New Guinea, ultimatum game offers of more than half the pie

were common. Moreover, while even splits were commonly accepted, both

higher and lower offers were rejected with about equal frequency. This

behavior is not surprising in light of the widespread practice of competitive

gift giving as a means of establishing status and subordinacy in these and

many other New Guinea societies. By contrast, among the Machiguenga in

Amazonian Peru, almost three-quarters of the offers were a quarter of the
pie or less and yet there was just a single rejection among 70 offers. This

pattern was strikingly different from the standard experiments in advanced

economies. However, even among the Machiguenga, the mean offer was
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27.5%, far more than would have maximized the proposer’s payoffs given

the scant likelihood of a rejection.
Analysis of the experiments led to the following conclusions: (a) behav-

iors are highly variable across groups; (b) not a single group conformed to

or even approximated the model of self-interested agents; and (c) despite

the anonymous and asocial setting of the experiments, between-group dif-

ferences in behavior reflected differences in the kinds of social interaction

experienced in everyday life; i.e., people generally conform to cultural rules
of their societies even when there is no chance a deviation will be punished.

The evidence for this latter conclusion is compelling. For example, the

Aché in Paraguay share equally among all group members some kinds of

food (meat and honey) acquired through hunting and gathering. In our ex-

periment, most Aché proposers contributed half the pie or more. Similarly,

among the Lamalera whale hunters of Indonesia, who hunt in large crews

and divide their catch according to strict sharing rules, the proposer’s av-
erage allocation to the responder was 58% of the pie. Moreover, the In-

donesian whale hunters played the game very differently from the Indone-

sian university students who were the subjects in another set of experiments

(Cameron 1999). Indeed, where voluntary public goods provision was cus-

tomary in real life (for example, the Harambee system among the Orma

herders in Kenya, whereby individuals contribute resources to build a school
or repair a road), contributions in the experimental public goods game were

patterned after actual contributions in the actual Harambee system. Those

with more cattle contributed more. By contrast, in the ultimatum game,

for which there apparently was no everyday life analogue, the wealthy and

non-wealthy Orma behaved similarly.

2.3 The Moral Basis of Modern Political Systems

The untenability of the self-interest model of human action is also clear

from everyday experience. Political activity in modern democratic soci-
eties provides unambiguous evidence. I here preview the extended argu-

ment of Chapter 3, noting that in large elections, the rational self-regarding

agent will not vote because the costs of voting are positive and significant,

but the probability that one vote will alter the outcome of the election is

vanishingly small, and adding a single vote to the total of a winning candi-

date enhances the winner’s political efficacy at best an infinitesimal amount
(Riker and Ordeshook 1968). Thus the personal gain from voting is too
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small to motivate behavior. For similar reasons, if one chooses to vote,

there is no plausible reason to vote on the basis of the impact of the out-
come of the election on one’s personal material gains. It follows also that

the voter, if rational, self-regarding, and incapable of personally influencing

the opinions of more than a few others, will not bother to form opinions on

political issues, because these opinions cannot affect the outcome of elec-

tions. Yet people do vote, and many do expend time and energy in form-

ing political opinions. Although voters do appear to behave strategically
(Fedderson and Sandroni 2006), their behavior does not conform either to

the self-interest model (Edlin et al. 2007) or the rational actor model of

contemporary decision theory (Savage 1954).

It also follows from the logic of self-regarding political behavior that ra-

tional self-regarding individuals will not participate in the sort of collective

actions that are responsible for the growth in the world of representative

and democratic governance, the respect for civil liberties, the rights of mi-
norities and gender equality in public life, and the like. In the self-interest

model, only small groups aspiring for social dominance will act politically.

Yet modern egalitarian political institutions are the result of such collective

actions (Bowles and Gintis 1986; Giugni et al. 1998). This behavior cannot

be explained by the self-interest model.

Except for professional politicians and socially influential individuals,
electoral politics is a vast morality play to which models of the rational self-

regarding actor are not only a poor fit, but are conceptually bizarre. It took

Mancur Olson’s The Logic of Collective Action (1965) to make this clear

to many behavioral scientists, because virtually all students of social life

had assumed without reflection the faulty logic that rational self-regarding

individuals will vote, and will “vote their interests” (Downs 1957a).
Defenders of the Homo economicus model may respond that voters be-

lieve their votes make a difference, however untenable this belief might be

under logical scrutiny. Indeed, when asked why they vote, voters’ com-

mon response is that they are trying to help get one or another party elected

to office. When appraised of the illogical character of that response, the

common reply is that there are in fact close elections, where the balance is

tipped in one direction or another by only a few hundred votes. When con-
fronted with the fact that one vote will not affect even such close elections,

the common repost is, “Well, if everyone thought like that, we couldn’t run

a democracy.”
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Politically active and informed citizens appear to operate on the principle

that voting is a prerogative of citizenship, an altruistic act that is governed
by the categorical imperative: act in conformance with the morally correct

behavior for individuals in one’s position, without regard to personal costs

and benefits. Such mental reasoning, which is built on our urge to con-

form and our shared intentionality, is implicated in many uniquely human

cognitive characteristics, including cumulative culture and language (Sug-

den 2003; Bacharach 2006). Shared intentionality rests on a fundamentally
prosocial disposition (Gilbert 1987; Bratman 1993; Tomasello and Carpen-

ter 2007; Hrdy 2009).

2.4 The Socio-political Structure of Primate Societies

Humans are one of more than two hundred extant species belonging to the

Primate order. All primates have socio-political systems for regulating so-

cial life within their communities. Understanding human socio-political

organization involves specifying how and why humans are similar to and

differ from other social species in general, and other primate species in
particular.

Concerning the latter, there are two major sources of information. First,

some traits are distributed widely and linked to other well-known traits,

and thus were almost certainly already present before humans evolved. For

instance, many primate species, including humans and our closest living

relatives, seek to dominate others and are adept at forming coalitions. It
is thus likely that their most recent common ancestor also possessed these

traits. Dominance-seeking and coalition-formation in humans, then, are not

purely cultural. Rather, humans are endowed with the genetic prerequisites

for this behavior, as are numerous other primate species (Wrangham and

Peterson 1996).

A second source is similarity with our close relatives, the great apes, and

especially the genus Pan (chimpanzees and bonobos). Most nonhuman pri-
mate species have great trouble in acting collectively in conflict with neigh-

boring groups (Willems et al. 2013). Chimpanzees are a major exception:

they engage in war-like raids where larger parties cooperate closely to target

and destroy much smaller ones (Goodall 1986; Wilson 2012). War among

human hunter-gatherers likewise largely consists of such a raiding strategy

(Keeley 1996), suggesting a shared predisposition to engage in this type of
warfare (Wrangham and Glowacki 2012). Obviously, the dramatic changes
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in human social organization accompanying the origin of defensible wealth

(discussed below) produced major changes in the nature of warfare, linked
to additional genetic predispositions, such as insider favoritism (LeVine

and Campbell 1972; Otterbein 2004; Bowles 2006, 2007, 2009; Bowles

and Gintis 2011).

Using this logic, we can examine the social structure of multi-male/multi-

female primate societies (de Waal 1997; Maestripieri 2007) to identify

the elements of human socio-political organization that were already likely
present among the first hominins.

Primates live in groups to reduce the risk of predation (Alexander

1974; van Schaik 1983), exchange information about food location (Eisen-

berg et al. 1972; Clutton-Brock 1974), and defend food sources and mates

against competing groups (Wrangham 1980). These groups, however,

rarely engage in organized collective action. As a result, the primate form

of group living has only limited need for leaders, that is, individuals instru-
mental in initiating and coordinating group-level action with the approval

and support of other group members. Instead, individuals vary in domi-

nance based on motivation and pure physical prowess, and dominant males

gain fitness at the expense of subordinate members of the group. This is es-

pecially true for our closest relatives, the genus Pan. As King et al. (2009)

stress, other species do often have foraging leaders, but their power is based
on hierarchical dominance rather than consensus. Despite the fact that such

leaders of the hunt appropriate most of the spoils, followers must stick with

the group to avoid predation while grabbing what little of the catch they can

(King et al. 2008; Krauss et al. 2009).

In most primate species, both sexes form dominance hierarchies, in which

more dominant individuals gain privileged access to food and mates, and
as a result tend to have higher fitness (Vigilant et al. 2001; Maestripieri

2007; Majolo et al. 2012). In many primate species, dominant females

depend on alliances to maintain their position, whereas the same is true

for males in far fewer primate species (van Schaik 1996), most notably

chimpanzees. Thus dominants rarely perform any group-level beneficial

acts. One exception is male displays toward predators, a behavior seen in a

variety of primate species, and generally linked to the protection of likely
offspring. Another is triadic power interventions (e.g., Boehm 1994 and

deWaal 1996) that end conflicts in apes and certain monkey species.
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2.4.1 The Origins of Primate Socio-political Structure

Given the variety of contemporary primate socio-political structures, what

can we say about the social structure of the most recent common ances-

tor of contemporary primates, the species from which the hominin species
leading ultimately to Homo sapiens branched off? Our answer is based on

the fact that traits shared by several closely related species were very likely

shared by their most recent common ancestor. The challenge is that pri-

mates exhibit a wide variety of socio-political structures. However, if we

limit our sample to species living in woodlands and open savannah that en-

gage in collective defense and confrontational scavenging from large carni-
vores, which was the probable condition faced by the primates’ most recent

common ancestor, all extant species live in large, multi-male/multi-female

groups.1 Thus at least from Homo habilis on, hominins likely lived in large

multi-male/multi-female groups (Foley 1996; Dunbar 2005).

Recently, sophisticated phylogenetic approaches have added precision to

these inferences by reconstructing the origin of various kinds of social or-
ganization in deep time (Silk 2011). Shultz et al. (2011) completed a study

based on the genetic distances and phenotypic social-structural similarities

of 217 extant primate species, the most recent common ancestor of which

is far more ancient than the ancestral Pan. Shultz et al. show that social or-

ganization tends to be similar among closely related species, which implies

that social structure is determined largely by genes rather than environment

in nonhuman primates. This finding runs counter to the alternative assump-
tion that primate social structure is a response to the distribution of food

resources or risks and is not affected by phylogenetic affiliation.

Shultz et al. (2011) conclude that the earliest primates lived some 72

Mya as solitary foraging individuals who came together only for mating.

Multi-male/multi-female aggregations appeared some 52 Mya. We can in-

fer from the social structure of contemporary nonhuman primate species
living in multi-male/multi-female groups that mating was promiscuous and

males formed a hierarchical power structure with a single alpha male at the

apex. Indeed, most nonhuman primates that live in multi-male groups to-

day exhibit this living pattern (Chapais 2008). While this social structure

is highly stable and has persisted into the present, when suitably stressed it

1The grass- and savannah-living Patas monkey (Hall 1965) is the single exception to

the rule that savannah-living primates exhibit a multi-male/multi-female social structure.

They avoid predators by staying in trees as much as possible, cryptic behavior, wide group
spread, and rapid flight.
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broke down into two social forms in which a social group included only one

male. The first, which may have appeared about 16 Mya, was the single-
male harem while the second, appearing about the same time, was single

pair-living.

The implication is that the earliest hominids lived in multi-male/multi-

female promiscuous social bands, so Pan are archetypical species when it

comes to reconstructing the origins of the human political system. Dom-

inant male chimpanzees provide little leadership, and they provide virtu-
ally no parenting. In many primate species, dominant males have suffi-

ciently high paternity certainty to induce them to provide protection to in-

fants (Paul et al. 2000), but in chimpanzees paternity is much less concen-

trated in top-ranked males (Vigilant et al. 2001; Boesch et al. 2006), most

likely because chimpanzee females prefer multiple matings and cannot be

controlled by dominant males. Thus males tend to ignore rearing the young.

The only clear service dominant males provide to the group is keeping the
peace by intervening in disputes and leading predator mobbing (de Waal

1997; von Rohr et al. 2012). In short, the political structure of chimpanzee

society, like that of primates generally, is largely a system for funneling

fitness-enhancing resources to the apex of a social dominance hierarchy

based on physical prowess and coalition-building talent. This holds basi-

cally for the bonobo as well, where monopolization of matings by particular
males is even lower.

2.4.2 Primate Coalitional Politics

Chimpanzee males rely significantly on coalitions and alliances. There

are two major types of coalition: rank-changing and leveling (Pandit and

van Schaik 2003; van Schaik et al. 2006). Rank-changing occurs when

a male relies on supporters to acquire and maintain hegemony (Goodall

1964; Nishida and Hosaka 1996; de Waal 1998), and hence may not have

the highest individual fighting ability (de Waal 1998; Boesch et al. 1998).
Leveling occurs when multiple lower-ranking males form coalitions to pre-

vent the top male or males from appropriating too large a share of the re-

sources. These coalitions do not change the dominance ranks of the par-

ticipants. Females similarly form such leveling coalitions to counter the

arbitrary power of dominant males, especially in captivity (Goodall 1986).

This pattern of political power based on the hierarchical dominance of the
physically powerful along with a system of sophisticated political alliances
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to preserve or to limit the power of the alpha male (Boehm and Flack 2010)

is carried over, yet fundamentally transformed, in human society (Knauft
1991; Boehm 2000).

The best predictor for male-male coalitions among primates is simply

the fact that multiple males find themselves together and no single male

can fully monopolize all matings (Bissonnette et al. 2014). Thus, there are

broad similarities in social dominance and coalition-formation across all

multi-male/multi-female primate species. This fact runs counter to tradi-
tional political theory. Aristotle’s zoon politikon notwithstanding, political

theorists have widely assumed that political structure involves purely cul-

tural evolution, whereas the primate data show roots to political behavior

going back millions of years. The primate evidence is important because it

lays the basis for an evolutionary analysis of human political systems (de

Waal 1998). Such an analysis may elucidate the role of basic human polit-

ical predispositions in reinforcing and undermining distinct sorts of human
socio-political structures.

2.5 The Evolutionary History of Primate Societies

It would be useful to be able to read ancient social structure from the his-

torical record. But we cannot. The fossil record provides the most concrete

answers to our evolutionary history, but is highly incomplete. There are, for

instance, skeletal records of only about 500 individuals from our hominin

past. Moreover, behavior does not fossilize and social structure leaves no
direct marks in the earth. This is why we must resort to the relationship

between phylogenetic proximity and social organization in living primate

species (Shultz et al. 2011).

The hominin lineage branched off from the primate main stem some 6.5

million years ago or earlier (Wood 2010; Langergraber 2012). The water-

shed event in the hominin line was the emergence of bipedalism. Bipedal-

ism is well-developed in Australopithecus afarensis, which appeared three
million years after the origin of the hominin lineage. Homo ergaster (2.0

to 1.3 Mya) or Homo erectus (1.9 to 0.143 Mya) was the first currently

documented specialized biped, having a relatively short arm/leg ratio that

rendered brachiation infeasible.

Bipedalism in hominins was critically dependent upon the prior adapta-

tion of the primate upper torso to life in the trees. The Miocene Hominoid
apes were not true quadrupeds, but rather had specialized shoulder and arm
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muscles for swinging and climbing, as well as a specialized hand structure

for grasping branches and manipulating leaves, insects, and fruit. When the
hominin line was freed from the exigencies of arboreal life, the locomotor

function of the upper limbs was reduced, so they could be reorganized for

manipulative and projectile control purposes. Both a more efficient form of

bipedalism and the further transformation of the arm, hand, and upper torso

became possible.

Non-hominin primate species are capable of walking on hind legs, but
only with difficulty and for short periods of time. Chimpanzees, for in-

stance, cannot straighten their legs, and require constant muscular exertion

to support the body. Moreover, the center of gravity of the chimpanzee

body must shift with each step, leading to a pronounced lumbering motion

with significant side-to-side momentum shifts (O’Neil 2012). The hominin

pelvis was shortened from top to bottom and, by the time Homo ergaster

emerged, had been rendered bowl-shaped to facilitate terrestrial locomo-
tion without sideward movement, the hominin leg bones became sturdy, the

leg muscles were strengthened to permit running, and the development of

arches in the feet facilitated a low-impact transfer of weight from leg to leg

(Bramble and Lieberman 2004). The specialized form of bipedality that

arose around 2 Mya thus facilitates running efficiently for great distances,

although not approaching the speed of many large four-footed mammals.
Today we celebrate specialized bipedality as the basis for human upper-

body physical and psychomotor capacities for crafting tools and handicrafts.

But another major contribution of these capacities, as we explain below, was

for fashioning and using lethal weapons.

2.6 Fire and Social Sharing

The hominin control of fire cannot be accurately dated. We have firm evi-

dence from about 400,000 years ago in Europe (Roebroeks and Villa 2011),

and about 800,000 years ago in Israel (Alperson-Afil 2008), but it is likely
that this key event had originated in Africa much earlier (Gowlett and

Wrangham 2013). The control of fire had strong effects on hominin cultural

and phylogenetic evolution. First, the transition to specialized bipedality is

much easier to understand if the hominins that experienced this transition

had control of fire (Wrangham and Carmody 2010). Prior to the control

of fire, humans almost certainly took to the trees at night like most other
primates, as a defense against predators. Because predators have an instinc-
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tive fear of fire, the control of fire permitted hominins, who were already

bipedal, to abandon climbing almost completely.
Second, the practice of cooking food was a related cultural innovation

with broad gene-culture coevolutionary implications. Cooking favors a

central location to which the catch is transported, and hence requires aban-

doning the competitive, socially uncoordinated “tolerated theft” distribu-

tion of calories typical of food-sharing in nonhuman primate species, in

favor of a distribution based on widely agreed-upon fairness norms (Isaac
1977; Blurton-Jones 1987). This major socio-psychological transition was

probably made possible by the adoption of some form of cooperative breed-

ing and hunting among hominins that had begun by the time Homo erectus

emerged (Burkart and van Schaik 2010). In sum, while the early advent of

cooking is not yet firmly established, it is likely that the control of fire and

the practice of cooking were an important precondition of the emergence of

a human moral order.
Hominins with access to cooked food did not require the large colon char-

acteristic of other primates, which allowed them to reduce the amount of

time spent chewing food from the four to seven hours a day characteristic

of the great apes, to about one hour per day. With a smaller gut, less need

for chewing, and more rapid digestion, hominins were liberated to develop

their aerobic capacity and perfect their running ability (Wrangham and
Carmody 2010).

2.7 From Gatherer to Scavenger

Beginning around 2.5 million years ago there was a major forking in

the evolutionary path of our possible ancestors. The Australopithecines

branched in at least two—perhaps more but the fossil record in this area

is quite incomplete—very different evolutionary directions. One led to the
robust Australopithecines and a genetic dead-end by about 1.4 million years

ago, and the other very likely led to the first humans.

These diverging evolutionary paths appear to have been the response to

novel environmental challenges. Coinciding with this hominin divergence

was a shift in the global climate to frequently fluctuating conditions. Early

hominins succeeded by learning to exploit the increased climatic insta-
bility (Potts 1996, 1998; Richerson et al. 2001; O’Connell et al. 2002).2

2DeMenocal (2011) notes that Darwin (1859) long ago speculated on the role of cli-
mate change in human evolution, as did Dart (1925), and that modern findings support the
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The resulting adaptations enhanced hominin cognitive and socio-structural

versatility. “Early bipedality, stone transport,. . . encephalization, and en-
hanced cognitive and social functioning,” Potts (1998) argues, “all may

reflect adaptations to environmental novelty and highly varying selective

contexts.”

A diet based significantly on the flesh and bone marrow of large animals

provided a niche for emerging hominins quite distinct from that of other

primates and thus selected for the traits that most distinguish humans from
apes. This much was clear to Darwin in The Descent of Man (1871). How-

ever, until recently, most paleoanthropologists assumed that prey was ac-

quired through hunting from the Australopithecine outset (Dart 1925; Lee

and DeVore 1968; but see Binford 1985). In fact, it now appears that early

hominins, in the transition from the Pliocene to the Pleistocene, were more

likely scavenger-gatherers than hunter-gatherers, of which there is firm ev-

idence dating from 3.4 Mya (McPherron 2010).
The first proponents of early hominins as scavengers believed that the

scavenging was “passive,” in that small groups of hominins took posses-

sion of carcasses only after other predators, upon being sated, abandoned

their prey (Binford 1985; Blumenschine et al. 1994), but more recent evi-

dence suggests the prevalence of “competitive” or “power” scavenging, in

which organized groups of humans sporting primitive weapons chased the
killers and appropriated carcasses in relatively intact shape (Dominguez-

Rodrigoa and Barba 2006). The implicit argument is that the combination

of coordinated collective action and the lethal weapons of the period were

sufficient to drive off other predators, and hence presumably to kill certain

live prey as well. While a large prey can be driven off a cliff or trapped in a

box canyon, it requires powerful weapons to cripple or kill a large predator.
Before the advent of poisoned stone-tipped spears and arrows, the active

pursuit of large prey was likely impossible (Sahle et al. 2013). The earli-

est known use of wooden javelins (Keeley and Toth 1981; Thieme 1997)

suggests medium-size prey.

importance of climate-based selection pressures (Vrba 1995; Potts 1998), and specifically,

climate variability. Potts (1998) examined the environmental records of several hominin

localities, finding that habitat-specific hypotheses are disconfirmed by the evidence. By

contrast, the variability selection hypothesis, which states that large disparities in envi-

ronmental conditions were responsible for important episodes of adaptive evolution, was
widely supported.
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Flaked stone toolmaking, butchering large animals, and expanded cra-

nial capacity all appear around 3.4 Mya (McPherron 2010), but there is
no evidence that Australopithecines hunted large game. Australopithecus

and Homo habilis were in fact quite small, adult males weighing under 100

pounds and females about 75 pounds. Their tools were primitive, consist-

ing of stone scrapers and rough hammerstones. They therefore lacked the

sophisticated weapons for hunting large and swift-moving prey, and hence

are unlikely to have hunted effectively, but they could well have scavenged.
Modern chimpanzees and baboons are known to scavenge the kills of chee-

tahs and leopards (Medina 2007), so this behavior was likely in the reper-

toire of the earliest hominins. With highly cooperative and carefully coor-

dinated maneuvers by use of weapons, they could have chased away even

the most ferocious predators.

Hunting and scavenging small animals is not cost-effective for large non-

human primates, while scavenging large animals requires group participa-
tion and efficiently coordinated cooperation, both in organizing an attack

on predators feeding on a large prey, and protecting against predators while

processing and consuming the carcass (Isaac 1978). Moreover, use of

stones as weapons that might be used to scare off other predators and scav-

engers (Isaac 1987) has been questioned (Whittaker and McCall 2001),

but most likely there was an array of tools made of softer materials, very
probably including wooden spears, suitable for making bluffing attacks.

Unlike wooden weapons, stones could have been carefully amassed at

strategic sites within a large scavenging area, so that when a scouting party

located an appropriate food object to scavenge, it could call others to haul

the stones to the site of the carcass, as a strategic operation preceding its

appropriation (Isaac 1977). These could have been the first lethal weapons,
but carrying wooden spears or clubs would have served equally well to

intimidate competing predators, and also would have been useful in killing

small game.

2.8 Primitive Lethal Weapons

Stones are used today in certain contexts by hunter-gatherers as found-

objects, and possibly as fashioned projectiles. Barbara Isaac (1987) studied

stones used by recent foragers, also found in concentrations at Olduvai sites

by Mary Leakey (1971), some of which were carefully finished spheroids.
She observes that the size and shapes of the Olduvai stones render them ap-
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propriate, to use for throwing. Recent foragers do use found-object stones

quite effectively as fighting weapons. Isaac (1987) has documented dev-
astating attacks by hunter-gatherers against early encroaching Europeans,

when intensive stoning actually proved more effective than musketry in

rapidly inflicting serious casualties. This took place at contact in various

parts of the world, so the traditions were likely pre-existing.

In Africa, behaviorally modern humans could have used long-range pro-

jectile weaponry (atlatl darts and arrows) in conflict for at least 50,000 years
(Shea 2006; Ambrose 2008; Wadley et al. 2009; Wynn 2009; Wilkins et al.

2012; Roach et al. 2013). The recent hunting evidence includes a Leval-

loisian spear point embedded in a prey skeleton (Boëda et al. 1999). Group

conflict likely accounts for the limited sampling we do have for humans

of Pleistocene death-by-projectiles (Keeley 1996; Thorpe 2003), which in-

cludes at Grimaldi a child with a point embedded in its spine (27,000-36,000

BP), in the former Czechoslovakia weapons traumas and cranial fractures
on adult males (24,000-35,000 BP), in Egypt an adult male with a point em-

bedded in his arm (20,000 BP), and a Nubian cemetery where 40% of the in-

terred exhibited weapon traumas (12,000-14,000 BP). Tacon and Chippen-

dale (1994) have documented Australian rock art dating back to 10,000 BP

that depicts armed combat, with increasing numbers of combatants by 4000

BP. In the Holocene armed combat is well-documented and widespread, as
in the work of Lambert (1997) on the remains of California Indians which

exhibit plentiful head injuries and parrying fractures.

If behaviorally modern human beings have used long-range projectile

weapons against prey for at least 50,000 years, doubtless they sometimes

turned such weapons against other humans over the same period. A special

instance of weapon use is documented in art from Spain’s Remigia cave.
Human stick figures are shown standing with bows held about their heads

while a male lays on the ground with the same number of arrows pincush-

ioning him. There are ten men in the largest of the groups. This may express

a group execution theme, or possibly a raid carrying out an act of revenge

(see Otterbein 2004). This art appears to date to the early Neolithic.

Technological developments such as atlatls, bows and arrows, shields, and

body armor are all relatively recent. It has been widely suggested that the
advent of the spear-thrower (atlatl) arrived rather late, about 30,000 BP, and

the bow and arrow later still (e.g., Klein 1999). But there are recent reports

(Lombard and Phillipson 2010) suggesting that bows and arrows may have

been in use as early as about 60,000 BP. Some contemporary groups use
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poisoned projectiles, and their use in prehistory is now susceptible to study

(d’Errico et al. 2012), but further research is needed.
This picture of Pleistocene weapon use is supported by the fact that the

fossils of large animals that have markings on bones indicating hominin

flaying and scraping with flaked stone tools are often found with stones

that originated several kilometers away. Contemporary chimpanzees carry

stones to nut-bearing trees that they use to crack the nuts (Boesch and

Boesch-Achermann 2000), so this behavior was likely available to Aus-
tralopithecines. Chimpanzees, however, carry stones only several hundred

meters at most, whereas Homo habilis scavengers carried stones as far as ten

kilometers, probably because they had invented portable containers (Mc-

Grew 1992).

Neither the Oldowan tools of the early period nor the later and more so-

phisticated Acheulean tools, which are found from the early Pleistocene

up to about 200,000 years ago, show any sign of being useful as hunting
weapons. However, besides stones, human power scavengers of 500,000

years ago probably had sharpened and fire-hardened spears to ward off

competitive scavengers and threatening predators, at least after the do-

mestication of fire (Thieme 1997). These weapons could also have been

used against conspecifics. By contrast, nonhuman primates use tools, but

they do not use weapons in conflictual encounters (Huffman and Kalunde
1993; McGrew 2004). In these species there is simply no record of a fash-

ioned or found-object weapon being used to injure or kill a conspecific.

The cognitive potential to invent and use lethal weapons is likely present

in the two Pan species. However, in nature bonobos and chimpanzees fash-

ion tools for extraction of insect or plant foods, while in both species intim-

idation displays merely involve found objects being brandished or dragged.
Chimpanzees use sticks fashioned from tree branches to ferret bushbabies

from their tree hollow hiding places (Pruetz and Bertolani 2007; Gibbons

2007), so the use of sharpened sticks was thus likely within the cognitive

capacity of Homo habilis. However, there is a considerable distance be-

tween using sharp sticks as impaling devices and as well-aimed projectiles

(Nishida 1973).

The first dedicated and unambiguously lethal weapons to appear with ex-
cellent preservation in the archeological record are the multiple all-wooden

spears documented by Thieme (1997) at Schöningen, with over a dozen

butchered wild horses and some bison located nearby. These javelins are

both streamlined aerodynamically and well-balanced for effective throwing
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so they were projectile weapons capable of bringing down medium-sized

game at a distance. They also provide a defense against dangerous prey, and
they offer hunters a means of threatening other predators away from their

kills. These considerations suggest that a paleo-record of lithic weaponry

alone is seriously incomplete. What the lithic record does suggest, in its

Acheulian continuity, is that this tradition of making wooden spears might

also have had great longevity (see Kelly 2005). The emergence of lethal

weapons was likely important in the evolution of hominin social organi-
zation (Roach et al. 2013). In hunter-gatherer conflicts hunting weapons

quickly become lethal, and even an outnumbered victim can inflict casu-

alties (Lee 1979; see also Churchill and Rhodes 2009). Bingham (1999),

Gintis (2000), Bingham and Souza (2009), and Boyd et al. (2010) stress the

importance of the superior physical and psychomotor capacities of humans

in clubbing and throwing projectiles as compared with other primates, cit-

ing Goodall (1964) and Plooij (1978) on the relative advantage of humans.
Darlington (1975), Fifer (1987), and Isaac (1987) document the importance

of these traits in human evolution. Bingham (1999), Boehm (1997), and

Okada and Bingham (2008) document that humans have developed the abil-

ity to carry out collective punishment against norm violators, thus radically

lowering the cost of punishing transgressors. Calvin (1983) argues that

humans are unique in possessing the neural machinery for rapid manual-
brachial movements that both allows for precision stone-throwing and lays

the basis for the development of language, which like accurate throwing

depends on the brain’s capacity to orchestrate a series of rapidly changing

muscle movements. Indeed, Roach et al. (2013) showed that Homo erectus

had evolved this capacity for accurate overhead throwing, and recent work

suggests that the origins of human language are also much older than com-
monly assumed (Dediu and Levinson 2013), originating in all likelihood

more than 700,000 years ago.3

3The fossil evidence indicates that hominins developed speech on the order of one
Mya. The hyoid bone is a key element of speech production in humans. Martinez et al.

(2008) show that hominin hyoid bones from 540,000 years ago are similar, and hence were

inherited from their last common ancestor, Homo rhodesiensis, which was from 700,000

to 1,000,000 years ago. Martinez et al. (2004) use evidence from the acoustical properties

of Middle Pleistocene fossil remains of the hominin inner ear to argue that hominins of
this period had auditory capacities similar to those of living humans.
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2.9 Warfare

Fighting between groups ranges from single revenge killings, to careful

raids in which safety of the raiders is as important as inflicting damage

on the enemy, to intensive warfare with genocidal attacks and face-to-face

large-scale battle (Keeley 1996; Kelly 2000; Otterbein 2004). Such fighting
involves assessments of the relative fighting power of adversaries and of risk

(Wrangham and Glowacki 2012), and the array of weapons available to each

side obviously enters into these assessments. The result is an ethnocentric

species (LeVine and Campbell 1972) whose members are predisposed to

assume the risks associated with aggression, especially against outsiders,

but also strive to minimize those risks.

All contemporary foragers arm themselves with lethal hunting weapons,
and at times these weapons are deployed by individuals against within-

group adversaries and by the group in executing serious deviants (Knauft

1991; Boehm 1997). Both types of homicide, while rare, are well docu-

mented despite a universal ethos that strongly discourages killing a group

member (Brown 1991). To keep their systems of social cooperation viable,

foragers strive to peaceably adjudicate conflicts within their midst (Boehm
2000).

These moral inhibitions are relaxed when inter-group rivalry comes into

play. The use of weapons between groups can entail massive casualties

when desired cooperative relations among groups fail and conflict gains

the upper hand (Wiessner 1977). However, even given a pattern of recur-

rent ethnocentric fighting between groups, hunter-gatherers may succeed
in managing these conflicts (Boehm 2013). While the active management

of hostilities is universal within bands, such between-group efforts remain

both sporadic and unpredictable. Weapons render forager bands very dan-

gerous to one another, and some groups live with such hostilities with little

effort expended to curtail them.

The history of human warfare remains a hotly controversial topic among

anthropologists. The basic facts themselves are vigorously contested
(Turchin 2015). Some argue that prior to the appearance of settled agricul-

ture, humans approximated the “noble savage” picture drawn long ago by

Jean-Jacques Rousseau. This view was definitively put to rest by Lawrence

Keeley’s War Before Civilization (1996), but continually pops up in the an-

thropological literature (Fry 2013). The opposing view is the Hobbesian

picture of the distant past known as the “war of all against all” (Hobbes
1968[1651]). The evidence against this view is the documentation of ex-
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tensive trade networks in hunter-gatherer societies (Adams 1974). Lying

behind this controversy is the notion that if war is ancient, then making war
is part of human nature, whereas if war is modern, then it is a purely cul-

tural and environmental phenomenon that can be successfully countered by

appropriate cultural changes.

But this is surely an illegitimate dichotomy. The idea that behavior is

either innate or culturally determined was given up by sociobiologists long

ago. As we have argued, early humans developed powerful lethal weapons,
developed the skeletal and muscular morphology to use them skillfully, and

learned how to cooperate in collective endeavors through creative politics

and leadership. Moreover, anger and aggression are strong human predispo-

sitions. These human capacities allow humans to make war when ecological

and social conditions render war profitable. Ancient or modern, war is part

of how humans are defined as a species. War can be contained and con-

trolled, but it cannot be ignored, whatever cultural structures govern future
human societies.

2.10 Dominance and Reverse Dominance Hierarchies

James Woodburn (1982) classified hunter-gatherer societies into immediate-

return and delayed-return systems. In the former, group members obtain

direct return from their labor in hunting and gathering, with food lasting

at most a few days. The tools and weapons they use are highly portable.

In delayed-return foraging societies, individuals hold rights over valuable
assets, such as means of production (boats, nets, beehives, and the like),

and processed and stored food and materials. These societies exhibit forms

of social stratification akin to those in modern societies: social dominance

hierarchies in the form of lineages and clans. However, the fossil record

suggests that delayed-return human society is a quite recent innovation, ap-

pearing some 10,000 years ago, although in ecologically suitable locations,

it may have existed earlier (most such locations are now below sea level).
Homo sapiens thus evolved predominantly in the context of immediate-

return systems.

The important factor in “delayed return” is not the cognitive capacity for

delayed gratification or long-range planning, which certainly existed in im-

mediate return societies, but rather the availability of cumulable material

wealth. Material wealth allows those who seek social dominance to con-
trol allies and resources and thereby thwart the capacity of subordinates
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to disable and kill them. As long as the material gains from a position of

social dominance exceed the cost of coalition-building and paying guard la-
bor, social dominance of the sort common in other primate societies can be

reestablished in human society. In fact, the appearance of farming and pri-

vate property in land led to high levels of political inequality in only a few

societies, and states with a monopoly in coercive power emerged only after

a millennium of settled agriculture. Nor were early farming societies more

economically stratified than hunter-gatherer societies (Borgerhoff Mulder
et al. 2009). The accumulation of material wealth is thus merely a precon-

dition for the reestablishment of social dominance hierarchies. To avoid

confusion, we will call societies that lack forms of material wealth accumu-

lation simple, rather than immediate-return, societies.

Simple societies, Woodburn (1982) suggests, are “profoundly egalitarian

. . . systematically eliminat[ing] distinctions . . . of wealth, of power and of

status.” Fried (1967), Service (1975), Knauft (1991) and others likewise
comment on the egalitarian character of simple hunter-gatherer societies.

The simple vs. delayed-return dichotomy is in fact somewhat overdrawn, as

there is in fact a continuous range of variation between the two archetypes.

Many Pleistocene humans used some storage even if they were nomadic and

they remained strongly egalitarian. The majority of the 58 “Late Pleistocene

Appropriate” foraging societies coded by Boehm (2012) (see discussion be-
low), including the !Kung considered by Knauft (1991), are of an interme-

diate type. What factors are responsible for such unusual egalitarianism?

Here, we will argue it is due to the combination of interdependence and

ability to punish transgressors.

Cut marks on bones suggest that a major investment in large game hunting

increased decisively only 250,000 years ago (Stiner 2002) and delegating
sharing to a single butcher began 200,000 years ago (Stiner et al. 2009).

In establishing timing of this transition to heavy reliance on medium-sized

game in humans, Stiner (2002) uses multiple indices including the age struc-

ture of prey and cut marks to suggest that at this time ungulate hunting be-

came prominent in human subsistence. However, cut marks on bones may

not be a reliable indicator of how meat is shared (Lupo and O’Connell

2002). Indeed, if Wrangham and Carmody (2010) are correct in dating the
control of fire by hominins and the cooking of meat, the problem of the

fair distribution of meat among families, especially important in hard times

when only medium- and small-size prey were available, may well have been

solved much earlier. This was likely an early source of egalitarian senti-
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ment, as well as providing the material substrate for the development of a

social morality. Contemporary hunter-gatherer societies are often violent
and competitive (Potts 1996), but they almost always distribute large game

peacefully, if sometimes contentiously, based on a commonly accepted set

of fairness principles (Kaplan and Hill 1985b; Kelly 1995; Boehm 2004).

The human ecological niche requires food sharing not only daily, but also

on a longer-term basis due to the occasional injuries or illnesses to which

even the best hunter or gatherer may be subjected (Sugiyama and Cha-
con 2000; Hill et al. 2011). Thus each individual forager, especially in the

immediate-return form of foraging, is utterly dependent on the others in

their camp, band, or even wider sharing unit. This strong interdependence

dampens the tendency to free-ride on others’ efforts, and favors strong in-

dividual tendencies toward egalitarianism, as well as sophisticated fairness

norms concerning the division of the spoils (Whallon 1989; Kaplan and

Hill 1985a).
Collective hunting in other species does not require a fairness ethic be-

cause participants in the kill simply eat what they can secure from the car-

cass, and because dominants are evolved to tolerate subordinates to a point

that all the hunters are adequately nourished. However, the practice of

bringing the kill to a central site for cooking, which became characteris-

tic of hominin societies, is not compatible with uncoordinated sharing and
eating. In the words of Winterhalder and Smith (1992),

. . . only with the evolution of reciprocity or exchange-based

food transfers did it become economical for individual hunters

to target large game. The effective value of a large mammal to

a lone forager. . . probably was not great enough to justify the

cost of attempting to pursue and capture it.. . . However, once

effective systems of reciprocity or exchange augment the effec-

tive value of very large packages to the hunter, such prey items
would be more likely to enter the optimal diet. (p. 60)

Fire and cooking thus coevolved with the emergence of a normative order

and social organization based on ethical behavior.

The second element is that egalitarianism is imposed by the community,

creating what Boehm (1999) calls a reverse dominance hierarchy. Hunter-

gatherers share with other primates the striving for hierarchical power, but

among mobile foragers, social dominance aspirations are successfully coun-
tered because individuals do not accept being controlled by an alpha male
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and are extremely sensitive to attempts of group members to accumulate

power through coercion. When an individual appears to be stepping out of
line by threatening or killing group members, he will be warned and pun-

ished. If this behavior continues and ostracism does not work, the group

will delegate one member, usually a close relative of the offender, to kill

him. Boehm’s message in Hierarchy in the Forest (1999) is that “egalitar-

ianism. . . involves a very special type of hierarchy, a curious type that is

based on antihierarchical feelings.”
We can regard this phenomenon as an extension of the leveling coali-

tions seen among primate males (Pandit and van Schaik 2003). Female

chimpanzees in captivity act collectively to neutralize alpha male bullies

(de Waal 1996), wild chimpanzees form large coalitions to banish, badly

wound, or even kill high-ranking males. Bonobos in the wild have been ob-

served to behave similarly. By comparison with humans, however, leveling

coalitions among primates are limited to the genus Pan and generally quite
small.

Because of the extremely long period during which humans evolved with-

out the capacity to accumulate wealth, we have become constitutionally

predisposed to exhibit these antihierarchical feelings. Of course, in modern

democratic societies, there is still enough willingness to bend to authority

in humans to ensure that a marked or tyrannical social dominance hierarchy
remains a constant threat and often a reality.

Capable leadership in the absence of a strong social dominance hierarchy

in band-level societies is doubtless of critical importance to their success,

and leaders are granted by their superior position, and with the support of

their followers, with fitness and material benefits. Leadership, however, is

based not on physical prowess, but rather on the capacity to motivate, per-
suade, and help the band to reach a consensus. This account of the growth

of intelligence is an elaboration on the Machiavellian Intelligence Hypoth-

esis (Jolly 1972; Humphrey 1976; Byrne and Whiten 1988) that stresses

the effect of encephalization on enhancing the mean fitness of group mem-

bers, not simply advancing the interests of the leader. For recent evidence on

leadership in hunter-gatherer societies, see von Rueden (2015) and von Rue-

den et al. (2014).
Reverse dominance hierarchy is documented in Boehm (2012). Boehm

located 339 detailed ethnographic studies of hunter-gatherers, 150 of which

are simple hunter-gatherer societies. He coded fifty of these societies from

around the world. He calls these simple hunter-gatherer societies “Late
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Pleistocene Appropriate” (LPA). Despite the fact that these societies have

faced highly variable ecological conditions, Boehm finds that their social
organization follows the pattern suggested by Woodburn (1982) and elab-

orated by Boehm (1997). The LPAs exhibit both reverse dominance hier-

archy and subscribe to a common human social morality. This morality

operates through internalized norms, so that individuals act prosocially be-

cause they value moral behavior for its own sake and would feel socially

uncomfortable behaving otherwise.4

How do we explain this unique pattern of socio-political organization?

Woodburn attributes this to humans’ access to lethal weapons that neutralize

a social dominance hierarchy based on coercion. “Hunting weapons are

lethal,” he writes, “not just for game animals but also for people. Effective

protection against ambush is impossible. . . with such lethal weapons” (p.

436). Woodburn adds that “in normal circumstances the possession by all

men, however physically weak, cowardly, unskilled or socially inept, of
the means to kill secretly anyone perceived as a threat to their own well-

being. . . acts directly as a powerful leveling mechanism. Inequalities of

wealth, power and prestige. . . can be dangerous for holders where means of

effective protection are lacking” (p. 436).

Boehm (2012) argues that his LPAs inherited from our ancient hunter-

gatherer forbears the capacity to control free-riders through collective polic-
ing, using gossip and informal meetings as the method of collecting infor-

mation concerning the behavior of group members. Moreover, according

to our best evidence, the hunter-gatherer societies that defined human exis-

tence until some 10,000 years ago also were involved widespread communal

and cooperative child rearing (Hrdy 1999, 2000, 2009) and hunting (Boehm

1999, 2012; Boyd and Silk 2002; Bowles and Gintis 2011), thus tightening
the bonds of sociality in the human group and increasing the social costs of

free-riding behavior.

Nonhuman primates never developed weapons capable of definitively

controlling a dominant male. Even when sound asleep, a male chimpanzee

reacts to being accosted by waking and engaging in a physical battle, ba-

4The notions of norms and norm internalization (Durkheim 1902; Parsons 1937) are
common in the social sciences. According to the socio-psychological theory of norms,

appropriate behavior in a social role is given by a social norm that specifies the duties,

privileges, and expected behavior associated with the role. Adequate performance in a

social role normally requires that the actor have a personal commitment to the role that

cannot be captured by the self-regarding “public” payoffs associated with the role (Gintis
2003a; Gintis and Helbing 2015).
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sically unharmed by surprise attack. In Demonic Males (1996) Richard

Wrangham recounts several instances where even three or four male chim-
panzees viciously and relentlessly attack a male for twenty minutes without

succeeding in killing him (but see Watts et al. 2006). The limited effective-

ness of chimpanzees in this regard can mainly be ascribed to their inabil-

ity to effectively wield potentially dangerous natural objects, for instance

stones and rocks. A chimpanzee may throw a large rock as part of a display,

but only rarely will it achieve its target.
The human lifestyle, unlike that of chimpanzees, requires many collective

decisions, such as when and where to move camp and which alliances to

sustain or cut. This lifestyle thus requires a complex socio-political decision

making structure and a sophisticated normative order. Many researchers in-

correctly equate dominance, as found among chimpanzees, with leadership.

In some species, such as gorillas, dominants can indeed initiate or influence

group movements, because others rely on the dominant male as the main
protector and value his proximity. In most human foragers, there are no

such dominants.

Capable leadership in the absence of a social dominance hierarchy in egal-

itarian human societies is of critical importance to their success. However,

despite their exceptionally generous treatment of band members, human

leaders are granted by their superior position, and with the support of their
followers, with certain material benefits and fitness (Price and Van Vugt

2014), such as superior mating opportunities. Leadership, as we have seen,

is based not on physical prowess and coercion, but rather on the capac-

ity to motivate and persuade. Eibl-Eibesfeldt (1989) and Wiessner (2006),

among many others, have stressed the importance in hominin societies of

leadership based on persuasion and coalition building. In discussing mo-
bile foragers, Wiessner (2009) remarks, “Unlike nonhuman primates, for

whom hierarchy is primarily established through physical dominance, hu-

mans achieve inequalities through such prosocial currencies as the ability

to mediate or organize defense, ritual, and exchange” (pp. 197–198). In-

terestingly, our closest living relative, the chimpanzee, shows a tendency in

the same direction, which is unusual among primates: successful top-ranked

males are good social strategists (Goodall 1986; Nishida and Hosaka 1996).
It is important not to confuse reverse dominance hierarchy, which is based

on a predisposition to reject being dominated, with a specific predisposition

for egalitarian outcomes. Rather, persuasion and influence become a new

basis for social dominance (Clutton-Brock 2009), which tends to be no less
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powerful for its subtlety. Wiessner (2006) observes that successful small-

scale societies “encourage the capable to excel and achieve higher status
on the condition that they continue to provide benefits to the group. In no

egalitarian institutions can the capable infringe on the autonomy of others,

appropriate their labor, or tell them what to do” (p. 198).

2.11 Are There Egalitarian Nonhuman Primates?

If there were a multi-male/multi-female primate society lacking a social

dominance hierarchy and lacking lethal weapons, yet exhibiting reverse

dominance hierarchy, the propositions offered in this chapter would be com-

promised. Does such a society exist? Here, an important distinction can be
drawn between egalitarianism flowing from weak social interaction and a

low level of social contestation on the one hand, and egalitarianism stem-

ming from a high level of interdependence and some form of subordinate

leverage over dominants (Sterck et al. 1997).

While there are clear behavioral patterns in nonhuman primates that serve

as the basis for human reverse dominance hierarchy, all multi-male/multi-
female nonhuman primate societies are in fact based on strongly expressed

social dominance hierarchies. There may be variation in the degree to which

female or male dominance relations are decided and thus their dominance

hierarchies are more or less steep, depending on the strength of contest

competition for resources (Sterck et al. 1997). It is often argued that bono-

bos (Pan paniscus) are more egalitarian than chimpanzees and more like
humans (de Waal 1997; Hare et al. 2007). However, except for a female

dominance hierarchy in feeding access for infants, the pattern of domi-

nance in bonobos strongly resembles that of chimpanzees (Furuichi 1987,

1989, 1997), although estimates of the steepness of dominance hierarchies

among males and females are not consistent across studies (Stevens et al.

2007; Jaeggi et al. 2010) .

Similarly, reports indicate rather thoroughgoing egalitarianism among
woolly spider monkeys, or muriquis (Strier 1992), which also live in size-

able multi-male/multi-female groups, much like those of bonobos and chim-

panzees. They are highly promiscuous and males hardly compete for mat-

ings (Milton 1984; Strier 1987). In all the primate examples of egalitari-

anism in sizeable groups, there is a clear reduction in the intensity of male

contest competition as a result of female reproductive physiology that leads
to unpredictable ovulation and thus low potential monopolization of mat-
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ings, and thus paternity concentration, by top-ranking males (van Schaik et

al. 2004). Thus these egalitarian social relations are the result of scramble-
like competition.

In none of these societies do we find the interdependence that we observe

in human societies. The closest analogs are the societies of cooperative

breeders, as in callitrichids, but these are rarely multi-male/multi-female.

Among non-primates, wild dogs and wolves, which are both cooperative

breeders and hunters (Macdonald and Sillero-Zubiri 2004), came closest,
but even there we mostly, though not always, have a single breeding pair

rather than multiple cooperating pairs. We conclude that, on the basis of

available evidence, there are no multi-male/multi-female egalitarian primate

societies except for Homo sapiens.

2.12 Governance by Consent

Following the development of lethal weapons and the suppression of domi-

nance hierarchies based on physical prowess, successful social bands came

to value individuals who could command prestige by virtue of their per-
suasive capacities. While it was by no means necessary that this behavior

emerge from the collapse of a social dominance hierarchy based on force,

it did in fact emerge in the human line, and no other solution to the prob-

lem of leadership has been observed in the primate order. As suggested

in the Choreographer interview at the head of this chapter, the triumph of

the gracile human skeleton over the robust Australopithecines and other
hominids is a strong indication that brain and not brawn was conducive to

individual fitness and best enhanced the fitness of human groups as well.

The human egalitarian solution emerged in the context of bands insist-

ing that their leaders behave with modesty, generosity, and fairness (Boehm

1993). A sagacious and effective leader will attempt to parley an impor-

tant social position into material and fitness benefits, but not so much as to

induce followers to replace him with a less demanding leader. Persuasion
was the name of the game, and excessive exercise of power would reverse

the leader’s fortunes. Persuasion depends on clear logic, analytical abili-

ties, a high degree of social cognition (knowing how to form coalitions and

motivate others), and linguistic facility (Plourde 2010). Leaders with these

traits could be effective, but one intemperate move could lead to a fall from

power. Thus in concert with the evolution of an ever more complex feeding
niche (Kaplan et al. 2000), the social structure of hunter-gatherer life in
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typical gene-culture coevolutionary fashion contributed to the progressive

encephalization and the evolution of the physical and mental prerequisites
of effective linguistic and facial communication. In short, two million years

of evolution of hyper-cooperative multi-family groups that deployed lethal

weapons to hold down hierarchy gave rise to the particular cognitive and

socio-political qualities of Homo sapiens.

The increased encephalization in humans was an extension of a long pri-

mate evolutionary history of increased brain size, usually associated with
increased cognitive demands required by larger group size (Humphrey

1976; Jolly 1972; Byrne and Whiten 1988; Dunbar et al. 2010).5 The argu-

ment presented here, which invokes coordinated collective action in coop-

erative foraging, made possible by a combination of interdependence and

lethal weapons, extends this analysis to explain human exceptionalism in

the area of cognitive and linguistic development.

This development in promoting egalitarian multi-male/multi-female
bands explains the huge cognitive and linguistic advantage of humans

over other species. The early students of human evolution interpreted

human hypercognition as a process of runaway sexual selection, in which

intelligent individuals were more successful in attracting mates but did

not otherwise contribute to the fitness of band members. This was the

favored theory of Charles Darwin (1871) and Ronald Fisher (1930), and
more recently of Geoffrey Miller (2001). However, runaway selection is

rare, and if it exists, it is generally a short-term deviation from fitness-

maximizing behavior (Gintis 2009a; Pomiankowski 1987). Explaining

human intelligence as a product of runaway sexual selection is a first-class

just-so story, of the type so eloquently critiqued by Stephen Jay Gould and

Richard Lewontin (1979). Our reading of the evidence suggests that human
hypercognition, despite the extreme energy costs of maintaining a large

brain, was fitness-enhancing because of increased cognitive and linguistic

ability, which entailed heightened egalitarian leadership qualities. These

leadership qualities increased the fitness of band members, who responded

by ceding enhanced fitness benefits to leaders (Price and Van Vugt 2014).

The mating success of high cognition males was thus grounded in their

contribution to the mean fitness of band members, and hence in the long

5Group size is certainly not the whole story. Multi-male/multi-female monkey groups

are often as large as or larger than ape groups, although the latter have much larger brains

and are considerably more intelligent. The full story concerning cephalization in mammals
in general, and primates in particular, remains to be told (Navarrete et al. 2011).
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run, to the evolutionary success of ancestral humans. In a sense, hominins

evolved to fill a cognitive niche that was relatively unexploited in the early
Pleistocene (Tooby and DeVore 1987; Pinker 2010).

2.13 Cooperative Mothering: The Evolution of Prosociality

In cooperative breeding, the care and provisioning of offspring is shared

among group members. The standard estimate is that some 3% of mam-

mals have some form of allomaternal care, but in the order Primates, this

frequency rises to 20% or more (Hrdy 2009, 2010). In many nonhuman

primates and mammals in general, cooperative breeding is accompanied by
generally heightened prosociality, as compared with related species with

purely maternal care (Burkart et al. 2014). The most plausible explanation

is that cooperative breeding leads to a social structure that rewards prosocial

behavior, which in turn leads to changes in neural structure that predisposes

individuals to behaving prosocially (Burkart et al. 2009; Burkart and van

Schaik 2010). An alternative possibility is that there is some underlying fac-
tor in such species that promotes prosociality in general, of which collective

breeding is one aspect.

Human prosociality was strongly heightened beyond that of other pri-

mates living in large groups, including cooperative breeders, by virtue of the

niche hominins occupied, involving coordination in scavenging and hunt-

ing, and sophisticated norms for sharing meat. This combination might
account for the degree of cooperative breeding in the hominin line. As ho-

minin brain size increased, the duration of immaturity did as well (Barrick-

man et al. 2008), and immatures had to learn an increasingly large number

of foraging and other skills (Kaplan et al. 2000; Schuppli et al. 2012). Ho-

minins evolved a unique system of intergenerational transfers that enabled

the evolution of ever more complex cognitive abilities to support ever more

complex subsistence skills (Kaplan et al. 2007). Our uniquely prosocial
shared intentionality (Tomasello et al. 2005) can be traced back to the psy-

chological changes involved in the evolution of cooperative breeding, and

additionally, hunting (Burkart et al. 2009).

2.14 Lethal Weapons and Egalitarianism

In the Holocene, some Big Man societies have been relatively egalitarian,

such as those of highlands New Guinea, where the Big Man serves the
group in out-feasting other groups and cannot transmit wealth or prestige to
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descendants. Other Big Man societies are fully hierarchical, with prestige

and power being transmitted to future generations. The latter could have
led to chiefdoms (Service 1975; Flannery and Marcus 2012).

The slow but inexorable rise of the state, both as an instrument for ex-

ploiting direct producers and for protecting them against the exploitation

of external states and bands of private or state-sanctioned marauders, was a

synthesis of these two types of Big Man socio-political systems (Andreski

1968; Gies 1984). The hegemonic aspirations of states peaked in the thir-
teenth century, only to be driven back by the series of European population-

decimating plagues of the fourteenth century. The period of state consolida-

tion resumed in the fifteenth century, based on a new military technology:

the use of cannon. In this case, as in some other prominent cases, technol-

ogy becomes the handmaiden to establishing a social dominance hierarchy

based on force.

In Politics, Book VI, Part VII, Aristotle writes, “There are four kinds of
military forces—the cavalry, the heavy infantry, the light armed troops, the

navy. When the country is adapted for cavalry, then a strong oligarchy is

likely to be established [because] only rich men can afford to keep horses.

The second form of oligarchy prevails when the country is adapted to heavy

infantry; for this service is better suited to the rich than to the poor. But the

light-armed and the naval elements are wholly democratic. . . An oligarchy
which raises such a force out of the lower classes raises a power against

itself.”

The use of cavalry became dominant in Western Europe during the Car-

olingian period. The history of warfare from the late Middle Ages to the

First World War was the saga of the gradual increase in the strategic mil-

itary value of infantry armed with longbow, crossbow, hand cannon, and
pike, which marked the recurring victories of the English and Swiss over

French and Spanish cavalry in the twelfth to fifteenth centuries (Turchin

and Korotayev 2006). Cavalries responded by developing dismounted tac-

tics when encountering infantry, using heavy hand weapons such as two-

handed swords and poleaxes. These practices extended the viability of cav-

alry to the sixteenth century in the French and Spanish armies, but gradu-

ally through the Renaissance, and with the rise of Atlantic trade, the feudal
knightly warlords gave way to the urban landed aristocracy and warfare

turned to the interplay of mercenary armies consisting of easily trained foot

soldiers wielding muskets and other weapons based on gunpowder. Cavalry

remained important in this era, but even in the eighteenth and nineteenth
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century, cavalry was used mainly to execute the coup de grace on seriously

weakened infantry.
The true hegemony of the foot soldier, and hence the origins of modern

democracy, began with the perfection of the hand-held weapon, with its

improved accuracy and greater firing rate than the primitive muskets of a

previous era. Until that point, infantry was highly vulnerable to attack from

heavy artillery. By the early twentieth century, the superiority of unskilled

foot soldiers armed with rifles was assured. World War I opened in 1914
with substantial cavalry on all sides, but mounted troops were soundly de-

feated by men with rifles and machine guns, and thus were abandoned in

later stages of the war. The strength of the political forces agitating for polit-

ical democracy in twentieth century Europe was predicated on the strategic

role of the foot soldier in waging war and defending the peace (Bowles and

Gintis 1986), simply because conscripted armies of foot soldiers lacked the

moral resolve to defend a society from whose governance they were sys-
tematically excluded.

2.15 The Long-Term Evolution of Human Sociality

It is tempting to focus on the past several thousand years of human cul-

tural history in modeling human socio-political organization because the

changes that occurred in this period so radically and rapidly transformed

the character of human society (Richerson and Boyd 2004; Pagel 2012).

However, the basic genetic predispositions of humans underlying socio-
political structure were forged over a much longer period of time, whence

the million plus year perspective offered in this chapter.

The framework developed here is applicable to many spheres of human

social life, although we have applied it only to the evolution of socio-

political structure. The central tool is gene-culture coevolution, which bids

us pay close attention to the long-term dynamic interplay between our phy-

logenetic constitution and our cultural heritage. The second important con-
ceptual tool is the socio-psychological theory of norms, which we discuss

in Chapter 6. Many social scientists reject this theory because it posits a

causal social reality above the level of individual actors. This position is

sometimes termed methodological individualism. Methodological individ-

ualism is not a philosophical, moral, or political principle, but an assertion

about reality. As such, it is simply incorrect, because social norms are an
emergent property of human society, irreducible to lower-level statements
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(Durkheim 1902; Gintis 2009a). All attempts at explaining human culture

without this higher-level construct fail.
In this context, we have suggested the following scenario for the long

history of human socio-political dynamics. Our primate ancestors evolved

a complex socio-political order based on a social dominance hierarchy in

multi-male/multi-female groups. Enabled by bipedalism, environmental

changes made a diet of meat from large animals fitness-enhancing in the

hominin line. This, together with cultural innovation in the domestication
of fire, the practices of cooking, and of collective child-rearing created a

niche for hominins in which there was a high return to coordinated, coop-

erative, and competitive scavenging, as well as technology-based extractive

foraging. This development was accompanied by the likely use of clubs,

spears, and long-range projectiles as lethal weapons, and also led to the

spread of specialized bipedalism and the reorganization of the upper torso,

shoulders, arms, and hands to maximize the effectiveness of these weapons.
There was also a growth of new neural circuitry allowing the rapid sequenc-

ing of bodily movements required for accurate weapon deployment.

The hominin niche increasingly required sophisticated coordination of

collective meat procurement, the occasional but critical reliance on re-

sources produced by others, a complementary willingness to provide others

with resources, and procedures for the fair sharing of meat and collective
duties. The availability of lethal weapons in early hominin society could

have helped to stabilize this system because it undermined the tendencies of

dominants to exploit others in society. Thus two successful socio-political

structures arose to enhance the flexibility and efficiency of social cooper-

ation in humans and likely their hominin ancestors. The first was the re-

verse dominance hierarchy, which required a brain large enough to enable a
band’s rank-and-files to create effective coalitions that could definitively put

an end to alpha male hegemony and replace this with a lasting egalitarian

order. Leaders were kept weak, and their reproductive success depended

on an ability to persuade and motivate, coupled with the rank-and-file abil-

ity to reach a consensus with such leadership. The second was cooperative

child rearing and hunting, which provided a strong psychological predispo-

sition towards prosociality and favored internalized norms of fairness. This
system persisted until cultural changes in the later Holocene fostered mate-

rial wealth accumulation, through which it became once again possible to

sustain a social dominance hierarchy based on coercion.
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This scenario has important implications for political theory and social

policy, for it suggests that humans are predisposed to seek individual dom-
inance when this is not excessively costly, but also to form coalitions to

depose pretenders to power. Moreover, humans are much more capable

of forming large, powerful, and sustainable coalitions than other primates,

due to our enhanced cooperative psychological propensities. Such coali-

tions also served to reinforce the moral order, as well as to promote coop-

eration in hunting, warding off predators, and raiding other human bands.
This implies that many forms of socio-political organization are compatible

with the particular human amalgam of hierarchical and anti-hierarchical

predispositions that can result in either independent egalitarian bands or

well-amalgamated large societies.

In particular, this implies that there is no inevitable triumph of liberal

democratic over despotic political hierarchies. The open society will al-

ways be threatened by the forces of despotism, and a technology could eas-
ily arise that irremediably places democracy on the defensive. Perhaps the

most important threat to freedom and democracy would be the development

of robots that could replace foot soldiers in war and crowd management.

The problem with current robot models is insufficient energy storage—

nothing like mitochondria and ATP exist in the non-organic world (Gin-

tis 2015). Nevertheless, the future of politics in our species, in the absence
of concerted emancipatory collective action, could well be something akin

to George Orwell’s 1984, or Aldous Huxley’s Brave New World. However,

humans appear constitutionally indisposed to accept a social dominance hi-

erarchy based on coercion unless the coercive mechanism and its associated

social processes can be culturally legitimated. It is somewhat encouraging

that such legitimation is difficult except in a few well-known ways, based
on patriarchy, popular religion, or principles of liberal democracy.
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Distributed Effectivity: Political Theory and

Rational Choice

C: Why do people vote?
HG: To help candidates get elected.
C: But one vote never makes a difference.
HG: Humans help even when each individually

makes no difference. That is the nature of
distributed effectivity.

C: But are people not misguided in voting
against their economic interests?

HG: Voting is a morality game.
C: But isn’t that irrational?
HG: I do not vote my economic interests. I

doubt that you do. No, it is not irrational
to vote your heart or your brain rather than
your bank account.

Choreographer interview

Behavioral disciplines are successful to the extent that they model in-

dividual behavior as rational choice. The rational actor model posits that

an individual has a preference ordering over the outcomes that his actions

bring about and beliefs concerning the relationship between actions and out-
comes. His behavior can be modeled as maximizing an objective function

given by this preference orderings, subject to the informational and mate-

rial constraints he faces. As we show in Chapter 6, this approach is widely

applicable and does not imply that rational actors are selfish, that they are

omniscient, that their choices necessarily improve their welfare, or that they

consciously maximize anything. Even bacteria are rational actors.

The standard rational choice models, however, do not explain large-scale
voting or collective action. This is because in such cases individual actions

do not affect outcomes, so the whole rational actor framework is inopera-

tive. This inconvenient fact undermines, for instance, the classical defense

of democracy in political theory.

It is generally held that rational choice theory provides a powerful defense

of political democracy. It asserts that democracy gives people roughly the
same power in public life that markets give them in private life: the power

45
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to implement preferred social outcomes. However, individual voters have

virtually zero probability of affecting the outcome of an election. Thus
standard rational choice models of voter behavior dramatically underpre-

dict voter turnout in all but the smallest elections (Geys 2006). Fiorina

(1990) has called this fact “the paradox that ate rational choice theory.” It is

the central target of Green and Shapiro’s (1994) powerful critique of ratio-

nal choice methodology in political science. The standard rational choice

defense of democracy is thus incoherent.
Yet voters widely behave in strategically rational ways (Cox 1997). They

vote for the candidates they want to win, they are attentive to and evaluate

candidates’ positions, they discuss who deserves their vote, and they often

shun candidates whom they prefer but they think cannot win. This chapter

proposes a form of social rationality that extends the classical rational actor

model to include the behavior of individuals in voting and participating in

collective actions. Socially rational voter behavior is a form of what I term
distributed effectivity, according to which individuals behave as though they

were members of a very small electorate where single votes really make a

difference. Distributed effectivity explains the central statistical regularities

concerning voter turnout and the historical regularities concerning large-

scale collective action. Distributed effectivity can be interpreted broadly

as Kantian equilibrium behavior (Roemer 2015), as described below in
Section 3.3.

We can summarize distributed effectivity as follows, assuming a majority-

rule election with two alternatives. A rational choice model of voting sug-

gests that an individual will vote for his preferred alternative if

bp � c; (3.1)

where b is the net payoff to winning, c is the cost of voting rather than

abstaining, and p is the probability that the individual is a pivotal voter;

that is, with probability p his preferred alternative wins if he votes but loses

if he abstains. The rationality assumption places no constraints on b or
c. The benefit b can include payoffs to the voter himself, to others about

whose welfare he cares, or for purely moral concerns, such as equity and

fairness. The cost c can include material costs, which increase c, as well as

feelings of social obligation and social signaling, which lower c.

Note that equation (3.1) considers only the value of winning and losing an

election. This abstracts from the desire to register support for a candidate
independent from its contribution to the outcome. This signaling motive
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for voting could be included in our analysis with some added notational

complexity.
In a large election, where the probability of a single voter being pivotal

is infinitesimal, classical rationality implies that even if an agent believes

the other voters uniformly embrace distributed effectivity, he will still not

vote if it involves any personal cost. Distributed effectivity, which implies

voting even when there are substantial costs of participation, thus entails a

moral, materially costly but personally rewarding, commitment to collective
action.

There is a tradition in political theory that identifies rationality with self-

regarding instrumental behavior (Conn et al. 1973; Coleman 1990). Ratio-

nal choice in this chapter, by contrast, is based on the standard treatment

in analytical decision theory (von Neumann and Morgenstern 1944; Sav-

age 1954), which stresses choice consistency and Bayesian updating. This

notion of rationality can model both self-regarding and moral preferences
(Elster 1985; Gintis et al. 2005; Bowles and Gintis 2011; Roemer 2015).

We explore this issue in greater detail in Chapter 6.

3.1 Public and Private Spheres

The private sphere is the locus of everyday transactions in the lives of in-

dividuals operating in civil society. An agent’s private persona is the set of

preferences and beliefs that govern his behavior in the private sphere. The

public sphere is the locus of activities that create, maintain, transform, in-
terpret, enforce, and execute the rules of the game that define society itself.

An individual’s public persona is the set of preferences, beliefs, and social

relations that govern his behavior in the public sphere. Political theory is

the study of the public sphere.

The private and public spheres are closely interrelated in individual de-

cision making. A public sphere transaction may have private sphere costs

and benefits that a participant in the public sphere may take into account in
deciding how to act. For instance, an individual may not vote if queues at

the polling station are very long, or may decide to skip a collective action

in which the probability of physical harm is very high.

By contrast with the private sphere, critically important public sphere

choices are fundamentally nonconsequential: an agent’s public sphere de-

cisions have no individual payoffs and no discernible effect on social out-
comes. Consider, for instance, voting. Estimates of the probability that a
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single voter’s decision will determine the outcome of a large election are be-

tween one in ten million and one in one hundred million (Chamberlain and
Rothschild 1981; Fischer 1999; Gelman et al. 1998; Good and Mayer 1975).

In a compendium of close election results in Canada, Great Britain, Aus-

tralia, and the United States, no election in which more than 40,000 votes

were cast has ever been decided by a single vote. In the Massachusetts

gubernatorial election of 1839, Marcus Morton won by two votes out of

102,066 votes cast. In the Winchester, UK, general election of 1997, Mike
Oaten won by two votes out of 62,054 votes cast. The result was annulled

and in a later by-election, Oaten won by 21,000 votes. In smaller elections,

a victory by a very small margin is routinely followed by a recount where

the margin is rarely less that twenty-five (Wikipedia, List of Close Election

Results, November 2014).

There is thus virtually no loss in accuracy in modeling voting behavior

in large elections as purely nonconsequential in the sense that a single in-
dividual’s decision to vote or abstain, or for whom to vote, has no effect on

the outcome of the election (Downs 1957a; Riker and Ordeshook 1968).

By a canonical participant in a decision process I mean an individual

whose choice is nonconsequential: his behavior affects the outcomes in-

finitesimally or not at all. According to the data presented above, voters

in a large election are canonical participants. Individuals who participate
in large collective actions are similarly canonical participants. Of course,

there are some public sphere activities that are non-canonical, such as run-

ning for office, organizing a voter registration drive, or contributing con-

siderable amounts of money to a particular party or candidate. But voters

in the public sphere are canonical. Ignoring the infinitesimal probabilities

that canonical participants affect outcomes is a useful and harmless sim-
plification, akin to ignoring the force of gravity in analyzing the electronic

circuitry of a computer or ignoring the light from distant stars in calculating

the effectiveness of a solar panel.

Canonical public sphere activities are at the center of the structure and

dynamics of modern societies. If citizens did not vote, or voted in an un-

informed or random manner, liberal democratic societies could not func-

tion. Moreover, modern liberal democracy was achieved through collec-
tive actions in thwarting the autocratic ambitions of despotic regimes over

centuries. These collective actions have been successful because of the cu-

mulative impact of canonical participants who incurred significant personal
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costs, often death, in opposing arbitrary authority (Tilly 1981; Bowles and

Gintis 1986).
Canonical participants consider their behavior as rational goal-oriented

behavior. When questioning someone in a queue at the polling booth as to

why he is standing there, or when questioning someone in a group protest-

ing political corruption why he is chanting and holding a sign, he will think

the question absurd. He will reply that he is there, of course, to support var-

ious candidates for office, or to help topple a hated regime. After pointing
out that his personal contribution will make no difference to the outcome,

he might rightly respond that this reasoning is faulty because if everyone

followed it, no one would vote and no one would fight to topple a hated

regime. After persisting in asking why he personally votes, noting that the

other participants do not follow this reasoning, and his abstention will not

affect the decision of others, he may well judge this thinking process bizarre

and illogical, precisely because accepting the same sort of reasoning would
lead virtually all citizens to abstain from voting.

The classical axioms of rational choice theory cannot explain the behavior

of a canonical participant in the public sphere because these axioms cover

only situations in which meaningful choices are consequential in the sense

of leading to distinct entries in the agent’s preference function (von Neu-

mann and Morgenstern 1944; Savage 1954). The behavior of canonical
participants in the public sphere is thus not classically rational. We shall,

however, argue that canonical participants are socially rational in an ana-

lytically clear sense.

3.2 Private and Public Persona

Rational actors exhibit three types of motives in their daily lives: self-

regarding, other-regarding, and universalist. Self-regarding motives in-

clude seeking personal wealth, consumption, leisure, social reputation, sta-
tus, esteem, and other markers of personal advantage. Other-regarding mo-

tives include valuing reciprocity and fairness, and contributing to the well-

being of others. Universalist motives are those that are followed for their

own sake rather than for their effects. Chief among universalist goals are

character virtues, including honesty, loyalty, courage, trustworthiness, and

considerateness. Of course, in the private sphere such universalist goals
have consequences for those with whom one interacts, and for society as a
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whole. But one undertakes universalist actions for their own sake, beyond

any consideration of their effects.
Agents will generally trade off among these various motives. For in-

stance, being honest may be personally costly or reputationally rewarding,

and may either hurt or benefit others whose well-being one values. Uni-

versalist motives thus do not reduce to self- or other-regarding motives, but

they do trade off against these other motives. Rational choice is important

because it allows us to model these trade-offs elegantly and insightfully.
The individual immersed in consequentialist everyday life expresses his

private persona, while his behavior in the public sphere reveals his public

persona. Individuals acting in the public sphere are then a different sort of

animal, one which Aristotle called zoon politikon in his Nicomachean Ethics

(2002[350BC]). The concept of a nonconsequentialist public persona sug-

gests a two by three categorization of human motivations, as presented in

Figure 3.1. In this figure, the three columns represent three modes of social
interaction. The self-regarding mode represents the individual whose social

behavior is purely instrumental to meeting his personal material comfort,

while the other-regarding represents the individual who is embedded in a

network of significant social interactions with valued others, and the uni-

versalist represents the individual who values moral behavior for its own

sake. The two rows represent the agent’s private persona of social relations
in civil society, and the agent’s public persona of political relationships in

the public sphere.

Self-regarding Other-regarding Universalist

Private Homo Homo Homo
persona economicus socialis vertus

Public Homo Homo
persona parochialis universalis

Figure 3.1. A typology of human motivations

Homo economicus is the venerable rational selfish maximizer of tradi-

tional economic theory, Homo socialis is the other-regarding agent who

cares about fairness, reciprocity, and the well-being of others, and Homo

vertus is the Aristotelian bearer of non-instrumental character virtues and

the Kantian follower of the categorical imperative. The new types of public

persona are Homo parochialis, who votes and engages in collective action
reflecting the narrow interests of the demographic, ethnic, and/or social sta-
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tus groups with which he identifies. There is strong evidence, in fact, that

voters are generally swayed not so much by their personal experience, say
with unemployment, but rather by the experiences of members, of the so-

cial networks within which they are embedded and with which they identify

(Markus 1988; Abrams et al. 2011). Thus Homo parochialis is common in

political life.

Finally, Homo universalis acts politically to achieve what he considers

the best state for the larger society, perhaps reflecting John Rawls’ (1971)
veil of ignorance, John Harsanyi’s (1977) criterion of universality, or John

Roemer’s (2015) Kantian equilibrium.

Non-canonical agents acting in the political sphere, for instance politi-

cians, are properly located in the private persona row. The individual

whose private persona is other-regarding is generally considered altruis-

tic, whereas the individual whose public persona is other-regarding (Homo

parochialis) is often considered selfish, acting in a partisan manner on be-
half of the specific interests of the social networks to which he belongs.

In terms of our typology, however, Homo parochialis is in fact altruistic,

sacrificing on behalf of the interests of members of his social entourage.

3.3 Social Rationality

Several economists, decision theorists, and philosophers have explored a

more socially relevant form of rationality than those embodied in the clas-
sical axioms of von Neumann and Morgenstern (1944) and Savage (1954).

They term these forms variously “we-reasoning,” “team reasoning,” and

“collective intentionality” (Bacharach 1987, 1992, 2006; Gilbert 1987,

1989; Searle 1995; Tuomela 1995; Bratman 1993; Hurley 2002; Sugden

2003; Bacharach et al. 2006; Colman et al. 2008). I will present several

analytically clear examples of such choice behaviors that should appear in

any plausible account of social rationality. There are many more subtle but
equally or more weighty that are worthy of exploration.

The basic concept of social rationality I will use is that of a Kantian

equilibrium (Fedderson 2004; Roemer 2015), which is an alternative to

the standard Nash equilibrium of game theory. Fedderson (2004) defines

a Kantian equilibrium in a symmetric n-player game as a strategy that all

players would prefer “if everyone who shares their preferences were to act
according to the same rule.” Consider, for instance, the two-player sym-
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metric pure coordination game depicted in Figure 3.2. This game has two

pure-strategy Nash equilibria: fUp,Upg and fDown,Downg.

Up Down

Up

Down

2,2 0,0

1,10,0

Alice

Bob

Figure 3.2. An elementary coordination game

There is also a mixed-strategy equilibrium with payoffs (2/3,2/3) in which

both players choose Up with probability 1/3. There is no principle of clas-

sical rationality that would lead the players to coordinate on the higher-

payoff, or any other, Nash equilibrium. Yet fUp,Upg is the obvious socially

rational choice. This is also obviously the Kantian equilibrium of the game,

and it has the added attraction that it is a Nash equilibrium, so even a self-
regarding agent would happily play his part in this Kantian equilibrium.

Up

Down

Up Down

0,0

0,0

1,0

1,2

Bob

Alice

Figure 3.3. An elementary game where fDown,Downg is socially rational

Figure 3.3 is another example where there is a clear socially rational

choice, the fDown,Downg Nash equilibrium, which is just one of an infinite
number of Nash equilibria of the game. There is no reason using classical

rationality to choose this over any other move for Bob. This game is not

obviously symmetric, but we can symmetrize it by viewing a strategy for

each player as a choice of move depending upon whether they are assigned

the Bob or the Alice position in the game. In this case, the only Kantian

equilibrium is the socially rational Nash equilibrium. This equilibrium is
also Nash, so neither player can gain by deviating from it.
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Consider the slightly more sophisticated game depicted in Figure 3.4. In

this case Down is the socially rational choice for Bob, and Down, while no
longer a dominant strategy, is the preferred choice for Alice provided she

knows that Bob is socially rational.

Up

Down

Up Down

0; 0

0; 0

1; �3

1; 2

Bob

Alice

Figure 3.4. A game where the socially rational strategies are chosen when there is

mutual knowledge of Kantian commitment

A Kantian equilibrium can also require a costly moral commitment, as in
the prisoner’s dilemma shown in Figure 3.5. In this case there is a unique

Nash equilibrium in which both players Defect and get (1,1), whereas if

they cooperated and each played Coop, they would get (2,2). In this case,

the Kantian equilibrium fCoop,Coopg is efficient and may be considered

socially rational, but it is not a Nash equilibrium. Therefore playing this

equilibrium is personally costly to both players, so each has a self-regarding
interest in abandoning his part in the Kantian equilibrium.

Bob

Alice

Coop

Defect

2,2 0,3

1,13,0

Coop

Defect

Figure 3.5. The Prisoner’s Dilemma

In fact, experimental subjects often do play the Kantian equilibrium in this
case. For instance, Kiyonari et al. (2000) ran an experiment with real mon-

etary payoffs using 149 Japanese university students. The experimenters

ran three distinct treatments, with about equal numbers of the subjects in

each treatment. The first treatment was the standard “simultaneous” pris-

oner’s dilemma of Figure 3.5, the second was a “second player” situation

in which the subject was told that the first player in the prisoner’s dilemma
had already chosen Coop, and the third was a “first player” treatment in
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which the subject was told that his decision to play Coop or Defect would

be made known to the second player before the latter made his own choice.
The experimenters found that 38% of subjects cooperated in the simulta-

neous treatment, 62% cooperated in the second player treatment, and 59%

cooperated in the first player treatment. The decision to cooperate in each

treatment cost the subject about $5.00. This shows unambiguously that a

majority of subjects chose the Kantian strategy when they knew their part-

ner would do the same, and almost as many not only preferred the Kantian
equilibrium but were willing to bet that their partners would be Kantians as

well (59%). Under standard conditions, without this assurance, only 38%

played the Kantian equilibrium strategy.

Brian Skyrms (2004) and Michael Tomasello (2014) have suggested a no-

tion closely related to socially rational cooperation, which Tomasello calls

collaboration. The idea is inspired by Rousseau’s famous stag hunt game

related in his Discourse on Inequality (1984). Consider n hunters who, if
they all cooperate, can hunt stag with expected payoff 2 each, but if at least

one of them chooses to go off alone and hunt rabbit, the lone hunters each

have expected payoff 1, and those who hunt stag have payoff 0. Clearly this

is a coordination game in which rationality and mutual belief in socially

rational cooperation implies that all hunters go after the stag.

Skyrms (2004) and Tomasello (2014) argue that this coordination game
characterizes the situation facing early hominins, and that this accounts for

our success as a species. This reasoning leads these authors to assert that

self-regarding collaboration in a coordination game rather than altruistic

cooperation in a public goods game (Sober and Wilson 1998; Wilson and

Wilson 2007; Bowles and Gintis 2011) accounts for our success as a species.

This argument posits an implausible model of social coordination in which
a single defector completely undermines the cooperative effort. In most

cooperative endeavors involving several participants, and certainly in the

cooperative hunting practiced by our hunter-gatherer forbears (see Chapter

2 and Whiten and Erdal 2012), any single hunter could defect with a high

probability of not being observed free-riding, yet the hunt would still be

sufficiently productive to render defection profitable. But in this case, co-

operation cannot be sustained at all, because each hunter, if self-regarding,
will defect.

The following is a more plausible model of collaborative rationality that

combines the insights from the stag hunt game and the public goods game.

I will present a two-player version of the game, but it will be clear how this
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might be extended to an n-player version. In Figure 3.6, a player can defect

(D) hunting rabbit with payoff 2, or can collaborate with high (CH) or low
(CL) energy.

CH

CL

D

CH CL D

4,4 1,5

2; �1

�1; 2

5,1

2,22,0

0,21,1

Figure 3.6. Collaboration with Kantian commitment

If both players collaborate and play CH, they each earn 4, but each collabo-

rator has an incentive to free-ride, playing CL and earning 5, while his CH

partner then earns only 1. Thus the subgame involving only CH and CL is

a prisoner’s dilemma in which self-regarding agents will defect. Thus col-

laboration with self-regarding agents is less productive than uncooperative
rabbit-hunting. If both players place a high moral commitment to collab-

oration, the CH/CH strategy profile will become a Nash equilibrium. This

represents a form of non-self-regarding social rationality that helps explain

our success as a species.

3.4 The Social Rationality of Voter Turnout

Socially rationality in the public sphere generally complements rather than

contradicts classical rationality. The assertion that electoral behavior is ra-

tional is most clearly supported by the phenomenon of strategic voting (Cox

1994, 1997; Franklin et al. 1994). Strategic voting includes ignoring candi-

dates that have no hope of winning, or voting for an unwanted candidate in
order to avoid electing an even less preferred candidate (Cox 1994; Niemi et

al. 1992). It also includes Duverger’s Law (Duverger 1972), which asserts

that plurality rule elections tend to favor a two-party system, whereas a dou-

ble ballot majority system and proportional representation tend to multipar-

tism. Voting also has a strong social element, including a rather ubiquitous

social network effect: individuals who are more solidly embedded in strong
social networks tend to vote at a higher rate (Edlin et al. 2007; Evren 2012),
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and they are likely to vote the interests of the social networks to which they

belong (Weeden and Kurzban 2014).
To explore the nature of the social rationality of canonical participant be-

havior, I will follow Ledyard (1981) and Palfrey and Rosenthal (1985), who

developed the currently most widely recognized, and I think most plausible,

model of rational pivotal voter behavior. Suppose an election is determined

by majority rule, with a tie vote decided by a fair coin toss. There are m

agents who choose simultaneously to vote for Alternative 1, vote for Alter-
native 2, or abstain. Alternative 1 is preferred by m1 > 0 voters and Alter-

native 2 is preferred by m2 D m � m1 � 0 voters. We assume m1 � m2.

If bi is the payoff to agent i who supports Alternative j if his alternative

wins, with payoff zero if his alternative loses, and if ci is the cost of voting

as opposed to abstaining for agent i , then i will vote rather than abstain if

bi

 

p
j
2 C

p
j
1

2

!

� ci (3.2)

where p
j
1 is the probability that a supporter of Alternative j ’s vote leads to a

tie, and p
j
2 is the probability that this supporter’s vote breaks a tie. Defining

the pivotal probability

pj D p
j
2 C p

j
1 =2 (3.3)

and the net cost of voting 
i D ci=bi for agent i , (3.4) simplifies to

pj � 
i : (3.4)

Note that (3.4) is a slight generalization of (3.1). It is clear that agent i will

vote precisely when 
i is below a threshold O
i D pj . Recall that bi need

not be determined by pure self-interest, but may be affected by altruistic or

spiteful attitudes towards others, as well as by purely ethical considerations

concerning justice and equity. Similarly, ci may include moral as well as

self-interest motives, such as the citizen’s duty to vote, signaling one’s status
as a good citizen, and garnering the good will of social network members.

Suppose Fj .�/ is the cumulative distribution of 
i for supporters of Alter-

native j . Then the probability qj , j D 1; 2, that a supporter of Alternative

j will vote is given by

qj D Fj .pj / for j D 1; 2; (3.5)
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where pj is defined in equation (3.3). We assume for simplicity that the

net cost of voting 
i is uniformly distributed on the intervals Œ0; b1=c1� and
Œ0; b2=c2�, respectively.

Suppose agent i supports Alternative 1. The probability p1.k1; k2/ that

kj votes are cast for Alternative j , j D 1; 2, not including the vote of agent

i (should he vote), is given by

p1.k1; k2/ D

 

m1 � 1

k1

! 

m2

k2

!

q
k1

1 q
k2

2 .1�q1/m1�k1�1.1�q2/m2�k2 : (3.6)

The probability that Alternative 1 wins when agent i votes is then

m1�1
X

ki D1

k1�1
X

k2D0

p1.k1; k2/ C

m2
X

k1D0

p1.k1; k1/

C
1

2

m2�1
X

k1D0

p1.k1; k1 C 1/: (3.7)

The first (double) summation in (3.7) is the probability i’s alternative wins

but i is not pivotal, the second summation is the probability that i breaks

a tie, and the final summation is the probability i creates a tie and the coin

flip favors Alternative 1. The probability that Alternative 1 wins when this
agent i abstains is similarly

m1�1
X

ki D1

k1�1
X

k2D0

p1.k1; k2/ C
1

2

m2
X

k1D0

p1.k1; k1/: (3.8)

Subtracting (3.8) from (3.7) we see that the probability of an Alternative 1

supporter changing the outcome of the election by voting rather than ab-
staining is given by

�1.m1; m2/ D
1

2

0

@

m2
X

k1D0

p1.k1; k1/ C

m2�1
X

k1D0

p1.k1; k1 C 1/

1

A : (3.9)

Therefore the probability q1 that an Alternative 1 supporter votes is given

by
q1 D F1.�1.m1; m2//: (3.10)
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Repeating this argument for the case where agent i prefers Alternative 2,

we have

�2.m1; m2/ D
1

2

0

@

m2
X

k1D0

pi .k1; k1/ C

m2
X

k1D0

pi.k1 C 1; k1/

1

A : (3.11)

Therefore the probability q2 that an Alternative 2 supporter votes is given

by

q2 D F2.�2.m1; m2//: (3.12)

Equations (3.9) and (3.11) jointly determine a Nash equilibrium of the

voting game in which the probabilities p1.m1; m2/ and p2.m1; m2/ are
mutually determined by the stipulation that Alternative 1 supporter i votes

precisely when the expected gain bip1.m1; m2/ exceeds his private cost of

voting ci .

This Nash equilibrium predicts the major empirical regularities of voter

turnout, both in small-scale real-world and in laboratory (Levine and Pal-

frey 2007) elections. Rather than deriving the comparative statics of this
voter turnout model analytically, which may or may not be possible, I

have generated numerical solutions using the Mathematica software pro-

gram (Wolfram Research 2014). These solutions assume the cumulative

distribution Fj .�/ of 
i for j D 1; 2 is the uniform distribution on the unit

interval.

The first regularity is the electoral size effect: voter turnout declines with
increasing size of the electorate (Lijphart 1997). For instance, national

elections have larger turnout rates than local elections. Figure 3.7 illustrates

this phenomenon in our model with electorate sizes of 18 to 36, where the

difference between the majority and minority voters is two. Similar results

hold, however, for higher ratios of majority and minority voters. Note that

these are clearly small election results because voter turnout declines rapidly

towards zero for even moderately large electorate sizes.
The second and third electoral regularities are the voting cost effect and

the importance of election effect: when the cost of voting increases, fewer

people vote, and when the stakes are higher, more people vote. The rea-

son given by our model is that an increase in the net cost of voting, ceteris

paribus, entails a higher cutoff 
�

j , and a higher benefit to a voter from win-

ning lowers the net cost of voting cutoff 
�

j . We can represent both of these
effects, assuming they are experienced equally by all agents, by replacing
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Figure 3.7. The Electoral Size Effect: Voter turnout rates decline as electorate size

increases.


i by ˛
i in equation (3.4), where ˛ < 1 corresponds to a decreased cost-

benefit ratio. The results for an electorate of size 20 where the majority

consists of between 11 and 20 voters is given in Figure 3.8. Note that there

is positive turnout even when Alternative 2 has no supporters. This is be-
cause all agents want to avoid having the outcome determined by a coin

flip.

The fourth electoral regularity is the competition effect: turnout is higher

when the election is expected to be close (Shachar and Nalebuff 1999). The

reason in our model is that the probability that there will be a pivotal voter

is higher when the election is expected to be close. It should be noted that

this appears to be true, as illustrated in Figure 3.9, but it is not obvious why
this is the case.

3.5 The Logic of Distributed Effectivity

Comparative static voter turnout phenomena, verified analytically for a very

small electoral size in the previous section, but reflecting voter behavior in
large elections, lend support to the notion that people behave in large elec-
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Figure 3.8. The Voting Cost and Importance of Election Effects: In an electorate

of size 20, a higher cost to benefit ratio leads to lower turnout for all sizes of the

majority faction. The vertical axis shows the percentage increase in turnout when

the net cost of voting is lowered by one third. The horizontal axis shows the size

of the majority coalition.

tions rationally and strategically as though they were actually involved in

very small elections. People appear to follow a logic that may be described

as distributed effectivity: in canonical public life, maximize utility assum-

ing your probability of your having a pivotal effect on the outcome is high

(Levine and Palfrey 2007).

I have stressed that distributed effectivity is rational and is so considered

by those who embrace it. Acting on the false belief that large elections are
small elections is, however, clearly substantively irrational. Moreover, it

is not true that voters generally believe they are likely to be pivotal. The

following is a more plausible analytical representation of distributed effec-

tivity.

Suppose there are two candidates, j D 1; 2, and a relatively small number

of voter types fsj1; : : : ; sjmj
g for j D 1; 2 such that all voters of type sjk

prefer candidate j , have similar political philosophies and similar voting
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Figure 3.9. The Competition Effect: The closer in size the majority and minority

coalitions, the higher the probability of voting. The election size is twenty.

costs. We can illustrate how distributed effectivity with a large electorate

can lead agents to behave as though the electorate is small with a simple
example. Suppose there are v members of each voter type, and voters of

type sjk share a common payoff from winning bjk and cost of voting cjk .

Suppose the net cost of voting 
jk D cjk=bjk is uniformly distributed on

the unit interval. Then each of the members of sjk votes for candidate j

provided the probability that the v votes of type sjk voters is pivotal is

greater than 
jk . Then if we simply assume that each voter of each type

contributes 1=v votes to the tally when voting for his preferred alternative,
we obtain the same model as described in Section 3.4, but with an electorate

of size m=v rather than m. This is of course simply the Kantian equilibrium

behavior.

For a more detailed model of distributed effectivity, assume that voters

of a given type sjk accept a common net cost of voting cutoff 
jk such that

all members i of sjk for whom 
i D ci=bi � 
jk vote provided that 
jk

is less than the probability that type sj i voters are pivotal for the election.
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Suppose the frequency of type sjk in the supporters of candidate j is j̨k ,

so the number of members of sjk is j̨kmj . Consider a single voter type
s1k . Let q1k be the fraction of type s1k agents who vote, provided any type

s1k agents vote. Thus v D ˛1km1q1k type s1k agents vote if any such agent

votes.

The probability that candidate 1 wins if s1k members vote is given by

X

fp1.k1; k2/jk1 D 1; : : : ; m1 � v; k2 D 0; : : : ; k1 � 1g

C
1

2

X

fp1.k1; k1 C v/jk1 D 0; : : : ; m2 � vg

C
X

fp1.k1; k2/jk1 D 0; : : : ; m1 � v; k2 D 0; : : : ; k1 C v � 1g:

(3.13)

The first term represents the probability of winning without the s1k votes,
the second term is the probability of winning if there is a tie including

the s1k votes, and the third term is the probability that candidate 1 wins

including the s1k votes. If the s1k types abstain, the probability of candidate

1 winning is given by

X

fp1.k1; k2/jk1 D 1; : : : ; m1 � v; k2 D 0; : : : ; k1 � 1g

C
1

2

X

fp1.k1; k1/jk1 D 1; : : : ; m2 � vg: (3.14)

The difference between (3.13) and (3.14) is the probability that voting

will turn a defeat into a victory for candidate 1. In this difference, the

probabilities of a tie are infinitesimal and can be ignored. The difference

thus becomes

�1 D
X

fp1.k1; k2/jk1 D 0; : : : ; m1�v; k2 D 0; : : : ; k1Cv�1g; (3.15)

where we define p1.k1; k2/ D 0 for k2 > m2. The fraction of type sjk

members who vote is given by qjk D Fj .
jk/, and we have for j D 1; 2

qj D

mj
X

kD0

j̨kqjk D

mj
X

kD0

j̨kFj .
jk/: (3.16)

Now (3.16) and (3.6) complete the specification of (3.15). Note that �1

in (3.15) is equal to one for v sufficiently large. This analysis shows that
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distributed effectivity can explain high voter turnout even in large elections,

where classical rationality implies extremely low turnout.
The importance of distributed effectivity is difficult to overstate. The

character of our species as Homo ludens emerged from an extended evolu-

tionary dynamic during which, until very recently, humans lived in small

hunter-gatherer bands in which all political activity was doubtless conse-

quential (see Chapter 2). In such settings the logic of distributed effec-

tivity might well differ from classical rationality with self-interest supple-
mented by other-regarding and universalist preferences (see Section 3.2) in

relatively minor ways. Even the rise of settled trade and agriculture some

10,000 years ago, followed by the appearance of states and empires, might

well have proceeded with little need for so strong a notion of social ratio-

nality as that embodied in distributed effectivity. But the collective actions

that overthrew despotic authorities and augured the emergence of demo-

cratic political orders dedicated to the rule of law and the protection of
individual freedoms lie completely outside the range of classical rational

choice theory. Distributed effectivity, nurtured in the formative years of our

species’ history, made the modern world possible.

We can confirm socially rational reasoning not only through the regulari-

ties of social behavior, but by the testimony of social actors themselves, for

instance the conversation described above with a voter at the polling booth.
By contrast, rule-consequentialism is a complex philosophical theory that

is foreign to the minds of most canonical participants.

3.6 Situating Distributed Effectivity

The most obvious alternative to distributed effectivity is that canonical par-

ticipants believe their actions are consequential even when they are not

(Quattrone and Tversky 1988), so they act as though their actions deter-
mine outcomes with substantial probability. This is the most common,

though rarely explicitly stated, assumption in the political science litera-

ture. For instance, Duncan Black’s famous median voter theorem (Black

1948) implicitly assumes that a self-interested citizen will vote and this vote

will register his personal preferences. Similarly, Anthony Downs, a pioneer

in the application of the rational actor model to political behavior (Downs
1957a) describes his model as follows:

Every agent in the model—whether an individual, a party or a
private coalition, behaves rationally at all times; that is, it pro-
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ceeds toward its goals with a minimal use of scarce resources

and undertakes only those actions for which marginal return
exceeds marginal cost. (Downs 1957b, p. 137)

And yet, almost immediately after stating this assumption, he writes:

[We assume that] voters actually vote according to (a) changes

in their utility incomes from government activity and (b) the

alternatives offered by the opposition (Downs 1957b, p. 138).

These two assumptions are compatible with classical rationality only if

agents believe that their votes are consequential.

But in fact canonical participants generally do not believe that their behav-

ior is consequential. For instance Enos and Fowler (2010) report a study in
which the median respondent to the question as to the chance their vote will

change the outcome of a presidential election gave the answer 1 in 1000,

which, although small, is in fact too large by a factor of at least 10,000. The

authors write:

However. . . over 40% of regular voters know that the chances

of a pivotal vote are less than one in a million.. . . [Moreover],

the less likely you are to think your vote will actually matter,

the more likely you are to vote.

An alternative is that people consider voting a social obligation (Ali and

Lin 2013; Fedderson and Sandroni 2006; Li and Majumdar 2010; Riker and

Ordeshook 1968). Abstaining in this view is an unethical act of free-riding
on the altruism of others. Indeed, in an American survey, when asked if the

good citizen must always vote, the level of agreement is just slightly lower

than obeying the law and paying taxes (Dalton 2008). In an Annenberg

study of the 2000 election, 71% of Americans agreed that they felt guilty

when they failed to vote. Even among those who reported that they had not

voted, nearly half said they felt guilty. Blais (2000) reports that more than

90% of respondents in two Canadian provinces agree that “it is the duty
of every citizen to vote.” Clarke et al. (2004) present similar findings for

British voters.

However, the duty to vote theory cannot explain the observed regularities

of voting. Duty cannot explain strategic voting, or the size of election, com-

petition, or importance of election effects described in Section 3.4. Duty can

plausibly explain the social network effect and the voter cost effect, but the
other indications of voter rationality make no sense when agents know that
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their actions are nonconsequential. Moreover, to the extent that voters are

motivated by duty concerns, which some clearly are, they can be included
in the cost of voting variable ci .

Another theory is that canonical participants are altruistic, voting out of

concern for the well-being of others who will be affected by the outcome of

the electoral process (Edlin et al. 2007; Evren 2012; Faravelli and Walsh

2011; Fowler 2006; Fowler and Kam 2007). Even if voting is only infinites-

imally consequential, when the election impacts millions of individuals, the
extremely low probability of being a pivotal voter multiplied by the number

of people thereby affected may become a large number. Formally, altruism

can be expressed as a very large benefit bi to agent i from winning, which is

equivalent to a very small net cost of voting 
i . Were the altruism assump-

tion plausible, then our comparative static results could be reproduced even

with large electorate size. However, it is implausible that large numbers of

canonical participants act from a charity motive. Many canonical partici-
pants have interests that are far narrower than the citizenry as a whole, and

often act to promote the interests of one small group of citizens at the ex-

pense of society as a whole. Indeed, it is common to hear a small group of

voters deemed “selfish” because they promote their own parochial interest

above the good of society. Perhaps more telling, the altruism model cannot

explain the strategic rationality of voters and the comparative static results
reported in Section 3.4. Moreover, the altruism aspect of voting, to the

extent that it exists, is incorporated directly into the distributed effectivity

model.

A related alternative is that voters seek approval from their social network

members (Aytimur et al. 2014; Ben-Bassat and Dahan 2012; Fosco et al.

2011; Gerber et al. 2008; Gerber and Rogers 2009; Harbaugh 1996; Knack
1992). Like the altruism theory, this is likely to be minimally true, but

people do not generally much care whether or not their colleagues, relatives,

or neighbors vote. Moreover, even should voting send a desirable signal

to others, there would be no reason to vote strategically. Nor would the

observed comparative static results follow unless rather ad hoc assumptions

concerning social approval are deployed. Finally, the approval effect can be

incorporated in the cost of voting variable ci .
A final alternative to distributed effectivity is expressive theory, according

to which canonical participants abandon instrumental rationality in favor

of expressive actions from which they derive direct utility (Brennan and

Lomasky 1993; Hamlin and Jennings 2011; Rotemberg 2009; Schuessler
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2000; Sears et al. 1980). Expressive models explain many of the key so-

cial aspects of canonical behavior in the public sphere, including the social
network effect and the responsiveness of agents to exhortation by activists.

But they do not explain why people consider participating a prosocial act

and feel guilty having failed to participate. They also fail to explain why

people are rewarded with social approval when they participate. Finally,

they explain none of the rational behavior described in Section 3.4. Most

important, they do not explain strategic voting without invoking ad hoc

preferences.
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Power and Trust in Competitive Markets

In a perfectly competitive market it really doesn’t
matter who hires whom; so let labor hire capital.

Paul Samuelson

An economic transaction is a solved political prob-
lem. Economics has gained the title Queen of the So-
cial Sciences by choosing solved political problems
as its domain.

Abba Lerner

C: Who has power in a market economy?
HG: The agent on the money side of a transaction.
C: Why is that?
HG: Because money is the third-party enforceable

side of the transaction.
Choreographer interview

Léon Walras was the nineteenth century Swiss creator of the model of
general market exchange that culminated in the famous neoclassical gen-

eral equilibrium model (Arrow and Debreu 1954). Walras defined the pure

science to which he aspired as the study of relationships among things, not

people and sought, with considerable success, to eliminate human relation-

ships from his purview. His device for accomplishing this was the notion

that interactions among economic agents might be represented as if they
were relationships among inputs and outputs. Walras (1874, p. 225) writes:

Assuming equilibrium, we may even go so far as to abstract

from entrepreneurs and simply consider the productive services

as being, in a certain sense, exchanged directly for one another.

Modern neoclassical textbook models of market exchange have wholly em-

braced Walras. James Buchanan, for instance, describes the anonymity of

the market and the uncontested nature of claims in standard theory by ref-

erence to “a roadside stand outside Blacksburg,” writing (1975, p. 17):

I do not know the fruit salesman personally, and I have no
particular interest in his well-being. He reciprocates this at-

67
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titude. . . Yet the two of us are able to. . . transact exchanges ef-

ficiently because both parties agree on the property rights rele-
vant to them.

A parallel logic suggests that while the modern enterprise appears to be

a system of hierarchical authority that might be analyzed in political or

sociological terms as a system of power, it is in fact nothing of the kind.

Armen Alchian and Harold Demsetz capture this perspective in observing

that (1972, p. 177)

[the firm] has no power of fiat, no authority, no disciplinary
action any different in the slightest degree from ordinary mar-

ket contracting between any two people. . . [The firm] can fire

or sue, just as I can fire my grocer by stopping purchases from

him, or sue him for delivering faulty products.

Indeed, there is nothing in a model of general market exchange suggest-

ing that owners and managers of the firm have any power over the firm’s
employees. As Paul Samuelson has noted (1957, p. 894),

in a perfectly competitive market it really doesn’t matter who

hires whom; so let labor hire capital.

The result, expressed long ago by Joseph Schumpeter, is a decentralization

of power to consumers (1934[1911], p. 21):

The people who direct business firms only execute what is pre-

scribed for them by wants.

These views taken together imply the apolitical conception of the economy

described in a head quote to this chapter by Abba Lerner (1972, p. 259):

An economic transaction is a solved political problem. Eco-

nomics has gained the title of queen of the social sciences by

choosing solved political problems as its domain.

4.1 The Short-Side Power Principle

Walras’ reduction of relationships among people to relationships among

things is indeed a powerful modeling device. We follow Walras in this re-

spect in Chapter 6, although we radically violate it in Chapter 11, where we
address market dynamics. However, the general equilibrium model cannot
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account for several key characteristics of the market economy. Most im-

portant, owners of capital and their representatives almost always control
the firm. This is certainly not predicted by person-to-things reduction anal-

ysis. Moreover, trust and integrity are often central to efficient real-world

transactions, but do not appear in the general equilibrium model.

Buchanan’s insights concerning his grocer in Blacksburg may be correct,

but the same cannot be said for Samuelson’s assertion that labor could hire

capital as easily as the other way around, or for Alchian and Demsetz’
argument that the employer’s relationship to his employee is no different

from my relationship to my grocer, and certainly not for Lerner’s assertion

that there are no relations of power in the competitive economy. These

arguments are correct for a Walrasian economy, but not for a real economy,

where critically important exchanges are not guaranteed by a third party at

no cost to the exchanging parties.

A second widely observed regularity is that while in general economic
equilibrium supply equals demand for all goods and services, in real market

economies some markets perpetually suffer either excess supply or excess

demand. One is the labor market, where a positive and significant level

of unemployment (excess supply) is normally observed. Another is the

market for capital, in which there is generally excess demand. That is, at

the on-going rate of interest, more people would like to borrow money than
lenders are willing to lend. Indeed, some prospective borrowers cannot

secure a loan at any interest rate. In effect, prospective borrowers line up

and lenders inspect them carefully, choosing some and rejecting others.

Finally, consumer goods markets generally leave firms quantity con-

strained: firms would like to sell more at the going price than consumers

are willing to buy at that price. Indeed, to the non-economist, success in
business practically equates with success in selling more stuff than your

competitors. In the general equilibrium model, by contrast, because mar-

kets clear, firms can sell as much as they please.

We can summarize these three cases by noting that in a real market econ-

omy employers have power over employees, lenders have power over bor-

rowers, and consumers have power over their suppliers. This power in all

three cases consists in the capacity to inflict losses on one’s contracting part-
ner by discontinuing the relationship (firing the worker, withdrawing credit

from the borrower, switching to another supplier for the consumer).

Moreover, employees, borrowers, and consumer good firms are on the

long side of a nonclearing market; i.e., on the side that would like to have
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more transactions at the prevailing price, but cannot find agents on the other

side of the market with whom to transact. By contrast, employers, lenders,
and consumers are on the short side of the market; i.e., on the side of the

market for which the quantity desired is the lesser at the prevailing price,

or equivalently, who can generally purchase more at the prevailing price if

they so choose.

In each of these three examples, money is on one side of the transaction

and a promise is on the other side. The employer pays a wage and the em-
ployee, rather than providing a contractually specified service, offers only a

promise—the promise to work with due care and intensity on behalf of the

employer. The lender transfers money to the borrower, and the borrower

promises to take appropriate measures to ensure the money will be repaid.

The consumer pays for a product and the producer promises that the prod-

uct will be of good quality and serviceability. In each case, money is on the

short side of a nonclearing market and a promise is on the other.
The key fact about such promises is that they are not enforceable at rea-

sonable cost by the exchanging parties. Employers do not take their em-

ployees to court if their job performance is shoddy. Lenders cannot re-

coup their losses by suing a borrower who has defaulted if the borrower is

bankrupt. And consumers rarely hire a lawyer when they are dissatisfied

with a product they have bought at the supermarket or automobile dealer-
ship.

Let us call goods and services such as these, whose characteristics can-

not be guaranteed by low-cost third-party enforcement (e.g., by the legal

system), variable quality goods. Labor, capital, and consumer goods are

all generally variable quality goods. We then have the short-side power

principle:

The market for a variable quality good does not clear. Power

lies with the agents on the short side of the market, who trade

money in exchange for the variable quality good.

In essence, the short-side agent pays for the power to enforce what he con-

siders the proper contractual terms of the relationship.

The short-side power principle holds because where promises cannot be

enforced by third parties, their being kept can only be secured by the in-

tegrity of the promiser, which we discuss in Section 4.3, or by the buyer,
which requires that the buyer have the capacity to threaten the seller with
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harm if dissatisfied with his performance. We call this endogenous enforce-

ment.
The most common form of endogenous enforcement is contingent re-

newal: the buyer promises to repeat the exchange periodically and indef-

initely, provided he is satisfied with the quality of the product delivered.

Thus the employer hires an employee for an indefinite number of work

days, using the threat of dismissal to motivate the employee to work hard

and with due care. Of course, this threat has force only if the employee has
something to lose by being dismissed. This means the employer must pay

the employee more than the employee could expect to get were he dismissed

and were forced to seek alternative employment.

If all employers follow this strategy, motivating employees to supply high-

quality work by offering them a wage that is sufficiently high that they can-

not expect the equivalent elsewhere without incurring considerable search

costs and suffering a period of unemployment, then it is clear that full em-

ployment is impossible (Bowles and Gintis 1993). Rather, a positive frac-

tion of the labor force remains unemployed, and the threat of dismissal is

therefore the threat to add the employee to the ranks of the unemployed for

an extended period of time.

This explains the short-side power principle in the case of the labor mar-

ket. Of course, the real world is a considerable elaboration of this principle.
For instance, if the work is highly skilled, those frozen out of a position will

generally be employed in a less-skilled job rather than being unemployed.

Moreover, the employer can use the promise of advancement for satisfac-

tory performance, or even seniority pay increases, to motivate performance

while reinforcing the threat of dismissal.

In the case of the capital market, a similar contingent renewal strategy
is often deployed by the lender, who offers the borrower a relatively small

short-term loan with the right to keep tabs on the borrower’s behavior, and

renew the loan as long as he is satisfied with the borrower’s behavior, es-

pecially in the area of risk exposure. Small business loans are often of this

form. However, in the case of the capital market, the lender can also demand

a certain level of collateral that is forfeited in case the loan is not repaid.

The ubiquity of collateral requirements explains the otherwise rather per-
verse tendency of lenders to supply funds almost exclusively to the already

wealthy. A third endogenous enforcement mechanism, applying mostly

where loans are made to consumers, is a system of public information of

credit history. Borrowers in this case are not sued for late payment or de-
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fault, but their credit rating suffers, shutting off future borrowing opportu-

nities.
The short-side power principle in the capital market holds because an

increase in the interest rate, which is supposed to rise to a level that equates

supply and demand, can lower rather than raise the profit of the lender.

This is because an increase in the interest rate will drive away potential

borrowers who have low-risk, low-return investments in mind, leaving only

the high-risk, high-return investors. For instance, a high-risk, high-return
borrower would be willing to pay a 100% interest rate to borrow $100 if

his proposed investment pays $500 with probability 1/2 and zero otherwise.

If he wins, he repays the lender $200 and keeps $300 for himself. If his

investment were low-risk, low-return, say a 90% chance of returning $150,

he loses money at a 100% interest rate. Knowing this situation, the lender

will simply not make such high interest rate loans (Stiglitz and Weiss 1981).

The short-side power principle in the case of a consumer good, where it
is infeasible for buyer and seller to write a third-party enforceable contract

for the delivery of a product of a particular quality or serviceability, the

buyer can implicitly promise to buy from the same supplier repeatedly so

long as he remains satisfied with the quality of his previous purchases. The

ubiquity of this implicit contract is reflected in the very term customer,

implying a customary, habitually repeated interaction between buyer and
seller. Of course, the customer’s implicit threat to switch to a new supplier

if dissatisfied is effective only if it is costly to the supplier. In the standard

neoclassical general equilibrium model, this is not the case because the

marginal cost of any single unit of the product is equal to its price, so the

firm loses nothing when one of its buyers transacts elsewhere. Therefore

the customer must be willing to pay a price higher than marginal cost for
each transaction in order to render his threat to switch effective.

As in the case of the labor market, if all transactions in a variable quality

market involve contingent renewal agreements, then even in market equilib-

rium price will exceed marginal cost for all firms, and hence each firm can

increase its profits if it manages to attract a larger share of the market. This

explains the ubiquity of advertising and marketing in modern economies,

phenomena that make no sense in neoclassical general equilibrium. For
a graphic example of consumer power in a market economy, observe that

American cars were better than their Cold War era Russian equivalents be-

cause in Russia customers waited in line to purchase Volgas while in the

United States, salesmen lined up to sell Fords.
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In competitive neoclassical markets, firms are price-takers who have no

incentive to undercut the market price and would lose all their sales if they
raised their selling price by even a small amount. But in contingent renewal

consumer goods markets, because buyers normally have somewhat hetero-

geneous preferences for product quality, a firm will generally behave like

a monopolist with a downward sloping demand curve. Moreover, gener-

ally there will be idiosyncratic differences in product characteristics across

firms that lead consumers to prefer one brand to another. For instance, all
red wines of a certain quality may have the same price, but individual con-

sumers may strongly prefer a small subset of offerings at that price. This

condition leads to a less elastic firm demand curve and an increased gap

between price and the firm’s marginal cost, even further increasing the ef-

fectiveness of the customer’s threat to switch to other suppliers.

4.2 Power in Competitive Markets

What is the meaning of the term “power” in the short-side power principle?

Because of its close connection to value-laden words such as coercion and
freedom the term “power” itself has proven to be controversial (Bachrach

and Baratz 1962; Nozick 1969; Lukes 1974; Taylor 1976). Many political

theorists regard sanctions as the defining characteristic of power. Lasswell

and Kaplan (1950) make the use of “severe sanctions. . . to sustain a policy

against opposition” a defining characteristic of a power relationship, and

Parsons (1963) regards “the presumption of enforcement by negative sanc-
tions in the case of recalcitrance” a necessary condition for the exercise of

power. There is a standard and value-neutral definition of power that rec-

ognizes the centrality of sanctions. This definition is succinctly expressed

by Robert Dahl (1957) (pp. 202–203):

A has power over B to the extent that he can get B to do some-

thing that B would not otherwise do.

Transactions in standard economic theory are “solved political problems,”
to borrow from Abba Lerner’s head quote to this chapter, because com-

petition renders all market participants price-takers who never engage in

personal interaction.

When the fruit market is perfectly competitive, James Buchanan and his

fruit salesman at the roadside stand are faceless and anonymous to one an-

other. Neither cares what the other one does because the quality of the
fruit is perfectly known, one customer more or less makes no difference to
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the seller, and there are plenty of other fruit stands available to the buyer

should he be displeased with some aspect of the transaction he now faces.
Neither fruit salesman nor his client has any power in this situation. If we

think of political phenomena as those involving the exercise of power, this

transaction is truly a solved political problem.

In contingent renewal markets, whether they involve employers and em-

ployees, lenders and borrowers, or consumers and their suppliers, the agent

on the money side of the transaction has power over his transacting agent
precisely in Dahl’s sense. Let us call the agent on the money side the princi-

pal and the agent on the other side of the exchange, offering only a promise,

the agent. We can depict a contingent renewal transaction as one in which

the principal offers monetary incentives to induce the agent to supply high

quality services, with the threat of non-renewal in case the principal is dis-

satisfied. In this case, the principal has power over the agent in precisely

the manner described by Dahl. The principal’s threat of non-renewal is ef-
fective because if the customary principal-agent interaction is ended, and

because there is a pool of available agents who do not have exchange part-

ners (the unemployed workers, the credit constrained borrowers, and the

quantity constrained consumer goods firms), the principal has no trouble

finding a new agent, while the agent falls into the pool of unsatisfied agents

in that market.
We say that the principal, who is on the money side of the transaction, has

short-side power precisely because the conditions of contingent renewal

contracts conform to Dahl’s definition. Short-side power is political in a

way that standard competitive exchanges are not. Having money in a stan-

dard neoclassical competitive market gives individuals power over things

(goods and services) but not over people (suppliers of those goods and ser-
vices).

4.3 Trust and Integrity

The simplicity and elegance of the neoclassical general equilibrium model,

as we have seen, flows from the assumption that the agreed-upon particu-

lars of a market exchange can be ensured by a contract enforceable by third

parties at no cost to the transacting individuals. With this assumption, and

abstracting from the presence of public goods, externalities, and increas-

ing returns to scale industries, we can prove the so-called First Theorem

of Welfare Economics: perfectly competitive market exchange leads to a
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Pareto-efficient allocation, in which no alternative allocation could improve

the payoff to one agent without reducing the payoff to at least one other
agent.

But when such costlessly enforced contracts are not available, what do

we do? As discussed above, one common form of endogenous contract

enforcement is the sort of principal-agent mechanism in which one party,

the principal, has power over the other party, the agent, by extending the

latter favorable terms with the threat of dismissal in case of the principal’s
dissatisfaction. But many business agreements are one-time or very infre-

quent transactions rather that frequently repeated interactions. Kenneth Ar-

row once suggested (Arrow 1969) that norms of social behavior, including

ethical and moral codes, might be “reactions of society to compensate for

market failures” or “agreements to improve the efficiency of the economic

system. . . by providing commodities to which the price system is inappli-

cable.” His example was trust. Indeed the enforcement costs of a society
without trust would be monumental.

Trust and integrity are highly valued characteristics that strongly promote

economic efficiency (Zak and Knack 2001). When contracts are necessar-

ily incomplete, contracting agents do well when they are mutually trusting

and trustworthy. The most advanced economies in the world have achieved

this status because they have fostered a high level of trust (Kosfeld et al.
2005; Gintis and Khurana 2008). A rather brilliant behavioral economics

experiment conducted by Ernst Fehr, Simon Gächter, and Georg Kirch-

steiger (Fehr et al. 1997) illustrates this point.

The authors conducted a series of incomplete contract experiments in

which trust and integrity could possibly substitute for costlessly enforced

perfect contracts. Several researchers had previously shown that trusting
one’s exchange partner can induce that partner to reciprocate, even at per-

sonal cost, and even when there is no opportunity for one’s integrity to be

rewarded through future interactions (Fehr et al. 1993, 1998). Recipients

of generosity frequently respond by acting generously themselves.

The authors hypothesized that in the context of contract enforcement,

mutual generosity might increase the payoffs to both parties. For example,

by offering a high wage, a firm might induce a worker to provide an oth-
erwise unattainable level of work effort. The resulting increase in worker

productivity could more than offset the higher labor cost, increasing the

firm’s profit. Other researchers had shown that many subjects are altruistic

punishers, who are willing to pay to punish others who have been unfair to
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them, even when there is no chance that they could gain in any way from

that in the future, for instance by enhancing their reputations as hard bar-
gainers (Güth and Tietz 1990; Roth 1995; Camerer and Thaler 1995). In

the context of this experiment, this suggests that a subject who offered a

generous contract but whose partner did not reciprocate by supplying high-

quality services might be willing to punish the trading partner, even if he

could not thereby gain monetarily either from that or any future transac-

tions. A partner who anticipates this reaction, even if perfectly selfish, may
then reciprocate the first party’s generosity.

The game devised for this experiment had two types of players, “employ-

ers” and “employees.” The rules of the game are as follows. If an employer

hires an employee who provides effort e, where 0:1 � e � 1, and re-

ceives an integer wage w, where 1 � w � 100, the employer’s payoff is

� D 100e � w. The payoff to the employee is then u D w � c.e/, where

c.e/ is the cost of effort function shown in figure 4.1. All payoffs involve
real money that the subjects are paid at the end of the experimental session.

Note that higher effort is costly to the employee but increases the payoff to

the employers.

Effort e

0
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20

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

c.e/

Cost
of

Effort

Figure 4.1. The cost-of-effort schedule in Fehr, Gächter, and Kirchsteiger (1997).

The sequence of actions is as follows. The employer first offers a “con-

tract” specifying an integer wage w and a desired amount of effort e�. A

contract is made with the first employee who agrees to these terms. An em-

ployer can make a contract .w; e�/ with at most one employee. The exper-

imenters created more employees than employers, so that some employees

go without contracts in each period. The employee who agrees to the con-
tract .w; e�/ receives the wage w and supplies an effort level e that need
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not equal the contracted effort e�. In effect, the employee is not required to

keep his promise, so the employee can choose an effort level, e 2 Œ0:1; 1�.
Although subjects may play this game several times with different partners,

each employer-employee interaction is a unique nonrepeated event. More-

over, the identity of the interacting partners is never revealed.

If employees are purely self-regarding, as assumed in standard economic

theory, they will choose the zero-cost effort level, e D 0:1, no matter what

wage is offered them. If employers believe their employees are purely self-
regarding, they will never pay more than the minimum necessary to get the

employee to accept a contract, which is w D 1. Any potential employee will

accept this offer and will set e D 0:1. Because c.0:1/ D 0, the employee’s

payoff is u D 1. The employer’s payoff is � D 0:1 � 100 � 1 D 9.

The experiment had three different forms, which the authors call the no

reciprocity treatment, the weak reciprocity treatment, and the strong reci-

procity treatment. In the no reciprocity treatment, the effort level e� D e is
set by the experimenters rather than the contracting parties. In this situation,

if the given effort level is e, a profit-maximizing employer will offer wage w

to the minimum value larger than to c.e/ because no employee will accept a

lower wage, and since there are more potential employees than employers,

rejecting the employer’s offer leaves the individual simply unemployed for

that period. Of course, employers may still be generous in this situation and
simply transfer money to their employees out of good will.

In the weak reciprocity treatment, the employer was allowed to choose

the whole contract .w; e�/ and an employee who accepted this contract

was allowed to choose any permissible effort level e, as in our original

description of the game. In the strong reciprocity treatment, the situation

was the same as in the weak reciprocity treatment, except that after seeing
the effort level provided by his employee, the employer was permitted to

reward or fine the worker, at a cost to himself.

The experiment implemented four sessions of no reciprocity treatment,

six sessions of weak reciprocity treatment, and two sessions of strong reci-

procity treatment. Each no reciprocity and each weak reciprocity session

had sixteen periods of contracting, and the strong reciprocity sessions had

twelve periods of contracting. In each case, the anonymity of partners was
maintained, and partners changed in each period.

In the no reciprocity treatment, as expected, employers almost always

paid the minimum possible wage and employees had close to the minimum
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possible payoffs. The experimenters recorded the following results for the

weak reciprocity treatment:

• Employers who requested higher effort levels also offered higher

wages, and even higher worker payoff (wage minus cost of effort);
• Employees behave on average reciprocally, offering higher effort in

return for a higher wage, even though this lowered their payoffs;
• Employers persistently tried to elicit higher effort by offering a wage

above the minimum, but shirking rates were very high, so effort de-

livered was close to the minimum. Employers thus fared poorly in

this situation.

The strong reciprocity treatment had the following results:

• Employers demand and enforce significantly higher effort levels than

in weak reciprocity treatment. In other words, the fact that employ-

ers could punish shirking employees, and that the employees knew

this, led to higher payoffs for both employers and employees, despite
the fact that neither party could gain in future interactions for their

reciprocal behavior.
• Employers rewarded workers who provided more than the contrac-

tual level of effort, and fined workers who provided less.
• Although employers demanded higher effort levels in the strong reci-

procity treatment than in the weak, the rate of shirking was lower in

the strong reciprocity treatment.

We conclude from this study that subjects who are assigned the role of
employee conform to moral norms of reciprocity even when they are cer-

tain there are no material repercussions from behaving in a self-regarding

manner. Moreover, subjects who are assigned the role of employer expect

this behavior and are rewarded for acting accordingly. Finally, employers

reward good behavior and punish bad behavior when they are allowed even

though to do so is costly, and employees expect this from employers and

adjust their own effort levels accordingly. In general, then, subjects behave
with integrity not only because it is prudent or useful to do so, or because

they expect to suffer some material loss if they do not, but also because they

desire to do this for its own sake.

The next few sections of this chapter provide analytical models of con-

tingent renewal markets of various types. The reader uninterested in math-

ematical detail may safely skip these sections, or simply read around the
equations.
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4.4 Reputational Equilibrium

Consider a consumer goods firm that can produce a quality good at any

quality level q 2 Œ0; 1�. If consumers anticipate quality qa, their demand x

is given by

x D 4 C 6qa � p: (4.1)

Suppose the firm knows this demand curve, and takes qa as given but can

set the quality q supplied. The firm has no fixed costs, and the cost of
producing one unit of the good of quality q is 2 C 6q2.

At the start, each consumer chooses a supplier at random. In each period

t D 1; 2; : : : the firm chooses a quality level q and a price p. Consumers see

the price but do not know the quality until they buy the good. Consumers

follow a strategy in which each buys the good in each period in which

q � qa, but if q < qa in some period, they switch to a different supplier.

We define a reputational equilibrium as one in which quality qa is sup-
plied in each period. To find the conditions for a reputational equilibrium,

we assume the firm uses time discount factor ı D 0:9, and note that if it is

profitable for the firm to lie when it claims its product has quality q > 0,

it might as well set its actual quality to 0, because the firm minimizes costs

this way. If the firm lies and chooses its price to sell an amount x, its profits

are then
�f D .4 C 6qa � x � 2/x D .2 C 6qa � x/x: (4.2)

Profits are maximized when

d�f

dx
D 2 C 6qa � 2x D 0; (4.3)

so maximum profit occurs when x D 1 C 3qa, so p D 3.1 C qa/ and

�f D .1 C 3qa/2:

Now suppose the firm tells the truth. Then, if �t is per-period profits, we
have

�t D .2 C 6qa � 6q2
a � x/x;

d�t

dx
D 2 C 6qa � 6q2

a � 2x D 0;

so the profit-maximizing quantity is x D 1C3qa �3q2
a , so p D 3.1Cqa �

q2
a/ and �t D .1 C 3qa � 3q2

a/2. But total profits … from truth telling are

�t forever, discounted at rate ı D 0:9, or

… D
�t

1 � ı
D 10.1 C 3qa � 3q2

a/2: (4.4)
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Truth telling is profitable then when … � �f , or when

10.1 C 3qa � 3q2
a/2 > .1 C 3qa/2: (4.5)

Note that equation (4.5) is true for very small qa (that is, qa near 0) and
false for very large qa (that is, qa near 1).

4.5 Contingent Renewal Labor Markets

In this section we develop a repeated game between employer and employee

in which the employer pays the employee a wage higher than the expected
value of his next best alternative, using the threat of termination to induce a

high level of effort, in a situation where it is infeasible to write and enforce

a contract for labor effort. When all employers behave in this manner, we

have a nonclearing market in equilibrium.

Suppose an employer’s income per period is q.e/, an increasing, concave

function of the effort e of an employee. The employee’s payoff per pe-
riod u D u.w; e/ is an increasing function of the wage w and a decreasing

function of effort e. Effort is known to the employee but is only imper-

fectly observable by the employer. In each period, the employer pays the

employee w, the employee chooses effort e, and the employer observes

a signal that registers the employee as “shirking” with probability f .e/,

where f 0.e/ < 0. If the employee is caught shirking, he is dismissed and
receives a fallback with present value z. Presumably z depends on the value

of leisure, the extent of unemployment insurance, the cost of job search, the

startup costs in another job, and the present value of the new job. The em-

ployer chooses w to maximize profits. The tradeoff the employer faces is

that a higher wage costs more but it increases the cost of dismissal to the

employee. The profit-maximizing wage equates the marginal cost to the

marginal benefit.
The employee chooses e D e.w/ to maximize the discounted present

value v of having the job, where the flow of utility per period is u.w; e/.

Given discount rate � and fallback z, the employee’s payoff from the re-

peated game is

v D
u.w; e/ C Œ1 � f .e/�v C f .e/z

1 C �
; (4.6)

where the first term in the numerator is the current period utility, which we
assume for convenience to accrue at the end of the period, and the others



Power and Trust in Competitive Markets 81

measure the expected present value obtainable at the end of the period, the

weights being the probability of retaining or losing the position. Simplify-
ing, we get

v D
u.w; e/ � �z

� C f .e/
C z: (4.7)

The term �z in the numerator is the forgone flow of utility from the fallback,

so the numerator is the net flow of utility from the relationship, whereas

f .e/ in the denominator is added to the discount rate �, reflecting the fact

that future returns must be discounted by the probability of their accrual as

well as by the rate of time preference.

The employee varies e to maximize v, giving the first-order condition

@u

@e
�

@f

@e
.v � z/ D 0; (4.8)

which says that the employee increases effort to the point where the

marginal disutility of effort is equal to the marginal reduction in the ex-
pected loss occasioned by dismissal. Solving (4.8) for e gives us the em-

ployee’s best response e.w/ to the employer’s wage offer w.

We assume that the employer can hire any real number n of workers, all

of whom have the effort function e.w/, so the employer solves

max
w;n

� D q.ne.w// � wn: (4.9)

The first-order conditions on n and w give q0e D w and q0ne0 D n, which
together imply

@e

@w
D

e

w
: (4.10)

This is the famous Solow condition (Solow 1979).

The best-response function and part of the employer’s choice of an opti-

mal enforcement strategy .w�/ are shown in figure 4.2, which plots effort

against salary. The iso-v function v� is one of a family of loci of effort levels
and salaries that yield identical present values to the employee. Their slope,

�.@v=@w/=.@v=@e/, is the marginal rate of substitution between wage and

effort in the employee’s objective function. Preferred iso-v loci lie to the

right.

By the employee’s first-order conditions (4.8), the iso-v loci are vertical

where they intersect the best-response function (because @v=@e D 0/. The
negative slope of the iso-v functions below e.w/ results from the fact that
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Employee Indifference
Curve

Employee Best-
Response Function

Employer Iso-
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Figure 4.2. The employee’s best-response function

in this region the contribution of an increase in effort, via .@f =@e/.v � z/,

to the probability of keeping the job outweigh the effort-disutility effects.
Above e.w/, the effort-disutility effects predominate. Because v rises along

e.w/, the employee is unambiguously better off at a higher wage. One of

the employer’s iso-cost loci is labeled e D m�w, where m� is the profit-

maximizing effort per dollar. The employer’s first-order condition identifies

the equilibrium wage w� as the tangency between the employer’s iso-cost

function, e D m�w and the employee’s effort function, with slope e0, or
point x in the figure.

It should be clear that the contingent renewal equilibrium at x is not first-

best, because if the parties could write a contract for effort, any point in the

lens-shaped region below the employee’s indifference curve v� and above

the employer’s iso-cost line e D m�w makes both parties strictly better off

than at x. Note that if we populated the whole economy with firms like this,

we would in general have v > z in market equilibrium, because if v D z,
(4.8) shows that @u=@e D 0, which is impossible so long as effort is a disu-

tility. This is one instance of the general principle enunciated previously,

that contingent renewal markets do not clear in (Nash) equilibrium, and the

agent whose promise is contractible (usually the agent paying money) is on

the long side of the market.

Perhaps an example would help visualize this situation. Suppose the util-
ity function is given by
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u.w; e/ D w �
1

1 � e
and the shirking signal is given by

f .e/ D 1 � e:

You can check that e.w/ is then given by

e.w/ D 1 � a �
p

a2 C �a;

where a D 1=.w � �z/. The reader can check that this function indeed has

the proper shape: it is increasing and concave, is zero when w D 2 C �.1 C
z/, and approaches unity with increasing w.

20

40

60

80

.1 .2 .3 .4 .5 .6 .7

.2

.4

.6

.8

.1 .2 .3 .4 .5 .6 .7

1.0

wage effort

employment rate employment rate

Figure 4.3. Wage and effort as functions of the employment rate in a contingent

renewal labor market

The solution for the employer’s optimum w, given by the Solow condi-

tion (4.10), is very complicated, so I will approximate the solution. Suppose

� D 0:05 and the employment rate is q 2 Œ0; 1�. An employee dismissed at

the end of the current period therefore has a probability q of finding a job
right away (we assume all firms are alike), and so regains the present value

v. With probability 1 � q, however, the ex-employee remains unemployed

for one period and tries again afterward. Therefore we have

z D qv C .1 � q/z=.1 C �/;

assuming the flow of utility from being unemployed (in particular, there is

no unemployment insurance) is zero. Solving, we have

z D
.1 C �/q

q C �
v:
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For a given unemployment rate q, we can now find the equilibrium values of

w, e, v, and z, and hence the employer’s unit labor cost e=w. Running this
through Mathematica, the equilibrium values of w and e as the employment

rate q goes from zero to 0.67 are depicted in figure 4.3.

Note that although effort increases only moderately as the unemployment

rate drops from 100% to 33%, the wage rate increases exponentially as

the unemployment rate approaches 33%. I could not find a solution for

q > 0:67. The actual unemployment rate can be fixed by specifying the
firm’s production function and imposing a zero profit condition. However

this is accomplished, there will be positive unemployment in equilibrium.

4.6 I’d Rather Fight than Switch

Consider a firm that produces a quality good, which is a good whose quality

is costly to produce, can be verified only through consumer use, and cannot

be specified contractually. In a single-period model, the firm would have no

incentive to produce high quality. We develop a repeated game between firm

and consumer, in which the consumer pays a price greater than the firm’s
marginal cost, using the threat of switching to another supplier to induce

a high level of quality on the part of the firm. The result is a nonclearing

product market, with firms enjoying price greater than marginal cost. Thus,

they are quantity constrained in equilibrium.

Every Monday, families in Pleasant Valley wash their clothes. To ensure

brightness, they all use bleach. Low-quality bleach can, with small but posi-
tive probability, ruin clothes, destroy the washing machine’s bleach delivery

gizmo, or irritate the skin. High-quality bleach is therefore deeply pleasing

to Pleasant Valley families. However, high-quality bleach is also costly to

produce. Why should firms supply high quality?

Because people have different clothes, washing machines, and suscepti-

bility to skin irritation, buyers cannot depend on a supplier’s reputation to

ascertain quality. Moreover, a firm could fiendishly build up its reputation
for delivering high-quality bleach and then, when it has a large customer

base, supply low-quality bleach for one period, and then close up shop (this

is called “milking your reputation”). Aggrieved families could of course

sue the company if they have been hurt by low-quality bleach but such suits

are hard to win and very costly to pursue. So no one does this.

If the quality q of bleach supplied by any particular company can be
ascertained only after having purchased the product, and if there is no way
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to be compensated for being harmed by low-quality bleach, how can high

quality be assured?
Suppose the cost to a firm of producing a gallon of the bleach of quality

q is b.q/, where b.0/ > 0 and b0.q/ > 0 for q � 0. Each consumer

is a customer of a particular supplier, and purchases exactly one gallon of

bleach each Friday at price p from this supplier. If dissatisfied, the customer

switches to another supplier at zero cost. Suppose the probability of being

dissatisfied, and hence of switching, is given by the decreasing function
f .q/. We assume an infinite time horizon with a fixed discount rate �.

Considering both costs b.q/ and revenue q as accruing at the end of the

period, it is easy to show that the value v.q/ to a firm from having a cus-

tomer is

v.q/ D
p � b.q/

f .q/ C �
: (4.11)

Suppose the price p is set by market competition, so it is exogenous to the

firm. It is then easy to show that the firm chooses quality q so that

p D b.q/ C b0.q/g.q/; (4.12)

where g.q/ D �Œf .q/ C ��=f 0.q/, provided q > 0. It is also easy to show
that quality is an increasing function of price, as we should expect.

Note that in this case firms are quantity constrained, because price is

greater than marginal cost in a market equilibrium, and that consumers are

on the long side of the market. Once again money confers short-side power.

This model raises an interesting question. What determines firm size?

In the standard perfect competition model, firm size is determined by the
condition that average costs be at a minimum. This is of course just silly,

because a firm can always produce at any multiple of the “optimal firm

size” simply by working the production process, whatever it might be,

in parallel. The monopolistic competition model, in which a firm has a

downward-sloping demand curve, is better, but it does not apply to a case

like ours, where firms are price-takers, as in the perfect competition model,

and firm size is determined by the dynamic process of movement of cus-
tomers among firms. Here is one plausible model of such a process.

Suppose there are n firms in the bleach industry, all selling at the same

price p. Suppose firm j has market share mt
j in period t . Suppose for

j D 1; : : : ; n, a fraction fj of firm j ’s customers leave the firm in each

period, and a fraction aj of customers who have left firms are attracted to

firm j . We say the bleach industry is in equilibrium if the market share of
each firm is constant over time. We have the following.
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THEOREM 4.1 There is a unique asymptotically stable equilibrium in the

bleach industry.

PROOF: We normalize the number of customers in Pleasant Valley to one.

Then, the number of customers leaving firm j is mt
j fj , so the total number

of customers looking for new suppliers is
P

j mt
j fj . A particular firm j

attracts a fraction aj of these. This assumes a firm can woo back a fraction

aj of its recently departed customers; the argument is the same if we assume
the opposite. Thus, the net customer loss of firm j in period t is

fj mt
j � aj

n
X

kD1

fkmt
k: (4.13)

In equilibrium this quantity must be zero, and mt
k

D mk for all t and for
k D 1; : : : ; n. This gives the equilibrium condition

mj D �j

n
X

kD1

fkmk; (4.14)

where we have defined �k D ak=fk . Note also that if we add up the n equa-

tions in (4.13), we get zero, so
P

k mt
k

D 1 for all t , implying
P

k mk D 1.

Summing (4.14), we arrive at the equilibrium condition

mj D
�j

P

k �k

: (4.15)

Thus, there exists a unique industry equilibrium. To prove asymptotic sta-

bility, we define the n � n matrix B D .bij /, where bij D aifj for i ¤ j ,

and bi i D aifi C .1 � fi/, i; j D 1; : : : ; n. Then, writing the column

vector mt D .mt
1; : : : ; mt

n/, we have mtC1 D Bmt and hence mt D B tm0,
where B t is the t th power of B . The matrix B is a positive matrix, and it is

easy to check that it has eigenvalue 1 with corresponding positive eigenvec-

tor m D .m1; : : : ; mn/. By Perron’s theorem (see, for instance, Horn and

Johnson 1985, section 8.2), 1 is the unique maximal eigenvalue of B . Also

.1; 1; : : : ; 1/ is a right eigenvector of B corresponding to the eigenvalue 1.

It follows that B t tends to the matrix whose columns are each m (see Horn
and Johnson 1985, theorem 8.2.8), which proves the theorem.
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4.7 Regulating Market Power

It is easy to show that under many plausible conditions, the market for a

variable quality good will not exist. For instance, without some regulation

by the state (for instance enforcing truthful odometer readings and requir-

ing sellers to provide minimal guarantees), the market for used cars may be

extremely thin or nonexistent (Akerlof 1970). We can generalize to say that
regulation can sometimes eliminate pooling equilibria (situations in which

buyers cannot distinguish between high and low quality until the goods has

been purchased) in variable quality markets, while sustaining separating

equilibria, in which they can (Gintis 2009b). For example, requiring truth

in advertising can often be justified by its effects on the efficiency of trans-

actions. But there is no general theory of when intervention in variable
quality markets will enhance economic efficiency.

While the power of employers over employees arises in our model as a

rational strategy in the interests of profit-maximizing owners, the uses of

power by managers may include assaults on the dignity of workers bearing

no relationship whatsoever to the relatively benign objective of regulating

labor effort. Sexual harassment comes to mind. Because owners necessarily

exercise less than perfect control over the various levels of management in
the firm, these and other uses of power that are arbitrary from the standpoint

of the regulation of effort have substantial latitude. Assaulting the dignity

of workers is not likely to be a profit-maximizing strategy, among other

reasons, because it lowers the value of employment and hence the cost of

job loss, but the power created by the short-side location of the employer

permits the entrepreneur to trade off profits against illegitimate power over
the worker (e.g., sexual harassment or ethnic discrimination). Moreover,

in a corporate setting, the owners’ inability to perfectly solve their own

principal agent problem vis-a-vis management provides ample opportunity

for managers to cater to their own personal objectives in exercising control

over the worker.
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Rational Choice Revealed and Defended

The heart has its reasons of which reason knows nothing.

Blaise Pascal

Such is the way of all superstition. . . wherein men. . . mark the
events where they are fulfilled, but where they fail, though this
happens much oftener, neglect and pass them by.

Francis Bacon

C: Pierre Bourdieu rejects rational choice because action
is patterned and interest-oriented at a tacit, prereflected
level of awareness through time.
What do you think?

HG: Both are true.
Choreographer interview

The previous chapters have illustrated the power of the rational actor
model. The currently popular notion that humans are irrational is hope-

fully not for long in vogue. Choice behavior can generally be best modeled

using the rational actor model, according to which individuals have a time-,

state-, and social context-dependent preference function over outcomes, and

beliefs concerning the probability that particular actions lead to particular

outcomes. Individuals of course value outcomes besides the material goods
and services depicted in economic theory. Moreover, actions may be val-

ued for their own sake. For example, there are character virtues, including

honesty, loyalty, and trustworthiness, that have intrinsic moral value, in ad-

dition to their effect on others or on their own reputation. Moreover, social

actors generally value not only self-regarding payoffs such as personal in-

come and leisure, but also other-regarding payoffs, such as the welfare of

others, environmental integrity, fairness, reciprocity, and conformance with
social norms. We developed these points in Chapter 3.

The rational choice model expresses but does not explain individual pref-

erences. Understanding the content of preferences requires rather deep for-

ays into the psychology of goal-directed and intentional behavior (Haidt

2012), evolutionary theory (Tooby and Cosmides 1992), and problem-

solving heuristics (Gigerenzer and Todd 1999). Moreover, the social ac-
tor’s preference function will generally depend on his current motivational

88
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state, his previous experience and future plans, and the social situation that

he faces.
The first principle of rational choice is that in any given situation, which

may be time-, state-, and social-context dependent, the decision-maker, say

Alice, has a preference relation � over choices such that Alice prefers x to

y if and only if x � y. The conditions for the existence of such a relation,

developed in Section 5.1 below, are quite minimal, the main condition being

that Alice’s choices must be transitive in the sense that if the choice set from
which Alice must choose is X with x; y; z 2 X , then if Alice prefers x to y,

and also prefers y to z, then Alice must prefer x to z as well. An additional

requirement is that if Alice prefers x to y when the choice set is X , she

must continue to prefer x to y in any choice set that includes both x and y.

This condition can fail if the choice set itself represents a substantive social

context that affects the value Alice places upon x and y. For instance, Alice

may prefer fish (x) to steak (y) in a restaurant that also serves lobster (z)
because the fish is likely to be very fresh in this case, whereas in a restaurant

that does not serve lobster, the fish is likely to be less fresh, so Alice prefers

steak (y) to fish (x). For another commonplace example, Alice may prefer

a $100 sweater to a $200 sweater in a store in which the latter is the highest

price sweater in the store, but might reverse her preference were the most

expensive sweater in the store priced at $500. In cases such as these, a more
sophisticated representation of choice sets and outcomes both satisfies the

rationality assumptions and more insightfully models Alice’s social choice

situation.

Every argument that I have seen for rejecting the rational actor model I

have found to be specious, often disingenuous and reflecting badly on the

training of its author. The standard conditions for rationality, for instance,
do not imply that rational Alice chooses what is in her best interest or even

what gives her pleasure. There are simply no utilitarian or instrumental

implications of these axioms. If a rational actor values giving to charity,

for instance, this does not imply that he gives to charity in order to increase

his happiness. A martyr is still a martyr even though the act of martyrdom

may be extremely unpleasant. Nor does the analysis assume that Alice is

in any sense selfish, calculating, or amoral. Finally, the rationality assump-
tion does not suggest that Alice is “trying” to maximize utility or anything

else. The maximization formulation of rational choice behavior, which we

develop below, is simply an analytical convenience, akin to the least action

principle in classical mechanics, or predicting the behavior of an expert bil-
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liards player by solving a set of differential equations. No one believes that

light “tries to” minimize travel time, or that billiards players are brilliant
differential equation solvers.

The second principle of rational choice applies when Alice’s behavior

involves probabilistic outcomes. Suppose there are a set of alternative pos-

sible states of nature � with elements !1; : : : ; !n that can possibly ma-

terialize, and a set of outcomes X . A lottery is a mapping that specifies

a particular outcome x 2 X for each state ! 2 �. Let the set of such
lotteries be L, so any lottery � 2 L gives Alice outcome xi D �.!i/ in

case !i , where i D 1; : : : ; n. By our first rationality assumption, Alice has

a consistent preference function over the lotteries in L. Adding to this a

few rather innocuous assumptions concerning Alice’s preferences (see Sec-

tion 5.1), it follows that Alice has a consistent preference function u.�/

over the lotteries in L and also Alice attaches a specific probability p.!/

to each event in �. This probability distribution is called Alice’s subjective

prior, or simply her beliefs, concerning the events in �. Moreover, given

the preference function u.�/ and the subjective prior p.!/, Alice prefers

lottery � to lottery �, that is � � �, precisely when the expected utility of

� exceeds that of lottery � (see equation 5.1).

The rational actor model does not hold universally (see Section 5.6).

There are only two substantive assumptions in the above derivation of the
expected utility theorem. The first is that Alice does not suffer from wishful

thinking. That is, the probability that Alice implicitly attaches to a particular

outcome by her preference function over lotteries does not depend on how

much she stands to gain or lose should that outcome occur. This assump-

tion is certainly not always justified. For instance, believing that she might

win the state lottery may give Alice more pleasure while waiting for it to
happen than the cost of buying the lottery ticket. Moreover, there may be

situations in which Alice will underinvest in a desirable outcome unless she

inflates the probability that the investment will pay off (Benabou and Tirole

2002). In addition, Alice may be substantively irrational, having excessive

confidence that the world conforms to her ideological preconceptions.

The second substantive assumption is that the state of nature that mate-

rializes is not affected by Alice’s choice of a lottery. When this fails the
subjective prior must be interpreted as a conditional probability, in terms

of which the expected utility theorem remains valid (Stalnaker 1968). This

form of the expected utility theorem is developed in Section 5.1.
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Of course, an individual may be rational in this decision-theoretic sense,

having consistent preferences and not engaging in wishful thinking, and
still fail to conform to higher canons of rationality. Alice may, for instance,

make foolish choices that thwart her larger objectives and threaten her well-

being. She may be poorly equipped to solve challenging optimization prob-

lems. Moreover, being rational in the decision-theoretic sense does not im-

ply that Alice’s beliefs are in any way reasonable, or that she evaluates new

evidence in an insightful manner.
The standard axioms underlying the rational actor model are developed in

von Neumann and Morgenstern (1944) and Savage (1954). The plausibility

and generality of these axioms are discussed in Section 5.1. Section 6.10

explores the implications of replacing Savage’s assumption that beliefs are

purely personal “subjective probabilities” with the notion that the individ-

ual is embedded in a network of social actors over which information and

experience concerning the relationship between actions and outcomes is
spread. The rational actor thus draws on a network of beliefs and expe-

riences distributed among the social actors to which he is informationally

and socially connected. By the sociological principle of homophily, social

actors are likely to structure their network of personal associates according

to principles of social similarity, and to alter personal tastes in the direction

of increasing compatibility with networked associates (McPherson et al.
2001; Durrett and Levin 2005; Fischer et al. 2013).

It is important to understand that the rational actor model says nothing

about how individuals form their subjective priors, or in other words, their

beliefs. This model does say that whatever their beliefs, new evidence

should induce them to transform their beliefs to be more in line with this ev-

idence. Clearly there are many beliefs that are so strong that such updating
does not occur. If one believes that something is true with probability one,

then no evidence can lead to the Bayesian updating of that belief, although

it could lead the individual to revise his whole belief system (Stalnaker

1996). More commonly, strong believers simply discount the uncomfort-

able evidence. This is no problem for the rational actor model, which simply

depicts behavior rather than showing that rational choice leads to objective

truth.
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5.1 The Axioms of Rational Choice

The word rational has many meanings in different fields. Critics of the

rational actor model almost invariably attach meanings to the term that lie

quite outside the bounds of rationality as used in decision theory, and in-

correctly reject the theory by referring to these extraneous meanings. We

here present a set of axioms, inspired by Savage (1954), that are sufficient
to derive the major tools of rational decision theory, the so-called expected

utility theorem.1

A preference function � on a choice set Y is a binary relation, where

fx � yjY g is interpreted as the decision-maker weakly preferring x to y

when the choice set is Y and x; y 2 Y . By “weakly” we mean that the

decision-maker may be indifferent between the two. We assume this binary
relation has the following three properties, which must hold for any choice

set Y , for all x; y; z 2 Y , and for any set Z � Y :

1. Completeness: fx � yjY g or fy � xjY g;

2. Transitivity: fx � yjY g and fy � zjY g imply fx � zjY g;

3. Independence of irrelevant alternatives: For x; y 2 Z, fx � yjZg if

and only if fx � yjY g.

Because of the third property, we need not specify the choice set and can

simply write x � y. We also make the rationality assumption that the actor

chooses his most preferred alternative. Formally, this means that given any

choice set A, the individual chooses an element x 2 A such that for all

y 2 A, x � y. When x � y, we say “x is weakly preferred to y” because
the actor can actually be indifferent between x and y.

One can imagine cases where completeness might fail. For instance an

individual may find all alternatives so distasteful that he prefers to choose

none of them. However, if “prefer not to choose” is an option, it can be

added to the choice set with an appropriate outcome. For instance, in the

movie Sophie’s Choice, a woman is asked to choose one of her two children

to save from Nazi extermination. The cost of the option “prefer not to
choose” in this case was having both children exterminated.

Note that the decision-maker may have absolutely no grounds to choose

x over y, given the information he possesses. In this case we have both

1I regret using the term “utility” which suggests incorrectly that the theorem is related

to philosophical utilitarianism or that it presupposes that all human motivation is aimed

at maximizing pleasure or happiness. The weight of tradition bids us retain the venerable
name of the theorem, despite its connotational baggage.
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x � y and y � x. In this case we say that the individual is indifferent

between x and y and we write x � y. This notion of indifference leads to
a well-known philosophical problem. If preferences are transitive, then it is

easy to see that indifference is also transitive. However it is easy to see that

because humans have positive sensory thresholds, indifference cannot be

transitive over many iterations. For instance, I may prefer more milk to less

in my tea up to a certain point, but I am indifferent to amounts of milk that

differ by one molecule. Yet starting with one teaspoon of milk and adding
one molecule of milk at a time, eventually I will experience an amount of

milk that I prefer to one teaspoon.

The transitivity axiom is implicit in the very notion of rational choice.

Nevertheless, it is often asserted that intransitive choice behavior is ob-

served (Grether and Plott 1979; Ariely 2010). In fact, most such observa-

tions satisfy transitivity when the state dependence (see Gintis 2007c and

Section 5.2 below), time dependence (Ahlbrecht and Weber 1995; Ok and
Masatlioglu 2003), and/or social context dependence (Brewer and Kramer

1986; Andreoni 1995; Cookson 2000; Carpenter et al. 2005b) of preferences

are taken into account.

Independence of Irrelevant Alternatives fails when the relative value of

two alternatives depends on other elements of the choice set Y , but as sug-

gested above, the axiom can usually be restored by suitably redefining the
choice situation (Gintis 2009a).

The most general situation in which the Independence of Irrelevant Alter-

natives fails is when the choice set supplies independent information con-

cerning the social frame in which the decision-maker is embedded. This

aspect of choice is analyzed in Section 5.4, where we deal with the fact

that preferences are generally state-dependent; when the individual’s social
or personal situation changes, his preferences will change as well. Unless

this factor is taken into account, rational choices may superficially appear

inconsistent.

When the preference relation � is complete, transitive, and independent

from irrelevant alternatives, we term it consistent. It should be clear from

the above that preference consistency is an extremely weak condition that

is violated only when the decision-maker is quite lacking in reasonable
principles of choice.

If � is a consistent preference relation, then there will always exist a

utility function such that individuals behave as if maximizing their utility

functions over the sets Y from which they are constrained to choose. For-
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mally, we say that a utility function u W Y ! R represents a binary relation

� if, for all x; y 2 Y , u.x/ � u.y/ if and only if x � y. We have the
following theorem, whose simple proof we leave to the reader.

THEOREM 5.1 A binary relation � on the finite set Y can be represented

by a utility function u WY !R if and only if � is consistent.

As we have stressed before, the term “utility” here is meant to have no

utilitarian connotations.

5.2 Choice Under Uncertainty

We now assume that an action determines a statistical distribution of pos-
sible outcomes rather than a single particular outcome. Let X be a finite set

of outcomes and let A be a finite set of actions. We write the set of pairs

.x; a/ where x is an outcome and a is an action as X � A. Let � be a

consistent preference relation on X � A; i.e., the actor values not only the

outcome, but the action itself. By theorem 5.1 we can associate � with a

utility function u WX � A!R.
Let � be a finite set of states of nature. For instance, � could consist of

the days of the week, so a particular state ! 2 � can take on the values

Monday through Sunday, or � could be the set of permutations (about 8 �
1067 in number) of the 52 cards in a deck of cards, so each ! 2 � would

be a particular shuffle of the deck. We call any A � � an event. For

instance, if � is the days of the week, the event “weekend” would equal
the set fSaturday, Sundayg, and if � is the set of card deck permutations,

the event “the top card is a queen” would be the set of permutations (about

6 � 1066 in number) in which the top card is a queen.

Following Savage (1954) we show that if the individual has a preference

relation over lotteries (functions that associate states of nature ! 2 � with

outcomes x 2 X ) that has some plausible properties, then not only can the

individual’s preferences be represented by a preference function, but also
we can infer the probabilities the individual implicitly places on various

events (his so-called subjective priors), and the expected utility principle

holds for these probabilities.

Let L be a set of lotteries, where a lottery is now a function � W � ! X

that associates with each state of nature ! 2 � an outcome �.!/ 2 X . We

suppose that the individual chooses among lotteries without knowing the
state of nature, after which the state ! 2 � that he obtains is revealed, so
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that if the individual chooses action a 2 A that entails lottery � 2 L, his

outcome is �.!/, which has payoff u.�.!/; a/.
Now suppose the individual has a preference relation � over L�A. That

is, the individual values not only the lottery, but the action that leads to a

particular lottery. We seek a set of plausible properties of � that together

allow us to deduce (a) a utility function u WL�A!R corresponding to the

preference relation � over X �A; and (b) there is a probability distribution

p W� ! R such that the expected utility principle holds with respect to the
preference relation � over L and the utility function u.�; �/; i.e., if we define

E� ŒujaI p� D
X

!2�

p.!/u.�.!/; a/; (5.1)

then for any �; � 2 L and any a; b 2 A,

.�; a/ � .�; b/ ” E� ŒujaI p� > E�ŒujbI p�: (5.2)

A set of axioms that ensure (5.2), which is called the expected utility prin-

ciple, is formally presented in Gintis (2009a). Here I present these axioms
more descriptively and omit a few uninteresting mathematical details. The

first condition is the rather trivial assumption that

A1. If � and � are two lotteries, then whether .�; a/ � .�; b/ is

true or false depends only on states of nature where � and �

have different outcomes.

This axiom allows us to define a conditional preference � �A �, where

A � �, which we interpret as “� is strictly preferred to �, conditional on

event A.” We define the conditional preference by revising the lotteries so

that they have the same outcomes when ! … A. Because of axiom A1, it

does not matter what we assign to the lottery outcomes when ! … A. This

procedure also allows us to define �A and �A in a similar manner. We say
� �A � if it is false that � �A � , and we say � �A � if � �A � and � �A � .

The second condition is equally trivial, and says that a lottery that gives

an outcome with probability one is valued the same as the outcome:

A2. If � pays x given event A and action a, and � pays y given

event A and action b, and if .x; a/ � .y; b/, then � �A �, and
conversely.
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The third condition asserts that the decision-maker’s subjective prior con-

cerning likelihood that an event A occurs is independent from the payoff
one receives when A occurs. More precisely, let A and B be two events, let

.x; a/ and .y; a/ be two available choices, and suppose .x; a/ � .y; a/. Let

� be a lottery that pays x when action a is taken and ! 2 A, and pays some

z when ! … A. Let � be a lottery that pays y when action a is taken and

! 2 B , and pays z when ! … B . We say event A is more probable than

event B , given x; y; and a if � � �. Clearly this criterion does not depend
on the choice of z, by A1. We assume a rather strong condition:

A3. If A is more probable than B for some x, y, and a, then A is

more probable than B for any other choice of x, y, and a.

This axiom, which might be termed the no wishful thinking condition, is

often violated when individuals assume that states of nature tend to conform

to their ideological preconceptions, and where they reject new information

to the contrary rather than update their subjective priors (Risen 2015). Such
individuals may have consistent preferences, which is sufficient to model

their behavior, but their wishful thinking often entails pathological behavior.

For instance, a healthy individual may understand that a certain unapproved

medical treatment is a scam, but change his mind when he acquires a disease

that has no conventional treatment. Similarly, an individual may attribute

his child’s autism to an immunization injection and continue to believe this
in the face of extensive evidence concerning the safety of the treatment.

The fourth condition is another trivial assumption:

A4. Suppose the decision-maker prefers outcome x to any outcome

that results from lottery �. Then the decision-maker prefers a

lottery � that pays x with probability one to �.

We then have the following expected utility theorem:

THEOREM 5.2 Suppose A1–A4 hold. Then there is a probability function

p on the state space � and a utility function u W X ! R such that for any

�; � 2 L and any a; b 2 A, .�; a/ � .�; b/ if and only if E� ŒujaI p� >

E�ŒujbI p�.

We call the probability p the individual’s subjective prior and say that

A1–A4 imply Bayesian rationality, because they together imply Bayesian

probability updating. Because only A3 is problematic, it is plausible to
accepted Bayesian rationality except in cases where some form of wishful
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thinking occurs, although there are other, rather exceptional, circumstances

in which the expected utility theorem fails (Machina 1987; Starmer 2000).

5.3 Bayesian Updating with Radical Uncertainty

The only problematic axiom among those needed to demonstrate the ex-

pected utility principle is the “wishful thinking” axiom A3. While there

are doubtless many cases in which at least a substantial minority of so-

cial actors engage in wishful thinking, there is considerable evidence that

Bayesian updating is a key neural mechanism permitting humans to acquire

complex understandings of the world given severely underdetermining data

(Steyvers et al. 2006).
For instance, the spectrum of light waves received in the eye depends

both on the color spectrum of the object being observed and the way the

object is illuminated. Therefore inferring the object’s color is severely un-

derdetermined, yet we manage to consider most objects to have constant

color even as the background illumination changes. Brainard and Freeman

(1997) show that a Bayesian model solves this problem fairly well, given
reasonable subjective priors as to the object’s color and the effects of the

illuminating spectra on the object’s surface.

Several students of developmental learning have stressed that children’s

learning is similar to scientific hypothesis testing (Carey 1985; Gopnik

and Meltzoff 1997), but without offering specific suggestions as to the cal-

culation mechanisms involved. Recent studies suggest that these mech-
anisms include causal Bayesian networks (Glymour 2001; Gopnik and

Schultz 2007; Gopnik and Tenenbaum 2007). One schema, known as

constraint-based learning, uses observed patterns of independence and de-

pendence among a set of observational variables experienced under differ-

ent conditions to work backward in determining the set of causal struc-

tures compatible with the set of observations (Pearl 2000; Spirtes et al.

2001). Eight-month-old babies can calculate elementary conditional in-
dependence relations well enough to make accurate predictions (Sobel

and Kirkham 2007). Two-year-olds can combine conditional independence

and hands-on information to isolate causes of an effect, and four-year-olds

can design purposive interventions to gain relevant information (Glymour

et al. 2001; Schultz and Gopnik 2004). “By age four,” observe Gopnik

and Tenenbaum (2007), “children appear able to combine prior knowledge
about hypotheses and new evidence in a Bayesian fashion” (p. 284). More-
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over, neuroscientists have begun studying how Bayesian updating is imple-

mented in neural circuitry (Knill and Pouget 2004).
For instance, suppose an individual wishes to evaluate a hypothesis h

about the natural world given observed data x and under the constraints

of a background repertoire T . The value of h may be measured by the

Bayesian formula

PT .hjx/ D
PT .xjh/PT .h/

P

h02T PT .xjh0/PT .h0/
: (5.3)

Here, PT .xjh/ is the likelihood of the observed data x, given h and the

background theory T , and PT .h/ gives the likelihood of h in the agent’s
repertoire T . The constitution of T is an area of active research. In lan-

guage acquisition, it will include predispositions to recognize certain forms

as grammatical and not others. In other cases, T might include physical,

biological, or even theological heuristics and beliefs.

5.4 State-Dependent Preferences

Preferences are obviously state-dependent. For instance, Bob’s preference

for aspirin may depend on whether or not he has a headache. Similarly,

Bob may prefer salad to steak, but having eaten the salad, he may then

prefer steak to salad. These state-dependent aspects of preferences render

the empirical estimation of preferences somewhat delicate, but they present
no theoretical or conceptual problems.

We often observe that an individual makes a variety of distinct choices

under what appear to be identical circumstances. For instance, an individ-

ual may vary his breakfast choice among several alternatives each morning

without any apparent pattern to his choices. Is this a violation of rational

behavior? Indeed, it is not.

Following Luce and Suppes (1965) and McFadden (1973), I represent
this situation by assuming the individual has a utility function over bundles

x 2 X of the form

u.x/ D v.x/ C �.x/ (5.4)

where v.x/ is a stable underlying utility function and �.x/ is a random error

term representing the individual’s current idiosyncratic taste for bundle x.

This utility function induces a probability distribution � on X such that the
probability that the individual chooses x is given by

px D �fx 2 X j8y 2 X; v.x/ C �.x/ > v.y/ C �.y/g:
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We assume
P

x px D 1, so the probability that the individual is indifferent

between choosing two bundles is zero. Now let B D fx 2 X jpx > 0g,
so B is the set of bundles chosen with positive probability, and suppose B

has at least three elements. We can express the Independence of Irrelevant

Alternatives in this context by the assumption (Luce 2005) that for all

x; y 2 B ,

pyx

pxy

D
PŒyjfx; yg�

PŒxjfx; yg�
D

py

px

:

This means that the relative probability of choosing x vs. y does not depend

on whatever other bundles are in the choice set. Note that pxy ¤ 0 for

x; y 2 B . We then have

py D
pyz

pzy

pz (5.5)

px D
pxz

pzx

pz; (5.6)

where x; y; z 2 B are distinct, by the Independence of Irrelevant Alter-

natives. Dividing the first equation by the second in (5.5), and noting that

py=px D pyx=pxy , we have

pyx

pxy

D
pyz=pzy

pxz=pzx

: (5.7)

We can write

1 D
X

y2B

py D
X

y2B

pyx

pxy

px ;

so

px D
1

P

y2B pyx=pxy

D
pxz=pzx

P

y2B pyx=pzy

; (5.8)

where the second equality comes from (5.7).

Let us write

w.x; z/ D ˇ ln
pxz

pzx

;

so (5.8) becomes

px;B D
eˇw.x;z/

P

y2B eˇw.y;z/
: (5.9)
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But by the Independence of Irrelevant Alternatives, this expression must

be independent of our choice of z, so if we write w.x/ D ln pxz for an
arbitrary z 2 B , we have

px D
eˇw.x/

P

y2B eˇw.y/
: (5.10)

Note that there is one free variable, ˇ, in (5.10). This represents the de-

gree to which the individual is relatively indifferent among the alternatives.
As ˇ ! 1, the individual chooses his most preferred alternative with in-

creasing probability, and with probability one in the limit. As ˇ ! 0, the

individual becomes more indifferent to the alternative choices.

This model helps explain the compatibility of the preference reversal phe-

nomenon (Lichtenstein and Slovic 1971; Grether and Plott 1979; Tversky

et al. 1990; Kirby and Herrnstein 1995; Berg et al. 2005) with the ratio-
nality postulate. As explained in Gintis (2007c), in the cases discussed in

the experimental literature, the experimenters offer only alternative lotteries

with expected values that are very close to being equal to one another. Thus

decision-makers are virtually indifferent among the choices based on the

expected return criterion, so even a small influence of the social frame in

which the experimenters embed the choice situation on the subjects’ pref-

erence state may strongly affect their choices. For experimental support for
this interpretation, see Sopher and Gigliotti (1993).

5.5 Networked Minds and Distributed Cognition

I have stressed that there is one assumption in the derivation of the ratio-

nal actor model that conflicts with the repeatedly observed fact that human

minds are not isolated instruments of ratiocination, but rather are networked

and cognition is distributed over this network. We return to this point in Sec-

tion 6.10. I propose here an analytical tool, based on a refinement of the

rational actor model proposed by Gilboa and Schmeidler (2001), for repre-
senting distributed cognition. Following Gilboa and Schmeidler we assume

there is a single decision-maker, say Alice, who faces a problem p such that

each action a that Alice takes leads to some result r . Alice does not know

the probability distribution of outcomes following action a, so she searches

her memory for similar problems she has faced in the past, the action she

has taken for each problem, and the result of her action. Thus her memory
M consists of a set of cases of the form .q; a; r/, where q is a problem,
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a is the action she took facing this problem, and r was the result of the

action. Alice has a utility function u.r/ defined over results, and a similar-

ity function s.p; q/ representing how “similar” her current problem p is to

any past problem q that she has encountered. Gilboa and Schmeidler then

present a set of plausible axioms that imply Alice will choose her action a

to maximize the expression

X

.q;a;r/2Ma

s.p; q/u.r/ (5.11)

where Ma is the subset of Alice’s memory where she took action a.

Several empirical studies have shown that this case-based decision ap-

proach is superior to other more standard approaches to choice under radi-

cal uncertainty (Gayer et al. 2007; Golosnoy and Okhrin 2008; Ossadnik et

al. 2012; Guilfoos and Pape 2016). To extend this to distributed cognition,

we simply replace Alice’s personal memory bank by a wider selection of
cases distributed over her social network of minds. It would also be plausi-

ble to add a second similarity function indicating how similar the individual

who actually took the action is Alice herself.

5.6 Limitations of the Rational Actor Model

One often hears that a theory fails if there is a single counterexample. In-

deed, this notion was the touchstone of Karl Popper’s famous interpretation
of the scientific method (Popper 2002[1959]). Because biological systems

are inherently complex, this criterion is too strong for the behavioral sci-

ences (Godfrey-Smith 2006, 2009; Weisberg 2007; Wimsatt 2007). De-

spite its general usefulness, the rational actor model fails to explain choice

behavior in several well-known situations. Two examples are the famous

Allais and Ellsberg Paradoxes. These are of course not paradoxes, but rather
violations of rational choice.

5.6.1 The Allais Paradox

Maurice Allais (1953) offered the following scenario as a violation of ratio-

nal choice behavior. There are two choice situations in a game with prizes

x D $2,500,000, y D $500,000, and z D $0. The first is a choice between

lotteries � D y and � 0 D 0:1x C 0:89y C 0:01z. The second is a choice
between � D 0:11y C 0:89z and �0 D 0:1x C 0:9z. Most people, when
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faced with these two choice situations, choose � � � 0 and �0 � �. Which

would you choose?
This pair of choices is not consistent with the expected utility principle.

To see this, let us write uh D u.2500000/, um D u.500000/, and ul D
u.0/. Then if the expected utility principle holds, � � � 0 implies um >

0:1uh C 0:89um C 0:01ul , so 0:11um > 0:10uh C 0:01ul , which implies

(adding 0:89ul to both sides) 0:11um C 0:89ul > 0:10uh C 0:9ul , which

says � � �0.
Why do people make this mistake? Perhaps because of regret, which does

not mesh well with the expected utility principle (Loomes 1988; Sugden

1993). If you choose � 0 in the first case and you end up getting nothing,

you will feel really foolish, whereas in the second case you are probably

going to get nothing anyway (not your fault), so increasing the chances of

getting nothing a tiny bit (0.01) gives you a good chance (0.10) of winning

the really big prize. Or perhaps because of loss aversion, because in the
first case, the anchor point (the most likely outcome) is $500,000, while

in the second case the anchor is $0. Loss-averse individuals then shun � 0,

which gives a positive probability of loss whereas in the second case, neither

lottery involves a loss, from the standpoint of the most likely outcome.

The Allais paradox is an excellent illustration of problems that can arise

when a lottery is consciously chosen by an act of will and one knows that
one has made such a choice. The regret in the first case arises because if

one chose the risky lottery and the payoff was zero, one knows for certain

that one made a poor choice, at least ex post. In the second case, if one

received a zero payoff, the odds are that it had nothing to do with one’s

choice. Hence, there is no regret in the second case. But in the real world,

most of the lotteries we experience are chosen by default, not by acts of
will. Thus, if the outcome of such a lottery is poor, we feel bad because of

the poor outcome but not because we made a poor choice.

5.6.2 The Ellsberg Paradox

Another classic violation of the expected utility principle was suggested by

Daniel Ellsberg (1961). Consider two urns. Urn A has 51 red balls and

49 white balls. Urn B also has 100 red and white balls, but the fraction of

red balls is unknown. One ball is chosen from each urn but remains hidden

from sight. Subjects are asked to choose in two situations. First, a subject
can choose the ball from urn A or urn B , and if the ball is red, the subject
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wins $10. In the second situation, the subject can choose the ball from urn

A or urn B , and if the ball is white, the subject wins $10. Many subjects
choose the ball from urn A in both cases. This violates the expected utility

principle no matter what probability the subject places on the probability p

that the ball from urn B is white. For in the first situation, the payoff from

choosing urn A is 0:51u.10/C0:49u.0/ and the payoff from choosing urn B

is .1�p/u.10/Cpu.0/, so strictly preferring urn A means p > 0:49. In the

second situation, the payoff from choosing urn A is 0:49u.10/ C 0:51u.0/

and the payoff from choosing urn B is pu.10/ C .1 � p/u.0/, so strictly

preferring urn A means p < 0:49. This shows that the expected utility

principle does not hold.

Whereas the other proposed anomalies of classical decision theory can be

interpreted as the failure of linearity in probabilities, regret, loss aversion,

and epistemological ambiguities, the Ellsberg paradox appears to strike

even more deeply because it implies that humans systematically violate the
following principle of first-order stochastic dominance (FOSD).

Let p.x/ and q.x/ be the probabilities of winning x or more in

lotteries A and B , respectively. If p.x/ � q.x/ for all x, then

A � B .

The usual explanation of this behavior is that the subject knows the prob-

abilities associated with the first urn, while the probabilities associated with

the second urn are unknown, and hence there appears to be an added degree
of risk associated with choosing from the second urn rather than the first. If

decision-makers are risk-averse and if they perceive that the second urn is

considerably riskier than the first, they will prefer the first urn. Of course,

with some relatively sophisticated probability theory, we are assured that

there is in fact no such additional risk, so it is hardly a failure of rationality

for subjects to come to the opposite conclusion. The Ellsberg paradox is
thus a case of performance error on the part of subjects rather than a failure

of rationality.

5.6.3 Failures of Judgment

Contemporary behavioral economics has developed a powerful critique of

the standard assumption that people are instrumentally rational (Ariely

2010; Thaler and Sunstein 2008). In fact, human decision-makers are close

to instrumentally rational when they are sufficiently informed and the cost
of exploring alternative strategies is low (Gintis 2009a; Gigerenzer 2015).
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Nevertheless, the behavioral economics critique of the assumption of in-

strumental rationality is important and well-taken.
But as we have seen, the rational actor model depicts formal rationality,

not instrumental rationality. That is, it assumes that people have consistent

preferences and update according to Bayes rule, but it does not assume that

rational behavior is oriented towards any particular end state or goal, and

certainly not that rational behavior furthers the fitness or welfare interests

of the decision-maker. Let us review the major claims made by behavioral
economists supporting the notion that choice behavior is fundamentally ir-

rational.

• Logical Fallibility: Even the most intelligent decision-makers are

prone to commit elementary errors in logical reasoning. For example,
in one well-known experiment performed by Tversky and Kahneman

(1983), a young woman, Linda, is described as politically active in

college and highly intelligent. The subject is then asked the relative

likelihood of several descriptions of Linda, including the following

two: “Linda is a bank teller” and “Linda is a bank teller and is active

in the feminist movement.” Many subjects rate the latter statement
more likely than the former, despite the fact that the most elementary

reasoning shows that if p implies q, then p cannot be more likely

than q. Because the latter statement implies the former, it cannot be

more likely than the former.

• Anchoring: When facing extreme uncertainty in making an empiri-

cal judgment, people often condition their behavior on recent but ir-

relevant experience. For instance, suppose a subject is asked to write

down a number equal to the last two digits of his social security num-

ber and then to consider whether he would pay this number of dollars

for particular items of unknown value. If he is then asked to bid for

these items, he is likely to bid more if the number he wrote down was
higher.

• Cognitive Bias: If you ask someone to estimate the result of multi-

plying 1�2�3�4�5�6�7�8, he is likely to offer a lower estimate

than if you had presented him with 8�7�6�5�4�3�2�1. Simi-
larly, if you ask someone what fraction of English words end in “ng”

and give the example “gong,” you will probably get a lower estimate

than if you gave the example “going.”

• Availability Heuristic: People tend to predict the frequency of an
event based on how often they have heard about it. For example,
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most people believe that homicides occur with more frequency than

suicides, although the reverse is the case. Similarly, they believe that
certain cancers cluster in certain communities because of environ-

mental pollutants, where in fact such clusters may occur no more

frequently than chance, but are more likely to be reported.

• Status Quo Bias: Decision-makers tend to follow a certain tradi-

tional pattern of behaviors even after there is strong credible evi-

dence that a superior course of action is available. For instance, in

an early well-known experiment, Samuelson and Zeckhauser (1988)

presented subjects with a task in which several financial assets were
listed and the subjects were asked to choose one that they prefer to

invest in. A second set of subjects was given the same list of financial

assets, but one was presented as the status quo. They found that the

asset listed as the status quo was chosen at a much higher frequency

than when it was presented just as one among several randomly pre-

sented alternatives.

• Herd Mentality: People are heavily influenced by the actions of oth-
ers. For instance, Solomon Asch (1951) showed that peer pressure

can induce subjects to offer clearly false evaluations, even when the

subject and his peers do not know each other and will likely never

meet outside the laboratory. Groups were formed consisting of eight

college students, all but one of whom were confederates of the ex-

perimenter. Each student was shown a card with a black line on it,
and a second card with three black lines, one of which was the same

length as the line on the first card, and the other two were of very

different lengths, one longer and the other shorter. Each student was

asked to say out loud which line on the second card matched the line

on the first card, the seven confederates going first and choosing an

obviously incorrect line. More than a third of subjects agreed with

the obviously wrong answer.

• Framing Effects: A framing effect is a form of cognitive bias that
occurs when choice behavior depends on the wording of two logically

equivalent statements. Take, for example, the classic example of the

physician and his heart patient, analyzed by McKenzie et al. (2006)

and Thaler and Sunstein (2008). The patient must decide whether

to have heart surgery or not. His doctor tells him either (A) “Five

years after surgery, 90% of patients are alive,” or (B) “Five years
after surgery, 10% of patients are dead.” The two statements are of
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course logically equivalent, but subjects are far more likely to accept

surgery with frame (A) than with frame (B).

• Default Effects: In choosing among various options, if one is of-

fered as the default option, people tend to choose it with high fre-

quency. A most dramatic example is organ donation (Johnson and
Goldstein 2003). Countries in Europe that have a presumed con-

sent default have organ donation rates that are about 60% higher than

countries with explicit consent requirements. Another famous exam-

ple involves registering new employees in a company 401(k) savings

plan. When participating is the default, participation is considerably

higher than when the default is non-participation (Bernheim et al.

2011).

The logical fallibility argument would of course be devastating to rational

choice theory, which implicitly assumes that decision-makers are capable of

making logical deductions. There are certainly complex logical arguments

that the untrained subject is likely to get wrong. Indeed, even a mistake

in mathematical computation counts as an error in logical reasoning. But

what appear to be the elementary errors of the type revealed by the Linda
the Bank Teller example are more likely to be errors of interpretation on the

part of the experimenters. It is important to note that given the description

of Linda, the probability that an individual is Linda if we know that the indi-

vidual is a bank teller is much lower than the probability that an individual

is Linda if we know that she is a feminist bank teller. This is because Linda

is probably a feminist, and there are far fewer feminist bank tellers than
there are bank tellers. Subjects in the experiment might reasonably assume

that the experimenters were looking for a conditional probability response

rather than a simple probability response because they supplied a mass of

information that is relevant to conditional probability, but is quite irrelevant

to simple probability.

Indeed, in normal human discourse, a listener assumes that any infor-

mation provided by the speaker is relevant to the speaker’s message (Grice
1975). Applied to this case, the norms of discourse reasonably lead the sub-

ject to believe that the experimenter wants Linda’s politically active past to

be taken adequately into account (Hilton 1995; Wetherick 1995). More-

over, the meaning of such terms as “more likely” or “higher probability” are

vigorously disputed even in the theoretical literature, and hence are likely to

have a different meaning for the average subject versus for the expert. For
example, if I were given two piles of identity folders and asked to search
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through them to find the one belonging to Linda, and one of the piles was

“all bank tellers” while the other was “all bank tellers who are active in the
feminist movement,” I would surely look through the latter (doubtless much

smaller) pile first, even though I am well aware that there is a “higher prob-

ability” that Linda’s folder is in the former pile rather than the latter one. In

other words, conditional rather than straight probability is the appropriate

concept in this case.

However important anchoring, cognitive bias, and the availability heuris-
tic may be, they are clearly not in conflict with the rational actor model

because they do not compromise any of the rational choice axioms. In par-

ticular, they do not imply preference inconsistency or the failure of Bayesian

updating. The status quo bias may seem to contradict Bayesian updating,

but it does not. For one thing, if one is satisfied with a particular choice, it

may plausibly appear excessively costly to evaluate properly new informa-

tion. Herbert Simon (1972) called this reasonable behavior “satisficing.” It
is clearly compatible with rational updating. For another, one may reason-

ably ignore new information on the grounds that it is unreliable. Models

of Bayesian updating simply assume that the new information is rigorously

factual, which is often not the case.

The framing effects literature is more challenging. Indeed, some argue

that because it is impossible to avoid framing effects, there are no true un-
derlying preferences, so the rational actor model fails. This conclusion is

unwarranted. In this book we specified from the outset that preferences are

generally state-, time-, and social frame-dependent. In particular, prefer-

ences are frame-dependent because individual choices, except perhaps for

Robinson Crusoe before he meets Friday, occur within a social context,

and that context is the social frame for choice behavior. Indeed, even the
absence of a social frame is a social frame.

Consider, for instance, the physician and his heart patient scenario de-

scribed above. Thaler and Sunstein (2008) interpret this as showing that

many decision-makers are irrational. But it is more accurate to interpret

these results as patients simply following the implicit suggestion of the

physician, the expert on whom their well-being depends. Note first that

neither (A) nor (B) gives the patient sufficient information to make an in-
formed choice because the physician does not provide the equivalent sur-

vival and death rates without surgery. The only reasonable inference is that

the patient believes the doctor is recommending surgery in case (A), and

recommending against surgery in case (B).
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The physician and his heart patient example is not an isolated case of

the tendency for behavioral economists to ignore the intimately social na-
ture of choice, and to interpret completely reasonable behavior as irrational.

Gigerenzer (2015), who documents several additional examples of this ten-

dency, concludes:

Research. . . indicates that logical equivalence is a poor general

norm for understanding human rationality. . . Speakers rely on

framing in order to implicitly convey relevant information and

make recommendations, and listeners pay attention to these. In

these situations, framing effects clearly do not demonstrate that
people are mindless, passive decision-makers.

Similarly, default effects do not illustrate the decision-maker’s irrational-

ity, but rather the tendency to treat the default as a recommendation by

experts whose advice it is prudent to follow unless there is good informa-

tion that the default is not the best choice (Johnson and Goldstein 2003).

Indeed, Gigerenzer (2015) reports that a systematic review of hundreds of

framing studies could not find a single one showing that framing effects
incur real costs in terms.



6

An Analytical Core for Sociology

Social life comes from a double source, the likeness of
consciences and the division of social labor.

Émile Durkheim

C: What is the state of contemporary sociology?
HG: Applied sociology is very strong.

But there is no core sociological theory.
Rather than building an analytical core,

each theoretical tradition hawks its wares
and denigrates the others.

Choreographer interview

Modern societies are complex systems whose institutions are modified

through legislation and popular collective action. This chapter offers an

analytical framework for modeling the structure and dynamics of modern
societies. Standard dynamical systems theory suggests that we first specify

the conditions for social equilibrium, and then study the dynamical princi-

ples that govern disequilibrium behavior. The resulting general social equi-

librium model is patterned after the highly successful Walrasian general

equilibrium model (Arrow and Debreu 1954), and its dynamical principles

can be modeled using evolutionary game theory (Weibull 1995; Helbing
1995; Gintis 2009b) and agent-based Markov models based on variants of

the replicator dynamic (Helbing 1996, 2010; Gintis 2007a, 2013). We bring

these two research tools together in Chapter 11.

Talcott Parsons initiated the formal modeling of modern societies in The

Structure of Social Action (1937) and Toward a General Theory of Action

(1951). As we explain in Chapter 7, this brilliant effort foundered for rea-

sons unrelated to the scientific value of his project. Briefly, Parsons lacked
analytical decision theory, stemming from Savage (1954), as well as game

theory, which developed following Nash (1950). He also lacked an appre-

ciation for general equilibrium theory, which came to fruition in the mid-

1950s (Arrow and Debreu 1954). These powerful tools together allow us to

formulate an analytical core for sociology. Second, Parsons followed Vil-

fredo Pareto (1896, 1906) in maintaining a strict separation between prefer-
ences over economic values, based on material self-interest on the one hand
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and social, political, and moral values, involving concern for social life

in the broadest sense, on the other. This separation precludes any general
model of rational choice and social action (Lindenberg 1983, 2004; Fehr

and Gintis 2007; Gintis 2009a).

Several scientific traditions contribute to a core analytical model for so-

ciology. The first is the work of sociologists Max Weber, Émile Durkheim,

George Herbert Mead, Ralph Linton, Talcott Parsons, and others, whose in-

sights have so far largely escaped analytical expression and are little known,
despite their extreme relevance, beyond the sociology discipline.

The second is a model of individual choice behavior, which is a broad-

ened version of rational decision theory (Savage 1954; Fishburn 1970; Gin-

tis 2009a). The two behavioral disciplines that include a core analyti-

cal model, biology and economics, are built around the notion of ratio-

nal choice. This theory is useful in conjunction with game theory which,

while widely applied in sociobiology in general (Alcock 1993; Krebs and
Davies 1997; Dugatkin and Reeve 1998), is especially important for hu-

mans (Bowles and Gintis 2011; Wilson 2012; Tomasello 2014) because

Homo sapiens is not only Homo socialis, but also Homo ludens—Man, the

game player. As developed in Chapter 3, our species has the capacity to

construct novel games with great flexibility and its members possess the

cognitive and moral requirements for game-playing. A major innovation
in this respect is our expansion of Thomas Schelling’s notion of a focal

point equilibrium (Schelling 1960) by proposing the correlated equilib-

rium, rather than the more standard Nash equilibrium, as the basis of an

analytical model of social norms (Aumann 1987a; Gintis 2009a).

The third tradition is the general equilibrium model of Léon Walras

(1874), Kenneth Arrow and Gérard Debreu (1954), and others, which is
analytically rigorous and mathematically elegant. Despite its appearance of

extreme abstraction, it is in fact capable of a surprisingly straightforward

and plausible extension to a general social equilibrium model of consider-

able sophistication.

Modeling social dynamics is significantly more challenging than model-

ing social equilibrium because society is a complex dynamical system: it

consists of many structurally similar, strongly interacting, and intricately
networked units (social actors) operating in parallel with little centralized

structural control (Miller and Page 2007). Such complex systems generi-

cally exhibit emergent properties at the macrosystem level that resist analyt-

ical derivation from the behavior of the individual parts (Morowitz 2002).
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The fourth intellectual strand is evolutionary game theory, a field that did

not exist until recently (Aumann 1987b; Weibull 1995; Gintis 2009b; Grund
et al. 2013), as well as agent-based modeling of stochastic behavior (Hel-

bing 1995, 2012; Gintis 2009b, 2013). Chapter 11 deploys these tools in the

context of a simple model of general market exchange. We show that such

an economy always has a stable equilibrium in which supply equals demand

in all markets, but the degree of volatility of prices and quantities in such an

economy can only be assessed through computer modeling (Mandel and
Gintis 2014; Mandel and Gintis 2016).

The fifth foundational element is behavioral game theory (Camerer 2003;

Gintis 2009a; Dhami 2016), based on laboratory (Fehr and Gintis 2007) and

field (Carpenter et al. 2005a; Herbst and Mas 2015) experimentation into

choice and social interaction. Behavioral game theory, which provides the

empirical basis for the generalization of rational choice theory to include

moral, social, and other-regarding values (Camerer and Fehr 2004; Fehr
and Gintis 2007; Dhami 2016).

6.1 Game Theory

Game theory studies how rational players interact when the choices of each

player affect the payoffs to other players. Game theory is a general lexicon

that applies to all life forms. Strategic interaction neatly separates living

from nonliving entities and in an important sense defines life itself. Indeed,

strategic interaction is the sole concept commonly used in the analysis of
living systems that has no counterpart in physics or chemistry. The concept

of strategic interaction is central to understanding the behavior of living

creatures, from the single-celled bacterium to the most complex and highly

evolved creature.

Game theory forces us to supply the precise information we need to ex-

plain social interaction, including the characteristics of the players, the rules

of the game, the information available to the players, and the payoffs asso-
ciated with particular player choices. Game theory thus contributes to the

analytical framework underlying all the behavioral disciplines.

The most famous equilibrium concept in game theory is the Nash equi-

librium, which is a choice of a strategy by each player such that no player

can gain by switching to a different strategy, holding fixed the strategies of

the other players (Nash 1950). I will suggest later that a superior concept
is that of the correlated equilibrium, described below.
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One of the most important contributions of game theory is its role in the

methodology of behavioral research in laboratory and field. With behav-

ioral game theory, experimentalists specify the exact conditions to which

subjects are exposed, and hence render the results of experiments rela-

tively easy to replicate, revise, and extend (Plott 1979; Smith 1982; Sally

1995; Dhami 2016). Behavioral game theory allows us to use the results of

laboratory experiments to generate plausible and testable models of real-life

social behavior (Fehr and Gintis 2007).
It is impossible to draw systematic inferences from behavioral game the-

ory without presupposing some version of the rational actor model. That is,

we cannot model the behavioral regularities of subjects unless we assume

their choices reflect underlying preferences and beliefs. For instance, in the

ultimatum game, discussed in Chapter 2, responders reject very unequal of-

fers, even though they lose money thereby. If we assume the rational actor

model, then responder Alice must have some positive entry in her utility
function to offset the monetary loss from rejecting a positive offer. To see

that Alice values punishing an unfair offer by proposer Bob, we note that

if the offer was generated by a computer rather than by Bob, and if Alice

knows this, she will generally accept even very low offers (Blount 1995).

The reason simply is that the unequal offer was not Bob’s fault, so Alice

has no basis for holding this against him.
Some have criticized this interpretation on the grounds that Alice may

simply be unused to one-shot anonymous games, and hence might incor-

rectly consider her rejection as establishing a reputation as a hard bargainer

that would be useful in future interactions (Binmore and Shaked 2010).

However, even very sophisticated players turn down positive offers in the

ultimatum game, and players clearly react strategically to subtle changes in
experimental conditions. Moreover, when responders are asked why they

rejected positive offers, they often reply that the proposer was unfair (Eckel

and Gintis 2010).

The central solution concept in game theory is the Nash equilibrium,

which is a situation in which no player has an incentive to change his behav-

ior, given the behavior of the other players (Nash 1950). Several insightful

theorists have modeled social norms as Nash equilibria of games played
by rational agents, including David Lewis (1969), Michael Taylor (1976,

1982, 1987), Robert Sugden (1986, 1989), Cristina Bicchieri (1993, 2006),

and Ken Binmore (1993, 1998, 2005). However, for sociological theory, the
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concept of a correlated equilibrium, developed by Robert Aumann (1987a),

is more appropriate.
The model of social norms as correlated equilibria has an attractive prop-

erty lacking in the notion of social norms as Nash equilibria: the conditions

under which rational agents play Nash equilibria are generally complex and

implausible, whereas rational agents in a very natural sense play correlated

equilibria, provided they have common knowledge of the correlating de-

vice. For instance, Thomas Schelling’s notion of a focal point equilibrium
can be interpreted as a correlated equilibrium. Consider the situation of two

friends who agree to have lunch in the city but fail to state exactly where and

at what time to meet. There are an infinite number of Nash equilibria for

this situation, one for each time and place in the city. The chances the two

friends will agree on which Nash equilibrium to implement are extremely

small.

The insight underlying the Nash equilibrium approach to social norms is
that if agents play a game with several Nash equilibria, a social norm can

serve to choose a single one among them. The Kantian equilibrium explored

in Chapter 3 is of this form. While this insight applies to several important

social situations, it is insufficiently broad for a core analytical model of so-

cial norms. The broader concept of correlated equilibrium (Aumann 1974,

1987a) in fact better captures the notion of a social role.
A correlated equilibrium consists of a correlating device, which I some-

times call the Choreographer, that sends a signal indicating a suggested

action to each social actor, and perhaps implementing sanctions if the actor

does not take a recommended action, such that the actor, for both material

and moral reasons, does best by obeying the Choreographer’s suggestion,

provided the other relevant social actors do so as well. While the notion
of a Choreographer accurately captures the effect of a correlating device’s

fostering of social cooperation, it is wrong to think of the Choreographer as

a dictator who rules by force. Social norms generally will not be followed

when they are not considered legitimate, whatever the social sanctions en-

tailed by the discovery of violations. Moreover, social norms generally are

instantiated and changed through collective action, so that the Choreogra-

pher itself is the product of a social will (Gintis 1975; Winter et al. 2012).
Whereas the epistemological requirements for rational agents playing

Nash equilibria are very stringent and usually implausible, the requirements

for a correlated equilibrium amount to the existence of common priors,

which we interpret as induced by the cultural system of the society in ques-
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tion. In this view, human beings may be modeled as rational agents with

special neural circuitry dedicated to reacting to, evaluating, and sustaining
social norms by recognizing and responding to Choreographer signals and

incentives.

When the Choreographer has at least as much information as the players,

we need in addition only to posit that individuals obey the social norm when

this maximizes their payoffs. When players have some information that is

not available to the Choreographer, so that not all social roles can be prop-
erly carried out by self-regarding agents, role occupants must have a moral

predisposition to follow the norm even when it is costly to do so. The latter

case explains why social norms are associated with prosocial preferences.

For instance, a system of traffic lights can serve as the Choreographer for

controlling vehicular traffic, but when a police officer issues a traffic ticket

to a driver, both must internalize the immorality of bribe-taking and bribe-

offering for the institution to work properly.
Social norms as correlating devices are not explained by game theory and

the rational actor model, but rather are irreducible expressions of social or-

ganization. Social norms provide a dimension of causal efficacy to social

theory, whereas standard game theory alone recognizes no causal efficacy

above the level of individual choice behavior. Because of the indepen-

dent causal effectivity of social norms, the methodological individualism
of standard economic theory is untenable. In particular, social norms are

predicated upon certain mental predispositions, a social epistemology. This

social epistemology fosters the interpersonal sharing of mental concepts,

and justifies the assumption of common priors upon which the efficacy of

the correlated equilibrium rests.

There is also a serious game-theoretic weakness of the standard ratio-
nal choice model: there is no appreciation for the concept of social ratio-

nality in its defining principles. Several economists, decision theorists, and

philosophers have explored a more socially relevant form of rationality than

those embodied in the standard von Neumann-Morgenstern and Savage ax-

ioms. They term these forms variously “we-reasoning,” “team reasoning,”

and “collective intentionality” (Bacharach 1987, 1992, 2006; Bacharach et

al. 2006; Bratman 1993; Colman et al. 2008; Gilbert 1987, 1989; Hurley
2002; Searle 1995; Sugden 2003; Tuomela 1995). Several analytically clear

examples of such choice behaviors that should appear in any plausible ac-

count of social rationality applicable to an analytical core for the behavioral

disciplines were presented in Chapter 3.
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6.2 Complexity

Complexity theory is the study of the emergent properties of nonlinear dy-

namical systems, of which complex social systems are prime examples.

Complexity theory complements the analytical methods of game theory and

the rational actor model, dealing with society in more macrolevel, interpre-
tive terms, and developing schemas that shed light where analytical models

cannot penetrate. Anthropological and historical studies fall into this cate-

gory, as well as macroeconomic policy and comparative economic systems

(Tesfatsion and Judd 2006). Agent-based modeling of complex dynamical

systems is useful in dealing with emergent properties of complex systems.

We develop below the concept of a general social equilibrium, which

is a natural generalization of the concept of general market equilibrium.
Because the market economy is a prime example of a complex dynamical

system (see Chapter 11), it follows that society as a whole is a complex sys-

tem. Society, like the market economy, follows an evolutionary dynamic.

A complex society is never in equilibrium, but is constantly subjected to

shocks, both exogenous and endogenous, that affect its short-term move-

ments. There are frequent local nonlinear resonances that lead to signif-
icant deviations of social variables (for instance, in the economy, prices,

quantities, wages, asset prices) from their equilibrium values even in the

absence of strong or systematic perturbations to the system. We see such

deviations quantitatively in many economic time series, which often have

the “fat tails” characteristics of the power laws of complex systems, as op-

posed to the Gaussian distributions of neoclassical systems (Farmer and
Lillo 2004).

General social dynamics are quite poorly understood, but there have been

notable contributions to complexity economics in recent years. These in-

clude Eric Beinhocker’s study of complex macrodynamics (Beinhocker

2006), Brian Arthur’s work on increasing returns (Arthur 1994), Peyton

Young and Mary Burke’s analysis of crop sharing (Young and Burke 2001),

evolutionary models inspired by Richard Nelson and Sidney Winter (Nel-
son and Winter 1982) and Geoffrey Hodgson (1998), William Brock and

Stephen Durlauf’s study of social interaction (Brock and Durlauf 2001),

Edward Glaeser, Bruce Sacerdote, and Jose Scheinkman’s treatment of

crime (Glaeser et al. 1996), Samuel Bowles’ treatment of institutional evo-

lution (Bowles 2004), Robert Axtell’s study of firm size (Axtell 2001),

Alan Kirman and his colleagues’ models of financial markets (Kirman et
al. 2005), and models of the evolution of other-regarding preferences (Gin-
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tis 2000; Bowles et al. 2003) and the agent-based simulation of general

equilibrium and barter exchange (Gintis 2007a, 2013). Tesfatsion and Judd
(2006) is a comprehensive overview of computational methods in complex-

ity economics.

The following is a useful summary of social complexity theory.

a. Dynamics: The complex society is thermodynamically open, dynamic,

nonlinear, and generally far from equilibrium, whereas an equilibrium

system is thermodynamically closed, static, and smooth in the sense

that it can be understood using manifold and classical dynamical sys-

tems theory.

b. Agents: In a complex society, agents have limited information and face

high costs of information processing. However, under appropriate con-
ditions, they evolve non-optimal but highly effective heuristics for oper-

ating in complex environments. There is no assurance that when faced

with novel environments, individuals will shift efficiently to new heuris-

tics. In equilibrium, by contrast, agents have perfect information and

can costlessly optimize.

c. Networks: Agents in a complex society participate in sophisticated

overlapping networks that allow them to compensate for having lim-

ited information and facing formidable information processing costs.

d. Emergence: In a complex society, macrosocial patterns are emergent

properties of micro-level interactions and behaviors, in the same sense
as the chemical properties of a complex molecule, such as carbon, is an

emergent property of its nuclear and electronic structure, or that ther-

modynamics is an emergent property of many-particle systems. In such

cases we cannot analytically derive the properties of the macro system

from those of its component parts, although we can apply novel math-

ematical techniques to model the behavior of the emergent properties.

In the case of a complex society, these higher-level modeling constructs
are currently largely absent, although agent-based modeling may pro-

vide the data needed to develop the appropriate mathematical tools. By

contrast, the neoclassical macroeconomic model, for instance, has no

global properties that cannot be derived from its micro properties (such

as the First and Second Welfare Theorems).

e. Evolution: In a complex society, the evolutionary process of differenti-

ation, selection, and amplification provides the system with novelty and

is responsible for the growth in order and complexity. In equilibrium,
there is no mechanism for creating novelty or growth in complexity.
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This description applies well to institutional and organizational develop-

ment, cultural change, and even scientific discovery. The evidence for this
view is that almost all attempts at technical or institutional innovation fail,

and few individuals are responsible for more than one successful innova-

tion. How, then, are great thinkers possible? When asked how he was able

to make so many discoveries, Linus Pauling replied: “You must have lots

of ideas and just throw away the bad ones.” Great thinkers for the most

part simply are attuned to generating mutant ideas, they evaluate more ef-
fectively the prospects for a new mutant idea, and discard more rapidly the

defective mutations. A similar argument likely obtains for technical change,

institutional innovation, and product innovation.

My own foray into modeling general equilibrium as a complex system,

as we shall see in Chapter 11, suggests that the general market equilibrium

model of Walras will emerge enriched rather than replaced as a result of

such research. General equilibrium theory captures important long-term as-
pects of a market economy, and many of the basic insights of the Walrasian

model will be retained. Even in the long run, there will be a strictly pos-

itive rate of unemployment, supply will exceed demand for quality goods

and services, efficiency will be considerably less than 100%, and there will

be other deviations from equilibrium due to incomplete information and

“frictions” amplified by local nonlinear resonances. Moreover, the Wal-
rasian assumption that agents are price-takers, that complete contracts can

be written for all important exchanges and can be costlessly enforced by a

third party, are all unrealistic. Hence, the Walrasian system is a very poor

guide to micro-modeling real economic transactions. In particular, as we

have seen in Chapter 4, the Walrasian assumptions concerning labor mar-

kets, capital markets, and consumer goods markets are misleading (Bowles
and Gintis 1993; Gintis 2002).

6.3 Roles, Actors, and the Division of Social Labor

A society includes a network of social roles (Mead 1934; Linton 1936;

Parsons and Shils 1951). The content of a social role is a set of rights,

duties, expectations, material and symbolic rewards, and behavioral norms.

In equilibrium, the content of social roles is public information shared by

all members of society, and this content influences the mutual expectations

of individuals involved in social interaction. In periods of social change, the
content of particular roles are subject to conflicting forces and the process of
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re-establishing a common understanding of role-contents involves dialog,

collective action, and the exercise of power.
Role-occupants are actors who fill many different and contrasting roles

in the course of performing their daily activities. An individual may act

as spouse preparing breakfast, as parent advising children on the day’s ac-

tivities, as sales manager in an enterprise, as school committee and church

member, and as voter.

We model actors as rational decisions-makers who maximize their pref-
erence functions subject to the content of the social roles they occupy, and

given a belief system that is context-dependent and governed by the expec-

tations defined by the actor’s social location. These decisions determine

the social actors’ role-specific behaviors. For instance, when one engages a

taxi in a strange city, both the driver and the client may know exactly what

is expected of each, so no time or energy is wasted bargaining or otherwise

adjudicating mutually acceptable behavior.
Social roles generally promote various forms of cooperation and com-

petition among social actors, and hence tend to be bundled into what we

may call social frames. For instance, a checkout line at the supermarket, a

restaurant, or a public restroom are social frames. Social norms and con-

ventions generally regulate appropriate behavior in a social frame. An espe-

cially important social frame is an organization, such as a firm, a hospital,
a social service agency, or an organized sport. Organizations are conve-

niently modeled as noncooperative games, where the formal rules, conven-

tions, and payoffs are set largely by those who control the organization.

These rules and conventions determine the role-structure of the organiza-

tion, and players are individual actors who fill the organizationally defined

roles. These players choose behaviors based on the game structure as well
as their personal moral values and social commitments. Of course, the full

game structure includes informal interactions among role-players, with as-

sociated rewards and sanctions (Aoki 2010).

Social actors filling particular social roles can be modeled by appropri-

ately enriching the general equilibrium model of economic theory (Wal-

ras 1874; Arrow and Debreu 1954). In this general economic equilibrium

model, actors are owners of productive resources, which they supply to
firms, and they are consumers of the goods and services produced by firms.

Productive resources include capital goods, raw materials, and various sorts

of labor services. Firms combine productive resources to generate mar-

ketable commodities, choosing a pattern of inputs and outputs to maximize
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profits, given the prices they face. Social actors choose their pattern of

consumption, as well as their supply of services to firms, to maximize their
preference functions at given prices. An economic equilibrium occurs when

prices are such that the plans of all agents are simultaneously satisfied.

The firm in a market economy is a game in which owners, managers, and

employees are players. In this sense, the firm is just one among an array of

organizational forms. We can then view general economic equilibrium as

a special case of general social equilibrium. This sociological broadening
of general economic equilibrium is quite natural, because it is reasonable to

view a position in the firm as a social role whose content includes not only

the salary and the employee’s obligation to come to work, but also a set of

rights and behavioral norms, as well as a pattern of symbolic rewards and

sanctions determined by the culture of the firm and the larger society (Aoki

2010).

While interpreters generally stress the price system as the key element in
adjudicating among the interests of economic actors, the theory becomes

more powerful if the general content of social roles is viewed as adjusting

when out of equilibrium (Granovetter 1985, 1995; DiMaggio 1994, 1998;

Hechter and Kanazawa 1997; Hedström and Bearman 2009). The general

economic equilibrium model recognizes only one social institution: profit-

maximizing firms. Families in this model are treated as “black boxes,” as
is government, if it is treated at all. The general social equilibrium model

must add at a minimum families and communities, as well as public institu-

tions and private associations, such as governmental, religious, scientific,

charitable, and cultural organizations. These organizations are constrained

in their internal organization of social roles to maintain a positive balance

sheet, but otherwise can determine their organization of social roles accord-
ing to criteria other than profitability. A theory of the family, for instance,

would suggest how the limits of family membership are determined, what

social roles are occupied by family members, and how content of these roles

is determined.

The general economic equilibrium model assumes that in equilibrium all

agents have appropriate information concerning the nature of the goods and

services they exchange and the prices at which they exchange. The same
must be true of general social equilibrium. Out of equilibrium, however, the

content of social roles, including their material, social, and moral attributes,

are statistical distributions over which individuals have subjective and net-

worked probability distributions. This corresponds to the fact that in the
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general economic equilibrium model, out of equilibrium there is no basis

for forming price expectations except by networked experience, which may
differ significantly across economic agents (Gintis 2007a). For instance, in

deciding whether to take a job at a particular wage, the worker must con-

sider the return to continuing job search, which will depend on the statistical

distribution of demand for labor in the economy. The worker has only his

networked experience to estimate this distribution, and such experience can

vary widely among workers with similar credentials and demographics.
The general economic equilibrium model embodies many assumptions

that render the model amenable to analytical modeling. Some of these can

be relaxed if we desire finer detail, but one assumption is especially im-

portant in this regard. This is the assumption that the characteristics of the

goods exchanged are completely known to all parties. This is only possible if

all contracts between two parties are costlessly and perfectly enforced by a

third party—presumably the judicial system. As we have seen in Chapter 4,
this assumption is seriously violated in dealing with labor services, where

the effort and care of the employee is not subject to third-party enforce-

ment. It is similarly violated in dealing with capital transactions, where

the promise of a borrower to repay cannot be enforced if the borrower is

bankrupt. Most basic aspects of a market economy are precisely a response

to the need for endogenous contract enforcement.
In general social equilibrium, each actor maximizes his preference func-

tion in the sense that no change of role will increase his expected payoff,

taking into account possible search and relocation costs, and the pattern of

supply and demand for social roles will be such that expected payoffs will

not change over time. In addition, if there are institutions, such as firms,

hospitals, families, communities, or governments, these institutions may
have certain social conditions that must be satisfied in equilibrium, such

as a balance between expenditures and receipts, or achievement of certain

institutional goals. When an organization is modeled as a game, in equilib-

rium all members play their part in a Nash or correlated equilibrium of the

game (see Section 6.6).

In proposing the actor/role model, sociologists have traditionally held

that the major difference between social and economic roles is that so-
cial roles function properly only by virtue of the moral commitments of

role-occupants, whereas economic roles function independently from role-

occupants’ social conscience and moral commitments. To achieve its pur-

ported independence from moral commitment, general economic equilib-
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rium models make the implausible assumptions of complete contracts,

meaning that any contract between individuals, however complex, covers
all possible contingencies and can be enforced by a third party (the judicial

system) at no cost to the contracting parties (see Chapter 4). After drop-

ping this assumption from the general economic equilibrium model, moral

commitments become as salient in economic life as they are in social life in

general.

The major effect of conceiving of the general network of social roles as
an expansion of the general economic equilibrium model is the clarification

it lends to the distinction between equilibrium and dynamic models of soci-

ety. The general economic equilibrium model is a static construct that gives

no suggestion as to how equilibrium might be attained. This is a critical

limitation, just as is the parallel limitation of the general social equilibrium

model developed in this chapter. While Chapter 11 provides a plausible dy-

namic for the general economic equilibrium model and proves the stability
of equilibrium for this dynamic, this proof does not extend to the general

social equilibrium model.

6.4 The Socio-psychological Theory of Norms

Émile Durkheim (1902) was the first to recognize the social tension in mod-

ern society caused by an increasingly differentiated social role structure, the

social division of labor, and the need for a common base of social beliefs

and values, which he terms collective consciousness, to promote social har-
mony and efficient cooperation. Durkheim’s theme was developed into a

theory of social norms by Ralph Linton (1936) and George Herbert Mead

(1934), and integrated into a general social theory by Talcott Parsons (1937).

Social norms are often promulgated by a nexus of system-wide cultural in-

stitutions and social processes that in equilibrium produce a consistent set

of expectations and normative predispositions across all social actors. The

socio-psychological theory of norms models this social subsystem and ac-
counts for their effectivity. Other social norms govern well-defined subsets

of the population, such as religious groups, professional associations, and

sports. Out of equilibrium, conflicting social norms often vie for domi-

nance, and cultural dynamics are often the result of these conflicts (Coser

1956; Winter et al. 2012).

In the first instance, the complex of social rules has an instrumental char-
acter devoid of normative content, serving merely to associate rewards
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and penalties with behavior, and as an informational device that coordi-

nates the behavior of rational agents (Lewis 1969; Gauthier 1986; Binmore
2005; Bicchieri 2006). A social rule with this character we term a conven-

tion. Conventions thus supply the general factual descriptions of the content

of many standard social roles (employer, worker, mother, judge, traffic cop,

taxi driver, and the like), allowing social actors to coordinate their behavior

even when dealing with unfamiliar social partners in novel situations. Con-

ventions thus create common subjective priors that facilitate general social
cooperation.

However in many social roles high-level performance requires that the

actor have a personal commitment to role performance that cannot be cap-

tured by the self-regarding “public” rewards and penalties associated with

the role (Conte and Castelfranchi 1999; Gintis 2009a). For instance, a

physician may be obligated to ignore personal gain when suggesting med-

ical procedures, only the most egregious of violations of which will incur
serious social sanctions. The need for a normative content to social roles

follows from the fact that (a) a social actor may have private, publicly inac-

cessible payoffs that conflict with the public payoffs associated with a role,

inducing him to act counter to appropriate role-performance given by the

content of the social role (e.g., corruption, favoritism, aversion to specific

tasks); (b) the signal used to determine the public payoffs may be inaccurate
and unreliable (e.g., the performance of a teacher or physician); and (c) the

public payoffs required to gain compliance by self-regarding actors may be

higher than those required when there is at least partial reliance upon the

moral commitment of role incumbents (e.g., it may be less costly to employ

personally committed rather than purely materially motivated physicians

and teachers). In such cases, self-regarding actors who treat social norms
purely instrumentally will behave in a socially inefficient and morally rep-

rehensible manner.

The normative aspect of social roles is motivating to social actors because

to the extent that social roles are considered legitimate, role-occupants nor-

mally place an intrinsic positive ethical value on role-performance (An-

dreghetto et al. 2013). This may be termed the normative bias associated

with role-occupancy (Bicchieri 2006; Gintis 2009a). Second, human ethi-
cal predispositions include character virtues, such as honesty, trustworthi-

ness, promise-keeping, and obedience, that may increase the value of con-

forming to the duties associated with role-incumbency (Aristotle, 2002[350

BC], Ullmann-Margalit 1977). Third, humans are predisposed to care about



An Analytical Core for Sociology 123

the esteem of others even when there can be no future reputational repercus-

sions (Smith 1759; Mead 1934; Masclet et al. 2003), and take pleasure in
punishing others who have violated social norms even when they can gain

no personal advantage thereby (Güth et al. 1982; Gintis 2000; Fehr and

Fischbacher 2004). These normative traits by no means contradict rational-

ity, because individuals trade off these values against material reward, and

against each other, just as described in the economic theory of the rational

actor (Gneezy and Rustichini 2000; Andreoni and Miller 2002).

6.5 Socialization and the Internalization of Norms

Society is held together by moral values that are transmitted from genera-
tion to generation by the process of socialization. A social norm is based

on generally accepted moral values. Thus obedience to legitimate author-

ity, being quiet in a library, or bribing a police officer may be social norms.

Moral values are instantiated through the internalization of norms (Parsons

1967; Grusec and Kuczynski 1997; Nisbett and Cohen 1996; Rozin et al.

1999), a process in which the initiated instill values into the uninitiated,
usually the younger generation, through an extended series of personal in-

teractions, relying on a complex interplay of affect and authority. Through

the internalization of norms, initiates are supplied with moral values that

induce them to conform voluntarily and even oftimes enthusiastically to the

duties and obligations of the role-positions they are expected to occupy. In

addition, the adherence to social norms is socially reinforced by the ap-
proval and rewards offered by prosocial individuals, and the decentralized

punishment of norm violation by concerned individuals (Gintis 2000; Fehr

and Fischbacher 2004). Moreover, humans acquire social norms simply

through the action of homophily, imitation of the behavior and acquiring

the value of social peers (Kandel 1978; McPherson et al. 2001; Durrett and

Levin 2005).

The internalization of norms of course presupposes a genetic predisposi-
tion to moral cognition that can be explained only by gene-culture coevolu-

tion (Boyd and Richerson 1985, 2004; Gintis 2003a, 2011; Haidt 2001).

It is tempting to treat some norms as inviolable constraints that lead the

individual to sacrifice personal welfare on behalf of morality, but virtually

all norms are violated by individuals under some conditions, indicating that

there are tradeoffs that could not exist were norms merely constraints on
action. In fact, internalized norms are accepted not as instruments towards
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achieving other ends, but rather as ends in themselves—arguments in the

preference function that the individual maximizes. For instance, an individ-
ual who has internalized the value of speaking truthfully will do so even

in cases where the net payoff to speaking truthfully would otherwise be

negative. Such fundamental human emotions as shame, guilt, pride, and

empathy are deployed by the well-socialized individual to reinforce these

prosocial values when tempted by the immediate pleasures of such deadly

sins as anger, avarice, gluttony, and lust.
The human openness to socialization is perhaps the most powerful form

of epigenetic transmission found in nature. This preference flexibility ac-

counts in considerable part for the stunning success of the species Homo

sapiens, because when individuals internalize a norm, the frequency of

the desired behavior will be higher than if people follow the norm only

instrumentally—i.e., when they perceive it to be in their best interest to do

so on self-regarding grounds. The increased incidence of prosocial behav-
iors are precisely what permits humans to cooperate effectively in groups

(Gintis et al. 2005).

There are, of course, limits to socialization (Wrong 1961; Gintis 1975;

Tooby and Cosmides 1992; Pinker 2002), and it is imperative to understand

the dynamics of emergence and abandonment of particular values, which

in fact depend on their contribution to fitness and well-being, as economic
and biological theory would suggest (Gintis 2003a, 2003b). Moreover, there

are often swift society-wide value changes that cannot be accounted for by

socialization theory. For instance, movements for gender and racial equality

have been highly successful in many countries, yet initially opposed all

major socialization institutions, including schools, churches, the media, and

the legal system.

6.6 A Model of Norm Internalization

For analytical specificity, we study the dynamics of a single altruistic norm

that has a payoff disadvantage for those who adopt it, but is transmitted

vertically by parents and obliquely through socialization institutions. We

allow altruism to be either beneficial or harmful to the group, and we admit

four types of cultural change.

• Individuals mate and have offspring. Families who use lower payoff
strategies have fewer offspring (biologically adaptive dynamics).
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• Families pass on their cultural traits, self-interested or altruistic, to

their offspring (vertical transmission) through internalization.
• A fraction of self-interested offspring are induced to adopt altruistic

norms by socialization institutions (oblique transmission).

• Some members of the resulting population change their cultural val-

ues to conform to the behavior of other individuals who have higher
payoffs (replicator dynamics).

This model yields two general conclusions.

• In the absence of oblique transmission of the altruistic norm, altruism

is driven out by self-interested behavior. When oblique transmission

of altruism is present, a positive frequency of altruism can persist in

cultural equilibrium.
• A high level of cooperation can be sustained in cultural equilibrium

by the presence of a minority of agents who adopt the altruistic norm

of what I call strong reciprocity: cooperating unconditionally and

punishing defectors at a personal cost, the remaining agent being self-

interested.

The first assertion states what might be called the Fundamental Theorem of

Sociology: extra-familial socialization institutions are necessary to support

altruistic forms of prosociality. The second assertion expresses the insight

that cooperation is robustly stable when antisocial behavior is punished by

the voluntary, and largely decentralized, initiative of group members (Hel-

bing et al. 2010).
Because social norms generally have a strong moral component, construc-

tion dynamic models of the evolution of social norms is an inherently com-

plex and ill-understood process. For instance, social norms concerning gen-

der roles or inter-ethnic relationships can persist for many generations and

then change extremely rapidly. Such changes are virtually unpredictable

given the current state of social theory. Conventions, by contrast, may be

more or less desirable on social efficiency grounds, but because they lack a
moral component, they are more easily modeled and understood.

A convention is a correlated equilibrium of a coordination game. A coor-

dination game is defined as follows. Suppose there is some social activity

that requires the cooperation of one or more types of social actor. For in-

stance, the activity may be building a wall. The types of social actor may be

“bricklayer” and “assistant.” Cooperation is successful when the bricklayer
asks for a piece of building material and the assistant provides the proper
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material. The social convention may be that the bricklayer shows one finger

when he wants a brick, two fingers when he wants some mortar, and three
fingers when he wants a bucket of water. A second convention may be to

show one finger for a bucket of water, two fingers for some mortar, and to

say “ladrillo” for a brick. It does not much matter what the particular sign

is for each of the three possibilities, just so both the bricklayer and his as-

sistant agree, and the assistant has some incentive to obey the requests of

the bricklayer.
There are several plausible models of the evolution and transformation of

conventions (Kandori et al. 1993; Young 1993, 1998) based on the notion of

a Markov process. Section 6.7 provides a simple but representative example

of this approach to modeling the evolution of conventions.

6.7 The Evolution of Social Conventions

A Markov process M consists of a finite number of states S D f1; : : : ; ng,

and an n-dimensional square matrix P D fpij g such that pij represents the
probability of making a transition from state i to state j . A path fi1; i2; : : :g
determined by Markov process M consists of the choice of an initial state

i1 2 S , and if the process is in state i in period t D 1; 2; : : :, then it is in

state j in period t C 1 with probability pij : Despite the simplicity of this

definition, finite Markov processes are remarkably flexible in modeling dy-

namical systems, although characterizing their long-run properties becomes
challenging for systems with many states.

I will use the Markov process as a tool to model the evolution of money

as a convention in trade among many individuals. Consider a rudimentary

economy in which there are g goods, and each social actor produces one

unit of one of these goods in each period. After production takes place,

individuals encounter one another randomly and they trade equal amounts

of their wares if each wants what the other is offering. However, it often
happens that one of the pair does not consume what the other produces,

so no direct trade is possible. However, suppose each social actor is will-

ing to accept one of the g goods not for consumption, but rather to use as

money in trading with other producers. The use of money increases the ef-

ficiency of the economy because the frequency of welfare-increasing trades

is higher with the use of money. Moreover, it is clear that the highest effi-
ciency would be attained if all social actors were willing to accept the same
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good as money. Under what conditions might this occur without a central

government or other macrosocial institution bringing this about?
To pose the question more formally, what is the long-run distribution of

the fraction of the population accepting each of the g goods as money?

To answer this question, we must make some assumption concerning how

individual traders decide to change the good they are willing to accept as

money. We simply assume that one of the n traders in the economy in each

period switches to the money type of a randomly chosen trading partner.
We represent the state of the economy as .w1 : : : wg/, where wi is the num-

ber of agents who accept good i as money. The total number of states in the

economy is thus the number of different ways to distribute n indistinguish-

able balls (the n agents) into g distinguishable boxes (the g goods), which

is C.n C g � 1; g � 1/, where

C.n; g/ D
nŠ

.n � g/ŠgŠ

is the number of ways to choose g objects from a set of n ob-

jects. For instance, if there are 100 social actors (n D 100) and

ten goods (g D 10), then the number of states S in the system is
S D C.109; 9/ D4,263,421,511,271.

To verify this formula, write a particular state in the form

s D x : : : xAx : : : xAx : : : xAx : : : x

where the number of x’s before the first A is the number of agents choosing
type 1 as money, the number of x’s between the .i � 1/thA and the i thA

is the number of agents choosing type i as money, and the number of x’s

after the final A is the number agents choosing type g as money. The total

number of x’s is equal to n, and the total number of A’s is g � 1, so the

length of s is n C g � 1. Every placement of the g � 1 A’s represents a

particular state of the system, so there are C.n C g � 1; g � 1/ states of the

system.
Suppose in each period two agents are randomly chosen and the first agent

switches to using the second agent’s money type as his own money. This

gives a determinate probability pij of shifting from one state i of the system

to any other state j . The matrix P D fpij g is called a transition probability

matrix, and the whole stochastic system is clearly a finite Markov process.

What is the long-run behavior of this Markov process? Note first that if

we start in state i at time t D 1, the probability p
.2/
ij of being in state j in
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period t D 2 is simply

p
.2/
ij D

S
X

kD1

pikpkj D .P 2/ij : (6.1)

This is true because to be in state j at t D 2 the system must have been in

some state k at t D 1 with probability pik , and the probability of moving

from k to j is just pkj . This means that the two period transition probability

matrix for the Markov process is just P 2, the matrix product of P with itself.

By similar reasoning, the probability of moving from state i to state j in

exactly r periods is P r . Therefore, the time path followed by the system
starting in state s0 D i at time t D 0 is the sequence s0; s1; : : :, where

PŒst D j js0 D i � D .P t/ij D p
.t/
ij :

The matrix P in this example has S2 � 1:818 �1015 entries. The notion of

calculation P t for even small t is quite infeasible. There are ways to reduce
the calculations by many orders of magnitude (Gintis 2009b, Ch. 13), but

these methods are completely impractical with so large a Markov process.

Nevertheless, we can easily understand the dynamics of this Markov pro-

cess. We first observe that if the Markov process is ever in the state

sr
�

D .01; : : : ; 0r�1; nr ; 0rC1; : : : ; 0k/;

where all n agents choose type r money, then sr
�

will be the state of the
system in all future periods. We call such a state absorbing. There are

clearly only g absorbing states for this Markov process.

We next observe that from any non-absorbing state s, there is a strictly

positive probability that the system moves to an absorbing state before re-

turning to state s. For instance, suppose wi D 1 in state s. Then there is

a positive probability that wi increases by 1 in each of the next n � 1 peri-

ods, so the system is absorbed into state si
�

without ever returning to state
s. Now let ps > 0 be the probability that the Markov process never returns

to state s. The probability that the system returns to state s at least q times

is thus at most .1 � ps/q. Since this expression goes to zero as q ! 1, it

follows that state s appears only a finite number of times with probability

one. We call s a transient state.

We can often calculate the probability that a system starting out with wr

agents choosing type r as money, r D 1; : : : ; g, is absorbed by state r .
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Let us think of the Markov process as that of g gamblers, each of whom

starts out with an integral number of coins, there being n coins in total.
The gamblers represent the types and their coins are the agents who choose

that type for money, there being n agents in total. I have shown that in the

long run, one of the gamblers with have all the coins, with probability one.

Suppose the game is fair in the sense that in any period a gambler with a

positive number of coins has an equal chance to increase or decrease his

wealth by one coin. Then the expected wealth of a gambler in period t C 1

is just his wealth in period t . Similarly, the expected wealth EŒwt 0

jwt � in

period t 0 > t of a gambler whose wealth in period t is wt is EŒwt 0

jwt � D
wt . This means that if a gambler starts out with wealth w > 0 and he wins

all the coins with probability qw , then w D qwn, so the probability of being

the winner is just qw D w=n.

We now can say that this Markov process, despite its enormous size, can

be easily described as follows. Suppose the process starts with wr agents
holding good r . Then in a finite number of time periods, the process will

be absorbed into one of the states 1; : : : ; g, and the probability of being

absorbed into state r is wr=n. In all cases, a single good will eventually

evolve as the universal medium of exchange.

Of course the assumption that all traders are willing to adopt any good

as money may be unrealistic. For instance, the producers of a particular
good i can benefit from having good i as money because it increases their

demand. If exactly one of the producer types simply refused to accept

any good but their own as money, while all other groups were unbiased

in their choice of money, eventually good i will be the universal money

good. However, if more than one type of producer adopts this intransigent

strategy, an irreducible conflict must obtain.

6.8 The Omniscient Choreographer and Moral Preferences

As we saw in Section 6.1, social norms are more insightfully and effec-
tively represented as correlated equilibria rather than the Nash equilibria

of standard game theory. Many socially efficient social norms are purely

conventional, in the sense that the Choreographer’s signals will be obeyed

by all prudent self-regarding rational agents.

For example, consider a town with a North-South/East-West array of

streets. In the absence of a social norm, whenever two cars find themselves
in a condition of possible collision, both stop and each waits for the other
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to go first. Obviously not a lot of driving will get done. There are a myriad

of Nash equilibria of this game and no way for drivers to coordinate on any
one, much less on a socially efficient one. However, consider a correlated

equilibrium in which (a) all cars drive on the right, (b) at an intersection

both cars stop and the car that arrived first proceeds forward, and (c) if both

cars arrive at an intersection at the same time, the car that sees the other car

on its left proceeds forward. This is one of several social norms that will

lead to an efficient use of the system of streets, provided there is not too
much traffic. The social norm serves as a Choreographer giving rise to a

self-enforcing correlated equilibrium among rational self-regarding drivers.

Suppose, however, that there is so much traffic that cars spend much of

their time stopping at crossings. We might then prefer the correlated equi-

librium in which we amend the above social norm to say that cars traveling

North-South always have the right of way and need not stop at intersections.

However, if there is really heavy traffic, East-West drivers may never get a
chance to move forward at all using this social norm.

Note that our correlated equilibrium in this case is simply a Nash equi-

librium because there is no explicit Choreographer issuing signals and ap-

plying sanctions. To handle the heavy traffic problem, however, we may

implement a true Choreographer in the form of a set of traffic signals at

each intersection that indicate “Go” or “Stop” to drivers moving in one di-
rection and another set of “Go” or “Stop” signals for drivers moving in the

crossing direction. We can then correlate the signals so that when one set of

drivers see “Go,” the other set of drivers see “Stop.” The social norm then

says that “if you see Go, do not stop at the intersection, but if you see Stop,

then stop and wait for the signal to change to Go.” We add to the Chore-

ographer property that the system of signals alternates sufficiently rapidly
and there is a sufficiently effective surveillance and penalty system that no

driver has an incentive to disobey the social norm even when pressed for

time.

Conventional correlated equilibria, however, cannot always achieve so-

cially efficient solutions. Consider, for example, that police in a certain

town are supposed to apprehend criminals, where it costs police officer Bob

a variable amount f to file a criminal report. For instance, if the identified
perpetrator is in Bob’s ethnic group, or if the perpetrator offers Bob a bribe

to be released, f might be very high, whereas an offender from a different

ethnic group, or one who does not offer a bribe, might entail a low value
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of f . How can this society erect incentives to induce the police to act in a

non-corrupt manner?
Assuming Bob is self-regarding, he will report a crime only if f � w,

where w is the reward for filing an accurate criminal report (accuracy can

be guaranteed by fact-checking). A conventional correlated equilibrium

that requires that all apprehended criminals be prosecuted cannot then be

sustained because all officers for whom f < w with positive probability

will at least at times behave corruptly. Suppose however officers have a
normative predisposition to behave honestly, in the form of a police culture

favoring honesty that is internalized by all officers. If f < w C ˛ with

probability one for all officers, where ˛ is the strength of police culture, the

social norm can be sustained.

We can summarize the lesson learned from these two examples by saying

that when the Choreographer is omniscient, socially efficient social norms

can be implemented as conventional correlated equilibria. But when play-
ers can take actions that are not observed by the Choreographer, the so-

cially efficient social norms must involve normative correlated equilibria.

To generalize from the above example, suppose Bob’s payoff consists of a

public component that is known to the Choreographer and a private com-

ponent that reflects the idiosyncrasies of the agent and is unknown to the

Choreographer. Suppose the maximum size of the private component in
any state for Bob is ˛, but Bob’s inclination to follow the Choreographer

has strength greater than ˛. Then Bob continues to follow the Choreogra-

pher’s signals whatever the state of his private information. Formally, we

say Bob has an ˛-normative predisposition towards conforming to the so-

cial norm if he strictly prefers to play his assigned strategy so long as all his

pure strategies have payoffs no more than ˛ greater than when following
the Choreographer. We call an ˛-normative predisposition a social pref-

erence because it facilitates social coordination but violates self-regarding

preferences for ˛ > 0. There are evolutionary reasons for believing that

humans have evolved such social preferences for fairly high levels of ˛

through gene-culture coevolution, as outlined in Chapter 1 (Bowles and

Gintis 2011; Grund et al. 2013).

6.9 The Evolution of Norm Internalization

Why do we have the generalized capacity to internalize norms? From a bio-
logical standpoint, internalization may be an elaboration upon the imprint-



132 Chapter 6

ing and imitation mechanisms found in several species of birds and mam-

mals. But its elaborately developed form in humans indicates it had great
adaptive value during our evolutionary emergence as a species. Moreover,

the everyday observation that people who exhibit a strongly internalized

moral code lead happier and more fulfilled lives than those who subject

all actions to a narrow calculation of personal costs and benefits of norm

compliance suggests it might not be prudent to be self-interested.

In Chapter 10 we show that if internalization of some norms is personally
fitness-enhancing (e.g., preparing for the future, having good personal hy-

giene, positive work habits, and/or control of emotions), then genes promot-

ing the capacity to internalize can evolve. Given this genetic capacity, altru-

istic norms will be internalized as well, provided their fitness costs are not

excessive. In effect, altruism “hitchhikes” on the personal fitness-enhancing

capacity of norm internalization. This mechanism was asserted by Simon

(1990), we might note, who instead of “internalization of norms,” used the
term “docility,” in the sense of “capable of being easily led or influenced.”

Why, however, should the internalization of any norms be individually

fitness-enhancing? The answer is that we humans have primordial drives

and needs some of which do not well serve our fitness interests in complex

social settings. These primordial drives are more or less successfully over-

ridden by our internalized norms. Sigmund Freud (1933) somewhat fan-
cifully but accurately described this as the Superego (internalized values)

ordering the Ego (rational decision-maker) to suppress the urges of the Id

(primitive drives). These primitive drives know little of thinking ahead in a

sophisticated manner, but rather satisfy immediate desires. Lying, cheating,

killing, stealing, and satisfying short-term bodily needs (e.g., wrath, lust,

greed, gluttony, sloth) are all actions that produce immediate pleasure and
drive-reduction, at the expense of our overall well-being in the long run.

Internalization alters the agent’s goals, whereas instrumental and conven-

tional cultural forms merely aid the individual in attaining pre-given goals.

Through internalization, the individual’s immediate needs are satisfied by

behaviors that are in the long run fitness-enhancing. These internalized val-

ues cannot be represented in the genes because cultural transmission and

the nature of man as Homo ludens produces rapidly changing social en-
vironments, thus conferring high fitness value on non-genetic mechanisms

for altering the agent’s goals in a fitness-enhancing direction. Internaliza-

tion is limited to our species, moreover, because no other species is defined
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by gene-culture coevolution and no other species maintains and transforms

systematically the rules of the game that define social life.
This evolutionary argument is meant to apply to the long period in the

Pleistocene during which the human character was formed, as outlined in

Chapter 2. Social change since the agricultural revolution some 10,000

years ago has been far too swift to permit even the internalization of norms

to produce a close fit between utility and fitness. Indeed, with the advent

of modern societies, the internalization of norms has been systematically
diverted from fitness (expected number of offspring) to welfare (net degree

of contentment) maximization. This, of course, is precisely what we would

expect when humans obtain control over the content of ethical norms. In-

deed, this misfit between welfare and fitness is a necessary precondition

for a high level of per capita income. This is true because, were we fit-

ness maximizers, every technical advance would have been accompanied

by an equivalent increase in the rate of population growth, thus nullifying
its contribution to human welfare, as predicted long ago by Malthus (1798).

The demographic transition, which has led to dramatically reduced human

birth rates throughout most of the world, is a testimonial to the gap between

welfare and fitness (Borgerhoff Mulder 1998). Perhaps the most important

form of prosocial cultural transmission in the world today is the norm of

having few, but intensively supported, offspring.

6.10 Modeling Networked Minds

There are many plausible ways to model the cognition of social actors as

networked across a range of significant others (Coleman 1988; Rauch 1996;

Bowles and Gintis 2004; Di Guilmi et al. 2011; Gintis 2013). We described

one of these in our discussion of case-based decision theory in Section 5.5.

The following model is offered as a more fully articulated version of the

case-based model.

Suppose there are social actors i D 1; : : : ; m and there is a network of in-
formation flows among the actors. Let Pi be the set of actors to whom actor

i is directly linked. Suppose there are n traits, such as gender, ethnicity, oc-

cupation, religion, social position, physical attributes, family relationships,

cultural beliefs, and demographic characteristics. Suppose each social ac-

tor has a social trait vector a D .a1; : : : ; an/ where each aj takes the value

zero and one. We interpret aj D 0 as meaning that the individual does
not have trait j , and aj D 1 means the individual has trait j . An actor i
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with personal traits vector ai 2 A has available a set of trait filters, where

a trait filter bi 2 A represents the set of traits that i considers relevant in
polling others in a particular decision context. I interpret bij D 1 as mean-

ing members of Pi satisfying the filter have trait j , and bij D 0 as meaning

that members of Pi may or may not have trait j . For some decisions, i

will consider only other actors with the same personal characteristics, so

bi � ai , in the sense that bij � aij for all traits j . However, in other cases i

may defer to experts or highly experienced network members with personal
traits that differ in important ways.

In facing a particular decision, actor i evaluates information from other

social actors in his networkPi , using a trait filter bi that is dependent on the

nature of the decision. The strength �.bi / of a trait filter bi is the number

of positive entries in bi . The stronger the trait filter, the closer others must

be in social space for their experience to count in the actor’s decision. The

strength of a trait filter is a partial order on A in the obvious sense. I write
bi .Pi/ for the set of network links to i that conform to the filter bi .

Let ki be the number of actors in Pi , and let ki .bi/ be the number of actors

in Pi who conform to the filter bi , which is decreasing in the strength of

the filter bi . Thus ki.bi /=ki is the fraction of social actors in i’s network

who have the traits bi . Let qi.bi / be the probability that a social actor with

traits bi provides correct information allowing i to choose an action that
maximizes i’s payoff. Because the use of a stronger filter cannot improve

the decision-maker’s information unless it also increases the probability

of receiving correct information, we may safely assume that for a given

decision problem, decision-maker i considers only filters that belong to a

totally ordered sequence of increasingly strong filters bi1; bi2; : : : such that

qi .b
ij / is increasing in j . Let q�

i be the probability that i chooses correctly
without information.

We suppose individual i queries a particular member of his network with

traits bi , who tells him the correct action if he knows it, which occurs with

probability qi .bi/. Otherwise the queried actor gives no information. We

can then express the probability that the individual receives the correct infor-

mation as pi .bi/ D ˛.bi/qi .bi/C .1�˛.bi//q
�

i , where ˛.bi/ D ki.bi /=ki .

The decision-maker can then choose the filter bi to maximize the probability
of obtaining useful information (Bowles and Gintis 2004).
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6.11 Class Structure in General Social Equilibrium

An elaboration on the general social equilibrium model of the previous sec-

tion illustrates how wealth inequality can translate into a stratified distri-

bution of social classes. This model is a variant of Eswaran and Kotwal

(1986) and Bowles (2004, Ch. 10), who apply a method initiated by Roe-

mer (1982). Suppose all families face the household production function

q D f .k; l/ (6.2)

where k is capital and l is labor. We assume f .k; l/ is increasing and

concave in its arguments; i.e., there is decreasing marginal productivity of

both labor and capital in household production. However, there is a startup

capital cost � > 0 for household production. A family can apply its own

labor lf , it can hire labor lh, and it can sell labor lw to other households
and to firms in the market sector. If the household hires labor lh, it must

supervise this labor, incurring a supervisory cost in personal labor time

s.lh/. We assume s.lh/ is increasing and convex in the amount of labor

hired, with s.0/ D 0. With supervision, hired workers are as productive

as the household labor, so total effective labor in household production is

simply l D lh C lf .

We assume households are credit constrained, with the maximum amount
a household with wealth kf can borrow is c.kf /, where c.kf / is increasing

in kf with c.0/ D 0, meaning that a family with no wealth cannot borrow

at all. Let w and r be the wage rate and the rate at which capital can be

borrowed or loaned. If a household chooses to produce, the credit rationing

constraint requires that

c.kf / � w.lf C lh/ C r.k � kf / C �; (6.3)

where k is the amount of capital the household uses in production. This

inequality assumes that all production costs must be paid at the start of the

period.

We assume a simple household payoff y C u.�/, where y is income and

� is the amount of leisure consumed, and where u.�/ is increasing and

concave (decreasing marginal utility of leisure). We also assume u0.0/ is
sufficiently negative that the household always chooses a positive amount of

leisure. Then an individual who chooses to enter into household production

has payoff

�f D f .k; lf C lh/ � .1 C r/Œw.lh � lw/ C v.k � kf / C �� C u.�/; (6.4)
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where the .1 C r/ term represents the total amount of the loan that must be

paid at the end of the period.
An individual who hires out as a worker rather than engaging in household

production will have payoff

�w D .1 C r/.wlw C v�/ C u.�/; (6.5)

assuming wages are paid at the start of the production period.

An individual who undertakes household production, such that (6.4)

holds, must choose k, �, lw , lh, lf , and l to maximize (6.4) subject to

the credit constraint (6.3), the inequality constraints k, lh, lf � 0, and a

labor constraint given by

lf D 1 � s.lh/ � lw � � � 0; (6.6)

where we have normalized the individual’s labor endowment to unity. The

Lagrangian for this optimization problem is given by

L D f .k; lf C lh/ � .1 C r/Œwlh C vk C �/ C �wC (6.7)

�Œc.�/ � w.lf C lh/ C r.k � kf / C ��C (6.8)

�Œ1 � s.lh/ � lf � ��: (6.9)

The first-order conditions for this problem are

Lk D fk � .1 C r C �/v D 0 (6.10)

Llh
D fl.1 � s0.lh// � .1 C r C �/v � �s0.lh/ � 0 (6.11)

L� D �fl C u0.�/ � � D 0 (6.12)

Llf D �fl C w.1 C r C �/ � � � 0; (6.13)

where (6.11) is an equality if any labor is hired (lh > 0) and (6.13) is an

equality if the agent himself works in domestic production (lf > 0). The

value of � determined by these equations is the shadow price of borrowed
capital, and is strictly positive if the demand for capital in the household

sector is positive, which will be the case when the market wage w is not so

high that household production is never superior to working in the market

sector. In this case 1CrC� is the real cost of borrowing (note that the capital

itself is used up in production), and (6.10) says that if household production

is undertaken, the marginal productivity of capital used by households will
equal the marginal cost of capital.
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If the household supplies its own labor, then lf > 0, so the constraint

(6.6) is not binding, and hence � D 0. In this case, (6.13) asserts that
if the household also works in the market sector, the marginal product of

labor will be equal to the cost of labor w.1 C r C �/. Note that the cost of

labor is the wage w, plus the interest that must be paid on this, rw, plus the

constraint cost of the wage �w.

Wealth Class Borrows Activities � �

0 � kf < k1 pure wage No lw > 0 � D 0 � > 0

k1 < kf < k2 wage and domestic Yes lw ; lf ; k > 0 � > 0 � D 0

k2 < kf < k3 pure domestic Yes lf ; kf > 0 � > 0 � D 0

k3 < kf < k4 small capitalist Yes lf ; lh; k > 0 � > 0 � D 0

k4 < kf < k5 large capitalist Yes lh; k > 0 � > 0 � > 0

k5 < kf financial No Pure Lender � > 0 � > 0

Table 6.1. Class Structure in a Market and Domestic Production System

In this model, then, there will be six classes of households, a household’s

status being a function of its wealth kf . Indeed, there is a sequence of

increasing wealth levels 0 < k1 < k2 < k3 < k4 < k5 such that households

with wealth kf < k1 are pure wage workers, hiring no labor or capital and

working only in the market sector (lw > 0/. If these households have any

capital (kf > 0), they lend it to others. Households with k1 < kf < k2

are mixed wage workers and domestic producers, working in the market

sector (lw > 0) but also in domestic production (lf > 0) using their own

capital (kf > 0). Households with wealth k2 < kf < k3 are pure domestic

producers, using only their own labor (lf > 0) and no capital .kf < 0/.

Households with k3 < kf < k4 are small capitalist producers, using their

own labor (lf > 0) and supervising hired labor (lh > 0), while borrowing

(k > 0) to achieve a higher capital input to production than possible with
their own wealth. Households with k4 < kf < k5 are large capitalist

producers who hire labor and capital .lh; k > 0/, supervise the hired labor,

but otherwise do not engage in production (lf D 0) and of course do not

work for others (lw D 0).

Finally, households for which k5 < kf are financial capitalists who do no

work themselves and do not engage in production, but rather lend all their
capital and live off the proceeds. Table 6.1 illustrates this social equilibrium.
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6.12 Resurrecting Sociological Theory

A scientific discipline attains maturity when it has developed a core an-

alytical theory that is taught to all fledgling practitioners, is accepted by

a large majority of seasoned practitioners, and is the basis for intradisci-
plinary communication. Theoretical contributions then consist of additions

to and emendations of this core theory. Occasionally the core paradigm may

come under attack and be replaced by a more powerful core theory that in-

cludes all of the insights of the older doctrine, and new insights as well

(Kuhn 1962). Physics, chemistry, astronomy, and many of their subfields

attained this status by the last quarter of the nineteenth century, biology

developed a core theory with the synthesis of Mendelian and population
genetics in the first half of the twentieth century, and economics followed

in the last half of the twentieth century with the general equilibrium model

(Arrow and Hahn 1971) and neoclassical microeconomic theory (Samuel-

son 1947; Mas-Colell et al. 1995).

Sociology, anthropology, and social psychology have never developed

core analytical theories, and indeed it is not clear why they have not coa-
lesced into a single discipline. Sociology and anthropology have the same

object of study—human society. There is no plausible justification for con-

sidering the focus of sociology on highly institutional societies and of an-

thropology on small-scale societies a good reason for maintaining contrast-

ing and barely overlapping theoretical and empirical literatures. Moreover,

the practice in social psychology of treating individual social behavior as ca-
pable of explanation independent of general social theory is not defensible.

All these fields have suffered by separating themselves from sociobiology,

which is the study of social life in general (Maynard Smith 1982; Wilson

1975; Alcock 1993; Krebs and Davies 1997).

Sociology moved haltingly towards a general analytical core with the

early work of Talcott Parsons, but Parsons himself strayed into relatively

tangential territory in his later work, and no one came along to pick up
where Parsons left off in creating an analytical basis for sociology. More-

over, there developed a strong antagonism between economists and soci-

ologists, which prevented sociologists from developing an analytical core

that is synergistic with economic theory, while economic theory accepted

unrealistic assumptions that allowed economists to model social behavior

without the need for sociological notions (Gintis 2009a). Both fields are
worse for their studied mutual antipathies, but sociology has fared worse,
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because sociological theory since Parsons has become unacceptably frag-

mented (Turner 2006).
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The Theory of Action Reclaimed

Quid leges sine moribus vanae proficient? [Of what use
are laws without morals?]

Horace

C: If you could converse with Talcott Parsons
today, what would you say?

HG: I would explain succinctly his only serious mis-
take and suggest a way to correct this mistake.

C: Would he agree?
HG: In my dreams.

Choreographer interview

The analytical core for sociological theory proposed in the previous chap-

ter includes a rational actor model inspired by Talcott Parsons’ voluntaristic

theory of action (1937). My elaboration of this model, however, followed a

different path from that taken by Parsons in his later work, which wandered

away from the microfoundations of human behavior into the dusty realm of

structural-functionalism. Big mistake.

This chapter explains where and speculates why Parsons went wrong.

Briefly, between writing The Structure of Social Action in 1937 and the
publication of The Social System and Toward a General Theory of Action in

1951, Parsons abandoned the stress on individual efficacy of his early work

(e.g., in his critique of positivism and behaviorism) in favor of treating the

individual as the effect of socialization that when successful produces social

order, and when unsuccessful produces social pathology. In The Structure of

Social Action, Parsons mentions the term “socialization” only once, writing
(pp. 400–401):

Ultimate values of the individual members of the same commu-

nity must be, to a significant degree, integrated into a system

common to these members. . . not only moral attitudes but even

the logical thought on which morality depends only develop as

an aspect of the process of socialization of the child.

Moreover, in The Structure of Social Action Parsons uses this fact only
to show the impossibility of a “utilitarian” model of individual choice, by

140
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which he means a model in which individuals fail to share a common moral

dimension. He writes (p. 401), “This evidence confirms the negative proof
of the impossibility of a truly utilitarian society.” In 1951, in both The Social

System and Toward a General Theory of Action, “socialization” is used con-

stantly throughout. By contrast, the term “voluntarist,” liberally dispersed

throughout The Structure of Social Action, is replaced by “general” in later

versions of the theory of action. The term “voluntarist” appears not at all

in The Social System and only in the Index of Toward a General Theory of

Action—doubtless left there by mistake. Moreover, by 1951 Parsons has

come to treat the demand for agents to fill social roles, which is determined

by the social division of labor, and the supply of agents to fill social roles,

which is determined by the socialization process, as not simply interrelated,

but in fact identical. He writes in The Social System (Parsons 1951, p. 142):

The allocation of personnel between roles in the social system

and the socialization processes of the individual are clearly the

same processes viewed in different perspectives. Allocation is

the process seen in the perspective of functional significance to

the social system as a system. Socialization on the other hand

is the process seen in terms of the motivation of the individual
actor.

By the time he wrote Economy and Society with Neil Smelser in 1956, noth-

ing is left of individual action at all, the economy being simply a system of
intersectoral flows and boundary interchanges with other social subsystems.

The individual becomes for Parsons like a cell in the metazoan body, hav-

ing important work to do to maintain the organism (the social system), but

either doing it well or poorly. It cannot affect the organization of the system

itself.

The idea that the demand for agents to fill social roles and the supply of

agents capable of and willing to fill these roles are identical is not simply
false. It is preposterous. I cannot understand how Parsons could come to this

conclusion, or why his close friends and colleagues did not call him on this.

In terms of the general social equilibrium model developed in the previous

chapter, Parsons’ claim would take the form of asserting that markets for

social roles are always in equilibrium. In fact, the ensemble of social roles

follows quite a different logic from the ensemble of individuals with the
motivations and capacities to fill these roles. In a dynamic society, the two
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are rarely if ever in equilibrium, although there may be strong tendencies

towards equilibrium.
Parsons’ possibly thought, following his assignment of “positive” to eco-

nomics and “normative” to sociology, that economic theory could deal with

the skills and incentives side of the supply and demand for role positions,

leaving sociology to attend to the normative side of the equation. While it

would be far-fetched to maintain that the supply and demand for various

types of agent services are always in equilibrium, it is bordering on plau-
sible that socialization could flexibly adjust to the motivational needs of

society by suitably restricting which actions are allowed and which are not.

Indeed, Parsons’ positive vs. normative distinction between economics and

sociology lends itself to this treatment. Then the economic subsystem could

be in dynamic movement while the normative subsystem is in equilibrium.

But this way of carving up the social world is not in fact tenable.

Two theoretical commitments appear to have led Parsons to identify eco-
nomics vs. sociology with positive-rational action vs. normative-nonrational

action. The first is his treatment of socialization as the internalization of a

society’s universal and pervasive culture. As we have seen, this treatment,

as opposed to a more plausible construct in which socialization reflects and

codifies individuals positions in the variety of social networks in which they

participate, leads directly to a deeply functionalist view of the supply and
demand of role positions. The second commitment is that rational choice

is instrumental to the achievement of material goals. Viewed in this way,

much of human action, including morality-motivated choices, appears to be

nonrational.

Parsons’ instrumental understanding of the rational actor model appears

early in The Structure of Social Action. He writes (Parsons 1937, p. 44):

An “act” involves logically the following: (1). . . an agent

. . . (2). . . an “end”. . . (3). . . and a “situation”. . . This situation is
in turn analyzable into two elements: those over which the ac-

tor has no control. . . and those over which he has such control.

The former may be termed the “conditions” of action, the latter

the “means”. . . Finally (4). . . in the choice of alternative means

to the end. . . there is a “normative orientation” of action.

It is challenging to cast this notion of an act (or what Parsons generally calls

a “unit act”) into the modern rational actor framework. Parsons defines
the “end” as “a future state of affairs toward which the process of action
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is oriented.” This concept is missing in the contemporary rational actor

model. The reason for this is that rational choice theory as developed in
this book, and as inspired by von Neumann and Morgenstern (1944) and

Savage (1954), does not presume instrumental rationality—the notion that

behavior is always oriented towards some specific goal and rationality takes

the form of choosing the best action towards achieving that goal. Rather, we

use the more restricted notion of formal rationality, which merely means

that the Savage axioms, which say nothing about ends or goals, are obeyed.
The problem with the instrumental interpretation of rational choice is that

often agents are in situations where they must make choices but they have no

clear notion of what the goals of action are. For instance, if I see someone

faint on a New York subway platform, I must choose how to react, but I have

no obvious goal. Indeed several distinct considerations must be adjudicated

in deciding how to act. Similarly, subjects in the behavioral economics

laboratory may have no well-defined goals. They may have come with
the goal of making money, but they often do not maximize their monetary

rewards.

The “means” for Parsons include the agent’s capacity to choose among

alternatives according to his preferences and beliefs towards attaining the

“end,” and the “conditions” are the objective and observable personal and

social relations that form the context of choice. A search through Structure

fails to elucidate Parsons’ notion of “conditions,” except that he tends to

attribute to “positivism” the notion that “conditions” determine choices;

i.e., that the voluntaristic and subjective factors in behavior are absent.

What appears novel, and what Parsons contends is preeminently socio-

logical, is element (4), involving a “normative orientation.”

One might expect Parsons to devote some effort to explicate this model.
Does not one need a “moral preference function” of some sort to evaluate al-

ternative choices leading to a particular “end”? Will not alternative choices

leading to the same “end” have additional costs or benefits that must be

balanced against the normative value of the choice? Might we not actually

choose our ends taking into consideration the normative costs and benefits

of attaining these ends? Parsons never in his work directly addresses these

obvious questions. He appears to hold that we cannot make utility cal-
culations involving alternative material and moral aspects of our choices.

Rather, for each given end there is a set of feasible choices leading to that

end and normative considerations eliminate some of these choices while

permitting others. The properly socialized individual will simply limit his
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choice set to those that are normatively permissible. The choice among what

remains is then the business of economics, not sociology. Indeed, Parsons
distinguishes economics from sociology precisely by defining the former

as studying how agents rationally choose means to satisfy ends, while the

latter studies the normative restrictions on choice that make the social order

possible.

For instance, Parsons’ study of the professions, as in his essay “The Mo-

tivation of Economic Activities” (Parsons 1949), supported the notion that
physicians and other professionals internalize norms of social service lead-

ing them to consider the health interests of clients above their personal ma-

terial interests. He writes in The Social System (p. 293):

The “ideology” of the profession lays great emphasis on the

obligation of the physician to put the “welfare of the patient”

above his personal interests, and regards “commercialism” as

the most serious and insidious evil with which it has to con-
tend. The line, therefore, is drawn primarily vis-à-vis “busi-

ness.” The “profit motive” is supposed to be drastically ex-

cluded from the medical world. This attitude is, of course,

shared with the other professions.

Moreover, the culture of the profession fosters a reputational system in

which individual physicians are rewarded for ethical behavior. Thus while
professionals are clearly motivated to enhance their income and wealth,

they are obliged to subordinate such motivations when advising patients,

and they normally do so even when the probability of being caught acting

unprofessionally is close to zero. The efficacy of normative constraints on

choice render it feasible to allow professionals extreme autonomy in their

interactions with patients.

Hans Joas and Wolfgang Knöbl, in their popular exposition of Parsons’
voluntarist theory of action, express Parsons’ notion that norms are binding

constraints on actions by asserting the impossibility of locating normative

effects elsewhere (Joas and Knöbl 2009, p. 37–38):

It is quite simply impossible to make our own values the sub-

ject of utility calculations. . . I cannot simply manipulate and

overrule my own values. . . Value and norms themselves. . . are
constitutive of every criterion underpinning such calculations.
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In fact, as we have seen in virtually every chapter of this book, agents make

such calculations all the time. Indeed, the experimental evidence presented
in Section 7.1, a small slice of the literature, indicate that preference func-

tions including both material and moral payoffs have the same properties as

the preferences found in the neoclassical economics textbooks. Moreover,

people trade off moral principle for material reward, and conversely, as part

of daily life. It is thus simply incorrect to treat values as binding constraints

on action.
The alternative, which I have embraced throughout this book, is that all

decision making by socially situated individuals has a moral component,

and that individuals are constantly involved in trading off between self-

interest and a variety of moral values. Norms thus appear in the individual’s

preference ordering rather than as constraints on his choices.

These considerations suggest that Parsons’ attempt to partition off eco-

nomic theory from normative concerns is simply a failure. Economic con-
cerns are both moral and material concerns, and the fact that this is not re-

flected in economics and sociology is a failure of theory, not of a plausible

intellectual division of labor.

7.1 The Moral and Material Bases of Choice

There is nothing irrational about caring for others. But do preferences for

altruistic acts entail transitive preferences as required by the notion of ra-

tionality in decision theory? Andreoni and Miller (2002) showed that in
the case of the Dictator Game, they do. Moreover, there are no known

counterexamples.

In the Dictator Game, first studied by Forsythe et al. (1994), the exper-

imenter gives a subject, called the Dictator, a certain amount of money

and instructs him to give any portion of it he desires to a second, anony-

mous, subject, called the Receiver. The Dictator keeps whatever he does

not choose to give to the Receiver. Obviously, a self-regarding Dictator will
give nothing to the Receiver. Suppose the experimenter gives the Dictator

m points (exchangeable at the end of the session for real money) and tells

him that the price of giving some of these points to the Receiver is p, mean-

ing that each point the Receiver gets costs the giver p points. For instance,

if p D4, then it costs the Dictator 4 points for each point that he transfers to

the Receiver. The Dictator’s choices must then satisfy the budget constraint
�s C p�o D m, where �s is the amount the Dictator keeps and �o is the



146 Chapter 7

amount the Receiver gets. The question, then, is simply, is there a prefer-

ence function u.�s; �o/ that the Dictator maximizes subject to the budget
constraint �s Cp�o D m? If so, then it is just as rational, from a behavioral

standpoint, to care about giving to the Receiver as to care about consuming

marketed commodities.

Varian (1982) showed that the following generalized axiom of revealed

preference (GARP) is sufficient to ensure not only rationality but that

individuals have nonsatiated, continuous, monotone, and concave utility
functions—the sort expected in traditional consumer demand theory. To de-

fine GARP, suppose the individual purchases bundle x.p/ when prices are

p. We say consumption bundle x.ps/ is directly revealed to be preferred to

bundle x.pt / if psx.pt / � psx.ps/; i.e., x.pt / could have been purchased

when x.ps/ was purchased. We say x.ps/ is indirectly revealed to be pre-

ferred to x.pt / if there is a sequence x.ps/ D x.p1/; x.p2/; : : : ; x.pk/ D
x.pt /, where each x.pi / is directly revealed to be preferred to x.piC1/ for
i D 1; : : : ; k �1. GARP then is the following condition: if x.ps/ is in-

directly revealed to be preferred to x.pt /, then ptx.pt / � ptx.ps/; i.e.,

x.ps/ could not have been purchased for the amount of money paid for

x.pt / when x.pt / is purchased.

Andreoni and Miller (2002) worked with 176 students in an elementary

economics class and had them play the Dictator Game multiple times each,
with the price p taking on the values p D 0:25; 0:33; 0:5; 1; 2; 3; and 4,

with amounts of tokens equaling m D 40; 60; 75; 80, and 100. They found

that only 18 of the 176 subjects violated GARP at least once and that of

these violations, only four were at all significant. By contrast, if choices

were randomly generated, we would expect that between 78% and 95% of

subjects would have violated GARP.
As to the degree of altruistic giving in this experiment, Andreoni and

Miller found that 22.7% of subjects were perfectly selfish, 14.2% were per-

fectly egalitarian at all prices, and 6.2% always allocated all the money so

as to maximize the total amount won (i.e., when p > 1, they kept all the

money, and when p < 1, they gave all the money to the Receiver).

We conclude from this study that, at least in some cases, and perhaps in

all, we can treat altruistic preferences in a manner perfectly parallel to the
way we treat money and private goods in individual preference functions.

A particularly clear example of including both material ends and moral

principles in a preference ordering is reported by Gneezy (2005), who stud-

ied 450 undergraduate participants paired off to play three games in which
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all payoffs were of the form .b; a/, where player 1, Bob, receives b and

player 2, Alice, receives a. In all games, Bob was shown two pairs of pay-
offs, A:(x; y) and B :(z; w) where x, y, z, and w are amounts of money

with x < z and y > w, so in all cases B is better for Bob and A is better

for Alice. Bob could then say to Alice, who could not see the amounts

of money, either “Option A will earn you more money than option B ,” or

“Option B will earn you more money than option A.” The first game was

A:(5,6) vs. B :(6,5) so Bob could gain 1 by lying and being believed while
imposing a cost of 1 on Alice. The second game was A:(5,15) vs. B :(6,5),

so Bob could gain 1 by lying and being believed, while still imposing a cost

of 10 on Alice. The third game was A:(5,15) vs. B :(15,5), so Bob could

gain 10 by lying and being believed, while imposing a cost of 10 on Alice.

Before starting play, Gneezy asked the various Bobs whether they ex-

pected their advice to be followed. He induced honest responses by promis-

ing to reward subjects whose guesses were correct. He found that 82% of
Bobs expected their advice to be followed (the actual number was 78%). It

follows from the Bobs’ expectations that if they were self-regarding, they

would always lie and recommend B to Alice.

The experimenters found that, in game 2, where lying was very costly to

Alice and the gain from lying was small for Bob, only 17% of Bobs lied. In

game 1, where the cost of lying to Alice was only 1 but the gain to Bob was
the same as in game 2, 36% of Bobs lied. In other words, Bobs were loath to

lie but considerably more so when it was costly to Alices. In game 3, where

the gain from lying was large for Bob and equal to the loss to Alice, fully

52% of Bobs lied. This shows that many subjects are willing to sacrifice

material gain to avoid lying in a one-shot anonymous interaction, their will-

ingness to lie increasing with an increased cost to them of truth telling, and
decreasing with an increased cost to their partners of being deceived. Simi-

lar results were found by Boles et al. (2000) and Charness and Dufwenberg

(2006). Gunnthorsdottir et al. (2002) and Burks et al. (2003) have shown

that a socio-psychological measure of “Machiavellianism” predicts which

subjects are likely to be trustworthy and trusting.

We conclude that moral choices are as much subject to trade-offs as are

purely material choices, and the two strongly interact. Many philosophers
will disagree with this. Typical is John Mackie (1977), who writes:

A moral judgment is. . . is absolute, not contingent upon any
desire or preference or policy or choice.
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Perhaps a moral judgment has this character, but whether and how we act

on this judgment surely has a relative character.

7.2 Carving an Academic Niche for Sociology

Talcott Parsons participated in the early stages of the formation of sociology

as a discipline. His central preoccupation in writing his first and greatest

book, The Structure of Social Action (1937), was how to retain neoclassical

economic theory’s stress on social outcomes as the aggregation of individual

choices, but carve out an area outside of economics where sociology could

live in neighborly harmony. His solution in The Structure of Social Action

was to broaden the economist’s decision model to the “voluntaristic theory
of action,” which retained the framework of choice subject to constraints.

Parsons broadened the concept of instrumental choice to deal with norma-

tive concerns, and to suggest that the “utilitarian” rational actor model, by

which he meant the rational actor model with purely self-regarding actors,

could not “solve the problem of order” in society, because it embodies no

principles leading self-regarding individuals to share enough expectations
to cooperate effectively. Parsons called his alternative “voluntaristic,” to

stress the central effectivity of individual choice in his framework.

Parsons’ voluntaristic theory of action is in sharp contrast to the devaluing

of individual choice behavior in institutionalism (Veblen 1899; Berle and

Means 1932), and the mechanistic conception of choice in the behaviorist

psychology of the day (Watson 1913). Sociology, for Parsons, was to sup-
ply the theory behind important social parameters, including morality and

ethical values, that economic theory ignores even though they are central to

understanding economic activity.

For instance, economic theory assumes an adequate supply of en-

trepreneurship as a function of price. Where does this supply come from?

Parsons’ first step in answering this is was to turn to the greatest economist

of his day, Alfred Marshall. Marshall (1930) dealt insightfully with the
relationship between values and markets, expressing the view that a major

attraction of the market economy is that it not only satisfies needs, but

fosters morally valuable ethical principles in citizens. Parsons uses Mar-

shall in The Structure of Social Action to show that economic theory is

compatible with a serious analysis of social norms and personal ethics.

Parsons then turns to Max Weber’s analysis of the role of Protestantism
in the growth of capitalism (Weber 2002[1905]). Weber argued that these
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preferences come from a cultural system that had emerged in England that

was appropriately geared towards hard work and material reward, as a sym-
bol of proximity to God and salvation. Many studies since The Struc-

ture of Social Action attest to the fact that values underpin labor produc-

tivity. See, for instance, Gintis (1976), Akerlof (1982), and Fehr and

Gächter (2000). Similarly, Parsons derived the taste for entrepreneurship on

which growth and innovation depend from Weber’s Protestant Ethic (Weber

2002[1905]; Schumpeter 1947; McCloskey 2010).
Parsons also was deeply impressed with the stress laid by Émile

Durkheim on the “conscience collective”—a communality of beliefs

among all members of society, even under circumstances of an organic

division of labor that leads to social upheaval through extensive class

differences. In The Structure of Social Action, Parsons stresses that modern

economic theory takes class harmony for granted—there are no classes,

only persons in neoclassical economics—but in fact, when there is class
harmony in modern society, this is not an accident, but rather the product

of specific social institutions and practices.

The above considerations were Parsons’ material for creating an analyt-

ical core for sociological theory. However, two personal characteristics of

Parsons limited his ability to turn his insights into a successful analytical

foundation on which sociological theory might rest. One was his limited
writing skills. Parsons is generally verbose and imprecise. Perhaps he in-

herited his approach to writing from his German teachers, for whom lucid-

ity was often considered a sign of superficiality. The second characteristic

was his lack of mathematical sophistication. When Parsons uses algebra (as

he does at one point in The Structure of Social Action), it is awkward and

sophomoric. Together, these weaknesses prevented Parsons from forging
a general theory of action from which economic and sociological aspects

would fall out naturally.

Parsons was also handicapped by the fact that game theory and rational

decision theory had not been invented when The Structure of Social Ac-

tion was published, and the literary and graphic economics of Marshall was

being replaced by the high-tech mathematical approaches of Paul Samuel-

son and Léon Walras. Moreover, neoclassical economics in this period
was more hostile to taking consideration of ethical values, social norms,

and thick descriptions of social reality than at any point before or after in

the history of economic theory. When Parsons and Neil Smelser wrote

Economy and Society (1956), a second attempt at integrating sociology and
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economics, this time based on Parsons’ structural-functional AGIL system,

game theory had been invented but was in the doldrums, and it was the
peak point of enthusiasm for the highly mathematical and abstract Wal-

rasian general equilibrium model. Not surprisingly, the Parsons-Smelser

effort was widely rejected by economists and sociologists alike.

It is curious as to why Parsons did not see immediately that the

economist’s standard decision model could be expanded into the basis

for a sociological theory of action by enriching the model’s treatment
of “beliefs,” and by introducing other-regarding objectives and character

virtues into the individual preference function, thereby bringing ethical

values and social norms directly into economic theory. I think an extended

concept of “beliefs” was not open to Parsons because economic theory at

the time only used a truncated form of the rational actor model in which

preferences are defined directly over choice sets. With the advent of game

theory, economics shifted to an enriched notion in which preferences are
over “lotteries” whose outcomes are valued. As von Neumann and Morgen-

stern (1944) and Savage (1954) showed, this leads to the individual having

a subjective prior that is naturally interpreted as the individual’s “beliefs.”

A correct theory of action merely extends beliefs to an inter-subjective

setting that is naturally affiliated with sociological theory.

As for the extension of preferences to include normative and other-
regarding dimensions, economists at the time were so adamant in iden-

tifying “rationality” with “self-interest,” a prejudice shared by the great

economist/sociologist Vilfredo Pareto, that Parsons never had the temer-

ity to think, much less to suggest, otherwise. The closest Parsons comes

in The Structure of Social Action is to say that ethical issues could be a

“constraint” on economic choice behavior. It was not until behavioral game
theorists showed clearly that “rationality” is completely compatible with al-

truism and other forms of inherently ethical behavior that a theory of action

that bridges economics and sociology could be productively contemplated

(Fehr and Gächter 1998; Gintis et al. 2005), and structural-functionalism

could be safely buried.

7.3 The Parsonian Synthesis

Talcott Parsons’ social theory was at base very simple. Society is a highly

differentiated nexus of “role positions” (for example, husband, worker,
voter, hospital patient, subway rider, and so on). Each social role position
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is occupied by a person and a single individual can occupy many different

role positions. Institutions are then structured networks of social roles. The
rules and norms associated with a social role place specific requirements

of how an individual behaves in a given role position, and the individual

is motivated to behave in conformance with these requirements by virtue

of material and moral incentives. Individuals respond to moral incentives,

according to Parsons, because they are socialized to accept the norms and

values associated with society in general and specific role positions in par-
ticular. We developed this approach in Chapter 6, extending Parsons by de-

veloping the theory in the context of the rational actor model, game theory,

and general social equilibrium.

If we restrict this picture to the economy, we recreate modern economic

theory, except that in Parsons’ time it was assumed in economics the people

are purely selfish and a process of socialization could not possibly induce

rational individuals to forego behaving perfectly selfishly. The role structure
of the economy is the Walrasian general equilibrium system of firms and

households, plus the economic aspects of government. The actors are the

employers and employees who occupy positions in the economy, as well as

government actors who are involved in regulating and policing economic

activity.

Economists argued that all of these positions could be efficiently filled by
selfish agents, provided appropriate material incentives (rewards and penal-

ties) were attached to the various economic roles. We now know that the as-

sumption that the capitalist economy can operate effectively through purely

material incentives applied to self-regarding agents is quite indefensible—

see, for instance, my book The Bounds of Reason (2009), which supplies the

appropriate empirical and theoretical references and, with Samuel Bowles,
A Cooperative Species (2011), as well as the more anthropologically ori-

ented Joseph Henrich et al., Foundations of Human Sociality (2004) for de-

tails. But when Parsons wrote, the rationality-equals-selfishness axiom was

virtually universal in economic theory. Parsons was perfectly on the mark

to stress that economics based on self-regarding agents could not solve the

problem of order. .

Parsons did say that economic theory is a “subset” of social theory, but
he never managed to articulate how his vision of a theory of action would

mesh with the economist’s decision theoretic model. The answer, as de-

veloped in this book, is that we must extend the goals of action to include

moral behavior and non-material ends such as reciprocity, empathy, consid-
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erateness, and justice, even in purely economic transactions, and more so

in general social life. Role performance, as we argued in Chapter 6—see
also Aoki (2010)—can be quite nicely modeled with such an expanded ra-

tional actor model, in which individuals have goals that they try to meet as

best they can subject to their material and informational constraints, and in

conformance with their beliefs (called subjective priors in economics) and

where behaving morally may be among their goals.

Parsons’ treatment of culture in his theory of action was far in advance of
its treatment in economic theory. In economics each individual has beliefs

in the form of a subjective prior, but there is no formal way to compare

or adjudicate among the beliefs of distinct economic agents. Economic

theory thus is often forced to assume common priors concerning the relative

probability of various events in order to predict economic behavior, but

with no serious suggestion as to the forces giving rise to these common

priors. Economists also tended to assume common knowledge of certain
social facts, without which behavior could not be predicted, without offering

a plausible suggestion as to how this commonality of knowledge across

agents might arise. The argument that all rational agents must have the

same priors is not in the least plausible (Harsanyi 1968; Morris 1995) .This

problem is especially severe in dealing with how individuals represent the

internal states (beliefs and intentions) of others (Gintis 2009a, Ch. 8).
Parsons’ alternative, which is really due to Émile Durkheim, was to posit

the existence of a “common culture” independent from and above both so-

cial institutions and individual personalities. This common culture is repro-

duced by specialized institutions (rituals, schools, communications media,

etc.) that ensure that culture remains common, changes only slowly under

normal circumstances, and is internalized by the youth of each new genera-
tion. This common culture provides a common framework of assumptions

and expectations that all social agents share, and provides the conditions

needed by game theory to justify the assumption that agents will coordinate

their activities appropriately (i.e., play Nash equilibria, in the language of

game theory).

Parsons’ treatment of culture as a set of society-wide mutually reinforc-

ing principles that normal individuals internalize leads, as we have seen,
directly to structural-functionalism. It has the additional weakness of pre-

cluding a dynamical theory of cultural change. For if culture determines

individual consciousness, the only way culture can evolve endogenously in

a social system is through the actions of deviants, whose actions will be
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rejected by the vast majority of properly socialized individuals. Our alter-

native, in which individuals are situated within overlapping social networks
of minds over which their cognition is distributed immediately suggests a

cultural dynamic based on resonances and clashes of principles based on

the structure of social networks. Culture is thus an effect as much as a

cause and the dynamics of cultural change require careful development, as

in the biological-anthropological treatment of culture in the theory of gene-

culture coevolution, as developed by Robert Boyd, Peter Richerson, Marcus
Feldman, Luca Cavalli-Sforza, and others as explored in Chapter 1.

7.4 The Attempt to Separate Morality from Rationality

The Italian researcher Vilfredo Pareto (1848–1923) was a towering figure in

both the sociology (Trattato di Sociologia Generale, 4 vols., 1916) and the

economics (Cours d’Economie Politique, 2 vols. 1896, 1897) of his time.

Pareto was a lecturer in economics at the University of Lausanne for most

of his life. He was analytically powerful (having developed the concepts

of Pareto optimality and the Pareto statistical distribution), but in his ma-
ture years, he despaired of fully understanding economic behavior using the

standard rationality concept of economic theory. Pareto thus embraced so-

ciology for deeper understanding. Much social action, he held, stems from

mental “residues,” by which he meant instincts and nonlogical sentiments,

and their superficial appearance of logicality is due to “derivations,” which

are the individual’s pseudo-logical justifications of residues.
While the university structure of the time did not then admit a separate

discipline of “Sociology,” the term had considerable academic currency in

Pareto’s time, having been widely used by the French philosopher Auguste

Comte in 1838. Pareto defined his work on residues and derivations as

being part of this field “Sociology,” that encompassed but went beyond

“Economics.”

The first prominent sociology department was set up at Harvard Univer-
sity in 1931. The young Talcott Parsons, who had been teaching in Har-

vard’s economics department, alienated by the turn to mathematical for-

malism in this department, moved to the new sociology department in 1931,

and joined L. J. Henderson’s influential Vilfredo Pareto study group. Other

illustrious participants included George Homans and Crane Brinton.

Parsons, whose work defined the discipline of sociology in the post-World
War II period, during which autonomous sociology departments were set up
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at most American and European universities, was preoccupied with main-

taining a clear and defensible boundary between economics and sociology.
In writing perhaps his greatest book, The Structure of Social Action (1937),

Parsons retained the theoretical orientation of economics, while carving out

an area of “non-economics,” where Sociology could live in harmony with

Economics. His accomplished this, in the spirit of methodological unity,

by broadening the rational actor model so that it became a general “theory

of action.” Parsons’ theory of action retained the centrality of choice un-
der conditions of constraint. In the spirit of clear boundary-maintenance,

however, as we have seen, Parsons drew on Paretian sociology by assert-

ing that “sociological action” is based on normative and ethical concerns,

in contrast with “economic action,” which is founded upon self-regarding

“utilitarian” choice. Parsons and his contemporaries thus developed a subtle

and powerful theory of social values, social norms, the psychological inter-

nalization of norms, and the role-actor model to flesh out Pareto’s theory of
residues as motives to action.

Parsons’ intellectual effort was so successful that his boundary criterion

was virtually universally accepted without ever acquiring a name or being

analyzed seriously in the literature by major social scientists. We may call

this the Parsons-Schumpeter criterion, because Parsons and Joseph Schum-

peter, the eminent Harvard economist who contributed to sociological the-
ory (Schumpeter 1951), led a Harvard faculty group discussion of the

concept of rationality in 1940, attended by several economists, including

Abram Bergson, Gottfried Haberler, and Wassily Leontief. Following this,

the Parsons-Schumpeter interpretation of the economics-sociology bound-

ary was quickly embraced by leading economists of the time.

By fateful coincidence, the dominant position among philosophers of the
time, even of very different theoretical persuasions, was that such moral

concepts as “good” and “right” are logically without meaning, leading

economists and sociologists alike to treat moral issues as “nonrational.”

Thus economics came to be seen as the study of self-interested rationality,

leaving sociology to deal with the moral, normative, and other nonrational

“residues” of human behavior. Thus in the Foundations of Economic Anal-

ysis (1947), Paul Samuelson writes:

Many economists well within the academic field would sep-

arate economics from sociology upon the basis of rational or
irrational behavior.
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There is a subtle distinction between Pareto’s analysis and that of Par-

sons and Schumpeter, the latter dominating social theory for the remainder
of the twentieth century. Pareto argued that sociology encompasses eco-

nomics while Parsons and his followers held that the two disciplines were

mutually autonomous, meaning that one could carry out economic analysis

without regard to sociological issues, and conversely, one could carry out

sociological analysis without regard for economic issues. By contrast, in

the Trattato, Pareto admitted that he at first held this view, but had come
to appreciate its untenability; one could not understand either economic or

sociological phenomena without a balanced use of the tools and theories

of both. This point was not admitted by those who embraced the Parsons-

Schumpeter criterion.

No sooner had the Parsons-Schumpeter criterion become accepted wis-

dom in economics, when serious cracks began appearing. In 1957 Anthony

Downs published his Economic Theory of Democracy, which became the de

facto standard for public economics, which was in the process of becoming

an independent subfield of economics. According to Downs and the ascen-

dant rational choice political theory school, political action is dominated

by self-interested rational behavior. However Mancur Olson, in his Logic

of Collective Action (1965), showed that self-interested rationality could

rarely explain collective action. Indeed, only a handful of selfish rational
individuals will even vote in elections. Thus collective action and voting

appear to be “irrational,” although the motives of activists and the polity

are plausibly explained by principles of self-interested rationality! For in-

stance, a peasant revolt can be rendered plausible by noting that rural taxes

had risen to an oppressive level, but as Olson noted, a truly self-interested

peasant will participate in only the very smallest of collective actions, if at
all.

At about the same time, in 1957, Gary Becker published his Economics

of Discrimination. which clearly illustrated the power of economic analysis

when connected with a utility function in which the race of one’s coworkers

is an entry. The critical element in Becker’s thought allowing this “breech

of boundaries” was the recent and widely accepted interpretation of “ratio-

nality” as preference consistency and Bayesian updating by Leonard Savage
(1954). This interpretation, which contrasts with the traditional notion of

rational self-interest as implying maximizing some combination of income,

leisure, and job satisfaction, would have been unavailable to Pareto, for

whom racial or ethnic preference is a “residue,” but was acceptable within
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the Parsons-Schumpeter framework, because parochial attitudes can be in-

terpreted as individual preferences.
Becker followed with his analysis of human capital (Becker 1962, 1964).

In keeping with the Parsons-Schumpeter criterion, economists interpreted

human capital as technical and cognitive skills, thus locating human capi-

tal theory squarely in the purview of economic analysis, while sociologists

failed to adopt human capital models for the same reason. In fact, as Gin-

tis (1971) showed, and as stressed in Bowles and Gintis (1976) and more
recently in the work of James Heckman, the economic productivity of edu-

cation is about equally cognitive and affective, the affective side involving

personal values and norms (Cameron and Heckman 1993; Heckman et al.

1996, 1999; Cawley et al. 2000; Heckman 2000; Heckman and Rubinstein

2001, 2003).

In succeeding years, Becker routinely analyzed primordially sociological

problems using economic tools, while nevertheless largely respecting the
Parsons-Schumpeter boundary by considering only self-interested behavior

(Becker 1968, 1981; Becker and Murphy 1988). Becker taught a course for

many years with the great sociologist James Coleman, one product of which

was Coleman (1990), an attempt to ground sociological theory in the eco-

nomic model of the self-interested rational actor. While widely reviewed in

top sociological journals, Coleman’s attempt at creating a sociology based
on self-interest was universally criticized and rejected. I concur with this

judgment. I recall while I was presenting a paper in his famous Chicago

seminar several years ago, Professor Becker asked me what I thought of

Coleman’s magnum opus. I replied that with friends like Coleman, rational

choice theory needs no enemies.

By 1990 it was clear that the Parsons-Schumpeter criterion had resulted
in a scientifically untenable situation in which sociologists and economists

often studied exactly the same phenomena with non-overlapping theoretical

tools and incompatible models, members of each discipline categorically re-

jecting the analysis of the other, yet with no discernible effort being made to

adjudicate this dispute (Gintis 2007c, 2009a). We can now locate the con-

ditions leading to this situation: neither sociologists nor economists were

accustomed to using controlled experiments to distinguish among otherwise
plausible models.

However, by 1990, under the aegis of Vernon Smith, John Kagel, Ray-

mond Battalio, Alvin Roth, and others, experimental laboratory methods

had come of age (Battalio et al. 1981; Green and Kagel 1987; Roth et al.
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1991; Smith and Williams 1992). The first notable experiment with a fully

satisfactory methodology (using game theory in experimental design, using
material rewards, and carefully constructing conditions of anonymity and

game repetition) that bore on the adequacy of the rational actor model as

outlined by Savage (1954), Anscombe and Aumann (1963), and others was

Güth et al. (1982), which used the ultimatum game to show that real human

subjects do not play Nash equilibria and do not maximize the game’s mate-

rial payoffs. In the ultimatum game, no Nash equilibrium involves rejection
of positive offers, and the only subgame perfect equilibrium involves the

proposer offering the minimum possible amount and the responder accept-

ing. In fact, most proposers made offers above this amount, and responders

often rejected positive offers of less than a third of the total amount.

Werner Güth, his coauthors, and indeed the whole economics profession

did not realize how important this result was. The experiment had been sug-

gested by his teacher, Reinhard Selten, who interpreted subject behavior as
a “weakness of will” leading to an inability to play the rational strategy.

Indeed, doubtless influenced by the pathbreaking work of Daniel Kahne-

man, Amos Tversky and their coworkers beginning in the early 1970s and

influential in economics by the mid-1980s, it became fashionable to treat

all deviations from the predictions of the rational actor model as due to

“heuristics,” and “bounded rationality.”

7.5 Why Did Parsons Fail?

In the early 1950s Talcott Parsons was at his height of influence in the so-

ciology profession. In his book Toward a General Theory of Action (1951)

Parsons gathered some of the most influential social scientists of his time

(Edward Shils, Gordon Allport, Clyde Kluckhohn, and Samuel Stouffer,

among others) to endorse his “general theory of action,” which was his at-

tempt at an analytical core for sociology. Despite the august company and

a promising opening chapter by Parsons himself, the book was deemed a
failure by his contemporaries. Indeed, the various essays in this book, while

insightful, never go beyond Parsons himself, and are of marginal contem-

porary interest. This failure of Parsons to consolidate and broaden his po-

sition shattered his dream of grounding sociology in a generally acceptable

analytical framework.

Parsons opens his introductory essay in Toward a General Theory of Ac-

tion with these words: “The present statement and the volume which in-
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troduces are intended to contribute to the establishment of a general theory

in the social sciences.” Brave words indeed! By 1950 Paul Samuelson’s
well-known Foundations of Economic Analysis was revolutionizing eco-

nomics, as was Kenneth Arrow and Gérard Debreu’s treatment of general

equilibrium theory. Similarly, biology was unified around the fundamental

synthesis of Ronald Fisher, Sewall Wright, and J. B. S. Haldane, bringing

on board Ernst Mayr, Theodosius Dobzhansky, and the other luminaries of

modern biology. This was clearly the Age of Analytical Foundations in the
behavioral sciences. Talcott Parsons, who published his first synoptic works

in economics journals, had always seen himself as a synthesizer who might

do for sociology what Samuelson did for economics. Why did he fail, even

in this exceptionally auspicious intellectual environment?

Part of the problem was the mind-set of sociologists of his time, which

was to attach politically correct stories to rather pedestrian observational

and statistical material, and to reject any notion that there might be an ana-
lytical core for sociological theory. Also part of the problem was Parsons’

failure to articulate the close affinities between biological and economic

theory on the one hand and sociology on the other. As for biology, we now

know that Homo sapiens is one of many social species, and the biological

and evolutionary analysis of human society is part of a more general sci-

entific agenda, that of sociobiology, which is the study of the emergence
and transformation of sociality in the biosphere (see Chapters 1 and 9). As

for economics, it is clear that Parsons’ theory of action is an elaboration on

rational decision theory, in which beliefs are generalized beyond the sub-

jective priors of standard decision theory (Savage 1954), and individuals

hold other-regarding and universal preferences in addition to the standard

preference for money and wealth.
We might also note that the Samuelson-Walras foundational theory was

completely within-discipline, and consisted mainly of displacing alterna-

tive visions of economic theory—historicist, institutionalist, literary, Marx-

ist, and the like. The analytical synthesis in biology placed more pressure

for institutional change, for instance the consolidation of biology, zoology,

and botany departments, but these were rather minor in comparison with

Parsons’ problem of getting agreement on the unit act as the analytical core
of sociology, when the most natural exposition of the voluntaristic theory

of action led inexorably to foundational principles of both biological and

economic theory.
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By lacking this broad perspective, sociologists of the time were burdened

with a painfully short-sighted notion of the object of their studies. Indeed,
as we have seen, the very idea of anthropology and sociology being distinct

areas of study with virtually no theoretical overlap is a product of this my-

opic vision, where anthropologists studied primitive society and kinship,

while sociologists studied modern industrial society and social stratifica-

tion. As a result, young people became professors of anthropology mostly

because of their love for pre-capitalist cultures, and of sociology mostly
because they wanted to make a more just modern society. These may be

noble goals, but they are not scientific goals.

Rather than envision the links between his sociological concerns on the

one hand and biological and economic theory on the other, Parsons made

the strategic decision to embrace a structural-functionalism that could be

expressed with no dependence upon other behavioral disciplines. This was a

serious error, because it led Parsons to take a highly incomplete elaboration
of the unit act and the voluntaristic framework as satisfactory, and to devote

all his research energy to the macrolevel issues.

Why did Parsons take this path? As we have seen, several key back-

ground factors were (a) his ignorance of mathematical modeling; (b) the

extremely underdeveloped state of game theory until the mid-1970s; (c) the

underdeveloped state of sociobiology in the 1950s and 1960s; and (d) the
inordinate fear Parsons, like most sociologists, had of being “swallowed

up” by economics. This led him to stress the moral side and systematically

ignore the material incentive side of motivating role performance. Indeed,

Parsons accepted Pareto’s view that moral concerns cannot be incorporated

into a model of rational choice. As we argued in Chapter 5 and above,

we now know that this is simply incorrect (Gintis 2009a, Ch. 4). The
importance of the normative side to role performance is perfectly compat-

ible with actors caring about material incentives. In fact, the interaction

among agents in role-performance can be modeled as strategic interactions

in which agents attempt to find best responses to the behaviors of others

(Camerer 2003; Gintis et al. 2005).

If sociology had been a mature discipline, researchers may well have seen

the promise in the work of the early Parsons, and may have developed it ap-
propriately independent of Parsons’ later structural-functional concerns. In

fact, the widespread respect for Parsons’ work did not prevent him from

being bitterly criticized and rejected by most sociologists. Some of Par-

sons’ critics were highly politicized academics deeply involved in the social
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movements of the time. They include Alvin Gouldner, Barrington Moore,

George Homans, Ralf Dahrendorf, C. Wright Mills, Tom Bottomore, and
many others. These influential theorists railed against Parsons because he

did not deal with social oppression and his language was not emancipatory.

Parsons’ unrelenting functionalism and his tendency to see all conflict as

dysfunctional certainly lay him open to this charge (Coser 1956). To my

mind, this is like criticizing Leonardo da Vinci’s studies of human anatomy

on the grounds that they fail to deal with cancer or the plague.
Other critics dwelt on Parsons’ turn to functionalism in works of 1951

and beyond. I think these criticisms are well-taken because, in fact, a func-

tional explanation is descriptively useful, but is not a substitute for a cogent

model that develops the causal processes involved in a social phenomenon.

The renown philosopher Jürgen Habermas criticized Parsons on the grounds

that structural-functional theory is incompatible with the voluntarist theory

of action (Habermas 1984). This is an interesting critique, but I think the
general social equilibrium model shows its weakness: only in equilibrium

are the functional requirements for system stability harmonious with indi-

vidual choice behavior. And equilibrium never really happens.

7.6 The Flourishing of Middle-Range Theory

Sociological theory after the collapse of the Parsonian system moved in

two directions. In 1957, in a highly influential book, Social Theory and

Social Structure, Robert Merton suggested a strategic consolidation of
Parsons’ grand theory with his concept of middle-range theory (Merton

1968[1957]). Merton suggested that sociologists develop “special theories

from which to derive hypotheses that can be empirically investigated.” It

was hoped that the accumulation of successful middle-range theories would

merge into high theory “by evolving a progressively more general con-

ceptual scheme that is adequate to consolidate groups of special theories”

(Merton 1968[1957]).
Perhaps the most prominent example of middle-range theory in action was

the illustrious career of James Coleman. His middle-range work includes

the political structure of American labor unions, the culture of the Amer-

ican high school, the social structure of the American educational system,

and the transition from adolescence to adulthood. Coleman established his

reputation with the analysis of “burning issue” social problems. At a time
when Americans were concerned about an antisocial turn in teenage cul-
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ture, Coleman studied the social relations of ten Midwestern high schools,

his findings summarized in The Adolescent Society (1981[1961]). He was
the lead author of the famous “Coleman Report” (1966) on educational in-

equality in the United States, and in 1976, he analyzed the “white flight”

from the inner city that followed enforced school desegregation. Coleman’s

work showcases the strengths of modern sociology—the use of statistics and

common-sense middle-level social theory to analyze complex social prob-

lems. Coleman always maintained an interest in turning his middle-range
insights into a complete high-level theory, which he offered in his Founda-

tions of Social Theory (1990). Unfortunately, this work does not live up to

Coleman’s expectations.

Coleman worked on The Foundations of Social Theory on and off for two

decades. Upon publication, Foundations was reviewed in several sociol-

ogy journals by leading sociologists. Nearly all were bitterly critical of his

efforts. The critiques are almost wholly centered on Coleman’s champi-
oning of the economist’s decision model in the sociologically relevant form

forged by Nobel Prize-winning economist Gary Becker, with whom Cole-

man worked at the University of Chicago for many years (Becker 1957,

1968, 1981; Becker and Stigler 1974; Becker et al. 1994).

Coleman’s advocacy of the rational actor model, the centerpiece of eco-

nomic theory, was courageous and far-sighted, but he imported from eco-
nomics only one aspect of the model, and the part he imported is wrong.

Economists, until recent years, in practice identified rationality with self-

ishness and the capacity to calculate gains and losses without regard to the

well-being of others, moral virtues, or the needs of the larger society. It is

precisely this sociopathic conception of rationality that Coleman makes the

centerpiece of Foundations of Social Theory.
The critique of Coleman by the sociology profession was well-deserved.

The Foundations of Social Theory, which equates rationality with selfish-

ness and then makes rationality the basis of individual behavior, has few

redeeming qualities. Of course, economist Gary Becker achieved exem-

plary results by applying economic theory to traditional sociological prob-

lems, and Becker also, with some notable exceptions, equates rationality

with selfishness. But unlike Coleman, Becker has chosen his subject mat-
ter very carefully, and his analysis is always both brilliant and plausible.

Coleman, by contrast, applies the selfish/rational actor model willy-nilly to

every possible social situation, and the result is at best awkward, and often

simply bizarre, such as when Coleman wonders how workers can be talked
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into doing and believing things that are not in their material self-interest, or

why mothers appear to love their children.
Unlike Becker, Coleman is forced by the nature of his discipline to deal

with socialization, through which individuals are led to internalize impor-

tant social values, so that they tend to conform to these values purely vo-

litionally, even when there is no chance of being subject to external sanc-

tions. For example, in many circumstances people are honest even when

no one is looking, so they could easily cheat with impunity. Coleman never
does explain why a rational/selfish individual would submit to internaliza-

tion. Moreover his idea of internalization is that internalized values are

psychic constraints on action. That is, people behave prosocially because

they would feel guilty if they did not. In fact, people often attempt to avoid

situations where they would be obliged to act charitably. The evidence indi-

cates that internalized norms more often are integrated into the individual’s

preference function, so people often feel good when they act morally—see
Gintis (2009a) and Chapter 6. Indeed, as stressed by virtue philosophers

from the time of Aristotle to the present, virtuous people are not crippled

by a domineering and repressive superego, but rather are happier and more

complete than the sociopaths that populate Coleman’s world of selfish ra-

tionality.

Coleman is clearly inspired by economic theory, but he did not have a
serious grasp of decision theory. He never references the basic works in

this area, such as Savage (1954) and di Finetti (1974), and he never bothers

to mention that economic rationality is simply defined as preference con-

sistency and Bayesian updating. Nowhere in the basic theory is it said that

people are selfish, are indifferent to social concerns, or that they attempt

to maximize anything. As we have seen, there is nothing irrational about
voting, loving your alma mater’s lacrosse team, or giving to charity.

Coleman is not alone. The degree to which sociologists understand the

rational actor model that they love to criticize is abysmal, and Coleman

merely reinforces the standard sociological prejudices. His description of

the rational actor model is absolutely ripe for caricaturing. “Actors have a

single principle of action,” he says, “that of acting so as to maximize their

realization of interests” (p. 37). This sounds sociopathic, but in fact the
rational actor theory does not say that people act to maximize anything, any

more than light rays act to minimize transit time, and an individual care not

only about his own interests, but those of others, and his honor and integrity

as well.
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Coleman’s critics rarely fail to mention that he has no place for culture

or symbolic communication in his approach, and they blame this on his re-
liance on rational action. The complaint is correct, but the reason is incor-

rect. When we recognize that social behavior involves strategic interaction

based on social norms, and social norms are legitimated and interpreted

only in the context of a group’s cultural traditions and web of symbolic

meanings, the interaction between rationality, morality, and culture can be

properly modeled.

7.7 High Theory as Interpretation

The second direction taken by sociological theory after the collapse of Tal-
cott Parsons’ intellectual edifice was what might be called interpretive the-

orizing. Interpretive theorists may make extensive use of data (e.g., Pierre

Bourdieu), but their arguments are judged hermeneutically by how they

prima facie help us make sense of one or more facets of social life. Thus

Karl Marx gave us a theory of class and social change (Marx 1998[1848]),

Ferdinand Tönnies explored the shift from Gemeinschaft to Gesellschaft
(Tönnies 2001[1887]), George Homans and Alvin Gouldner viewed social

life through the lens of social exchange (Homans 1958; Gouldner 1960),

Peter Blau analyzed power in the context of social exchange (Blau 1964),

Mark Granovetter studied the network structure of social relations (Gra-

novetter 1985), Jürgen Habermas explored the history and meaning of com-

municative discourse in modern society (Habermas 1991), Anthony Gid-
dens (1986) integrate the insights of structuralism into a broader philosoph-

ical and sociological setting, Niklas Luhmann analyzed society as a system

(Luhmann 2012[2004]), and Pierre Bourdieu gave us thick ethnographic,

yet philosophically informed and motivated, descriptions of modern so-

cial life, as well as the psychological processes that lend stability to social

structure (Bourdieu 1972/1977). These contributions, many of inestimable

value, are themselves middle-level theories, in the sense that they take most
of social life as given, and focus upon one facet, or several interrelated

facets, of social life to analyze in depth. Often this task is accompanied by

assertions that these facets are in fact the whole, as in Marx’s single-minded

historical materialism, Homans’ insistence that there are no social structures

above the individual, or Luhmann’s contention that a theory of individual

behavior is superfluous in social theory. These assertions, however, are
scarcely plausible. Interpretive theory is useful precisely because society is
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a complex dynamical system, so any attempt to reduce thick description to

simple analytical principles is doomed to failure.
Another approach at high-level theorizing is centrally motivated by par-

ticular continental philosophical schools. For instance, phenomenology in-

spired Alfred Schutz (Schutz 1932/1967), Peter Berger and Thomas Luck-

mann (Berger and Luckmann 1967), and Erving Goffman (Goffman 1959),

structuralism influenced Michel Foucault (Foucault 1982), and postmod-

ernism inspired Harrison White (White 2008). These approaches are also
suggestive, but they stand and fall with their underlying philosophical po-

sitions, which are not generally accepted even by philosophers, much less

by social scientists.
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The Evolution of Property

It is labor alone that is productive: it creates wealth
and therewith lays the outward foundations for the
inward flowering of man.

Ludwig von Mises

Every Man has a property in his own Person. This
no Body has any Right to but himself. The Labour
of his Body, and the Work of his Hands, we may say,
are properly his.

John Locke

C: When can property rights be effective without
state enforcement?

HG: When those who hold property are willing to
fight harder to maintain it than a usurper is to
seize it.

Choreographer interview

Authors tracing back to the origins of political liberalism have treated

property rights as a convention whose value lies in reducing conflict over in-

cumbency (Schlatter 1973). In his Leviathan, Hobbes (1968[1651]), Chap-

ter 29, argues:

Every man has a Propriety that excludes the Right of every

other Subject: And he has it onely from the Soveraign Power;

without the protection whereof, every other man should have

equall Right to the same.

We argue in this chapter that Hobbes is profoundly wrong. Property rights
exist in human societies without states, including the hunter-gatherer soci-

eties in which we evolved as a species (see Chapter 2). Indeed, the predis-

positions of individuals to protect their rights without resort to courts of law

strongly enhances human social life. Moreover, the well-known phenomena

of loss aversion and the endowment effect, often considered irrational, are

strongly fitness-enhancing predispositions in humans and they correspond
to the motivations in other species that give rise to territorial behavior.

165
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8.1 The Endowment Effect

According to the endowment effect, people value a good that they possess
more highly than they value the same good when they do not possess it.

Experimental studies have shown that subjects exhibit a systematic endow-

ment effect (Kahneman et al. 1991). Because the endowment effect is an

aspect of prospect theory (Kahneman and Tversky 1979), it can be mod-

eled by amending the standard rational actor model to include an agent’s

current holdings as a parameter. The endowment effect gives rise to loss

aversion, according to which agents are more sensitive to losses than to
gains. We show here that the endowment effect can be modeled as respect

for property rights without the need for legal institutions ensuring third-

party contract enforcement (Jones 2001; Stake 2004). In this sense, pre-

institutional “natural” property rights have been observed in many species

in the form of territorial possession. We develop a model loosely based

on the Hawk-Dove Game and the War of Attrition (Maynard Smith and
Price 1973; Bishop and Cannings 1978) to explain the natural evolution of

property rights.

We show that if agents in a group exhibit the endowment effect for an

indivisible resource, then property rights for that resource can be established

on the basis of incumbency, assuming incumbents and those who contest for

incumbency are of similar perceived fighting ability.1 The enforcement of
these rights is then carried out by the agents themselves, so no third-party

enforcement is needed. This is because the endowment effect leads the

incumbent to be willing to expend more resources to protect his incumbency

than an intruder will be willing to expend to expropriate the incumbent. For

simplicity, we consider only the case where exactly one unit of the resource

is useful to the incumbent (e.g., a homestead, a spider’s web, or a bird’s

nest).
The model assumes the agents know the present value of the “good” state

�g of incumbency, as well as the present value of the “bad” state �b of

nonincumbency, measured in units of biological fitness. We assume util-

ity and fitness coincide, except for one situation, described below. This

situation explicitly involves loss aversion, where the disutility of loss ex-

ceeds the fitness cost of loss. When an incumbent faces an intruder, the

1The assumption of indivisibility is not very restrictive. In some cases it is naturally

satisfied, as in a nest, a web, a dam, or a mate. In others, such as a hunter’s kill, a fruit tree,

a stretch of beach for an avian scavenger, it is simply the minimum size worth fighting
over rather than dividing and sharing.
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intruder determines the expected value of attempting to seize the resource,

and the incumbent determines the expected value of contesting vs. ceding
incumbency when challenged. These conditions will not be the same, and

in plausible cases there is a range of values of �g=�b for which the intruder

decides not to fight and the incumbent decides to fight if challenged. We

call this a (natural) property equilibrium. In a property equilibrium, since

the potential contestants are of equal power, it must be the case that individ-

uals are loss-averse, the incumbent being willing to expend more resources
to hold the resource than the intruder is to seize it.

Of course, �g and �b are generally endogenous in a fully specified model.

Their values depend on the supply of the resource relative to the number of

agents, the intrinsic value of the resource, the ease of finding an unowned

unit of the resource, and the like.

In our model of decentralized property rights, agents contest for a unit of

an indivisible resource, contests may be very costly, and in equilibrium, in-
cumbency determines who holds the resource without costly contests. Our

model, however, fills in critical gaps in the Hawk-Dove Game. The central

weakness of the Hawk-Dove Game is that it treats the cost of contesting as

exogenously given and taking on exactly two values, high for hawk and low

for dove. Clearly, however, these costs are partially under the control of the

agents themselves and should not be considered exogenous. In our model,
the level of resources devoted to a contest is endogenously determined, and

the contest itself is modeled explicitly as a modified War of Attrition, the

probability of winning being a function of the level of resources committed

to combat. One critical feature of the War of Attrition is that the initial com-

mitment of a level of resources to a contest must be behaviorally ensured

by the agent, so that the agent will continue to contest even when the costs
of doing so exceed the fitness benefits. Without this precommitment, the

incumbent’s threat of “fighting to the death” would not be credible (i.e., the

agent would abandon the chosen best response when it came time to use it).

From a behavioral point of view, this precommitment can be summarized as

the incumbent having a degree of loss aversion leading his utility to differ

from his fitness.

Our fuller specification of the behavioral underpinnings of the Hawk-
Dove Game allows us to determine the conditions under which a property

equilibrium will exist while its corresponding antiproperty equilibrium (in

which a new arrival rather than the first entrant always assumes incum-

bency) does not exist. This aspect of our model is of some importance
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because the inability of the Hawk-Dove Game to favor property over an-

tiproperty is a serious and rarely addressed weakness of the model (but see
Mesterton-Gibbons 1992).

8.2 Territoriality

The endowment effect, according to which a good is more highly prized

by an agent who is in possession of the good than by one who is not, was

first documented by the psychologist Daniel Kahneman and his coworkers

(Tversky and Kahneman 1991; Kahneman et al. 1991; Thaler 1992).

Thaler describes a typical experimental verification of the phenomenon as
follows. Seventy-seven students at Simon Fraser University were randomly

assigned to one of three conditions, seller, buyer, or chooser. Sellers were

given a mug with the university logo (selling for $6.00 at local stores) and

asked whether they would be willing to sell at a series of prices ranging

from $0.25 to $9.25. Buyers were asked whether they would be willing

to purchase a mug at the same series of prices. For each price, choosers
were asked to choose between receiving a mug or receiving that amount

of money. The students were informed that a fraction of their choices,

randomly chosen by the experimenter, would be carried out, thus giving the

students a material incentive to reveal their true preferences. The average

buyer price was $2.87, while the average seller price was $7.12. Choosers

behaved like buyers, being on average indifferent between the mug and
$3.12. The conclusion is that owners of the mug valued the object more

than twice as highly as nonowners.

The aspect of the endowment effect that promotes natural property rights

is known as loss aversion: the disutility of giving up something one owns

is greater than the utility associated with acquiring it. Indeed, losses are

commonly valued at about twice that of gains, so that to induce an indi-

vidual to accept a lottery that costs $10 when one loses (which occurs with
probability 1/2), it must offer a $20 payoff when one wins (Camerer 2003).

Assuming that an agent’s willingness to combat over possession of an ob-

ject is increasing in the subjective value of the object, owners are prepared

to fight harder to retain possession than nonowners are to gain possession.

Hence there will be a predisposition in favor of recognizing property rights

by virtue of incumbency, even where third-party enforcement institutions
are absent.
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We say an agent owns something, or is incumbent, if the agent has exclu-

sive access to it and the benefits that flow from this privileged access. We
say ownership (incumbency) is respected if it is rarely contested and, when

contested, generally results in ownership remaining with the incumbent.

The dominant view in Western thought, from Hobbes, Locke, Rousseau,

and Marx to the present, is that property rights are a human social construc-

tion that emerged with the rise of modern civilization (Schlatter 1973).

However, evidence from studies on animal behavior, gathered mostly in the
past quarter-century, has shown this view to be incorrect. Various territorial

claims are recognized in nonhuman species, including butterflies (Davies

1978), spiders (Riechert 1978), wild horses (Stevens 1988), finches (Senar

et al. 1989), wasps (Eason et al. 1999), nonhuman primates (Ellis 1985),

lizards (Rand 1967), and many others (Mesterton-Gibbons and Adams

2003). There are, of course, some obvious forms of incumbent advantage

that partially explain this phenomenon: the incumbent’s investment in the
territory may be idiosyncratically more valuable to the incumbent than to a

contestant or the incumbent’s familiarity with the territory may enhance its

ability to fight. However, in the above-cited cases, these forms of incumbent

advantage are unlikely to be important. Thus, a more general explanation

of territoriality is needed.

In nonhuman species, that an animal owns a territory is generally estab-
lished by the fact that the animal has occupied and altered the territory (e.g.,

by constructing a nest, burrow, hive, dam, or web, or by marking its lim-

its with urine or feces). In humans there are other criteria of ownership,

but physical possession and first to occupy remain of great importance, as

expressed by John Locke in the head quote for this chapter.

Since property rights in human society are generally protected by law and
are enforced by complex institutions (judiciary and police), it is natural to

view property rights in animals as a categorically distinct phenomenon. In

fact, however, decentralized, self-enforcing types of property rights, based

on behavioral propensities akin to those found in nonhuman species (e.g.,

the endowment effect), are important for humans and arguably lay the basis

for more institutional forms of property rights. For instance, many develop-

mental studies indicate that toddlers and small children use behavioral rules
similar to those of animals in recognizing and defending property rights

(Furby 1980).

How respect for ownership has evolved and how it is maintained in an

evolutionary context is a challenging puzzle. Why do loss aversion and the
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endowment effect exist? Why do humans fail to conform to the smoothly

differentiable utility function assumed in most versions of the rational actor
model? The question is equally challenging for nonhumans, although we

are so used to the phenomenon that we rarely give it a second thought.

Consider, for instance, the sparrows that built a nest in a vine in my gar-

den. The location is choice, and the couple spent days preparing the struc-

ture. The nest is quite as valuable to another sparrow couple. Why does

another couple not try to evict the first? If they are equally strong, and both
value the territory equally, each has a 50% chance of winning the territorial

battle. Why bother investing if one can simply steal (Hirshleifer 1988)?

Of course, if stealing were profitable, then there would be no nest building,

and hence no sparrows, but that heightens rather than resolves the puzzle.

One common argument, borrowed from Trivers (1972), is that the original

couple has more to lose since it has already put a good deal of effort into the

improvement of the property. This, however, is a logical error that has come
to be known as the Concorde fallacy or the sunk cost fallacy (Dawkins and

Brockmann 1980; Arkes and Ayton 1999): to maximize future returns, an

agent ought to consider only the future payoffs of an entity, not how much

the agent has expended on the entity in the past.

The Hawk-Dove Game was offered by Maynard Smith and Parker (1976)

as a logically sound alternative to the sunk cost argument. In this game
hawks and doves are phenotypically indistinguishable members of the same

species, but they act differently in contesting ownership rights to a territory.

When two doves contest, they posture for a bit, and then each assumes the

territory with equal probability. When a dove and a hawk contest, however,

the hawk takes the whole territory. Finally, when two hawks contest, a

terrible battle ensues, and the value of the territory is less than the cost of
fighting for the contestants. Maynard Smith showed that, assuming that

there is an unambiguous way to determine who first found the territory,

there is an evolutionarily stable strategy in which all agents behave like

hawks when they are first to find the territory, and like doves otherwise.

The Hawk-Dove Game is an elegant contribution to explaining the en-

dowment effect, but the cost of contesting for hawks and the cost of display

for doves cannot plausibly be taken as fixed and exogenously determined.
Indeed, it is clear that doves contest in the same manner as hawks, except

that they devote fewer resources to combat. Similarly, the value of the

ownership is taken as exogenous, when in fact it depends on the frequency

with which ownership is contested, as well as on other factors. As Grafen
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(1987) stresses, the costs and benefits of possession depend on the state of

the population, the density of high-quality territories, the cost of search,
and other variables that might well depend on the distribution of strategies

in the population.

First, however, it is instructive to consider the evidence for a close asso-

ciation, as Locke suggested in his theory of property rights, between own-

ership and incumbency (physical contiguity and control) in children and

nonhuman animals.

8.3 Property Rights in Young Children

Long before they become acquainted with money, markets, bargaining, and

trade, children exhibit possessive behavior and recognize the property rights

of others on the basis of incumbency (Ellis 1985). In one study (Bakeman

and Brownlee 1982), participant observers studied a group of 11 toddlers

(12 to 24 months old) and a group of 13 preschoolers (40 to 48 months old)

at a day care center. The observers found that each group was organized
into a fairly consistent linear dominance hierarchy. They then cataloged

possession episodes, defined as situations in which a holder touched or

held an object and a taker touched the object and attempted to remove it

from the holder’s possession. Possession episodes averaged 11.7 per hour

in the toddler group and 5.4 per hour in the preschool group.

For each possession episode, the observers noted (a) whether the taker
had been playing with the object within the previous 60 seconds (prior pos-

session), (b) whether the holder resisted the take attempt (resistance), and

(c) whether the take was successful (success). They found that success

was strongly and about equally associated with both dominance and prior

possession. They also found that resistance was positively associated with

dominance in the toddlers and negatively associated with prior possession

in the preschoolers. They suggest that toddlers recognize possession as a
basis for asserting control rights but do not respect the same rights in others.

Preschoolers, more than twice the age of the toddlers, use physical proxim-

ity both to justify their own claims and to respect the claims of others. This

study was replicated and extended by Weigel (1984).

8.4 Respect for Possession in Nonhuman Animals

In a famous paper, Maynard Smith and Parker (1976) noted that if two ani-
mals are competing for some resource (e.g., a territory), and if there is some
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discernible asymmetry (e.g., between an owner and a later-arriving animal),

then it is evolutionarily stable for the asymmetry to settle the contest con-
ventionally, without fighting. Among the findings of the many animal be-

haviorists who put this theory to the test, perhaps none is more elegant and

unambiguous than that of Davies (1978), who studied the speckled wood

butterfly (Pararge aegeria), which is found in the Wytham Woods, near Ox-

ford, England. Territories for this butterfly are shafts of sunlight breaking

through the tree canopy. Males occupying these spots enjoyed heightened
mating success, and on average only 60% of the males occupied the sun-

lit spots at any one time. A vacant spot was generally occupied within

seconds, but an intruder at an already occupied spot was invariably driven

away even if the incumbent had occupied the spot for only a few seconds.

When Davies “tricked” two butterflies into thinking each had occupied the

sunny patch first, the contest between the two lasted, on average, 10 times

as long as the brief flurry that occurred when an incumbent chased off an
intruder.

Stevens (1988) found a similar pattern of behavior among the feral horses

occupying the sandy islands of the Rachel Carson Estuarine Sanctuary near

Beaufort, North Carolina. In this case, it is freshwater that is scarce. Af-

ter heavy rains, freshwater accumulates in many small pools in low-lying

wooded areas, and bands of horses frequently stop to drink. Stevens found
that there were frequent encounters between bands of horses competing for

water at these temporary pools. If a band approached a water hole occupied

by another band, a conflict ensued. During 76 hours of observation, Stevens

observed 233 contests, of which the resident band won 178 (80%). In nearly

all cases of usurpation, the intruding band was larger than the resident band.

These examples, and many others like them, support the presence of an en-
dowment effect and suggest that incumbents are willing to fight harder to

maintain their positions than intruders are to usurp the owner.

Examples from nonhuman primates exhibit behavioral patterns in respect-

ing property rights much closer to those of humans. In general, the taking

of an object held by another individual is a rare event in primate societies

(Torii 1974). A reasonable test of the respect for property in primates with

a strong dominance hierarchy is the likelihood of a dominant individual re-
fraining from taking an attractive object from a lower-ranking individual.

In a study of hamadryas baboons (Papio hamadryas), for instance, Sigg and

Falett (1985) handed a food can to a subordinate who was allowed to manip-

ulate it and eat from it for 5 minutes before a dominant individual who had
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been watching from an adjacent cage was allowed to enter the subordinate’s

cage. A takeover was defined as the rival taking possession of the can be-
fore 30 minutes had elapsed. They found that (a) males never took the food

can from other males; (b) dominant males took the can from subordinate

females two-thirds of the time; and (c) dominant females took the can from

subordinate females one-half of the time. With females, closer inspection

showed that when the difference in rank was one or two, females showed

respect for the property of other females, but when the rank difference was
three or greater, takeovers tended to occur.

Kummer and Cords (1991) studied the role of proximity in respect for

property in long-tailed macaques (Macaca fascicularis). As in the Sigg

and Falett study, they assigned ownership to a subordinate and recorded

the behavior of a dominant individual. The valuable object in all cases

was a plastic tube stuffed with raisins. In one experiment, the tube was

fixed to an object in half the trials and completely mobile in the other half.
They found that with the fixed object, the dominant rival took possession

in all cases and very quickly (median 1 minute), whereas in the mobile

condition, the dominant rival took possession in only 10% of cases, and

then only after a median delay of 18 minutes. The experiment took place in

an enclosed area, so the relative success of the incumbent was not likely due

to an ability to flee or hide. In a second experiment, the object was either
mobile or attached to a fixed object by a stout 2- or 4-meter rope. The results

were similar. A third case, in which the nonmobile object was attached to

a long dragline that permitted free movement by the owner, produced the

following results. Pairs of subjects were studied under two conditions, one

where the rope attached to the dragline was 2 meters in length and a second

where the rope was 4 meters in length. In 23 of 40 trials, the subordinate
maintained ownership with both rope lengths, and in 6 trials the dominant

rival took possession with both rope lengths. In the remaining 11 trials, the

rival respected the subordinate’s property in the short rope case but took

possession in the long-rope case. The experimenters observed that when a

dominant attempted to usurp a subordinate when other group members were

around, the subordinate screamed, drawing the attention of third parties,

who frequently forced the dominant individual to desist.
In Wild Minds (2000), Marc Hauser relates an experiment run by Kum-

mer and his colleagues concerning mate property, using four hamadryas

baboons, Joe, Betty, Sam, and Sue. Sam was let into Betty’s cage while Joe

looked on from an adjacent cage. Sam immediately began following Betty
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around and grooming her. When Joe was allowed entrance into the cage,

he kept his distance, leaving Sam uncontested. The same experiment was
repeated with Joe being allowed into Sue’s cage. Joe behaved as Sam had

in the previous experiment, and when Sam was let into the cage, he failed

to challenge Joe’s proprietary rights with respect to Sue.

No primate experiment, to my knowledge, has attempted to determine

the probability that an incumbent will be contested for ownership by a rival

who is, or could easily become, closely proximate to the desired object.
This probability is likely very low in most natural settings, so the contests

described in the papers cited in this section are probably rather rare in prac-

tice. At any rate, in the model of respect for property developed in the next

section, we will make informational assumptions that render the probability

of contestation equal to zero in equilibrium.

8.5 Conditions for a Property Equilibrium

Suppose that two agents, prior to fighting over possession, simultaneously
precommit to expending a certain level of resources in the contest. As in

the War of Attrition (Bishop and Cannings 1978), a higher level of re-

source commitment entails a higher fitness cost but increases the proba-

bility of winning. We assume in the remainder of this chapter that the

two contestants, an incumbent and an intruder, are ex ante equally capable

contestants in that the costs and benefits of battle are symmetric in the re-
source commitments so (owner) and su (usurper) of the incumbent and the

intruder, respectively, and so; su 2 Œ0; 1�. To satisfy this requirement, we let

pu D sn
u=.sn

u C sn
o / be the probability that the intruder wins, where n > 1.

Note that a larger n implies that resource commitments are more decisive

in determining victory. We assume that combat leads to injury ˇ 2 .0; 1�

to the losing party with probability pd D .so C su/=2, so s D ˇpd is the

expected cost of combat for both parties.
We use a territorial analogy throughout, some agents being incumbents

and others being migrants in search of either empty territories or occupied

territories that they may be able to occupy by displacing current incumbents.

Let �g be the present value of being a currently uncontested incumbent and

let �b be the present value of being a migrant searching for a territory. We

assume throughout that �g > �b > 0. Suppose a migrant comes upon an
occupied territory. Should the migrant contest, the condition under which
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it pays an incumbent to fight back is then given by

�c � .1 � pu/�g C pd pu.1 � ˇ/.1 � c/�b

C.1 � pd /pu�b.1 � c/ > �b.1 � c/:

The first term in �c is the product of the probabilities that the incumbent

wins (1 � pu) times the value �g of incumbency, which the incumbent

then retains. The second term is the product of the probabilities that the
incumbent loses (pu), sustains an injury (pd ), survives the injury (1 � ˇ),

and survives the passage to migrant status (1 � c) times the present value

�b of being a migrant. The third term is the parallel calculation when the

incumbent loses but sustains no injury. This inequality simplifies to

�g

�b.1 � c/
� 1 >

sn
u

sn
o

s: (8.1)

The condition for a migrant refusing to contest for the territory, assuming

the incumbent will contest if the migrant does, is

�u � pd .pu�g C .1 � pu/.1 � ˇ/.1 � c/�b/ (8.2)

C.1 � pd /.pu�g C .1 � pu/�b.1 � c// < �b.1 � c/: (8.3)

This inequality reduces to

sn
o

sn
u

s >
�g

�b.1 � c/
� 1: (8.4)

A property equilibrium occurs when both inequalities obtain

sn
o

sn
u

s >
�g

�b.1 � c/
� 1 >

sn
u

sn
o

s: (8.5)

An incumbent who is challenged chooses so to maximize �c and then

contests if and only if the resulting ��

c > �b.1 � c/, since the latter is the

value of simply leaving the territory. It is easy to check that @�c=@so has

the same sign as

�g

�b.1 � c/
�

�

soˇ

2n.1 � pu/
C 1 � s

�

:
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The derivative of this expression with respect to so has the same sign as

.n � 1/ˇ�b=.1 � pu/, which is positive. Moreover, when so D 0, @�c=@so

has the same sign as

�g

�b.1 � c/
� 1 C

suˇ.1 � c/

2
;

which is positive. Therefore, @�c=@so is always strictly positive, so so D 1

maximizes �c .

In deciding whether or not to contest, the migrant chooses su to maximize

�u and then contests if this expression exceeds �b.1 � c/. But @�u=@su has
the same sign as

�g

�b.1 � c/
�

�

s � 1 C
suˇ

2npu

�

;

which is increasing in su and is positive when su D 0, so the optimal su D 1.

The condition for not contesting the incumbent is then

�g

�b.1 � c/
� 1 < ˇ: (8.6)

In this case, the condition (8.4) for the incumbent contesting is the same as

(8.6) with the inequality sign reversed.

By an antiproperty equilibrium we mean a situation where intruders al-

ways contest and incumbents always relinquish their possessions without a
fight.

THEOREM 8.1 If �g > .1 C ˇ/�b.1 � c/, there is a unique equilibrium

in which a migrant always fights for possession and an incumbent always

contests. When the reverse inequality holds, there exists both a property

equilibrium and an antiproperty equilibrium.

Theorem 8.1 implies that property rights are more likely to be recognized

when combatants are capable of inflicting great harm on one another, so ˇ

is close to its maximum of unity, or when migration costs are very high, so

c is close to unity.

Theorem 8.1 may apply to a classic problem in the study of hunter-

gatherer societies, which are important not only in their own right but also

because our ancestors lived uniquely in such societies until about 10,000

years ago, and hence their social practices have doubtless been a major en-
vironmental condition to which the human genome has adapted (Tooby and
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Cosmides 1992). One strong uniformity across current-day hunter-gatherer

societies is that low-value foodstuffs (e.g., fruits and small game) are con-
sumed by the families that produce them, but high-value foodstuffs (e.g.,

large game and honey) are meticulously shared among all group mem-

bers. The standard argument is that high-value foodstuffs exhibit a high

variance, and sharing is a means of reducing individual variance. But an

alternative with much empirical support is the tolerated theft theory that

holds that high-value foodstuffs are worth fighting for (i.e., the inequality
in theorem 8.1 is satisfied), and the sharing rule is a means of reducing the

mayhem that would inevitably result from the absence of secure property

rights to high-value foodstuffs (Hawkes 1993; Blurton-Jones 1987; Betzig

1997; Bliege Bird and Bird 1997; Wilson 1998a).2

The only part of theorem 8.1 that remains to be proved is the existence

of an antiproperty equilibrium. To see this, note that such an equilibrium

exists when �c < �b.1 � c/ and �u > �b.1 � c/, which, by the same
reasoning as above, occurs when

sn
u

sn
o

>
�g

�b.1 � c/
� 1 >

sn
o

sn
u

s: (8.7)

It is easy to show that if the incumbent contests, then both parties will set

su D so D 1, in which case the condition for the incumbent to do better by
not contesting is exactly what it is in the property equilibrium.

The result that there exists an antiproperty equilibrium exactly when there

is a property equilibrium is quite unrealistic since few, if any, antiproperty

equilibria have been observed. Our model, of course, shares this anomaly

with the Hawk-Dove Game, for which this weakness has never been an-

alytically resolved. In our case, however, when we expand our model to
determine �g and �g , the antiproperty equilibrium generally disappears.

The problem with the above argument is that we cannot expect �g and �b

to have the same values in a property and in an antiproperty equilibrium.

8.6 Property and Antiproperty Equilibria

To determine �g and �b , we must flesh out the above model of incumbents

and migrants. Consider a field with many patches, each of which is indi-
visible and hence can have only one owner. In each time period, a fertile

2For Theorem 8.1 to apply, the resource in question must be indivisible. In this case,

the “territory” is the foodstuff that delivers benefits over many meals, and the individuals
who partake of it are temporary occupiers of the territory.
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patch yields a benefit b > 0 to the owner and dies with probability p > 0,

forcing its owner (should it have one) to migrate elsewhere in search of a
fertile patch. Dead patches regain their fertility after a period of time, leav-

ing the fraction of patches that are fertile constant from period to period. An

agent who encounters an empty fertile patch invests an amount v 2 .0; 1=2/

of fitness in preparing the patch for use and occupies the patch. An agent

suffers a fitness cost c > 0 each period he is in the state of searching for a

fertile patch. An agent who encounters an occupied patch may contest for
ownership of the patch according to the War of Attrition structure analyzed

in the previous section.

Suppose there are np patches and na agents. Let r be the probability

of finding a fertile patch and let w be the probability of finding a fertile

unoccupied patch. If the rate at which dead patches become fertile is q,

which we assume for simplicity does not depend on how long a patch has

been dead, then the equilibrium fraction f of patches that are fertile must
satisfy npfp D np.1 � f /q, so f D q=.p C q/. Assuming that a migrant

finds a new patch with probability �, we then have r D f�. If � is the

fraction of agents that are incumbents, then writing ˛ D na=np, we have

w D r.1 � ˛�/: (8.8)

Assuming the system is in equilibrium, the number of incumbents whose

patches die must be equal to the number of migrants who find empty

patches, or na�.1 � p/ D na.1 � �/w. Solving this equation gives �,

which is given by

˛r�2 � .1 � p C r.1 C ˛//� C r D 0: (8.9)

It is easy to show that this equation has two positive roots, exactly one lying

in the interval .0; 1/.

In a property equilibrium, we have

�g D b C .1 � p/�g C p�b.1 � c/; (8.10)

and

�b D w�g.1 � v/ C .1 � w/�b.1 � c/: (8.11)

Note that the cost v of investing and the cost c of migrating are interpreted

as fitness costs and hence as probabilities of death. Thus, the probability of
a migrant becoming an incumbent in the next period is w.1 � v/, and the
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probability of remaining a migrant is .1�w/. This explains (8.11). Solving

these two equations simultaneously gives equilibrium values of incumbency
and nonincumbency:

��

g D
b.c.1 � w/ C w/

p.c.1 � vw/ C vw/
; (8.12)

��

b D
b.1 � v/w

p.c.1 � vw/ C vw/
: (8.13)

Note that �g ; �b > 0 and

��

g

��

b
.1 � c/

� 1 D
c C vw.1 � c/

w.1 � v/.1 � c/
: (8.14)

By theorem 8.1, the assumption that this is a property equilibrium is satis-

fied if and only if this expression is less than ˇ, or

c C vw.1 � c/

w.1 � v/.1 � c/
< ˇ: (8.15)

We have the following theorem.

THEOREM 8.2 There is a strictly positive migration cost c� and a cost of

injury ˇ�.c/ for all c < c� such that a property equilibrium holds for all

c < c� and 1 > ˇ > ˇ�.c/.

To see this, note that the left-hand side of (8.15) is less than 1 precisely

when

0 < c < c� D
w.1 � 2v/

1 C w.1 � 2v/
:

Because v < 1=2, this is a nonempty interval. We then set

ˇ�.c/ D
c C vw.1 � c/

w.1 � v/.1 � c/
:

This ensures that ˇ�.c/ < 1.

This theorem shows that, in addition to our previous result, a low fight-

ing cost and a high migration cost undermine the property equilibrium, a

high probability w that a migrant encounters an incumbent undermines the
property equilibrium, and a high investment v has the same effect.
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Suppose, however, that the system is in an antiproperty equilibrium. In

this case, letting qu be the probability that an incumbent is challenged by
an intruder, we have

�g D b C .1 � p/.1 � qu/�g C .p.1 � qu/ C qu/�b.1 � c/ (8.16)

and

�b D w�g.1 � v/ C .r � w/�g C .1 � r/�b.1 � c/: (8.17)

Solving these equations simultaneously gives

��

g D
b.c.1 � r/ C r/

..p.1 � qu/ C qu//.vw C c.1 � vw//
; (8.18)

��

b D
b.r � vw/

...p.1 � qu/ C qu//.vw C c.1 � vw///
: (8.19)

Also, �g ; �b > 0 and

��

g

��

b

� 1 D
c.1 � r/ C vw

r � vw
: (8.20)

Note that r � vw D r.1 � v.1 � ˛�// > 0. We must check whether a

nonincumbent mutant who never invests, and hence passes up empty fertile

patches, would be better off. In this case, the present value of the mutant,

�m, satisfies

�m � ��

b D .r � w/��

g C .1 � r C w/��

b .1 � c/ � ��

b

D
bw.v.r � w/ � c.1 � v.1 � r C 2///

.p.1 � qu/ C qu/.vw C c.1 � vw//
:

It follows that if

v �
c

.r � w/.1 � c/ C c
; (8.21)

then the mutant behavior (not investing) cannot invade, and we indeed have
an anti-equilibrium. Note that (8.21) has a simple interpretation. The de-

nominator in the fraction is the probability that a search ends either in death

or in finding an empty patch. The right side is therefore the expected cost of

searching for an occupied patch. If the cost v of investing in an empty patch

is greater than the expected cost of waiting to usurp an already productive

(fertile and invested in) patch, no agent will invest. We have the following
theorem.
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THEOREM 8.3 There is an investment cost v� 2 .0; 1/ such that an an-

tiproperty equilibrium exists if and only if v � v�. v� is an increasing

function of the migration cost c.

To see this, note that the right-hand side of (8.21) lies strictly between 0 and

1, and is strictly increasing in c.

If (8.21) is violated, then migrants will refuse to invest in an empty fertile

patch. Then (8.9), which implicitly assumes that a migrant always occupies
a vacant fertile patch, is violated. We argue as follows. Assume the system

is in the antiproperty equilibrium as described above and, noting the failure

of (8.21), migrants begin refusing to occupy vacant fertile patches. Then,

as incumbents migrate from newly dead patches, � falls, and hence w rises.

This continues until (8.21) is satisfied as an equality. Thus, we must redefine

an antiproperty equilibrium as one in which (8.9) is satisfied when (8.21) is
satisfied; otherwise, (8.21) is satisfied as an equality and (8.9) is no longer

satisfied. Note that in the latter case the equilibrium value of � is strictly

less than in the property equilibrium.

THEOREM 8.4 Suppose (8.21) is violated when � is determined by (8.9).

Then the antiproperty equilibrium exhibits a lower average payoff than the

property equilibrium.

The reason is simply that the equilibrium value of � is lower in the an-

tiproperty equilibrium than in the property equilibrium, so there will be on

average more migrants and fewer incumbents in the antiproperty equilib-

rium. But incumbents earn positive return b per period, while migrants
suffer positive costs c per period.

Theorem 8.4 helps to explain why we rarely see antiproperty equilibria

in the real world, If two groups differ only in that one plays the property

equilibrium and the other plays the antiproperty equilibrium, the former

will grow faster and hence displace the latter, provided that there is some

scarcity of resources leading to a limitation on the combined size of the two

groups.
This argument does not account for property equilibria in which there

is virtually no investment by the incumbent. This includes the butterfly

(Davies 1978) and feral horse (Stevens 1988) examples, among others. In

such cases, the property and antiproperty equilibria differ in only one way:

the identity of the patch owner changes in the latter more rapidly than in

the former. It is quite reasonable to add to the model a small cost ı of own-
ership change, for instance, because the intruder must physically approach
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the patch and engage in some sort of display before the change in incum-

bency can be effected. With this assumption, the antiproperty equilibrium
again has a lower average payoff than the property equilibrium, so it will

be disadvantaged in a competitive struggle for existence.

The next section shows that if we respecify the ecology of the model

appropriately, the unique equilibrium is precisely the antiproperty equilib-

rium.

8.7 An Antiproperty Equilibrium

Consider a situation in which agents die unless they have access to a fertile

patch at least once every n days. While having access, they reproduce at

rate b per period. An agent who comes upon a fertile patch that is already

owned may value the patch considerably more than the current owner, since
the intruder has, on average, less time to find another fertile patch than the

current owner, who has a full n days. In this situation, the current owner

may have no incentive to put up a sustained battle for the patch, whereas the

intruder may. The newcomer may thus acquire the patch without a battle.

Thus, there is a plausible antiproperty equilibrium.

To assess the plausibility of such a scenario, note that if �g is the fitness
of the owner of a fertile patch and �b.k/ is the fitness of a nonowner who

has k periods to find and exploit a fertile patch before dying, then we have

the recursion equations

�b.0/ D 0; (8.22)

�b.k/ D w�g C .1 � w/�b.k � 1/ for k D 1; : : : ; n; (8.23)

where r is the probability that a nonowner becomes the owner of a fertile

patch, either because it is not owned or because the intruder costlessly evicts

the owner. We can solve this, giving

�b.k/ D �g.1 � .1 � r/k/ for k D 0; 1; : : : n: (8.24)

Note that the larger k and the larger r , the greater the fitness of an intruder.

We also have the equation

�g D b C .1 � p/�g C p�g.n/; (8.25)

where p is the probability the patch dies or the owner is costlessly evicted

by an intruder. We can solve this equation, finding

�g D
b

p.1 � r/n
: (8.26)
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Note that the larger b, the smaller p, the larger r , and the larger n, the

greater the fitness of the owner.
As in the previous model, assume the intruder devotes resources su 2

Œ0; 1� and the incumbent devotes resources so 2 Œ0; 1� to combat. With

the same notation as above, we assume a fraction fo of incumbents are

contesters, and we derive the conditions for an incumbent and an intruder

who has discovered the owner’s fertile patch to conform to the antiproperty

equilibrium. When these conditions hold, we have fo D 0.
Let �c be the fitness value of contesting rather than simply abandoning

the patch. Then we have

�c D s.1 � pu/�g C .1 � s/..1 � pu/�g C pu�b.n// � �b.n/;

which reduces to

�c D
�g

2

�

s2
u C so.2 C su/

so C su

.1 � r/n � su

�

: (8.27)

Moreover, �c is increasing in so, so if the owner contests, he will set �o D 1,

in which case the condition for contesting being fitness-enhancing for the

owner then becomes

su C 2=su C 1

1 C su

.1 � r/n > 1: (8.28)

Now let �u.k/ be the fitness of a nonowner who must own a patch before
k periods have elapsed and who comes upon an owned fertile patch. The

agent’s fitness value of usurping is

�u.k/ D .1 � f /�g C

f .spu�g C .1 � s/.pu�g C .1 � pu/�b.k � 1/// �

�b.k � 1/:

The first term in this equation is the probability that the owner does not

contest times the intruder’s gain if this occurs. The second term is the

probability that the owner does contest times the gain if the owner does

contest. The final term is the fitness value of not usurping. We can simplify
this equation to

�u.k/ D �g

so.1 � f / C su

so C su

: (8.29)
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This expression is always positive and is increasing in su and decreasing

in so, provided fo > 0. Thus, the intruder always sets su D 1. Also,
as one might expect, if fo D 0, the migrant usurps with probability 1, so

�u.k/ D �g . At any rate, the migrant always contests, whatever the value

of fo. The condition (8.28) for not contesting, and hence for there to be a

globally stable antiproperty equilibrium, becomes

2.1 � r/n < 1; (8.30)

which will be the case if either r or n is sufficiently large. When (8.30) does

not hold, there is an antiproperty equilibrium.

The antiproperty equilibrium is not often entertained in the literature, al-

though Maynard Smith (1982) describes the case of the spider Oecibus civi-

tas, where intruders virtually always displace owners without a fight. More

informally, I observe the model in action every summer’s day at my bird

feeders and bathers. A bird arrives, eats or bathes for a while, and if the

feeder or bath is crowded, is then displaced, without protest, by another

bird, and so on. It appears that, after having eaten or bathed for a while, it

simply is not worth the energy to defend the territory.

8.8 Property Rights as Choreographer

Humans share with many other species a predisposition to recognize prop-

erty rights. This takes the form of loss aversion: an incumbent is prepared

to commit more vital resources to defending his property, ceteris paribus,
than an intruder is willing to commit to taking the property. The major pro-

viso is that if the property is sufficiently valuable, a property equilibrium

will not exist (theorem 8.1).

History is written as though property rights are a product of modern civ-

ilization, a construction that exists only to the extent that it is defined and

protected by judicial institutions operating according to legal notions of

ownership. However, it is likely that property rights in the fruits of one’s
labor has existed for as long as humans have lived in small hunter-gatherer

clans, unless the inequality in theorem 8.1 holds, as might plausibly be the

case for big game. The true value of modern property rights, if the argu-

ment in this chapter is valid, lies in fostering the accumulation of property

even when �g > .1 C ˇ/�b.1 � c/. It is in this sense only that Thomas

Hobbes may have been correct in asserting that life in an unregulated state
of nature is “solitary, poor, nasty, brutish, and short.” But even so, it must
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be recognized that modern notions of property are built on human behav-

ioral propensities that we share with many species of nonhuman animals.
Doubtless, an alien species with a genetic organization akin to that of our

ants or termites would find our notions of individuality and privacy curious

at best and probably incomprehensible.
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The Sociology of the Genome

In the evolution of life. . . there has been a conflict between
selection at several levels. . . individuality at the higher level
has required that the disruptive effects of selection at the
lower level be suppressed.

John Maynard Smith

A Mendelian population has a common gene pool, which
is its collective or corporate genotype.

Theodosius Dobzhansky

C: What do you think of the critique of Edward O. Wil-
son signed by 137 prominent population biologists
and published in Nature?

HG: When asked about the book One Hundred Authors
Against Einstein, he replied “Why 100 Authors? If I
were wrong, then one would have been enough.”

C: What is their error?
HG: Organisms in social species do not maximize inclu-

sive fitness and inclusive fitness, though a correct and
important theory, does not explain social structure.

C: How would you summarize this for non-experts?
HG: Inclusive fitness is about a single genetic locus. Social

behavior is never determined by a single gene.

Choreographer Interview

Many animals interact in groups for at least a part of their lifecycle. Such

groups may be called flocks, schools, nests, troupes, herds, packs, prides,

tribes, and so on, depending on the species. There appears not to be a

common term for these groups, so I will call them animal societies, or sim-

ply societies. Animal societies have at least rudimentary social structures

governing the typical interactions among group members. Even animals
that live solitary lives often have mating practices involving signaling and

ritualistic interactions (Noe and Hammerstein 1994; Fiske et al. 1998).

Sociobiology is the study of the social structure of such species. Edward

O. Wilson introduced the term in his pathbreaking book of the same name

(Wilson 1975). Wilson is an expert on social insects, not humans, but the

concluding chapter of his book addressed human sociobiology. At the time,
the idea that biology had anything useful to say about human society had

186



The Sociology of the Genome 187

few proponents. Virtually all social scientists at the time believed that the

only thing biologically distinctive about humans was hypercognition (see
Chapter 2), and that human behavior was completely determined by social

and cultural institutions (Cosmides et al. 1992). Biology, it was thought,

simply had nothing to add.

Wilson’s book, not surprisingly, generated some years of heated and in-

deed venomous criticism (Segerstrale 2001). However, science eventually

won out over prejudice. We are now all sociobiologists. Indeed, the pen-
dulum has perhaps swung too far in the other direction: all sorts of human

behaviors are currently attributed, without much foundation, to our evolved

dispositions (Gould and Lewontin 1979; Boyd and Richerson 2005).

Animal societies exist because living in a society enhances the fitness of

its members. In economics this is called increasing returns to scale, the

term applying perfectly to the aggregation of individuals in an animal soci-

ety. While there may be some contingent and variable aspects of animal so-
cieties, with the exception of humans, the social structure of a given species

is quite uniform across time and space. The social structure of animal soci-

eties is thus likely optimized, or close to optimized, for contributing to the

fitness of members of the species, within the bounds set by the gene pool of

the species. The same cannot be said of human society, given the massive

effects of cumulative culture and technology, some of which is actually or
potentially fitness-reducing (see Chapter 1).

The general social equilibrium model developed in Section 6.3 applies

nicely to animal societies. There are social roles and social actors that

fill these roles, the goal of social theory being to describe how actors are

recruited to fill roles, and how roles interact to attain some degree of social

efficiency. Sociobiology is part of sociology.
A basic principle of sociobiology is that behavior is conditioned by genes.

In most species, age, sex, and caste condition the individual to assume a

particular role. In highly social species, differential nurturing can create

castes, such as worker vs. soldier vs. reproductive in eusocial bees and ants.

In humans, of course, culture and socialization influence the allocation of

individuals to social roles.

Basic evolutionary theory asserts that a gene for a particular behavior can
persist in the population only if the behavior leads the gene’s carrier (the

individual) to contribute a sufficient number of copies of the gene to the next

generation. The most straightforward way for this to occur is if the behavior

enhances the fitness of the individual himself. Cooperation among social
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actors in this case is called mutualistic (Milinski 1996; Dugatkin 1997).

Mutualistic interaction is particularly important in humans, and is called
collaboration (Tomasello 2014). Genes for mutualism induce individuals

to seek cooperative rather than solitary solutions to problems, and provide

them with skills for effective collaboration.

Mutualism, however, is not enough to capture increasing returns to scale

in social life. Often cooperation demands that participating individuals in-

cur personal fitness costs. This is called altruism, and genes that code for
altruistic behavior are called altruistic genes. Except in humans, this sort

of biological altruism has no connection with moral sentiments, of course.

Clearly, altruistic genes can spread only if the fitnesses of the beneficiaries

of the altruistic act carrying the altruistic gene increase sufficiently to off-

set the sacrifice of the altruist. William Hamilton (1964a) was the first to

fully develop this idea, culminating in Hamilton’s rule. This rule says that

if the altruist incurs fitness cost c, and confers fitness benefit b on another
individual with relatedness r to the altruist, the altruistic gene will spread

if br > c. The reason is that br is the expected number of copies of the

altruism gene gained in the recipient and c is the number of copies lost in

the donor. Calling br�c the inclusive fitness of the altruist, the implications

of Hamilton’s rule are called inclusive fitness theory.

My aim in this chapter is to clarify the position of inclusive fitness theory
in sociobiology, drawing on Gintis (2014). The issue is highly contentious.

Edward O. Wilson, for instance, who strongly supported Hamilton’s analy-

sis in the years immediately following its appearance, has become a serious

critic. He writes in his recent book, The Social Conquest of Earth (2012):

The foundations of the general theory of inclusive fitness based

on the assumptions of kin selection have crumbled, while ev-

idence for it has grown equivocal at best.. . . Inclusive fitness

theory is both mathematically and biologically incorrect.

To supporters of inclusive fitness theory, this statement is outrageous, strik-

ing a blow at population genetics itself. As Stuart West et al. (2007a) ex-
plain:

The importance of Hamilton’s work cannot be overstated—it
is one of the few truly fundamental advances since Darwin in

our understanding of natural selection.

Richard Dawkins’ (2012) review of The Social Conquest of Earth, exclaims:
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To borrow from Dorothy Parker, this is not a book to be tossed

lightly aside. It should be thrown with great force.

Edward O. Wilson’s critique culminated in a powerful paper, with coau-

thors Corina Tarnita and Martin Nowak (Nowak et al. 2010), that appeared

in the high-profile journal Nature. The authors argue:

Considering its position for four decades as the dominant
paradigm in the theoretical study of eusociality, the pro-

duction of inclusive fitness theory must be considered mea-

gre. . . inclusive fitness theory. . . has evolved into an abstract

enterprise largely on its own.

This paper drew the ire of a host of population biologists. Nature sub-
sequently published several “brief communications” vigorously rejecting

the claims of Nowak, Tarnita, and Wilson. One of these was signed by

no fewer than 137 well-known biologists and animal behaviorists (Abbot

2011; Boomsma 2011; Strassmann 2011). In a leading biology journal arti-

cle, Rousset and Lion (2011) accuse Nowak, Tarnita, and Wilson of saying

nothing new and of using “rhetorical devices.” They then attack the journal

Nature itself, arguing that

the publication of this article illustrates more general concerns

about the publishing process.. . . Nature’s extravagant editorial

characterization of the paper as “the first mathematical analysis

of inclusive fitness theory” recklessly tramples on nearly 50

years of accumulated knowledge.

This controversy, a veritable clash of the titans (Gintis 2012a), has been

avidly followed in the popular science literature, which has characterized

the disagreement as to whether societies can be best modeled using concepts

of group selection (with Nowak, Tarnita, and Wilson) or individual selection

(with Dawkins and the signers of protest letters to Nature who argue that
the notion that genes maximize inclusive fitness lies at the very core of

evolutionary theory). For instance, West et al. (2011, p. 233) assert:

Since Darwin, the only fundamental change in our under-

standing of adaptation has been Hamilton’s development of

inclusive fitness theory.. . . The idea [is] that organisms can be
viewed as maximizing agents.
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By contrast, opponents claim that higher-level social organization is the

driving force of evolutionary change, and gene flows react by conforming
to and promoting such higher-level social forms. For instance, Nowak et

al. (2010) argue that eusocial species are successful because they develop

social systems that suppress kin favoritism and promote generalized loyalty

to the hive. Organisms that maximized inclusive fitness surely would not

behave this way.

Prominent popular writers with solid academic backgrounds have
strongly supported the inclusive fitness maximization position of Dawkins

et al., yet do not seriously address the issues raised by Nowak, Wilson, and

others (Pinker 2012; Coyne 2012).

I argue in this chapter that inclusive fitness theory is analytically valid,

and is very important. However, it does not imply that individuals maxi-

mize inclusive fitness, and it fails to elucidate central driving forces in ani-

mal society formation and evolution. Nowak and Wilson correctly note the
limitations of inclusive fitness theory, but they err in questioning its validity

and in understating its contribution to sociobiology. Their critics correctly

defend inclusive fitness theory, but they err in claiming that organisms in

a social species maximize their inclusive fitness and that inclusive fitness

theory explains social structure.

The conditions under which evolutionary dynamics leads to inclusive fit-
ness maximization have been carefully studied by Alan Grafen and his as-

sociates, who have shown that Darwinian population dynamics entail in-

clusive fitness maximization at the individual and gene levels, but only as-

suming that fitness effects are additive (Grafen 1999, 2006; Gardner et al.

2011; Gardner and Welsh 2011). But if fitness effects were additive in gen-

eral, then there would be no increasing returns to scale, and animal societies
would not exist. Because societies are complex adaptive nonlinear systems,

inclusive fitness is only one tool in the explanation of the social structure of

animal societies.

Another way of expressing this point is that inclusive fitness theory

applies to a single gene in the organism’s genome, or to several non-

interacting genes. But the evolutionary success of an organism depends

on the way the various genes interact synergistically. Claiming that inclu-
sive fitness theory explains societies is like claiming that the analysis of

word frequency in a book is sufficient to comprehend the book’s meaning.
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9.1 The Core Genome

Social relations in nonhuman societies are coded in the genes of its mem-

bers. The characteristic rules of cooperation and conflict, as well as the

meaning of signals passed among individuals, are shared by all members

of an animal society. We call this communality of genes the species’ core

genome. The core genome is the complex of genes that are broadly shared

by all members of a species (Dobzhansky 1953). Section 9.11 develops this

notion in greater detail. The core genome is like the computer code for a

software program in an agent-based computer model. The core genome sets

up the rules for social interaction and the conditions for individual social

success, creates a heterogeneous set of agents, each of whom incorporates

both the core genome and an idiosyncratic variant genome that defines its
individuality. These agents interact according to the rules coded by the

core genome, which rewards the more successful agents with more copies

of itself in the future. In the case of human societies, additional rules and

meanings are culturally specified, and as we explained in Chapter 1, human

culture and the human core genome coevolve.

The core genome of a social species endows individuals with incentives
to aggregate into social groups—packs, flocks, tribes, hives, and the like.

The size and social structure of these groups coevolve with the genetic con-

stitution of its members, as reflected in the evolution of the core genome

over time. Group selection is not selection among groups, but rather for

groups with a fitness-enhancing size and social structure. Selection for

group characteristics requires individual selection because the social rules
are inscribed in individuals who both instantiate the rules and are evolution-

arily successful given these rules.

Societies are complex dynamical systems with emergent properties—

properties that we cannot deduce from the DNA of the core genome, any

more than we can deduce consciousness and mind from the chemical com-

position of the brain (Deacon 1998; Morowitz 2002).

Yet societies are effective because of the behaviors of its members, these
behaviors are determined by the core genome, and an individual gene can

evolve only if it directly enhances the fitness of its carriers, or it promotes

interactions among its carriers that enhance its inclusive fitness—the sum

of the increases in fitnesses of all carriers of the gene influenced by the

behavior. In particular, a gene that leads its carrier to sacrifice its inclusive

fitness certainly cannot evolve, except possibly in very small societies where
random luck can temporarily outweigh systematic selective forces.
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Although the concept of the core genome is somewhat new, I cannot con-

ceive of there being any serious objection to the above paragraphs. Indeed,
the danger is more that they are uncomfortably close to tautologies.

Why then this conflict between group and individual selection propo-

nents? The participants themselves agree that whether one does the ac-

counting on the level of the group, the individual, or the single gene, the

answer must come out the same (Dugatkin and Reeve 1994). What then

can account for Richard Dawkins’ venom in attacking Edward O. Wilson
(Dawkins 2012), or David Sloan Wilson’s sense of triumph in observing

that group selection has been resurrected from its status as an outcast of

biological theory (Wilson 2008)? Must it not be simply a matter of per-

sonal preference and modeling ease which perspective one chooses in any

particular situation?

I suspect the answer is that inclusive fitness theorizing leads researchers

to think atomistically, while group selection theorizing leads researchers to
think structurally. Inclusive fitness theory leads one to the beautiful Mar-

garet Thatcher head quote of Chapter 2: “There is no such thing as society.

There are only individual men and women, and there are families.” Group

selection theorizing, by contrast, leads researchers to the Martin Luther

King head quote in that chapter: “We are caught in an inescapable net-

work of mutuality, tied in a single garment of destiny.” Of course, I am not
suggesting that sociobiologists are embroiled in the ideologies of Left and

Right, or any other political ideology. Nor are they closely connected to

any particular set of moral or ethical principles. Rather, they are personal

preferences—highly contrasting yet equally useful ways of thinking about

society. The correct way of thinking is to embrace both atomistic and struc-

tural approaches and analyze the corresponding interplay of forces. This is
the approach defended in this chapter.

There is, however, a certain asymmetry in the mutual criticism of the two

schools of thought. Few supporters of group selection deny the importance

of inclusive fitness theory, while virtually all its opponents regularly deny

the importance of group selection theory. For instance, Steven Pinker writes

in “The False Allure of Group Selection” (2012):

Human beings live in groups, are affected by the fortunes of

their groups, and sometimes make sacrifices that benefit their

groups. Does this mean that the human brain has been shaped
by natural selection to promote the welfare of the group in com-
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petition with other groups, even when it damages the welfare

of the person and his or her kin?

The first problem with this quite disingenuous description is that group se-

lection does not require “competition with other groups” any more than

individual selection requires “competition with other individuals.” For in-

stance, a mutant rabbit may be evolutionarily successful because it is more

adept at escaping the fox, not because it wins conflicts with other rabbits.
Similarly, a society may be evolutionarily successful because it better ex-

ploits its prey or contains its predators, not because it vanquishes other

societies in head-to-head competition.

The more important problem with Pinker’s critique is the notion that

group selection theory suggests that the group’s success depends on be-

haviors that damage “the welfare of the person and his or her kin.” This is
of course simply impossible. If the inclusive fitness of the gene for some

behavior is less than unity, that gene must in the long run disappear from the

population. No one disagrees with this. Only a reader who is quite ignorant

of sociobiology could take Pinker’s argument seriously.

Here is another rather randomly drawn, equally disingenuous, critique

from a prominent biologist (Coyne 2012):

The idea that adaptations in organisms result from “group

selection”. . . rather than from selection among genes them-

selves. . . [is] in stark contrast to the views of most evolutionary

biologists.

Of course, no group selection proponent sees group-level adaptations as an

alternative to selection among genes. Rather, they think of group selection

models as explanations of why particular gene are successful and others are

not. Why would so insightful a scientist like Coyne offer such a patently

deficient argument? Probably because, like Pinker, he could not think of a

good argument to support his position.

In the first half of the twentieth century, most naturalists believed that
animal societies were effective because natural selection favors altruism, in

the form of individuals who sacrifice for the good of the species (Kropotkin

1989[1903]; Simpson 1941; Lorenz 1963). For instance, in times of food

scarcity, many believed that individuals would voluntarily restrict their re-

productive activity (Wynne-Edwards 1962). This phenomenon was termed

group selection because the argument was that the altruist may have fewer
offspring, but its contribution to the success of the group would allow more



194 Chapter 9

of these offspring to survive and reproduce. However, John Maynard Smith

(1964), George Williams (1966), David Lack (1966), and others showed
that virtually all apparent examples of animals sacrificing for the group

could plausibly be explained by standard individual fitness maximization.

Williams (1966) used the principle of parsimony to counsel that group se-

lection be used only when the simpler principle of individual selection is

incapable of explaining animal behavior. At that time no important exam-

ples of sacrifice for the good of the group were found.
As it stands today, there are two mechanisms of group selection. The

first is the evolutionary success of more effective collaboration (Parsons

1964; Boyd and Richerson 1990; Bowles and Gintis 2011; Tomasello 2014).

That is, social structures that effectively promote cooperation and punish

antisocial behavior will tend to evolve. This mechanism works by an indi-

vidual genetic mutation fostering a social structure mutation, the new social

structure enhancing the fitness of social members, some of whom carry the
mutant gene, which then is more frequently represented in the next genera-

tion. In this case it is the social structure that is favored by natural selection,

and the genes that induce the behaviors given by the social structure are the

beneficiaries of natural selection on the level of social structure.

Two forms of social organization are especially favored by this evolution-

ary process: eusociality and extensive parental care. In a eusocial species,
one or very few individuals reproduce, and the remaining social members

are sterile workers, soldiers, and foragers (Wilson 1975). Therefore a muta-

tion in a reproductive will be inherited by a large fraction of her offspring,

who will synergistically follow the principles of coordination, signaling,

and task allocation indicated by the mutation. Not surprisingly, the eusocial

insects have evolved into extremely complex and sophisticated societies—
for instance the waggle dance in honeybees (Riley et al. 2005). A similar

argument holds for animals that care for their young. Because there are at

most only one or two individuals involved in mating and in nurturing off-

spring, a mutation in a male or female leading to a new social structure of

mating can easily spread. Darwin called this sexual selection, an evolution-

ary process that has engendered sophisticated signaling and collaboration

in many species (West-Eberhard 1983).
The second mechanism of group selection is exactly the altruistic behav-

ior that had been discredited by Williams, Maynard Smith, Lack, and oth-

ers, although now better understood in terms of game-theoretic models of

social cooperation. Often the effectiveness of social cooperation is strongly
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enhanced when individuals are willing to incur personal costs to further

collective goals. For instance, when a group of human hunters venture into
the forest, they usually fan out in such a way that they are not visible to one

another. Because the prey is shared irrespective of who killed the animal

(Kaplan et al. 1984), and since the process of searching for prey is highly

strenuous, each hunter has an incentive to shirk. Altruists do not. Success-

ful groups foster altruism, which complements mutualistic collaboration in

promoting efficient cooperation. Note that for species in general, this notion
of biological altruism has nothing to do with either morality or psychology.

This sort of altruism was recognized by Darwin himself (Darwin 1871):

An advancement in the standard of morality will certainly give
an immense advantage to one tribe over another. A tribe in-

cluding many members, who from possessing in a high degree

the spirit of patriotism, fidelity, obedience, courage and sym-

pathy, were always ready to aid one another, and to sacrifice

themselves for the common good, would be victorious over

most other tribes; and this would be natural selection.

The existence of altruism, the importance of which is not now widely dis-

puted, nevertheless presents a serious problem for evolutionary theory: How

can genes that promote altruistic behavior spread, since they disadvantage
their carriers? Inclusive fitness theory provides the answer.

9.2 Inclusive Fitness and Hamilton’s Rule

Classical genetics does not model cases in which individuals sacrifice on be-

half of non-offspring, such as sterile workers in an insect colony (Wheeler

1928), cooperative breeding in birds (Skutch 1961), and altruistic behavior

in humans (Darwin 1871). This problem was addressed by William Hamil-

ton (1963, 1964ab, 1970), who noticed that if a gene favorable to helping

others is likely to be present in the recipient of an altruistic act, then the gene
could evolve even if it reduces the fitness of the donor. Hamilton called this

inclusive fitness theory.

Hamilton developed a simple inequality, operating at the level of a single

locus that gives the conditions for the evolutionary success of an allele.

This rule says that if an allele in individual A, I will call it the focal allele,

increases the fitness of individual B whose degree of relatedness to A is r ,
and if the cost to A is c, while the fitness benefit to B is b, then the allele
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will evolve (grow in frequency in the reproductive population) if

br > c: (9.1)

We call br � c the inclusive fitness of the focal allele. Subsequent research

supported some of Hamilton’s major predictions (Maynard Smith and Rid-

path 1972; Brown 1974; West-Eberhard 1975; Krakauer 2005).

A critical appreciation of Hamilton’s rule requires understanding when
and why it is true. Rigorous derivations of Hamilton’s rule (Hamilton

1964a; Grafen 1985; Queller 1992; Frank 1998) are mathematically so-

phisticated and difficult to interpret. For this reason, it is easy to assert

implications of inclusive fitness that cannot be evaluated by a non-expert. I

suspect that this accounts for the fact that non-experts have tended to sup-

port one or another in this debate without really understanding the technical
issues involved. My goal in this chapter is to lay these issues bare, so that

they can be appreciated by anyone willing to endure a bit of elementary

algebra.

The usual popular argument (for instance, Bourke 2011) assumes that an

altruistic helping behavior (b; c > 0) is governed by an allele at a single

locus, and r is the probability that the recipient of the help has a copy of
the helpful allele. The net fitness increment to carriers of the helpful allele

is then br � c, so the allele increases in frequency if this expression is

positive.1

However attractive, the popular argument has key weaknesses that render

it unacceptable. First, the intuition behind Hamilton’s rule is that r is the

probability that the recipient has a copy of the helping gene, so br is the
expected gain to the helping gene in the recipient, which must be offset by

the loss c to the helper if the helping behavior is to spread. This argument,

however, is clearly specious. Many have pointed this out, but perhaps none

more elegantly than Washburn (1978, p. 415), who writes:

All members of a species share more than 99% of their genes,

so why shouldn’t selection favour universal altruism?

Dawkins (1979) considers Washburn’s argument the fifth of his “Twelve
Misunderstandings of Kin Selection.” Dawkins draws on Maynard Smith

1Hamilton’s rule extends directly to behavior that is governed by alleles at multiple loci,

provided that the interactions among the loci are frequency independent, or equivalently,

that the effects at distinct loci contribute additively to the phenotypic behavior. Grafen

(1984) calls such a phenotype a p-score. In this chapter I will use the term “single locus”
even in places where the p-score generalization applies.
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(1974) to show that Washburn’s conclusion in favor of universal altruism

is faulty. But he fails to explain what is wrong with Washburn’s argument,
except to say (correctly): “This misconception arises not from Hamilton’s

own mathematical formulation but from oversimplified secondary sources

to which Washburn refers” (p. 191). One might, with Dawkins (1979),

claim that r represents the probability of the identity of the helping gene

in the two parties by descent from a common ancestor, but why should it

matter whether it is identity by descent or otherwise? Descent is clearly
beside the point. A copy is a copy, whatever its provenance.

In fact, part of the problem with the popular argument is rather subtle: it

considers the conditions for an increase in the absolute number of copies

of the helping allele in the population, but says nothing about its relative

frequency, which is the quantity relevant to the evolutionary success of the

helping allele. Indeed, br � c, the net increase in the number of copies of

the helpful allele, is less than b � c, which is the net increase in the number
of copies of all alleles at the locus, so the frequency of the helping allele

in the next period will be lower than br � c, and prima facie may even

decrease.

A second problem with the popular argument is that it makes sense if the

relatedness r is a probability, so that br can be interpreted as the expected

gain to the helping allele in the beneficiary. But in this case r must be
nonnegative. By contrast, in a valid derivation of Hamilton’s rule, r can

be positive or negative. In the case c > 0 and b; r < 0, but with br > c,

we call this spite (Hamilton 1970; Gardner et al. 2004). In fact, as we

shall see, there is no simple relationship between the r in Hamilton’s rule

and genealogical coefficients of relatedness. The appropriate value of r

in Hamilton’s rule lies between plus and minus unity, but is generally a
function of the social structure of the species in question, and can be positive

or negative.

To address these deficiencies, we begin our study of inclusive fitness the-

ory with a careful derivation of Hamilton’s rule assuming, with Hamilton,

that all interactions are dyadic. For simplicity, I will assume the species is

haploid but sexual. That is, each new individual inherits a single gene from

one of its two parents at each locus of the genome. A more general diploid
treatment (individuals have two alleles at each genetic locus) is presented

in Appendix A1, where we also drop the requirement that all interactions

must be dyadic.
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Our derivation of Hamilton’s rule makes numerous simplifying assump-

tions. However, the argument can be extended to deal with heterogeneous
relatedness, dominance, coordinated cooperation, local resource compe-

tition, inbreeding, and other complications (Uyenoyama and Feldman

1980; Michod and Hamilton 1980; Queller 1992; Wilson et al. 1992; Taylor

1992; Rousset and Billard 2007), with an equation closely resembling (9.1)

continuing to hold. In general, however, the frequency q of the focal allele

will appear in (9.1), and b and c may be functions of q as well, so the inter-
pretation of r as relatedness becomes accordingly more complex (Michod

and Hamilton 1980).

In general b and c will also depend on the frequency of alleles at other loci

of the genome, and since the change in frequency q of the focal allele in the

population will affect the relative fitnesses of alleles at other loci, inducing

changes in frequency at these loci will in turn affect the values of b, c,

and even r . For this reason, Hamilton’s rule presupposes weak selection,
in the sense that population gene frequencies do not change appreciably

in a single reproduction period. Therefore Hamilton’s rule does not imply

that a successful allele will move to fixation in the genome. Moreover,

alleles at other loci that are enhanced in inclusive fitness by the focal allele’s

expansion may undergo mutations that enhance the inclusive fitness of the

focal allele, while alleles at other loci that are harmed by the expansion of
the focal allele may develop mutations that suppress the focal allele. Such

mutations can be evolutionarily successful and even move to fixation in the

core genome.

Now to our derivation. Suppose there is an allele at a locus of the genome

of a reproductive population that induces carrier A (called the donor) to

incur a fitness change c that leads to a fitness change b in individual B
(called the recipient). We will represent B as an individual, but in fact, the

fitness change b can be spread over any number of individuals. If b > 0, A

bestows a gain upon B, and if c > 0, A experiences a fitness loss. However,

in general we make no presumption concerning the signs or magnitudes

of b and c, except that selection is weak in the sense that b and c do not

change, and the population does not become extinct, over the course of a

single reproduction period. This assumption, which is extremely plausible,
will be made throughout this chapter.

Suppose the frequency of the focal allele in the population is q, where

0 < q < 1, and the probability that B has a copy of the allele is p. Then

if the size of the population is n, there are qn individuals with the focal
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allele, they change the number of members of the population from n to

n C qn.b � c/, and they change the number of focal alleles from qn to
qn C qn.pb � c/. Thus the frequency of the allele from one period to the

next will increase if

�q D
qn C qn.pb � c/

n C qn.b � c/
�q D

q.1 � q/

1 C q.b � c/

�

b
p � q

1 � q
� c

�

> 0: (9.2)

The condition for an increase in the focal allele thus is

b

�

p � q

1 � q

�

> c: (9.3)

To derive Hamilton’s rule from (9.3), we must have

r D
p � q

1 � q
; (9.4)

which can be rewritten as

p D r C .1 � r/q: (9.5)

Provided the recipient is a single individual, equation (9.5) makes intuitive

sense using the concept of identity by descent (Malécot 1948; Crow 1954),

where r is the probability that both donor A and recipient B have inherited

the same focal allele from a common ancestor. For instance, if A and B

are full siblings, then r D 1=2 because this is the probability that both have
inherited the focal allele from the same parent. Moreover, if the siblings

have inherited the focal allele from different parents, then they will still be

the same allele with a probability equal to the mean frequency q of the focal

allele in the population, assuming no assortative mating. In general, r will

then be the expected degree of identity by descent of recipients. This logic

is developed in full by Michod and Hamilton (1980).

However, this cannot be the general argument because there is no reason
for p to be greater than q; i.e., the recipient need not be more likely than av-

erage to carry the helping gene. But if p < q, then equation 9.4 shows that

r < 0, so r cannot be interpreted as a genealogical relatedness coefficient.

Population biologists have generally responded to this problem by defin-

ing r as a beta coefficient in a least squares linear regression of the donor

genotype on the recipient phenotype (Hamilton 1972; Queller 1992). This
is an elegant approach, but rather unsatisfying. Why linear regression? Why
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least squares estimation? Why is it not just an approximation, as with stan-

dard linear regressions? Why is it a good approximation, given the strong
nonlinear interactions of loci in the genome? It is comforting that the ap-

proach gives a reasonable result in many cases, but the conceptual founda-

tions are wanting. Moreover, for an elementary exposition, like the present,

where the reader should be able to follow perfectly what is going on, it is

like the magician pulling a rabbit out of a hat. In fact, it is just that. The

fact that the regression approach gives a satisfying answer does not justify
it.

There is another way to explain negative relatedness while sticking to a

rigorously correct logic. Each potential recipient B has a certain relatedness

to the donor A. Therefore we can partition the population of potential re-

cipients into groups j D 1; : : : ; k such that all individuals in group j have

the same genealogical relatedness rj to the donor A. Let qj be the mean

frequency of the helping allele in group j , and let �j be the probability that
the donor encounters a recipient from group j , so

P

j �j D 1. Then the

probability that a recipient in group j has a copy of the helping allele is,

using the same reasoning as led to equation (9.5),

pj D rj C .1 � rj /qj : (9.6)

Moreover, we have p D
P

j �j pj , and if we define r� D
P

j �j rj and

q� D
P

j �j qj , we then have

p D
X

j

�j .rj C .1 � rj /qj /

D r� C q� �
X

j

�j rj qj

D r� C .1 � r�/q� �

0

@

X

j

�j rj qj � r�q�

1

A ;

D r� C .1 � r�/q� � cov�.rj ; qj /; (9.7)

from the definition of the covariance of two variables. Note that if the

recipient is a single individual with relatedness r to the donor, then r� D r

and q� D q, so equation (9.7) reduces to the standard equation (9.5).

One point is notable in equation (9.7). Now p can be smaller than q, so
r < 0 is possible in (9.5). Indeed, this is more likely the smaller is q� (the
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average frequency of the helping allele in the donor’s potential beneficia-

ries) and the larger the covariance between relatedness and mean frequency
of the helping allele. The latter effect enters because p will be higher if

low-relatedness beneficiaries tend to have high average qj because low rj

means the random allele will be chosen with high frequency. For example,

if there is only one group (k D 1), the covariance term in 9.7 drops out and

we can write

p � q D r� C .1 � r�/q� � q D r.1 � q/ C .1 � r/.q� � q/: (9.8)

The first term on the right-hand side of (9.8) is positive but the second is

negative for q� < q, and the second term dominates when r is small; i.e.,

when the behavior attacks non-relatives that do not share the focal allele.
It is reasonable to call the array f�j ; rj ; qj g the social structure of the pop-

ulation with respect to the behavior induced by the helping allele. This array

in general is not defined at the level of the helping locus, but at the social

level, coded by the core genome. The core genome determines particular

mating patterns, particular rituals and signals, certain patterns of offspring

care, and social collaboration. Inclusive fitness thus presupposes a general

type of social structure and does not elucidate this social structure.

While the simple inequality br > c at first sight appears to connect ge-

nealogical relatedness, costs, and benefits at the level of a single locus, in

fact a correct derivation of the inequality reveals a complex social structure

underlying each of the three terms. This fact does not detract from the im-

portance of Hamilton’s rule. Indeed Hamilton’s rule must be satisfied by
any plausible social structure. But it is more like an accounting relationship

than an explanatory model.

9.3 Kin Selection and Inclusive Fitness

William Hamilton’s early work in inclusive fitness focused on the role of

genealogical kinship in promoting prosocial behavior. Hamilton speculates,

in his first full presentation of inclusive fitness theory (Hamilton 1964a, p.

19):

The social behaviour of a species evolves in such a way that

in each distinct behaviour-evoking situation the individual will

seem to value his neighbours’ fitness against his own according
to the coefficients of relationship appropriate to that situation.
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Because of this close association between inclusive fitness and the social

relations among genealogical relatives, John Maynard Smith (1964) called
Hamilton’s theory kin selection, by which he meant that individuals are

predisposed to sacrifice on behalf of highly related family members.

A decade after Hamilton’s seminal inclusive fitness papers, motivated by

new empirical evidence and Price’s equation (Price 1970), Hamilton (1975,

p. 337) revised his views, writing:

Kinship should be considered just one way of getting positive
regression of genotype. . . the inclusive fitness concept is more

general than kin selection.

Hamilton is surely correct. Nevertheless the two concepts are often equated,

even in the technical literature. For instance, throughout his authoritative

presentation of sexual allocation theory, West (2009) identifies inclusive fit-

ness with kin selection in several places and never distinguishes between the

two terms at any point in the book. Similarly, in Bourke’s (2011) ambitious
introduction to sociobiology, we find:

The basic theory underpinning social evolution [is] Hamilton’s

inclusive fitness theory (kin selection theory).

This curious identification of inclusive fitness theory, which models the

dynamics at a single genetic locus and is equally at home with altruistic and

predatory genes, as we explain below, with kin selection theory, which is
a high-level behavioral theory of kin altruism, is a source of endless con-

fusion. For most sociobiologists, kin selection remains, as conceived by

Maynard Smith (1964), a social dynamic based on close genealogical as-

sociation:

By kin selection I mean the evolution of characteristics which

favour the survival of close relatives of the affected individual.

The Wikipedia definition is similar:

Kin selection is the evolutionary strategy that favours the re-

productive success of an organism’s relatives, even at a cost to

the organism’s own survival and reproduction.. . . Kin selection

is an instance of inclusive fitness.

Moreover, while kin selection is a special case of inclusive fitness in the

sense that Hamilton’s rule applies generally, not just to situations where or-
ganisms favor their close genealogical kin, in another sense kin selection
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is far more general than inclusive fitness. This is because in all but the

simplest organisms, kin selection does not describe the behavior at a single
locus, or even at a set of independently contributing loci, but rather an inher-

ently high-level social behavior in which individuals recognize their close

relatives through complex phenotypic associations that require significant

cognitive functioning and synergistic interactions among loci. Indeed, in

general these phenotypic associations arise precisely to permit cooperation

among close genealogical kin.

9.3.1 Inclusive Fitness without Kin Selection

A simple example shows that Hamilton’s rule in principle has no necessary

relationship with genealogy or kin selection, but rather is an expression

of the social structure of the reproductive population. The model is based

on Hamilton’s analysis, but is more transparently presented than Hamilton

(1975), which develops a similar model for the same purpose. For related

models of positive assortment not based on kin selection see Koella (2000),

Nowak (2006), Pepper (2007), Fletcher and Doebili (2009), and Smaldino
et al. (2013).

Consider a population in which groups of size n form in each period. In

each group individuals can cooperate by incurring a fitness cost c > 0 that

bestows a fitness gain b that is shared equally among all group members.

Individuals who do not cooperate (defectors) receive the same share of the

benefit as cooperators, but do not pay the cost c and do not generate the
benefit b. Let pcc be the expected fraction of cooperating neighbors in a

group if an individual is a cooperator, and let pcd be the expected fraction

of cooperating neighbors if the individual is a defector. Then the payoff to

a cooperator is �c D bpcc � c, and the payoff to a defector is �d D bpcd .

The condition for the cooperative allele to spread is then �c � �d D
b.pcc � pcd/ � c > 0, or

b.pcc � pcd / > c: (9.9)

Now pcc is the probability that a cooperator will meet another cooperator in

a random interaction in a group, so we can define the relatedness r between
individuals, following (9.5), by

pcc D r C .1 � r/q; (9.10)

where q is the mean frequency of cooperation in the population. If we write
pdd D 1 � pcd for the probability that a defector meets another defector,
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then we similarly can write

pdd D r C .1 � r/.1 � q/; (9.11)

since 1 � q is the frequency of defectors in the population. Then we have

pcc � pcd D r C .1 � r/q � .1 � .r C .1 � r/.1 � q/// (9.12)

D r: (9.13)

Substituting in (9.9), we recover Hamilton’s rule, br > c.

Of course, if group formation is random, then pcc D pcd so r D 0 and

Hamilton’s rule cannot hold. However, to illustrate the importance of social

structure, suppose each group is formed by k randomly chosen individuals

who then each raises a family of n=k clones of itself. We need not assume
parents interact with their offspring, or that siblings interact preferentially

with each other. There is no kin selection in the standard sense of Maynard

Smith (1964). At maturity, the parents die and the resulting n individuals

interact, but do not recognize kin. In this case a cooperator surely has k � 1

other cooperators (his sibs) in his group, and the other n �k individuals are

cooperators with probability q. Thus

pcc D
k � 1

n � 1
C

n � k

n � 1
q D q C

.k � 1/.q � 1/

n � 1
:

Similar reasoning, replacing q by 1 � q gives

pdd D 1 � q C
q.k � 1/

n � 1
:

Then

r D pcc � pcd D pcc � 1 C pdd D
k � 1

n � 1
;

so Hamilton’s rule will hold when

br D b

�

k � 1

n � 1

�

> c:

Note that the related recipients are all clones of the donor, with relatedness

unity, although the r in Hamilton’s rule is .k � 1/=.n � 1/. The inclusive

fitness inequality is accurate here, but kin selection as defined above is in-

operative in this model: the altruistic behavior is more likely to spread when
the number of families n=k in a group is small.
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This model suggests that the interesting question from the point of view

of sociobiology is how the core genome of the species manages to induce
individuals to aggregate in groups of size n and to limit family size to n=k,

so that the benefits of cooperation (b �c) can accrue to the population. This

is a true miracle of Nature.

9.4 A Generalized Hamilton’s Rule

When we think of Hamilton’s rule in the context of an animal society, we

must account for the possibility that the focal allele may impose a cost

(ˇ > 0) or bestow a benefit (ˇ < 0) uniformly on all members of the popu-

lation. We call this a social fitness effect. The case ˇ > 0 may be termed a
pollution effect. It occurs, for instance, in “tragedy of the commons” cases

(Hardin 1968; Wenseleers and Ratnieks 2004), such as when the focal allele

depletes a protein used in chemical processes by somatic cells in conferring

the benefit b on others and incurring a cost c (Noble 2011). The benefit

case ˇ < 0 may be called a public good effect (West et al. 2007b). This

follows the common use of the term in economic theory (Olson 1965). It
occurs, for instance, in a parasite when the focal allele induces its carriers

to suppress an alternative allele at the focal locus that induces carriers to

grow so rapidly that it kills its host prematurely (Frank 1996). Equation

(9.17) below shows the degree of pollution or public good has no bearing

on whether the allele can evolve.

Hamilton’s seminal paper (1964a) explicitly includes the pollution and
public goods aspect of inclusive fitness, an aspect of his analysis that later

writers have ignored. Hamilton called the public good/pollution effect the

dilution effect because it affects the rate but not direction of change in the

frequency of the focal allele. Hamilton also notes that the dilution effect

can lead a successful allele to reduce population fitness. A streamlined

presentation of Hamilton’s argument, which is quite opaque in the original,

is presented in Gintis (2014).
We will also consider the case where the focal allele imposes a cost ˛ on

all alleles other than the focal allele (Keller and Ross 1998). We may call

˛ a thieving effect. This effect occurs, for instance, if A redirects brooding

care from non-relative to relative larvae in an insect colony, and ˛ < 0

(stealing from one’s kin to help others) can occur, for instance, if the focal

allele helps other alleles at the focal locus that benefits carriers by avoiding
possibly deleterious homozygosity at the focal locus. We can clearly treat
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˛ as cost imposed on all alleles at the focal locus, plus a benefit of equal

magnitude enjoyed by carriers of the focal allele. Thus if the population size
is n in the current period, population size n0 in the next period will include

n C qn.b C ˛ � c/ individuals because of the behavior induced by the focal

allele, but this will be reduced by n.˛ C ˇ/q due to the effects on non-focal

alleles. The number of relatives of the focal allele in the current period is

qn, which is increased by the behavior by qn.pr C ˛ � c/, and decreased

through lower efficiency by qn.˛ C ˇ/q. Thus the new population size is
given by

n0 D n.1 � .˛ C ˇ/q/ C qn.b C ˛ � c/; (9.14)

and (9.2) becomes

�q D
qn.1 � .˛ C ˇ/q/ C qn.pb � ˛ � c/

n.1 � .˛ C ˇ/q/ C qn.b � ˛ � c/
� q > 0; (9.15)

which simplifies to

b.p � q/ > .c � ˛/.1 � q/: (9.16)

Substituting p D r C .1 � r/q, we get the generalized Hamilton’s rule

br > c � ˛: (9.17)

The effect of an increase in the focal allele on population fitness is the

sign of dn0=da, where a D qn is the number of helping genes, which is

given by
dn0

da
D b � c � ˇ: (9.18)

Note that in the case of Hamilton’s rule, which is the above with ˛ D ˇ D 0,

population fitness increases with the frequency of the focal allele in the case

of altruism or cooperation, where b > c, and decreases in the case of spite

(b � c < 0). In the case of the generalized Hamilton’s rule, the fitness
effect is indeterminate. As we explain below, Hamilton (1964a) included

the ˇ ¤ 0 effect in his calculations, but he did not consider the case where

the generalized fitness effects are unevenly distributed among the alleles at

the focal locus (˛ ¤ 0).

It is useful to give descriptive names to the social interactions when ˛ is

nonzero. We may call the case ˛ > 0 theft, and the case ˛ < 0 as charity.
Moreover, a thieving altruist (b; c; ˛ > 0) will always evolve, as will a
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thieving cooperative allele (b; ˛ > 0 > c). Finally, the producer of a public

good will evolve only if it gains in inclusive fitness from so doing (br > c).
The most critical implication of the generalized Hamilton’s rule is that

neither social generosity nor pollution has any bearing on whether an allele

will evolve, as seen in equation (9.17), despite the fact that a socially gener-

ous allele unambiguously enhances the population fitness, and a polluting

allele unambiguously has the opposite effect, as seen in equation (9.18).

In addition, a thieving allele does not directly affect the mean population
fitness (see equation 9.18) but it allows the generalized Hamilton’s rule to

be satisfied even when br � c < 0 (see equation 9.17).

9.5 Harmony and Disharmony Principles

A rather stunning conclusion can be drawn from our exercise in elementary

algebra and gene-counting. I call it the Harmony Principle. To state this
principle succinctly, we say the allele a is helpful if its carriers enhance

the fitness of other individuals that it encounters (b > 0), altruistic if it

is helpful and incurs a fitness cost (b; c > 0), predatory if it is harmful

to others but helps itself (b; c < 0/, mutualistic if it helps itself and others

(b > 0, c < 0), prosocial if it increases mean population fitness (b�c > 0),

and antisocial if it reduces mean population fitness (b � c < 0). We then
have:

Harmony Principle: An evolutionarily successful gene that is a helpful non-

polluter is necessarily prosocial.

From equation (9.18), the allele is prosocial if b � c � ˇ > 0. We can

write b � c � ˇ D .br � c/ C b.1 � r/ � ˇ. Now br � c > 0 by Hamilton’s

rule, b > 0 by the assumption of helpfulness, since the probability p of the

recipient having the helpful allele is nonnegative, r < 1 by equation (9.4),

and ˇ <D 0 because the allele is a non-polluter. Thus b � c � ˇ, the net

contribution per focal allele to the population, is strictly positive.

Because each individual gene is utterly selfish, the importance of this
principle for sociobiology is inestimable, and mirrors similar assertions con-

cerning the social value of selfishness in humans offered by Bernard Man-

deville in his famous Fable of the Bees (1705), in which “private vices”

give rise to “public virtues,” and Adam Smith’s (1776) equally famous dic-

tum, “It is not from the benevolence of the butcher, the brewer, or the

baker that we expect our dinner, but from their regard to their own inter-
est.” While economists have determined the precise conditions—they are
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far from universal—under which Mandeville and Smith are correct (Mas-

Colell et al. 1995), the Harmony Principle is true under much broader con-
ditions. While genes are utterly selfish according to inclusive fitness theory,

evolutionarily successful genes that are helpful non-polluters are necessar-

ily prosocial. Note that we have not assumed that c > 0, so this principle

applies both to altruistic genes and mutualistic genes that help others as well

as helping themselves.

However, what is the social status of genes that are not helpful? It is
curious that this case appears never to have been treated in the literature.

I cannot imagine why not. An alternative to the Harmony Principle is,

indeed, prima facie equally possible. Suppose the focal allele is predatory.

Then Hamilton’s rule becomes .�b/r < .�c/, which can be satisfied even

though the focal allele is antisocial. Indeed, this will be the case whenever

jbj.1 � r/ > c � b > 0. We have:

Disharmony Principle: A gene that is evolutionarily successful but preda-

tory may be antisocial even if it is a non-polluter.

To see this, note that b � c � ˇ D .br � c/ C b.1 � r/ � ˇ, where

br � c > 0 and 1 � r > 0. Thus for sufficiently large (negative) b, we must
have b � c < 0.

Note that the Disharmony Principle is distinct from the spite phenomenon

(Hamilton 1970; Foster et al. 2001; Gardner et al. 2004), in which r < 0

and c > 0, which is well-developed in the literature. Indeed, it is a common

occurrence that the interaction is costly but involves reducing the fitness of

others, and (9.5) can hold with r < 0, while the focal allele is still altruis-
tic (Bourke 2011). Examples are warfare in ants (Hölldobler and Wilson

1990) and humans (Bowles and Gintis 2011), as well as generally spiteful

behavior in many species (Hamilton 1970; Foster et al. 2001; Gardner et

al. 2004).

More generally, we have the taxonomy of Table 9.1, where if b > 0 > c,

then the allele is cooperative, and since b � c > 0, the allele contributes

unambiguously to the fitness of its carrier. A cooperative allele will always
be selected, as in this case Hamilton’s rule is always satisfied. The unnamed

boxes in the table necessarily violate Hamilton’s rule.

9.6 The Utterly Selfish Nature of the Gene

Hamilton’s rule ensures that the gene is selfish in the sense described by
Dawkins (1976). In particular, Hamilton’s rule implies that the conditions
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b c r > 0 r D 0 r < 0

> 0 > 0 Altruistic —

> 0 < 0 Cooperative

< 0 > 0 — Spiteful

< 0 < 0 Predatory

Table 9.1. Variety of behaviors that can satisfy Hamilton’s rule

for the evolutionary success of a gene are distinct from the conditions under

which the gene enhances the mean fitness of the reproductive population.

The validity of the Disharmony Principle shows that inclusive fitness does

not explain the appearance of design in nature or, in other words, why the

genome of a successful species consists of genes that predominantly col-

laborate in promoting the fitness of its members (Dawkins 1996). Indeed,
Hamilton’s rule equally supports the evolutionary success of prosocial altru-

istic genes and antisocial predatory genes, whereas the former predominate

in a successful species and account for the appearance of design.

It is common for sociobiologists who, with Dawkins, adopt the “gene’s-

eye point of view” to overlook this fact, despite its being a simple logical

implication of Hamilton’s rule. Indeed, many population biologists claim

that the appearance of design in nature is explained by Hamilton’s rule. For
instance, in the protest letter to Nature mentioned above, 137 professional

evolutionary biologists agreed with the following statement:

Natural selection explains the appearance of design in the liv-

ing world, and inclusive fitness theory explains what this de-
sign is for. Specifically, natural selection leads organisms to

become adapted as if to maximize their inclusive fitness. (Ab-

bot 2011)

In fact, as we shall see, organisms do not generally maximize inclusive
fitness. Rather, organisms in a social species interact strategically in a com-

plex manner involving collaboration, as well as enhancement and suppres-

sion of gene expression. Moreover, relatedness may play a derivative role

in the dynamics of a species, especially a species that exhibits a complex

division of labor involving the suppression of kin altruism.

Inclusive fitness theory, however, permits a formulation of the central
problem of sociobiology in a particularly poignant form: how do interac-



210 Chapter 9

tions among loci induce utterly selfish genes to collaborate, or to predispose

their carriers to collaborate, in promoting the fitness of the organism? In-
clusive fitness theory, because it ignores interactions among loci, does not

answer this question. But it does provide important insights.

Fitness-enhancing collaboration among loci in the genome of a reproduc-

tive population requires suppressing alleles that decrease, and promoting

alleles that increase the fitness of its carriers. Suppression and promotion

are effected by regulatory gene networks, each member of which is itself
utterly selfish. This implies that genes, and a fortiori individuals in a so-

cial species, do not generally maximize inclusive fitness but rather interact

strategically in complex ways. It is the task of sociobiology to model these

complex interactions.

9.7 Prosocial Genes Maximize Inclusive Fitness

Egbert Leigh (1971) famously compared the genome to a parliament of

genes:

Each acts in its own self-interest, but if its acts hurt the others,

they will combine together to suppress it.

Leigh was concerned with the maintenance of Mendelian segregation, but
the remark applies quite broadly. Certainly some such mechanism must

account for the tendency of genes in the genome to cooperate. However,

the mechanism does not operate through inclusive fitness maximization.

To see this, we return to the model explored in Section 9.2. Let qa be the

frequency of the focal allele in the population, and let pa be the probability

that the recipient shares a copy of this allele. Now let qb be the frequency of

some allele b at another locus of the genome, and let pb be the probability
that the recipient shares a copy of this allele with the donor. Note that the

cost c imposed on the donor is imposed equally on the allele b assuming

Mendelian segregation, because both allele a and allele b have probability
1/2 of being passed on to each offspring. Similarly, allele b receives the same

benefit b as the focal allele in all carriers of both alleles. Therefore if the

size of the population is n in the current period, the size in the next period
will be nCqn.b�c/ and the number of b alleles will be nqb Cqn.bpb �c/.
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Thus the change in frequency of allele b is given by

�qb D
nqb C qn.bpb � c/

n C qn.b � c/
� qb

D
qa.1 � qb/

1 C qa.b � c/

�

b
pb � qb

1 � qb

� c

�

D
qa.1 � qb/

1 C qa.b � c/
.br � c/: (9.19)

Note that we have used the equation r D .pb � qb/=.1 � qb/, which is

equation (9.4) for allele b.

Thus every allele at locus B benefits from the behavior induced by the

focal allele, and hence a mutation at locus B that suppresses the focal allele
will, ceteris paribus, be at a disadvantage as compared with the incumbent

type alleles at this locus. Moreover, this is true whether the focal allele is

prosocial or antisocial, so long as it satisfies Hamilton’s rule. Therefore

there is no intragenomic incentive for genes to evolve to suppress an anti-

social allele.

This result must of course be qualified in the diploid case, both because
meiotic drive can favor an allele at one locus that harms the other loci in

the genome (Haig and Grafen 1991; Burt and Trivers 2006), and males

and females may have distinct fitness enhancement conditions based on

physiological differences (Haig 2002).

These and related situations aside, we can safely conclude that even ut-

terly selfish genes have common interests on the intragenomic level. It fol-
lows that suppression of antisocial alleles must be a response to the joint

reduced fitness of all alleles at the society level, through natural selection.

It also follows that a prosocial allele that satisfies Hamilton’s rule will pro-

voke suppression responses on neither the intragenomic nor the interge-

nomic level. Hence prosocial genes do maximize inclusive fitness.

9.8 The Boundaries of Inclusive Fitness Maximization

In asserting that “natural selection leads organisms to become adapted as

if to maximize their inclusive fitness,” Abbot (2011) doubtless expresses a

view with which at least 137 of the world’s most prominent population biol-

ogists appear to agree. The main source cited in support of this statement is
a series of papers written by Alan Grafen (1999, 2002, 2006). For instance
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in a paper devoted to exposing the “misconceptions” of others, West et al.

(2011) write:

Individuals should appear as if they have been designed to

maximize their inclusive fitness. Grafen (1999, 2002, 2006a,

2007b) has formalised this link between the process and pur-

pose of adaptation, by showing the mathematical equivalence

between the dynamics of gene frequency change and the pur-

pose represented by an optimisation program which uses an

“individual as maximising agent” (IMA) analogy.

However, Grafen expressly declares in each of his papers on the subject

that additivity across loci, or what is equivalent, frequency independence, is

assumed. Others who have carefully studied the conditions under which a

population genetics model of gene flow implies fitness maximization at the

gene or individual level, including Metz et al. (2008), Gardner and Welsh

(2011), and Gardner, West, and Wild (2011), require the same assumption.
No careful researcher has ever claimed analytical support for the notion

that individuals maximize inclusive fitness without making the frequency

independence assumption.

If a gene is prosocial, we have seen that the behavior it fosters can be mod-

eled as the maximization of inclusive fitness. But if the genome’s success is

based on a pattern of cooperation, promotion, and suppression of antisocial

genes across loci, which will occur, for instance, if the production of a pro-
tein, RNA sequence, or social behavior requires the collaborative activity of

many genes (Noble 2011), or if there are frequency dependent social inter-

actions among individuals in a social species (Maynard Smith 1982), then

neither genes nor individuals can be characterized as maximizing inclusive

fitness.

9.9 The One Mutation at a Time Principle

Because genes code for proteins or RNA with very precise chemical func-
tions, most mutations are fitness-reducing or fitness-neutral. The rate at

which fitness-enhancing mutations occur is very low. Let us say that genes

at two loci are synergistic if their joint presence in the genome of an indi-

vidual is fitness-enhancing, but each alone is fitness-reducing. Clearly the

rate at which two synergistic mutations occur in an organism is generally

orders of magnitude less likely than single favorable mutations. Moreover,
even when two such mutations are present, unless they are tightly linked so
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that they are not broken up by meiosis, they will only rarely and sporadi-

cally occur together. Bodmer and Felsenstein (1967) show that synergistic
double mutants can survive if 1 < .1 � �/fm=fw , where � is the recombi-

nation rate, fw is the fitness of the wild type genome, and fm is the fitness

of the same genome with two relevant wild type alleles replaced with the

mutants. Thus with no linkage (� D 1/2), the mutants would have to be twice

as fit as the wild types to evolve. Except in the case of highly improbable

macromutations, the linkage rate 1 � � would have to be very close to unity
for the pair of mutants to survive. Moreover, in the case of extremely high

linkage, it is a good approximation to treat the two genes as one. Indeed, a

supergene can be treated as such, although normally with meiosis properties

closer to haploid than diploid.

Therefore for most purposes we can assume that only one favorable muta-

tion occurs at a time, and its success depends on the frequency distribution

of alleles at other loci at the time the mutation appears. We call this the
one-gene-at-a-time principle.

9.10 The Phenotypic Gambit

The genome of a multicellular organism includes a myriad of interdepen-

dent RNA-producing genes, protein-producing genes, and regulatory gene

networks. The dynamics of gene interaction are poorly understood, to the

point where it is normally impossible to isolate the exact role of a single

gene in modulating a social behavior. Indeed, when we say that a certain
allele produces or controls a certain phenotypic trait, what we really mean

is that the absence of the allele entails the partial or complete absence of

the trait. This is, of course, quite a weaker statement, merely asserting that

the allele in question contributes in some more or less essential way to the

production of the phenotypic effect.

One implication of this state of affairs is that there are few, if any, cases

in which a social behavior can be attributed to the presence of an allele at a
particular locus of the genome. This fact does not compromise Hamilton’s

rule, but without additional assumptions, it renders Hamilton’s rule inappli-

cable to analytical models of social behavior. By far the most widely used

such assumption is the so-called phenotypic gambit (Grafen 1984). The

phenotypic gambit assumes that a behavior that may be extremely complex

at the genetic level can be modeled as though it were the product of the
choice of allele at a single locus. In the words of Alan Grafen (1984, p. 63),
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The phenotypic gambit is to examine the evolutionary basis of

a character as if the very simplest genetic system controlled it:
as if there were a haploid locus at which each distinct strat-

egy was represented by a distinct allele, as if the payoff rule

gave the number of offspring for each allele, and as if enough

mutation occurred to allow each strategy the chance to invade.

The haploid assumption is not necessary—there are many examples in

the literature where the phenotypic gambit assumes that behavior is con-

trolled by a diploid locus. Moreover, the assumption of a single locus is

not necessary, as there is a research tradition in which the production of

a phenotypic effect is controlled by two loci, one of which modulates the
effects produced at the other locus (Liberman and Feldman 2005). Two-

locus models, however, are generally extremely difficult to model and yield

few additional insights.

The one-gene-at-a-time principle, however, often justifies the phenotypic

gambit, especially in conjunction with the core genome concept. The lat-

ter suggests that most behavior-relevant genes will be either fixed in the
genome or exist in such stable form that changes in the frequency of a mu-

tant allele will not appreciably alter the frequency of other relevant genes

in the genome. In that situation, the one-gene-at-a-time principle suggests

that we are not likely to go wrong by considering an evolving behavior as

the effect of an allele substitution at a single locus. For instance, whether

an organism is altruistic or selfish in a particular situation may depend on
the interaction of multiple loci, but so long as the behavior is subject to

continuous variation, such as occurring with greater or lesser frequency or

intensity, we can take the baseline degree of the trait as given and study the

evolutionary success of a mutant allele that contributes to the frequency or

intensity of the behavior using the phenotypic gambit.

9.11 The Anatomy of the Core Genome

If a gene has no social effects, that is if b D ˛ D ˇ D 0 in the gener-

alized Hamilton’s rule (equation 9.17), then it obviously evolves only if it

is prosocial (c < 0), in which case its increase in the population benefits

all other loci in the genome. Moreover, if a gene that evolves is prosocial

and non-polluting, it also benefits all genes both in the genome in which

it is located, and in the population as a whole. These are strong harmony
of interest principles that flow from inclusive fitness theory. But if a gene
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satisfies the generalized Hamilton’s rule but is antisocial (b � c � ˇ < 0)

then, as we have seen in Section 9.7, it benefits all its co-resident genes, but
it harms the population. Thus natural selection will favor the emergence of

social forces that suppress such antisocial genes.

Enter complexity, the bitter enemy of classical systems theory. The gene

pool of a species, consisting of many copies of long strings of DNA, inter-

act biochemically to produce a metazoan organism whose cells manage to

cooperate despite the evolutionary interest of each to ignore the others, and
which interact socially through emergent structural properties that suppress

defection and enhance cooperation sufficiently to ensure survival. We call

these properties “emergent” because in our current state of knowledge, we

are no more capable of explaining their provenance than we are in under-

standing how a sac of chemicals in the skull of a human being can give rise

to consciousness.

The complex system of genes that gives rise to animal society is termed
the core genome. The core genome of a sexually reproducing species is a

subset of the loci in the genome that includes all loci that have certain key

properties ensuring the general social character of the species. Included in

the core genome are the fixed loci and synonymous loci. The fixed loci are

those in which a single allele is shared by all members of the population,

except for low-frequency mutations. The synonymous loci consist of loci
in which all alleles, except for low-frequency mutations, produce identical

biochemical and phenotypic effects. In addition certain non-synonymous

alleles may have fitness-neutral, or near-neutral, phenotypic effects (e.g.,

tail length or eye color). The set of such fitness-neutral gene sets are stable

across generations despite their somewhat labile internal composition, and

are also part of the core genome. For instance, body size may be fitness
independent over some range, and many genes interact to produce a pheno-

typic body size that is generally in the fitness-neutral range. The frequency

distribution of these genes in the core genome is determined by natural se-

lection and unchanged by meiosis and crossover.

In addition, if a set of alleles at a particular locus have equal fitness but

distinct phenotypic effects, and if this set is preserved across generations,

the alleles are likely to be equally fit alternative strategies in a Nash equi-
librium among loci, each being a fitness-enhancing best response to the

probability distribution of the other loci in the genome. We call such al-

leles mixed strategy gene sets, and we include these in the core genome.

For example, a population equilibrium can sustain a positive fraction of



216 Chapter 9

altruistic and selfish alleles, or alleles promoting aggressive vs. docile be-

havior, under certain conditions. Similarly, loci that protect carriers against
frequency-dependent variations in environmental conditions, including that

of bacterial and viral enemies, can be maintained in a polyallelic state as

a means of species-level risk reduction. These include the immune system

gene sets that maintain considerable heterogeneity to deal with a variety of

possible infectious agents.

Another example of a mixed strategy gene set is the interaction of sup-
pressor genes and their targets, where the fitness of the suppressor depends

on a positive frequency of target genes. Leffler (2013) documents such a

set stabilized by balancing selection at least since the primate-hominin split.

Finally, heterozygote advantage involves a pair of alleles that maintain pos-

itive frequency despite the fitness cost to homozygous carriers. We may

call these overdominance gene sets. Additional features arise in dealing

with sex-linked genes, including maternal-paternal conflict, but these also
can be identified as characteristics of the species that are conserved across

many generations.

In species that recognize individuals, including many birds and mammals,

such recognition is based in part on the expression of alternative alleles

within a core genome gene set, as well as on genes outside the core genome,

which are shuffled and redistributed through meiosis and recombination,
accounting for the heterogeneity of phenotypes.

Finally, there are many complex phenotypes that are regulated by super-

genes, that is, clusters of tightly linked loci. These supergenes segregate

as stable polymorphisms, and can constitute virtually entire chromosomes.

They arise through selection because reduced recombination between a pair

of synergistic genes is fitness-enhancing. Once a supergenome is formed,
mutations that render nearby genes synergistic with the supergene render

the inclusion of the mutant into the supergene additionally fitness-enhancing

(Rieseberg 2001; Bachtrog 2006; Schwander et al. 2014; Taylor and Cam-

pagna 2016). Many social species have two or more distinct phenotypes

that involve a combination of physical traits and linked behavioral patterns,

for instance, high coloration and aggression on the one hand and cryptic

coloration and low aggression on the other. The maintenance of these dis-
tinctions, which would be destroyed by meiosis and crossover, are often

explained as the result of supergenes.

Supergenes are maintained by several distinct mechanisms. One is simply

the fortuitous location of two synergistic genes sufficiently close, and per-
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haps sufficiently close to the centromere of the chromosome on which they

are located, that crossover is extremely unlikely. Another is through the for-
mation of inversions, which are chromosomal rearrangements where large

portions of the DNA molecule are flipped, suppressing local recombination.

In sum, the typical phenotypic characteristics of the species, including

biochemistry, physiology, and behavioral predispositions, are conserved

across generations due to the capacity of the core genome to self-replicate

across generations. The non-core genes in the gene pool, largely accounting
for the heterogeneity of individuals, may be called the variant genome—see

Riley and Lizotte-Waniewski (2009) for an application to bacterial species.

The core genome is subject to the laws of natural selection: replication, mu-

tation, and selection of superior mutants. Individuals, their societies, and

the social structure of these societies are the product of the evolution of the

core genome.

While the core genome is an object of selection, it is not in any sense
a unit of selection because it is specified by the frequency distribution of

genomes in the population. Moreover, the very notion of units and objects

of selection, while perhaps of use for a synthetic understanding of biologi-

cal evolution, do not appear to play any role in modeling the social structure

and dynamics of a reproductive population. However, recognizing the core

genome as an object of selection is a useful heuristic in at least two ways.
First, while not in any way undermining the insights of the gene’s eye view

of evolution, it captures the notion that precise combinations of gene inter-

actions are adaptive and hence favored by natural selection. Second, the

core genome allows us to conceptualize phenotypic effects that are located

not in individuals, but in their social interactions. In other words, the core

genome strongly predisposes a social species for certain forms of social be-
havior, including typical mating patterns, recognized forms of territoriality,

and preferred forms of social grouping. The core genome also predisposes

organisms to seek out particular natural environments, although there is

natural variation in such environments that serve as epigenetic sources of

social dynamics and social learning (Galef and Laland 2005; Goodnight et

al. 2008; Smaldino et al. 2013).

The core genome is a replicator in the sense of Lewontin (1970). First,
mutations in loci of the core genome give rise to phenotypic heterogeneity.

Second, phenotypic differences can entail fitness differences among mem-

bers of the reproductive population. Finally, such fitness differences are

heritable. A mutation at a fixed locus, for instance, can lead to increased
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fitness of carriers of the mutated allele, leading to the increase in frequency

of the new allele in the population. The focal locus then drops out of the
core genome, but in the long run, with high probability, the mutation will

either move to fixation or extinction, restoring the focal locus to the core

genome.

Richard Dawkins (1982b) famously rejects the genome as an object of

selection, arguing that because of meiosis and recombination, the genome

dies with the body it inhabits. Dawkins concludes that the individual is but
a vehicle for the transportation of genes across metazoan bodies, writing

that a replicator must have a

low rate of spontaneous, endogenous change, if the selective

advantage of its phenotypic effects is to have any significant

evolutionary effect.. . . too long a piece of chromosome will

quantitatively disqualify itself as a potential unit of selection,

since it will run too high a risk of being split by crossing over
in any generation. (p. 47)

Cognizant of this important observation, I have defined the core genome so

as to be impervious to meiosis and crossover. This is clear for fixed and

synonymous loci, where no breaking up of synergistic genome interactions

occur. Moreover meiosis creates as many heterozygote as it destroys, on

average, and it does not alter the frequency distribution of mixed strategy

or immune system gene sets in the population.

9.12 Explaining Social Structure

While inclusive fitness theory justifies selfish gene theory, neither inclu-

sive fitness theory, nor any other plausible theory, supports the notion that

genes or individuals in asocial species maximize inclusive fitness. We have

shown that the maximization characterization is plausible for prosocial non-

polluting genes that satisfy Hamilton’s rule, but not otherwise.

The evolutionary process, from the first RNA molecules to advanced
metazoans and complex social species, involves solving the problem of pro-

moting cooperation among selfish genes (Maynard Smith and Szathmáry

1995). That genes generally contribute to the fitness of the individuals in

which they reside is the result, not of inclusive fitness maximization, but of

a complex evolutionary and intragenomic dynamic involving the suppres-

sion of antisocial and promotion of prosocial alleles (Leigh 1971; Buss
1987; Michod 1997; Frank 2003; Noble 2011).
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The evolutionary forces that determine the complex interactions among

loci in metazoans and among individuals in social species must be studied
using, in addition to inclusive fitness theory, the phenotypic gambit (Grafen

1984), evolutionary game theory (Wilson 1977; Taylor 1992; Taylor 1996),

agent-based modeling (Gintis 2009b), the physiology of suppressor and

promoter genes (Leigh 1977; Noble 2011), as well as species-level sys-

tematics and ecology.

A1 Hamilton’s Rule with General Social Interaction

This section presents a version of Hamilton’s rule that assumes a diploid

organism, and applies to sophisticated social species in which interactions
are multi-adic, such as when there is a complex division of labor in hunting,

defense, or rearing offspring. The resulting equations are similar to those

deduced from the regression approach to Hamilton’s rule (Queller 1992)

but we have no need for least squares regression arguments. The most

salient implication of this exercise is that Hamilton’s rule holds with very

great generality, although the three terms in the equation are reflections of
the social structure of the reproductive population.

Consider a reproductive population X with individuals fXi 2 X ji D
1; : : : ; ng. Suppose the genome has a diploid autosomal locus with two

alleles, s (selfish) which leads to a behavior that does not affect the fitness

of other individuals, and a (altruistic) which leads its carrier Xi to incur an

increased fitness cost ci over that of the selfish allele, and to bestow fitness
benefit bi distributed over a subset Yi of recipients. Suppose in addition

that the altruistic allele has a fitness effect ˇ (pollution when ˇ > 0 or a

public good when ˇ < 0) on both alleles (see Section 9.4). This cost may

be intragenomic, borne by the carrier, or intergenomic, distributed over the

population in some arbitrary manner.

Hamilton (1964a) assumes the social fitness effect is distributed uni-

formly over the genome. This is a significant limitation of his analysis
because intragenomically, meiotic drive and other forms of segregation dis-

tortion, and socially, altruistic acts that are purchased in part by reducing the

fitness of non-relatives, which we call thieving effects (see Section 9.4), are

important, although the Harmony Principle suggests that natural selection

will limit their observed frequency. We can represent these thieving effects

as transfers of fitness ˛ > 0 from non-relatives to relatives, and the reverse
for ˛ < 0.



220 Chapter 9

Standard expositions of Hamilton’s rule take Yi to be an individual. This,

however, is a restrictive assumption because in many social species individ-
uals interact in groups where it is difficult to apportion the benefit bi among

the various participants. For instance, agent i may play in an n-player pub-

lic goods game in which the s allele promotes defection and the a allele

promotes cooperation, or agent i may defend the nest against intruders, or

punish a lazy coworker. As we shall see, Hamilton’s rule does not depend

on the assumption that the beneficiary is an individual.
The genotypic value X i

g of Xi at the focal locus, the frequency of the focal

allele at this locus, is 0, 1/2, and 1 for genotypes ss, sa, and aa, respectively.

The phenotypic value X i
p of Xi is 0, h, or 1 according as Xi is ss and

never confers the benefit, is sa and confers the benefit with intensity h,

or is aa and confers the benefit with intensity one. Here h can have any

value, positive or negative, but if the allele effects are additive, then h D
1=2. Because there are 2n alleles at the focal locus in the population, the
frequency of a is qa D

P

i X i
g=n. Let Y i

g be the mean genotype of members

of Yi .

The fitness cost to Xi in the current period is thus ciX
i
p, and the fitness

gain to the recipients Yi is biX
i
p. The population size in the next period is

then

n.1 � ˇqa C .b � c/xp/ (A9.1)

where xp D
P

i X i
p=n is the mean phenotype of the population, b D

P

i biX
i
p=xp is the mean benefit, and c D

P

i ciX
i
p=xp is the mean cost.

Note that because the thieving effect ˛ is a within-population fitness trans-

fer, it does not appear in (A9.1). The number of donor alleles in the next

period is

nqa.1 � ˇqa C ˛.1 � qa// C
X

i

biX
i
pY i

g �
X

i

ciX
i
pX i

g :

The increase in the frequency of the donor allele in the next period, writ-

ing the mean genotype of recipients as q
y
a D

P

i Y i
g=n, is then given by

nqa.1 � ˇqa C ˛.1 � qa// C
P

i biX
i
pY i

g �
P

i ciX
i
pX i

g

n.1 � ˇqa C .b � c/xp/
� qa D
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�
P

i biX
i
pY i

g � nbxpq
y
a

�

C nqa˛.1 � qa/

n.1 � ˇqa C .b � c/xp/
�

�P

i ciX
i
pX i

g � ncxpqa

�

C nbxp.qa � q
y
a /

n.1 � ˇqa C .b � c/xp/
D

cov.Xb
p ; Yg/ � cov.X c

p ; Xg/ C ˛var.Xp/ C bxp.q
y
a � qa/

1 � ˇqa C .b � c/xp

; (A9.2)

where Xb
p and X c

p are the variables biX
i
p and ciX

i
p, respectively, and Xg is

a binomial variable, so var.Xp/ D nqa.1 � qa/. Note that the expression

(A9.2) is positive, assuming weak selection, when

cov.Xb
p ; Yg/ C ˛var.Xp/ C bxp.q

y
a � qa/

cov.X c
p ; Xg/

> 1: (A9.3)

This inequality is the most general form of Hamilton’s rule, including both

social fitness and thieving effects. If we assume donors distribute benefits

that are, on average, independent from the allelic composition at the focal

locus, i.e., q
y
a D qa, then (A9.3) becomes

cov.Xb
p ; Yg/ C ˛var.Xp/ > cov.X c

p ; Xg/: (A9.4)

Note that in the standard treatment, where the beneficiary is an individual,

the condition q
y
a D qa necessarily holds. To see this, note that

qy
a D Œr C .1�r/qa�qa C Œ1� .r C .1�r/.1�qa//�.1�qa/ D qa; (A9.5)

where r is the relatedness coefficient.

If we further assume that bi D b and ci D c for all individuals i D
1; : : : ; n, we get the expression:

b cov.Xp; Yg/ C ˛ var.Xp/

cov.Xp; Xg/
> c: (A9.6)

Finally, if the effect of the altruistic allele is additive, so h D 1=2, then

(A9.6) becomes

b
cov.Xp; Yg/

var.Xg/
> c � ˛: (A9.7)

This is a standard expression for Hamilton’s rule (Michod and Hamilton
1980), except we have taken into account the thieving effect ˛ (and the
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pollution/public good effect ˇ, which does not appear in Hamilton’s rule).

More generally, for arbitrary h, we have

br > crp � ˛; (A9.8)

where

r D
cov.Xp; Yg/

var.Xg/

is the regression coefficient of Yg on Xp, and rp is the regression coefficient

of Xp on Xg :

rp D
cov.Xp; Xg/

var.Xg/
:

It should be clear that, while we use mathematical terminology from statis-

tical estimation theory, no statistical estimation is in fact involved.

To illustrate the increased generality of the form (A9.4) of Hamilton’s

rule, suppose the reproductive population is partitioned into social castes

fZj � X jj D 1; : : : ; mg, where caste j has frequency zj in the popula-

tion, and suppose members of the same caste j have the same costs cj and
benefits bj . Let Y j be the weighted sum of fYi jXi 2 Zj g, where each

individual is weighted by the number of times the individual appears in the

sum. Then we can write (A9.4) as

m
X

j D1

�

bj cov.Zj
p ; Y j

g / � cj cov.Zj
p ; Zj

g /
�

C ˛ var.Xp/ > 0: (A9.9)

Equation (A9.9) shows that in general the social structure of the population

allows a caste to be fundamentally altruistic in the sense that its net costs of

helping exceed the net benefits that the caste contributes to the population.

Because the inclusive fitness of caste j is

bj cov.Zj
p ; Y j

g / � cj cov.Zj
p ; Zj

g / < 0 (A9.10)

it is then clear that caste j members would maximize their inclusive fit-

ness by simply refusing to contribute to the social process. This shows that
in a caste social structure, individuals do not necessarily maximize their

inclusive fitness. Of course, if castes are genetically determined, then the

partition fzj jj D 1; : : : ; mg will be variable across periods and a funda-

mentally altruistic caste will become extinct in the long run. However, if

castes are determined by developmental conditions (e.g., feeding in euso-

cial insects or socialization in humans), fundamentally altruistic castes can
be maintained in the long run.
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A1.1 The Sociobiological Dynamics of Hamilton’s Rule

The mapping Xi ! Yi , which we have taken as given, reflects the social

structure of the reproductive population. This mapping does not presume

any particular set of social relations of kinship, which is why we suggest that

kin selection is in general an inappropriate description of inclusive fitness
dynamics. Note that if the frequency of the a allele in the population does

not affect the fitnesses of alleles at other loci in the genome, then the a

allele will move to fixation in the population if Hamilton’s rule is satisfied,

and will become extinct if the reverse inequality is satisfied. Ultimately, the

focal locus will be heterozygous with zero probability.

With frequency dependence, when the focal allele becomes prevalent in

the population, if b � c > 0, so the allele is beneficial to its carriers, there
will be no selection at the level of the genome for genes that suppress the

a allele at the focal locus, so the a allele will still move to fixation in the

population. When the focal allele is prevalent and b � c < 0, there will be

natural selection at other loci for genes that either alter the sociobiological

mapping Xi ! Yi or otherwise suppress the a allele at the focal locus,

so that Hamilton’s rule no longer holds for the antisocial allele. This is
the essence of the Inclusive Fitness Harmony Principle. Of course there

may be no likely mutation that suppresses an antisocial a allele, in which

case the antisociality reflected in the behavior induced by the a allele will

become ubiquitous in the population. Natural selection does not guarantee

optimality.

This phenomenon also represents a plausible counterexample to Fisher’s
Fundamental Theorem (Ewens 1969; Price 1972; Frank and Slatkin

1992; Edwards 1994; Frank 1997): as an antisocial allele moves to fixa-

tion, the average fitness of population members declines. Some population

biologists save Fisher’s theorem by calling this a transmission effect, and

insisting that natural selection always produces fitness-enhancing gene fre-

quency changes (Edwards 1994; Frank 1997; Gardner et al. 2011). This

interpretation of natural selection should be avoided because it is arbitrary
and difficult to understand for those who are not experts in population biol-

ogy.

It follows that Hamilton’s rule is useful only in charting short-term ge-

netic dynamics. Weak selection and additivity across loci are extremely

powerful analytical tools, but in the long run changes in gene frequency

at one locus are likely to induce compensatory and synergistic changes at
other loci. Indeed, the very mapping Xi ! Yi on which Hamilton’s rule is
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based is itself coded in the core genome of the reproductive population, and

hence in the long run is modified in the course of evolutionary selection and
adaptation.

A1.2 Altruism Among Relatives

A relative is a person “allied by blood. . . a kinsman” (Biology Online). The

argument to this point has nothing to do with genealogy, and hence says

nothing about altruism among family members. This is an attractive prop-

erty of our exposition because in a highly social species, individuals interact
frequently with non-relatives.

It remains to determine the exact relationship between the sociobiological

conception (A9.6) and the genealogical conception of relatedness. We fol-

low Michod and Hamilton (1980), except that we assume the population is

outbred at the focal locus. Suppose that each Yi is an individual recipient,

and all recipients have the same genealogical relationship to their donors

(e.g., Yi is a sibling of Xi). Let fpxyzwg be the joint distribution of geno-
types xy for donor and zw for recipient where x; y; z; w 2 fs; ag. Let px

ss,

px
as, and px

aa be the marginal distribution of the genotypes ss, sa, and aa

for the donor (i.e., the fraction of these genotypes in the population), and

similarly for p
y
ss, p

y
as, and p

y
aa for the recipient.

We have

xp D hpx
as C px

aa;

yp D hpy
as C py

aa;

because px
as is the fraction of sa genotypes, their phenotypic value is h,

and paa is the fraction of aa genotypes, which have phenotypic value one.

Also,

px
as D2qnqa (A9.11)

px
aa Dq2

a: (A9.12)

To derive (A9.11), note that either the paternal allele is s with probability

qn D 1 � qa and the second is a with probability qa , or else the paternal

allele is a with probability qa and the second is s with probability qn. The

second equation is derived in a similar manner.

We thus have

xp D 2hqnqa C q2
a (A9.13)

yp D 2hqnqa C q2
a (A9.14)
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Note that

xg D 1=2px
as C px

aa D qa

yg D 1=2py
as C py

aa D qa:

To derive cov.Xg; Xp/, note that

X

i

X i
pX i

g=n D hpx
as=2 C px

aa

D hqnqa C q2
a

Given the values of px
as and px

aa from equations (A9.11) and (A9.12), and

after algebraic simplification, we find

cov.Xp; Xg/ D qnqa
=2; (A9.15)

where


 D 2.h C qa.1 � 2h/: (A9.16)

Also,

cov.ygxp/ D hpsasa=2 C hpsaaa C paasa=2 C paaaa � ygxp:

Now let p11 be the probability Xi and Yi share both alleles at the focal locus

identically by descent, let p10 be the probability the share one allele at the

focal locus identically by descent, and let p00 be the probability they share
neither allele identically by descent. then we have

pasas D2qnqap11 C qnqap10 C 4q2
nq2

ap00 (A9.17)

pasaa Dqaq2
np10 C 2qnq3

ap00 (A9.18)

paaas Dqnq2
ap10 C 2qnq3

ap00 (A9.19)

paaaa Dq2
ap11 C q3

ap10 C q4
ap00: (A9.20)

If we define fXY as the probability that a random allele in Xi and a random

allele in Yi are identical by descent, then

fXY D p11=2 C p10=4: (A9.21)

Then a little algebra shows that the r in Hamilton’s rule is given by

r D
cov.Xp; Yg/

cov.Xp; Xg/
D 2fXY : (A9.22)
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Note that r is then the expected number of copies of the focal allele in the

recipient.
Consider, for instance, the case of siblings. The two share the same allele

from the father with probability 1/2, and similarly for the mother. Therefore

p11 D 1=4, p10 D 1=2, and p00 D 1=4. Substituting these values in (A9.17),

we get

r D
cov.Yg; Xp/

cov.Xg; Xp/
D

1

2
: (A9.23)

Thus the sociobiological definition of relatedness and the genealogical def-

inition coincide.
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Gene-Culture Coevolution and the

Internalization of Norms

The scientist does not study nature because it is use-
ful. He studies it because it gives him pleasure.

Henri Poincaré

Mathematics, rightly viewed, possesses not only
truth, but supreme beauty.

Bertrand Russell

The Lord God is subtle, but malicious he is not.

Albert Einstein

C: How is the internalization of norms compatible
with inclusive fitness maximization?

HG: It is not.
C: Which is correct?
HG: For humans and other social species inclusive

fitness maximization fails.
Choreographer interview

10.1 Norms and Internalization

A norm is a pattern of behavior enforced in part by internal sanctions, in-

cluding shame, guilt, and loss of self-esteem, as opposed to purely external
sanctions, such as material rewards and punishments. Humans internalize

norms through socialization by parents (vertical transmission) and extra-

parental conspecifics (oblique and horizontal transmission). The capacity

to internalize norms is widespread among humans, although in some so-

called “sociopaths,” this capacity is diminished or absent (Mealey 1995).

Human behavior generally conforms to the rational actor model. In these

terms, the capacity to internalize norms means human agents have socially

programmable preferences. Human behavior thus depends not only on be-

liefs, which concern the effects of action (choice X leads to result Y), but

values, which are the very goals of action.

The capacity to internalize norms certainly has survival value for soci-

ety because it permits rapid cultural adaptation towards novel conditions,

whereas a purely genetic adaptive process takes orders of magnitude more
time to become effective. The main puzzle from an evolutionary game-

227
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theoretic viewpoint is why internalization is individually adaptive. For were

it not, then it would not evolve. Why cannot self-interested sociopaths out-
compete norm-followers by mimicking their behavior when it suits their

purposes and behaving selfishly when it does not?

Suppose there is one genetic locus that controls the capacity to internalize

norms. I construct models of gene-culture coevolution, following the theory

developed in Chapter 1 and Chapter 9. These models show that if a norm

is individually fitness-enhancing, then the allele for the internalization of
norms is evolutionarily stable. Moreover, if the fitness payoff to the inter-

nalized norm is sufficiently large, the allele for internalization is globally

stable.

As argued in Chapter 6, social values are transmitted across generations

through the internalization of norms (Parsons 1967; Grusec and Kuczynski

1997). Successful societies tend to foster norms that enhance personal fit-

ness, such as the ability to defer gratification (Mischel and Ebbeson 1970),
good personal hygiene, positive work habits, and control of emotions, as

well as altruistic norms that subordinate the individual’s needs to group

welfare, fostering such behaviors as bravery, honesty, fairness, willingness

to cooperate, and empathy for others (Bowles and Gintis 2011). People

value norms for their own sake, in addition to, or despite, the effects the

behavior the norms suggest have on perceived well-being. For instance, an
individual who has internalized the value of speaking truthfully will do so

even in cases where the net payoff to speaking truthfully would otherwise

be negative. It follows that where people internalize a norm, the frequency

of its occurrence in the population will be higher than if people follow the

norm only instrumentally; i.e., when they perceive it to be in their selfish

interest to do so.
Altruism is prosocial towards unrelated others (e.g., helping those in dis-

tress and punishing antisocial behavior) at personal cost. On the impor-

tance of altruism in humans see Gintis (2000), Bowles and Gintis (2011),

and Wilson (2012). Adding an altruism norm allows us to model Herbert Si-

mon’s (1990) explanation of altruism. Simon suggested that altruistic norms

could hitchhike on the general tendency of norms to be personally fitness-

enhancing. Of course, norms may persist even if they are fitness-reducing
both for individuals and the group (Edgerton 1992; Boyd and Richerson

1992). This chapter develops a gene-culture coevolutionary model eluci-

dating the process whereby genes for norm internalization become evolu-

tionary successful.
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10.2 Socialization and Fitness-Enhancing Norms

Suppose there is a norm C that can be internalized by a new member of
society. Norm C confers fitness 1 C t > 1, while the normless phenotype,

denoted by D, has baseline fitness 1. There is a genetic locus with two al-

leles, a and b. Allele a, which is dominant, permits the internalization of

norms, whereas b does not. We assume that possessing at least one copy of

a imposes a fitness cost u 2 .0; 1/, on the grounds that there are costly phys-

iological and cognitive prerequisites for the capacity to internalize norms.1

We assume .1Ct/.1�u/ > 1, so the cost of the internalization allele is more

than offset by the benefit of the norm C. There are five phenogenotypes,

whose fitnesses are listed in Figure 10.1.

Individual Individual
Phenogenotype Fitness

aaC (1-u)(1+t)

aaD (1-u)

abC (1-u)(1+t)

abD (1-u)

bbD 1

Figure 10.1. Fitnesses of the five phenogenotypes. Here u is the fitness cost of

possessing the internalization allele, and t is the excess fitness value of possessing

the norm C. Note that bbC cannot occur.

Families are formed by random pairing, and offspring genotypes obey
the laws of Mendelian segregation. Thus there are six familial genotypes,

aaaa, aaab, aabb, abab, abbb, and bbbb. We assume also that only the

phenotypic traits of parents, and not which particular parent expresses them,

are relevant to the transmission process. Therefore, there are three familial

phenotypes, CC, CD, and DD, and 18 familial phenogenotypes, of which

only 14 can occur. The frequencies of familial phenogenotypes are as shown
in Figure 10.2, where p.i/ represents the frequency of phenogenotype i D
aaC; : : : ; bbD.

The rules of gene-culture transmission are as follows. If familial

phenogenotype is xyzwXY, where x,y,z,w 2 fa,bg, X; Y 2 fC,Dg, an

offspring is equally likely to inherit xz, xw, yz, or yw. An offspring whose

1This assumes that u > 0 is conservative, in that it biases the model against the global

stability of the internalization allele. However, the contrasting assumption u < 0 is also
plausible. I will point out the implications of u < 0 where appropriate.
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Familial Relative Frequency in
Phenogenotype Reproductive Pool

aaaaCC p.aaC/2.1 � u/2.1 C t/2

aaaaCD 2p.aaC/p.aaD/.1 � u/2.1 C t/

aaaaDD p.aaD/2.1 � u/2

aaabCC 2p.aaC/p.abC/.1 � u/2.1 C t/2

aaabCD 2.p.aaC/p.abD/ C p.aaD/p.abC//.1 � u/2.1 C t/

aaabDD 2p.aaD/p.abD/.1 � u/2

ababCC p.abC/2.1 � u/2.1 C t/2

ababCD 2p.abC/p.abD/.1 � u/2.1 C t/

ababDD p.abD/2.1 � u/2

aabbCD 2p.aaC/p.bbD/.1 � u/.1 C t/

aabbDD 2p.aaD/p.bbD/.1 � u/

abbbCD 2p.abC/p.bbD/.1 � u/.1 C t/

abbbDD 2p.aaC/p.aaD/.1 � u/.1 C t/

bbbbDD 2p.bbD/2

Figure 10.2. Relative frequencies of phenogenotypes. The absolute frequencies

are the entries in this table divided by the sum of the entries. Note that aabbCC,

abbbCC, bbbbCC, and bbbbCD are not listed, since bbC cannot occur.

genotype includes a copy of the a allele is equally likely to inherit X or Y.2

But an offspring of genotype bb always has the normless phenotype D. The
transition table is shown in Figure 10.3.3

The above accounts only for parental transmission. In addition, extra-

parental transmission is ubiquitous in human society, in the form of so-

cial pressure (rumor, shunning, and ostracism), rituals (dancing, prayer,

marriage, birth, and death), and in modern societies, formalized institu-

tions (schools and churches).4 To account for extraparental transmission,
let pC be the fraction of the population carrying the C phenotype, and let

2Simulations show that the assumption that the a allele is dominant is not critical. The

stability results described below continue to hold, and indeed more strongly, when a is less
than fully dominant.

3Biased parental transmission, in which heterogeneous familial phenotypes are more

likely to transmit one phenotype to offspring than the other (Cavalli-Sforza and Feldman

1981) is discussed below.
4Extraparental transmission is generally individually costly and the benefits accrue to

unrelated others. Hence it is a form of altruistic behavior, and ideally should not be intro-
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 2 Œ0; 1�. We assume a fraction 
pC of aa-types and a fraction �pC of

ab-types who have not internalized C through parental transmission are
influenced by extraparental transmission to switch to C. bb types are not

affected by extraparental transmission.

Familial Offspring Phenogenotypic Frequency

Type aaC aaD abC abD bbD

aaaaCC 1

aaaaCD 1/2 1/2

aaaaDD 1

aaabCC 1/2 1/2

aaabCD 1/4 1/4 1/4 1/4

aaabDD 1/2 1/2

aabbCD 1/2 1/2

aabbDD 1

abbbCD 1/4 1/4 1/2

abbbDD 1/2 1/2

ababCC 1/4 1/2 1/4

ababCD 1/8 1/8 1/4 1/4 1/4

ababDD 1/4 1/2 1/4

bbbbDD 1

Figure 10.3. Phenotypic inheritance is controlled by genotype. Note that aabbCC,

abbbCC, bbbbCC, and bbbbCD are not listed, since bbC cannot occur.

The resulting system consists of four equations in four unknowns (bbC

cannot occur, and one offspring phenogenotype is dropped, since the sum

of phenogenotypic frequencies equals unity). It is straightforward to check

that there are three pure strategy equilibria (i.e., equilibria in which the
whole population bears a single phenogenotype). These are aaC, in which

all agents internalize the fitness-enhancing norm, aaD, in which the inter-

nalization allele is present but the phenotype C is absent, and bbD, in which

neither the internalization allele nor the norm is present.

A check of the eigenvalues of the Jacobian matrix of the dynamical system

shows that the aaD equilibrium is unstable. Eigenvalues of the system at

duced until our analysis of altruism is completed. We introduce it now purely for exposi-
tional purposes.
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the aaC equilibrium are given by

�

0; 1;
1 � 


2.1 C t/
;

1 � 


1 C t

�

:

The unit eigenvalue is semisimple,5 so the linearization of the equilibrium

aaC, in which the fitness-enhancing norm is internalized, is stable. How-

ever, we cannot conclude that the nonlinear model itself is stable. Extensive
simulations fail to find a case in which the aaC equilibrium is unstable.6

Moreover, in the case where the a allele is incompletely dominant, the unit

root disappears, so stability is assured (this remark applies as well to all

cases in which unit roots appear, some of which are discussed below).

The eigenvalues of the Jacobian matrix of the unnormed equilibrium bbD

are given by
�

0; 0; 1 � u;
1

2
.1 C t/.1 � u/

�

:

Therefore this equilibrium, in which no internalization occurs, is locally

stable if .1 C t/.1 � u/ < 2, and unstable when the opposite inequality

holds. There may exist equilibria involving more than one type of behavior,
although the system is too complex to determine whether or not this is the

case. Extensive simulations suggest that if such equilibria exist, they are

not stable. I shall assume this is the case in this chapter. It follows that for

t > 2=.1 � u/ � 1, aaC is a globally stable equilibrium.7

There are four plausible conditions that render the bbD equilibrium un-

stable, in which case aaC will be globally stable. The first is u < 0,

which means that the apparatus upon which internalization depends has
net positive (pleiotropic) fitness effects independent from its contribution to

the internalization of norms. The second is that t is sufficiently large that

5An eigenvalue is semisimple if its algebraic and geometric dimensions are equal.

Semisimple unit roots of linear dynamical systems are stable.
6The process of coding this and the other models presented in this chapter is tedious

and error-prone. To ensure accuracy I wrote the simulations in two completely different

languages, one Lisp-like (Mathematica) and the other procedural (C++), and verified that

the results agreed to six decimal places over thousands of generations of simulation.
7The above result depends on our assumption of unbiased parental transmission. Sup-

pose, however, that a fraction ı of offspring who would acquire norm C under unbiased

transmission in fact acquire D. In this case, inspection of the eigenvalues of the Jacobian

tells us that the aaC equilibrium is locally stable provided ı < t and the bbD equilibrium

is stable provided .1 � ı/.1 C t/.1 � u/ < 2. Thus parental transmission biased against
the internalizable norm C is hostile to internalization.
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.1 C t/.1 � u/ > 2. Third, if parental transmission is sufficiently biased in

favor of C, the internalization equilibrium is globally stable.
The fourth condition leading to the global stability of the aaC equilib-

rium is that there is some assortative mating that overcomes the tendency

of the internalization allele to become “diluted.” Suppose each type mates

with another of its type with probability �, and with a random member of

the population with probability 1 � �. Then the eigenvalues of the bbD

equilibrium become

�

1

2
�.1 � u/;

1

2
�.1 C t/.1 � u/; 1 � u;

1

2
.1 C t/.1 � u/.1 C �/

�

: (10.1)

Therefore there is always a degree of assortative mating that renders the

bbD equilibrium unstable. Thus, it is plausible that some combination of

assortative mating, parental transmission biased towards the norm, and high

returns to the norm assures the global stability of the aaC equilibrium.8

10.3 Altruism

We now add a second dichotomous phenotypic trait with two variants.

Norm A is altruistic in the sense that its expression benefits the group, but

imposes fitness loss s 2 .0; 1/ on those who adopt it. The normless state, B,
is neutral, imposing no fitness loss on those who adopt it, but also no gain

or loss to other members of the social group.

We assume A has the same cultural transmission rules as C: individu-

als who have a copy of allele a inherit their phenotypes from their par-

ents, while bb individuals always adopt the normless phenotype BD. In

addition, there is extraparental transmission, as before. There are now
three genotypes and four phenotypes, giving rise to nine phenogenotypes

that can occur, which we denote by aaAC, aaAD, aaBC, aaBD, abAC,

abAD, abBC, abBD, and bbBD, and three that cannot occur, bbAC, bbAD,

and bbBC. We represent the frequency of phenogenotype i by p.i/, for

i D aaAC; : : : ; bbBC.

We maintain the assumption that families are formed by random pair-
ing and the offspring genotype obeys Mendelian segregation. We assume

also that only the phenotypic traits of parents, and not which particular

8The same results hold for a haploid version of the model, except that there is no unit

root in the aC equilibrium. Moreover, if a is not completely dominant in the diploid model,
the unit root disappears and the equilibrium is unambiguously stable.
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parent expresses them, are relevant to the transmission process. There-

fore there are nine family phenotypes, which can be written as AACC,
AACD, AADD, ABCC, ABCD, ABDD, BBCC, BBCD, and BBDD. It

follows that there are 54 familial phenogenotypes, which we can write as

aaaaAACC,. . . ,bbbbBBDD, only 36 of which can occur. We write the

frequency of familial phenogenotype j as p.j /, and we assume the popu-

lation is sufficiently large that we can ignore random drift. For illustrative

purposes, here are a few of the phenogenotypic relative frequencies, where
we define t� D .1 C t/.1 � s/:

p.aaaaAACC/ D p.aaAC/2t�2.1 � u/2

p.aaaaAACD/ D p.aaAC/p.aaAD/t�.1 � s/.1 � u/2

p.ababABCD/ D 2p.abAC/p.abBD/

C p.abAD/.abBC//t�.1 � u/2

p.bbbbBBDD/ D p.bbBD/2

The rules of cultural transmission are as before. If familial phenogenotype

is xyzwXYZW, where x,y,z,w 2 fa; bg, X,Y 2 fA; Bg, and Z,W 2 fC; Dg,

an offspring is equally likely to inherit xz, xw, yz, or yw. An offspring

whose genotype includes a copy of the a allele is equally likely to inherit X

or Y, and equally likely to inherit Z or W. Offspring of genotype bb always
have the normless phenotype BD. Extensive simulations show that if a is

incompletely dominant, the results described below continue to hold. The

transition table is shown in Figure 10.4 (continued on next page).

Familial Offspring Phenogenotypic Frequency
Type aaAC aaAD aaBC aaBD abAC abAD abBC abBD bbBD

aaaaAACC 1

aaaaABCC 1/2 1/2
aaaaBBCC 1

aaaaAACD 1/2 1/2

aaaaABCD 1/4 1/4 1/4 1/4

aaaaBBCD 1/2 1/2

aaaaAADD 1
aaaaABDD 1/2 1/2

aaaaBBDD 1

aaabAACC 1/2 1/2

aaabABCC 1/4 1/4 1/4 1/4

aaabBBCC 1/2 1/2

aaabAACD 1/4 1/4 1/4 1/4
aaabABCD 1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8
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Familial Offspring Phenogenotypic Frequency
Type aaAC aaAD aaBC aaBD abAC abAD abBC abBD bbBD

aaabBBCD 1/4 1/4 1/4 1/4

aaabAADD 1/2 1/2

aaabABDD 1/4 1/4 1/4 1/4

aaabBBDD 1/2 1/2
aabbABCD 1/4 1/4 1/4 1/4

aabbBBCD 1/2 1/2

aabbABDD 1/2 1/2

aabbBBDD 1

abbbABCD 1/8 1/8 1/8 1/8 1/2
abbbBBCD 1/4 1/4 1/2

abbbABDD 1/4 1/4 1/2

abbbBBDD 1/2 1/2

ababAACC 1/4 1/2 1/4

ababABCC 1/8 1/8 1/4 1/4 1/4
ababBBCC 1/4 1/4 1/2

ababAACD 1/8 1/8 1/4 1/4 1/4

ababABCD 1/16 1/16 1/16 1/16 1/8 1/8 1/8 1/8 1/4

ababBBCD 1/8 1/8 1/4 1/4 1/4

ababAADD 1/4 1/2 1/4

ababABDD 1/8 1/8 1/4 1/4 1/4
ababBBDD 1/4 1/2 1/4

bbbbBBDD 1

Figure 10.4. Cultural and biological transition parameters

We assume both genotypic and phenotypic fitness, as well as their inter-
actions, are multiplicative. Thus, the fitnesses of the nine phenogenotypes

that can appear with positive frequency are as shown in Figure 10.5. The

resulting system consists of eight equations in eight of the nine offspring

phenogenotypes. One offspring phenogenotype is dropped, since the sum

of phenogenotype frequencies must be unity.

It is straightforward to check that there are five pure equilibria. These

are aaAC, in which all agents internalize both the altruistic and fitness-
enhancing norms, aaAD, in which only the altruistic norm is internalized,

aaBC, in which only the fitness-enhancing norm is internalized, aaBD,

in which agents carry the gene for internalization of norms, but no norms

are in fact internalized, and bbBD, in which internalization is absent, and

neither altruistic nor fitness-enhancing norms are transmitted from parents

to offspring. A check of the eigenvalues of the Jacobian matrix shows that
the aaAD and the aaBD equilibria are unstable.
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Individual Individual Individual Individual
Phenogenotype Fitness Phenogenotype Fitness

aaAC (1-u)t* aaAD (1-u)(1-s)

aaBC (1-u)(1+t) aaBD (1-u)

abAC (1-u)t* abAD (1-u)(1-s)

abBC (1-u)(1+t) abBD (1-u)

bbBD 1

Figure 10.5. Payoffs to nine phenogenotypes

The Jacobian of the altruistic internalization equilibrium aaAC has eigen-

values
�

0; 1;
1

2.1 C t/
;

1

1 C t
;
1 � 


1 � s
;
1 � 


2t�
;
1 � �

4t�
;

1 � �

4t�

�

:

It is easy to check that the linearization of this equilibrium is stable if s < 
 ,

since the unit root is semisimple. We cannot conclude that the equilibrium
itself is necessarily stable for all parameters s, t , u, 
 , and � satisfying the

above inequalities. However, many simulations under varying parameter

sets have failed to turn up an instance of instability.9

The eigenvalues of the Jacobian for the aaBC equilibrium are

�

0; 1;
1

2.1 C t/
;

1

1 C t
;

1

2.1 C t/2.1 � u/2
;
1

2
.1 � s/;

1 � s

4.1 C t/
; 1 C 
 � s

�

:

Thus aaBC is stable when 
 < s, and unstable when the opposite inequality

holds.

Finally, the nonzero eigenvalues of the Jacobian for the bbBD equilibrium

are
�

1 � u;
1

2
.1 C t/.1 � u/;

1

4
t�.1 � u/;

1

2
.1 � s/.1 � u/

�

:

As in the single phenotype case, this is unstable if u < 0 or .1C t/.1�u/ >

2, and is stable if either of the opposite inequalities hold. Moreover, it

can be shown that adding assortative mating leads to the instability of the

bbBD equilibrium under the same conditions as in the single phenotype

case, shown in equation (10.1).

9When allele a is incompletely dominant, the unit root disappears, so the aaAC equi-
librium is unambiguously stable.
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In sum, under plausible conditions, one internalization equilibrium is

stable—the altruism equilibrium when 
 > s and the nonaltruism equi-
librium when s > 
 . Since we expect s to be small, whereas the ubiquity of

extraparental transmission favors a high 
 , the altruism equilibrium appears

the more plausible of the two. Under not implausible conditions, either a

high return to the norm, assortative mating of agents that internalize, or

pleiotropism in the form u < 0, the only stable equilibrium of the system

involves internalization. The dynamics, which we present below, support
this conclusion.

10.4 Copying Phenotypes: The Replicator Dynamic

The above models of cultural transmission have been strongly criticized in

the literature for suggesting that agents adopt norms independent of their

perceived payoffs. In fact, people do not always blindly follow the norms

that have been inculcated in them, but at least at times treat compliance as a
strategic choice (Wrong 1961; Gintis 1975). The “oversocialized” model of

the individual developed above may be improved by adding a phenotypic

copying process reflecting the fact that agents shift from lower to higher

payoff strategies. We represent this process as a replicator dynamic (Tay-

lor and Jonker 1978; Samuelson 1997; Nowak and Sigmund 1998; Gintis

2000). In the current context, there are four phenotypes whose relative fit-
ness ranks them as BC > AC > BD > AD, and only agents with a copy

of the a allele will copy another phenotype, since only such types are ca-

pable of internalizing a norm, and noninternalizers will not desire to mimic

internalizers.

We assume an agent with the a allele and phenotype XY meets an agent of

type WZ with probability ˛pW Z , where pW Z is the fraction of the popula-

tion with phenotype WZ, and switches to WZ if that type has higher fitness
than XY. The parameter ˛ is a measure of the strength of the tendency to

shift to high-payoff phenotypes.

It is easy to see that adding a replicator dynamic does not change the

single phenogenotype equilibria. Checking the eigenvalues of the Jacobian

matrix we find that the aaAD and aaBD equilibria remain unstable, and

the replicator dynamic does not affect the conditions for stability of the un-
normed equilibrium bbBD. The condition 
 > s for stability of the altruism
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equilibrium aaAC now becomes

˛ <

 � s

1 � 

; (10.2)

so a sufficiently strong replicator dynamic can undermine the stability of the

aaAC equilibrium.10 The condition s > 
 for stability of the nonaltruism

internalization equilibrium aaBC when the replicator dynamic is included
now becomes

˛ >

 � s

1 C 
 � s
;

and this equilibrium is unstable when the reverse inequality holds. Thus

in this case, s > 
 continues to ensure that aaBC is stable, but now for

sufficiently large ˛ this equilibrium is stable even when 
 > s. 11

In sum, adding a replicator dynamic changes the stability properties of

the model in only one important way: a sufficiently strong replicator pro-

cess can render the nonaltruistic yet internalized equilibrium aaBC, rather
than the altruistic equilibrium aaAC, stable. Realistically, while the repli-

cator process is key to understanding social change, in general we expect

this to be a relatively weak force, and certainly too weak to undermine al-

truistic norms, unless they incur substantial fitness costs. Norms do not

come labeled “altruistic norm,” “instrumental practice.” Rather, they are

inextricably intermingled. It is quite common to believe that immoral acts
lead to disease, for instance, just as does poor hygiene. Human psychol-

ogy conditions us to be uncritical absorbers of hosts of beliefs and values,

only a small fraction of which can be seriously questioned by an individual

member of society.

10.5 Why is Altruism Predominantly Prosocial?

Norms may be either prosocial or antisocial. Indeed, there are many ac-

counts of social norms that are severely socially costly, such as those in-
volving invidious displays of physical prowess (Edgerton 1992). The rea-

son for the feasibility of antisocial norms is that once the internalization

10This model also has a semisimple unit root, so stability was checked by extensive

simulations. A similar result holds for the haploid model.
11This model also has a semisimple unit root, so stability was checked by extensive

simulations. A similar result holds for the haploid model, except the relevant inequality

for stability of aaBC becomes the much stronger, and hence implausible, inequality ˛ >

�s

s.1C
�s/
.



Gene-Culture Coevolution and the Internalization of Norms 239

gene has evolved to fixation, there is nothing to prevent group-harmful phe-

notypic norms, such as our A, from also emerging, provided they are not
excessively costly in comparison with the strength of the replicator process.

The evolution of these phenotypes directly reduces the overall fitness of the

population.

Yet as Brown (1991) and others have shown, there is a tendency in virtu-

ally all successful societies for cultural institutions to promote prosocial and

eschew antisocial norms. The most reasonable explanation for the predom-
inance of prosocial norms, as explained in Chapter 1, is gene-culture co-

evolutionary selection: societies that promote prosocial norms have higher

survival rates than societies that do not (Parsons 1964; Cavalli-Sforza and

Feldman 1981; Boyd and Richerson 1985,1990; Soltis et al. 1995). Note

that the usual arguments against the plausibility of genetic group selection

do not apply to our model. This is because altruism is (a) phenotypic, and

(b) “hitchhikes” on the fitness-enhancing phenotypic norm. Because al-
truism is phenotypic, and because a high degree of cultural uniformity can

be maintained within groups, a high ratio of between-group to within-group

variance on the phenotypic trait is easily maintained, and hence high-payoff

groups quickly outpace low-payoff groups. Because altruism hitchhikes, the

mechanism that generally undermines group selection, a high rate of inter-

group migration (Maynard Smith 1976; Boorman and Levitt 1980), does
not undermine internalization, as long as altruistic individuals adopt the A

norms of the groups to which they migrate.

To test this argument, I created an agent-based model of society with the

following characteristics (the specific assumptions made are not critical,

unless otherwise noted). The society consists of 256 groups, each initially

comprising 100 members, arranged spatially on a torus (a 16 �16 grid with
the opposite edges identified). Each group was seeded with 10 aaAC types,

10 aaBC types, 74 bbBD types, and one each of the other possible types. In

all groups, t D 0:3 and u D 0:05. Each group was then randomly assigned

a value of 
 between 0 and 0.60, a value of ˛ between 0 and 0.5, a value of

s between 0.01 and 0.10, and a value of � (the degree of assortative mating)

between 0 and 0.70. Each group was also assigned an A phenotype with a

fitness effect between �1 and 1, such that if a group’s A-fitness effect is q,
and if a fraction f of the group exhibit the A phenotype, then each member

of the group has its fitness augmented by f q.

In each round, for each of the 256 groups, I simulated the model as de-

scribed in the previous sections, and updated the frequencies of the various
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types in each group, according to the fitness effect of their A phenotype and

the fraction of the group that exhibits this phenotype. A fraction of each
group (typically 5%) then migrated to a neighboring group. If altruistic mi-

grants adopt the A norm of their new groups, migration never undermines

the stability of the altruism equilibria. To be conservative, we assume here

that agents take their genes with them to a new group, and they take their C

phenotype to this new group (since C is the same for all groups), but they

abandon their A phenotype when they migrate (e.g., an aaAC type becomes
a aaBC type in the new group). This assumption is maximally geared to

undermine the altruism phenotype since immigrants never exhibit altruism.

We then allow for some random drift in the individual group parameters s,

˛, 
 , and �, as well as the payoff of altruism to the group, q.

Our final modeling assumption is that when group size drops below a

minimum (generally I set this to zero or ten agents), it is replaced by a copy

of a randomly chosen other group.
I ran this model many times with varying numbers of rounds, and varying

the parameters described above. The system always stabilized by 100 pe-

riods, and the specific assumptions concerning the parameters were never

critical. The following conclusions hold for these simulations:

a. Groups exhibiting the noninternalization equilibrium bbBD were

quickly driven from the population, except under the joint assumptions

that altruistic agents become nonaltruistic when they migrate, and the

migration rate is over 20%;

b. The equilibrium fraction of groups for which the noninternalization

equilibrium was stable was highly variable and dependent upon the
specifics of the initial distribution of groups. Thus in equilibrium,

though all groups were near the internalization equilibria (aaAC and

aaBC), in some this was globally stable and in others, only locally;

c. The equilibrium fraction of the population exhibiting the altruistic phe-

notype was greater than 85% (the mean at the start of each simulation

was 10%);

d. All but the highest prosocial A phenotypes were eliminated from the

population, so that the mean fitness effect of the altruistic phenotypes

was greater than 0.9 (the maximum possible was 1.0, and the mean at

the start of the simulation was approximately zero). In particular, no
groups with antisocial norms ever survived in equilibrium;

e. The mean level of extraparental socialization, 
 was also very high, be-
ing at least 45% (the mean at the start of the simulation was 30%);



Gene-Culture Coevolution and the Internalization of Norms 241

f. The mean strength of the replicator dynamic, ˛, was 9% (the mean at the

start of the simulation was 25%). This shows that while a higher ˛ helps
individuals, because they are then more likely to move to high-fitness

phenotypes, it hurts the groups they are in, and on balance lowers group

fitness;

g. The altruistic equilibrium was attained as long as the initial average as-

sortative mating probability � was at least 12.5%. An increase in the rate

of assortative mating led to more globally stable altruism equilibria, but

had no measurable effect on the equilibrium values of other variables;

h. The emergence of the aaAC agents and the elimination of antisocial

norms were both due to population growth alone. The extinction and

replacement of groups by more successful groups accounted only for
the change in the frequency of 
 and ˛ (extinctions began to occur after

20 rounds, and more than 1500 extinctions typically occurred in a 100

round simulation).

These simulations thus strongly support the basic arguments of this chap-

ter. In particular, a high level of migration does not undermine the altruistic
equilibrium, since most of the effects occur on the cultural rather than the

genetic level. Moreover, plausible patterns of population growth and migra-

tion account for the prosociality of the altruism phenotype A. The critical

assumption that drives the model is simply that there is a fitness-enhancing

effect of the selfish C phenotypic norm sufficiently strong to ensure that C

can invade a population of D agents. The ability of the altruism phenotype
A to “hitchhike” on C is quite robust.

10.6 The Power of Altruistic Punishment

Consider the following social dilemma. Each member of a group can either

cooperate or shirk. Shirking costs nothing, but adds nothing to the pay-

offs of the group members. Cooperating costs s� > 0, but contributes an

amount f � > s� shared equally by the other members. Selfish individuals
will always shirk in this situation, so the potential gains from cooperat-

ing will be forgone. If the situation is repeated sufficiently frequently with

the same players, and if the group is sufficiently small, cooperation can be

sustained even with selfish players (Trivers 1971; Axelrod and Hamilton

1981). However, with large groups and/or infrequent repetition, universal

shirking is virtually inevitable (Boyd and Richerson 1988), as has been
confirmed repeatedly in experiments with humans (Ledyard 1995).
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Given the potential gains to society of people internalizing the altruistic

norm A D “always cooperate” in the above situation, the absence of this
norm in society suggests that the cost s� is simply too high to sustain as an

equilibrium of the aaAC form. However, experimental results (Fehr and

Gächter 2002) and ethnographic data (Boehm 1993, 1999), not to mention

everyday observation, suggests that the threat of being punished by other

group members for shirking may serve to sustain cooperation where the

internalized value of cooperating does not.
Punishment can succeed where the norm of cooperation cannot because

the expected cost per period of punishing shirkers is typically much smaller

than the cost of cooperating. This is because (a) punishment such as shun-

ning and ostracizing are inherently low cost, yet effective when directed by

large numbers against a few transgressors; and (b) the punishment need be

carried out only when shirking occurs, which is likely to be infrequent in

comparison with the number of times cooperation must be carried out.
Nevertheless, altruistic punishment likely has strictly positive cost, so a

selfish individual still will refrain from engaging in this activity. While

a genetic group selection model can explain the evolutionary stability of

altruistic punishment (Gintis 2000), such models are sensitive to group

size and migration rates (Eshel 1972; Rogers 1990). The gene-culture

coevolutionary model presented in this chapter, by contrast, suffers less
from these problems.

To see this, suppose a fraction p of a group with n members consists of

altruistic punishers. To prevent intentional shirking by selfish agents, each

must be prepared to inflict a punishment s�=pn on a shirker. Suppose a

fraction q of the group nevertheless shirks (or perhaps is simply perceived

to shirk under conditions of imperfect information). Then the total amount
of punishment per altruistic punishment is s D qs�=p. If p is large (as

in our simulations) and q is small (as is likely to be the case except under

extreme conditions, since no one has an incentive to shirk), then this value

of s will be close to zero for each altruistic punisher. But then the altruism

equilibrium will be stable according to equation (10.2), even when it would

be violated for s D s�.

Since the fitness costs of altruistic punishment are low, a replicator dy-
namic is unlikely to render the altruism equilibrium unstable in this case.

Moreover, there is evidence that altruistic acts serve as costly signals of

agent fitness (Gintis et al. 2001), in which case the altruistic phenotype
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cannot be undermined by the tendency to shift from lower to higher payoff

phenotypes.

10.7 Final Considerations

We have developed a plausible model of altruistic cooperation and pun-

ishment that does not depend on repeated interactions, reputation effects,

or multilevel genetic selection. The latter obtains because there is no net

within-group penalty to either the altruistic gene or the altruistic norm, even

though there is a penalty to individuals carrying the gene and behaving ac-

cording to the norm.
One shortcoming of our model is that payoffs are assumed constant,

whereas in many cases we would expect payoffs to be frequency dependent,

as when group members are engaged in a noncooperative game. For in-

stance, the payoff to being self-interested may increase when agents are pre-

dominantly altruistic. Gintis (2003b) shows that such a situation gives rise

to a heterogeneous equilibrium, in which both altruists and self-interested
types participate. Since the payoffs to the two types are equal in equilib-

rium, once again we can dispense with multilevel selection in specifying an

equilibrium with a positive level of altruism.

There are two objections that biologists naturally raise to this model of

altruism. First, if the C norm is individually fitness-enhancing while the A

is not, why is there not a genetic mutation (for instance at another genetic
locus) that allows the individual to distinguish between altruistic and fitness-

enhancing behaviors, and hence to eschew the former? The answer is that

A- and C-type behaviors are exhibited only on the phenotypic level, and

hence have no clear inherent characteristics according to which such a gene

could discriminate. Moreover, if such an inherent characteristic does exist

for a particular A-type norm, that type would be driven to extinction. But

there are so many varieties of cultural norms that others, unaffected by
this mutation, would arise to replace the one to which people have become

“immune.” Finally, we should note that generally the degradation of the

genetic capacity to discriminate is much more likely than the emergence of

such a capacity, since the latter, being complex in the case of A-type norms,

requires the existence of a sequence of one-point mutations that are each

fitness-enhancing, finally leading to the capacity to discriminate. This is
implausible in the current context.
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A second objection to our model of altruism is that we have as-

sumed rather than provided an explanation of why the internalization
of norms—having a programmable objective function—is individually

fitness-enhancing. Why would an agent gain from an altered objective

function when he always has the option of obeying a norm when it is his

interest to do so, and violating the norm when it is not? However, agents do

not maximize fitness, but rather an objective function that is itself subject

to selection. In a constant environment, this objective function will track
fitness closely. In a changing environment, natural selection will be too

slow, and the objective function will not track fitness closely. Cultural

transmission and the ensuing increase in social complexity produced such

a rapidly changing environment in human groups. Imitation (the replicator

dynamic) will not correct this failure, because agents copy objective-

function-successful, not fitness-successful, strategies. In this situation,

there are large fitness payoffs to the development of a non-genetic mech-

anism for altering the agent’s objective function, together with a genetic

mechanism for rendering the individual susceptible to such alteration.

Internalization of norms, which may be an elaboration upon imprinting and

imitation mechanisms in nonhuman animals, doubtless emerged by virtue

of its ability to alter the human objective function in a direction conducive

to higher fitness. There is not to my knowledge a confirmed instance of
internalization in nonhuman animals. This may in part be due to the fact

that the relevant research has not been carried out. Yet there are obvious

reasons to doubt that internalization might be important, because cultural

transmission in nonhuman animals is relatively rudimentary.

It would be a serious mistake to conclude that the socialization process

in humans is sufficiently powerful to permit any pattern of norms to be
promulgated by internalization. For instance, many have suggested that it

would be better if people acted on the principle of contributing to society

according to one’s ability, and taking from society according to one’s needs.

Whatever the moral standing of such a principle, no society has lasted long

when its incentives have been based on it. Our model suggests one reason

why such a principle might fail: the operation of the replicator dynamic.

In this case, the payoff to defectors from the norm is simply too high to
prevent its erosion.

There may be other criteria determining what types of altruistic norms are

likely to emerge from the gene-culture coevolutionary process described in

this chapter. For instance, behaviors that are altruistic, but very similar to
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ones that are personally fitness-enhancing may be relatively easy to inter-

nalize; e.g., since it is generally fitness-enhancing to speak truthfully, it may
be relatively easy to move the decision to speak truthfully from the realm

of instrumental calculation to that of the moral realm of right and wrong.

Similarly, altruistic punishment may be widespread because it is generally

prudent to develop a reputation for punishing those who hurt us, and it is a

short step to turning this prudence into a moral principle.
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The Economy as Complex Dynamical System

I have no idea whether Adam Smith’s invisible hand holds
for the real world. But then no one else does either. No
mathematical theory exists to justify it. Even simple mod-
els. . . can exhibit dynamical behavior far more complex
than anything found in classical physics or biology.

Donald Saari

Subtle is the Lord, but malicious He is not.

Albert Einstein

C: How did you discover that the general equilibrium
model is stable?

HG: I thought I would simulate the model on my compu-
ter and show that it exhibits chaotic price movements
as the standard theory says.

C: What happened?
HG: It always converged to market equilibrium.
C: What did you do wrong?
HG: Rather than having an auctioneer, I allowed all

traders to set their own prices.

Choreographer interview

Walras (1874) developed a general model of competitive market ex-

change. In the 1950s several researchers contributed to showing that a
market-clearing equilibrium for Walras’ model exists under quite general

conditions (Debreu 1954; Arrow and Debreu 1954; Gale 1955; Nikaido

1956; McKenzie 1959).

Walras was aware that his model required a price adjustment mechanism

that would ensure stability of equilibrium. He considered the key force lead-

ing to equilibrium to be market competition, which he thought would result

in the continual updating of prices by traders until equilibrium was attained.
However, he believed that a model where economic agents individually up-

date their prices would be analytically intractable, whereas a simple central-

ized model of price adjustment, which he called the tâtonnement process,

would more easily lend itself to a proof of the stability of equilibrium. He

was wrong.

The stability of the Walrasian economy became a central research fo-
cus in the years following the existence proofs (Arrow and Hurwicz 1958,

246
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1959, 1960; Arrow et al. 1959; Nikaido 1959; McKenzie 1960; Nikaido

and Uzawa 1960). Following Walras’ tâtonnement process, these models
assumed that there is no production or trade until equilibrium prices are at-

tained, and out of equilibrium, there is a price profile shared by all agents,

with the time rate of change of prices being a function of excess demand.

These efforts at proving stability were unsuccessful (Fisher 1983). In-

deed, Scarf (1960) and Gale (1963) complicated the situation by providing

simple examples of unstable Walrasian equilibria under a tâtonnement dy-
namic. Moreover, Sonnenschein (1973), Mantel (1974, 1976), and Debreu

(1974) showed that any continuous function, homogeneous of degree zero

in prices, and satisfying Walras’ Law, is the excess demand function for

some Walrasian economy. These results showed that no general stability

theorem could be obtained based on the tâtonnement process. Subsequent

analysis showed that chaotic price movements are the generic case for the

tâtonnement adjustment processes (Saari 1985; Bala and Majumdar 1992).
This explains Donald Saari’s quote at the head of this chapter.

A novel approach to the dynamics of large-scale social systems, evolu-

tionary game theory, was initiated by Maynard Smith and Price (1973),

and adapted to dynamical systems theory in subsequent years (Taylor and

Jonker 1978; Friedman 1991; Weibull 1995). The application of these mod-

els to economics involved the shift from biological reproduction to behav-

ioral imitation as the mechanism for the replication of successful agents

(Mandel and Gintis (2014, 2016).

This chapter begins with a compact exposition of general market equi-

librium, and provides evolutionary foundations for competitive market ex-

change. We treat a decentralized market economy as the stage game of an

evolutionary process in which each agent in each period produces some mix
of goods that he must trade to obtain the various goods he consumes. An

agent’s trade strategy consists of a set of private prices for the goods he

produces and the goods he consumes, a trade being acceptable if the value

of goods received is at least as great as the value of the goods offered in

exchange according to these private prices.

11.1 The General Equilibrium Model Explained

Consider an economy consisting of individuals and firms. Individuals own

labor and capital goods, which they supply to firms. These firms produce
marketable goods which they sell to individuals. Individuals consume what-
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ever they purchase from firms. We could allow firms to own capital goods

as well, but this complicates the equations and adds nothing to the analy-
sis. The economy is in market equilibrium when the vector of prices for

labor, capital, and goods equates supply and demand in the labor market,

the capital market, and all goods markets, assuming firms maximize profits

and individuals maximize their consumption utility.

We model a highly simplified version of this economy in which there are

only two goods, which we will call apples a and nuts n, and two individuals,
x and y. We also assume there is a single type of labor (l). Suppose lx,ly
and kx,ky are the amounts of labor and capital owned by individuals x and

y, lx
a and kx

a are the amounts of labor and capital supplied by individual x

to firms producing apples, l
y
a and k

y
a are the amounts of labor and capital

supplied by individual y to firms producing apples, and lx
n , kx

n and l
y
n ,k

y
n

are the labor and capital supplied to firms producing nuts by individuals x

and y. Then we have the four equations

lx
a C lx

n D lx (11.1)

ly
a C ly

n D ly (11.2)

kx
a C kx

n D kx (11.3)

ky
a C ky

n D ky; (11.4)

which say that the total amount of labor and capital goods demanded by

firms to use in production equals the total amount of these factors supplied

by individuals.
Now suppose the wage rate is w and the interest rate, which is the price for

renting one unit of the capital good for one production period, is r . Also,

suppose the price of the market goods are pa for apples and pn for nuts,

and individual x consumes xa of apples and xn of nuts, while individual

y consumes ya of apples and yn of nuts. Finally, we assume individual x

owns share ˛a of the net profit of apple-producing firms and share ˛n of the

net profit of nut-producing firms, while individual y owns shares 1�˛a and
1 � ˛n, respectively.

Then if mx and my are the incomes of individuals x and y from supplying

labor and capital goods to firms, we have the following two equations:

mx D ˛a�a C ˛n�n C wlx C rkx (11.5)

my D .1 � ˛a/�a C .1 � ˛n/�n C wly C rky; (11.6)
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where �a and �n are the net profits of apple-producing and nut-producing

firms.
The next equations are production functions for the individual goods and

market goods firms. They say that each good is produced by using capital

goods and labor.

ga.lx
a C ly

a ; kx
a C ky

a / D xa C ya; (11.7)

gn.lx
n C ly

n ; kx
n C ky

n/ D xn C yn; (11.8)

where ga.la; ka/ and gn.ln; kn/ are the aggregate production functions for

the apples and nuts sectors, respectively, and xa, xn, ya, and yn are the
apples and nuts purchased by individuals x and y.

We assume firms maximize profits, given by

�a D pa.xa C ya/ � .w.lx
a C ly

a / C r.kx
a C ky

a // (11.9)

�n D pn.xn C yn/ � .w.lx
n C ly

n / C r.kx
n C ky

n //: (11.10)

Profit maximization gives four first-order conditions

@ga

@la
D

w

pa

@gn

@ln
D

w

pn

(11.11)

@gn

@ka

D
r

pa

@gn

@kn

D
r

pn

: (11.12)

We assume individuals have utility function ux.xa; xn/ and uy.ya; yn/,

which they maximize subject to their income constraints (11.5) and (11.6).
Maximizing utility given these income constraints gives four additional

equations

1

pa

@ux

@xa

D
1

pn

@ux

@xn

(11.13)

1

pa

@uy

@ya

D
1

pn

@uy

@yn

(11.14)

mx D paxa C pnxn (11.15)

my D paya C pnyn: (11.16)

Finally, we can normalize the nominal price level pn to unity, and we as-
sume that competition among firms equates profits in the two sectors. This
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gives

pn D 1; (11.17)

�a D �n: (11.18)

We call a situation in which the price structure .pa; pn; w; r/ is such that

all these equations hold simultaneously and all prices are positive a market

equilibrium. In this system, ˛, lx , ly , kx, and ky are parameters representing

the structure of ownership in the economy. There remain twenty variables

to be determined: lx
a , l

y
a , lx

n , l
y
n , kx

a , k
y
a , kx

n , k
y
n , xa, ya, xn, yn, �a, �n, mx,

my , pa, pn, w, and r . There are also twenty equations, expressed in (11.1)–
(11.18). The equality in the number of equations and unknowns generically

determines a locally unique equilibrium, but there is no general guarantee

that prices and quantities will be nonnegative in this solution. However, the

appropriate assumptions concerning the shape of the production function

and utility functions will guarantee the existence of a market equilibrium,

along the lines of Debreu (1952) and Arrow and Debreu (1954). The con-

ditions that make this possible, roughly speaking, are that consumers have
concave preferences (declining marginal utility) and firms have convex pro-

duction functions (declining marginal productivity).

11.2 The Fundamental Theorems of Welfare Economics

To state the famous First Fundamental Theorem of Welfare Economics we

say an individual is locally nonsatiated if he would be slightly worse off if

his income were slightly lower. An allocation of labor and capital to firms

and goods to individuals is called Pareto optimal if any reallocation that

makes one individual better off must make at least one individual worse

off. This is of course the standard definition of efficiency in economic

theory (Mas-Colell et al. 1995). We then have

THEOREM 11.1 First Theorem of Welfare Economics: If all agents are

locally nonsatiated, then every market equilibrium is Pareto optimal.

The proof of this theorem is extremely simple, but not worth going through

here. The interested reader can find a proof on Wikipedia. The Second Fun-

damental Welfare Theorem says that every Pareto-optimum can be achieved

by an initial redistribution of ownership followed by market exchange. The

main conditions for this are also quite reasonable but the proof uses rather
sophisticated separating hyperplane or fixed point theorems. By the way,
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and to avoid confusion, the term “welfare” in economics does not mean

subsidies to the poor, but rather individual and social well-being in general.
The Second Fundamental Theorem is of no practical use because it is not

politically or ethically feasible to redistribute ownership arbitrarily to attain

equity goals. Moreover, a one-time egalitarian redistribution would quickly

return to its naturally inegalitarian state in subsequent periods because in

any realistic economy, a market equilibrium is an absorbing state of an er-

godic Markov process, as described in our analysis below. Of course, con-
tinual arbitrary redistributions are possible (if neither ethical nor politically

feasible), but these interfere with incentives so lead to severe economic in-

efficiencies.

The First Fundamental Theorem, by contrast, is extremely important not

because it accurately reflects actual economic conditions, but rather be-

cause it is instructive to understand when it does not, and why. The general

equilibrium model is practically relevant because, as we show below, the
economy is normally rather close to equilibrium, although it can experi-

ence rather dramatic excursions far from equilibrium for some number of

time periods, as in the case of financial bubbles and persistent stagnation.

The basic question of when unregulated markets of sort described above

are the most effective instruments of economic efficiency was worked out

in the post-World War II period, and remains valid today, a half century
later (Musgrave 1959; Atkinson and Stiglitz 1980). This theory is called

the theory of market failure. There are four types of market failure:

1. Increasing Returns to Scale: In some production sectors, the optimal

efficient firm size is so large that either efficiency or market compe-

tition must be sacrificed. For instance, a city’s water supply may be

most efficiently supplied using one large reservoir and a unified system

of delivery and waste removal. There is simply no room for multiple
firms to compete, so the service is supplied by the local government.

The problem can sometimes be handled alternatively requiring firms to

share the resource that accounts for increasing returns, such as railroad

tracks or an electric grid.

2. Public Goods: Some goods are non-exclusionary—they are consumed

equally by many or all individuals, although they may be valued differ-

ently by different individuals. For instance, national defense protects all

equally, and many forms of public health measures affect the incidence

of diseases for the entire population. Public goods must be publicly
provided in most cases.
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3. Market Externalities: Some goods are produced using technologies

that release waste products into the environment at zero or low cost to
the producer but that impose high costs on everyone else. Economic

theory suggests that the costs imposed by these effluents be charged to

producers, an example being carbon taxes.

4. Quality Goods: There are many market sectors in which the quality

of a product cannot be ascertained until after purchase, and in which

reputation effects are not sufficient to ensure a minimum quality level.
We analyzed this situation in Section 4.6. In such sectors, quality can

be maintained only by legal regulation. For instance, most countries

have health standards for restaurants and quality standards for hotels

that prevent an upstart from profiting at the expense of consumers and

the high-quality firms. Similarly, professionals may be licensed (e.g.,

medical and legal services), and pharmaceuticals may be regulated for

safety and effectiveness.

Of course, it is not feasible to correct all market failures through gov-

ernment intervention because regulation may be excessively costly. More
important, state failure is quite as endemic as market failure. That is, the

political dynamics that give rise to particular forms of state intervention are

governed by forces that may place little value on public welfare. Small but

powerful special interest groups, for instance, may agitate for interventions

that benefit their members at the expense of the public. Similarly, some

forms of regulation invite corruption by officials.

The general market equilibrium model is attractive not because it is re-
alistic, but rather because it allows us to state and understand clearly the

nature of market failures and the possible measures to correct them.

11.3 The Market Economy as a Dynamic Game

We construct a finite m-player game, where m is the number of agents

in the economy. Each agent i’s strategy �i is his private price vector.
There is an exchange process � such that in each period the strategy pro-

file � D .�1; : : : ; �m/ leads to a feasible allocation �i.�/ to each agent i .

Under rather mild conditions on the exchange process � , general equilib-

rium market clearing equilibria are precisely the strict Nash equilibria of

the game. If we then add a learning process whereby agents update their

strategies by adopting those of other agents who have had superior trading
success, we get a standard replicator dynamic as described in Section 10.4.
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In this dynamic, the general market equilibrium prices are precisely the

stable equilibria of the dynamical system.
Our stability result does not indicate how fast we can expect the conver-

gence to equilibrium to take place, or how robust the market economic is to

shocks. To address this problem Section 11.8 presents a Markov model of a

simple exchange economy with many goods and many agents. The model

is too complex to solve analytically, but a computer implementation of this

model exhibits strong convergence to equilibrium and considerable robust-
ness to shocks. There is good reason to believe that if we added a finan-

cial sector and other real-world economic institutions, the system would

exhibit severe fragility to shocks under some realistic conditions (Gintis

2007a; Mandel et al. 2015).

11.4 The Walrasian Economy

We consider an economy with goods G D f1; : : : ; ng, and agents A D
f1; : : : ; mg. Each agent i has consumption set X D Rn

C
, where RC is the

set of nonnegative real numbers, utility function ui W X ! RC, and in each

period produces a set of goods ei D .ei1; : : : ; ein/ 2 X . We denote this

economy by E.u; e/, where u D .u1; : : : ; um/ and e D .e1; : : : ; em/.

Agent i’s production set is Ei D fg 2 Gjeig > 0g and his consumption

set is Ci � G, disjoint from Ei . The agent’s utility ui depends only on the

goods in Ci . Formally, we have:

Assumption 1 (Goods): For all i 2 A; there exists Ci � G such that Ci \
Ei D ; and .8x; y 2 X /.8g 2 Ci ; xg D yg/ ) ui.x/ D ui.y/:

In other words, each agent is capable of producing one set of goods and
consumes a distinct set of goods. We then define the set of buyers of good

g as Bg D fi 2 Ajg 2 Cig; and the set of sellers of good g as Sg D fi 2
A j g 2 Eig:

We say an allocation x 2 Xm of goods is feasible if for all g 2 G W

m
X

iD1

xig �

m
X

iD1

eig :

That is, the maximum amount of consumption of a good is the amount

produced. We write A.e1; : : : ; em/ D A.e/ � Xm for the set of feasible

allocations. The price space is defined to be P D Rn�1
C

� f1g. Good n is
called the numeraire good and has the nominal value of unity.
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Agent i’s demand is di .p; w/, where p is his private price vector and w

is his income. We assume xi D di .p; w/ maximizes utility ui.xi / where
fxi 2 X jp � xi � wg; i.e., subject to his income constraint.

A feasible allocation x 2 A.e/ is an equilibrium allocation if there exists

a price vector p 2 P such that for all i , xi D di .p; p � ei /: The price p

is then called an equilibrium price. We denote the set of equilibrium price

vectors by Pequi.u; e/.

A feasible allocation x 2 A.e/ and a price vector p 2 P form a quasi-

equilibrium if for all agents i and for all y 2 Xm; ui.yi/ > ui .xi/ implies

p � yi > p � xi . In other words, if an agents prefers bundle y to bundle x but

he chooses x, then purchasing y must exceed his budget constraint.

We assume that utility functions satisfy the following standard conditions.

Assumption 2 (Utility): For all i 2 A, ui is continuous, its restriction to

RCi is strictly concave and locally non-satiated, and ui .x/ > 0 only if for

all g 2 Ci ; xg > 0:

This assumption suffices to guarantee the existence of a quasi-equilibrium.

Moreover, the strict concavity assumption implies that demand mappings

are single-valued, which proves useful below. The last condition implies

that the consumption of each consumption good is necessary and is fairly

standard in general equilibrium theory (Mas-Colell et al. 1995).
To ensure that every quasi-equilibrium is an equilibrium allocation, it suf-

fices to assume that at a quasi-equilibrium, agents do not receive the mini-

mal possible income (Hammond 1993; Florenzano 2005). This condition is

satisfied when all initial endowments are in the interior of the consumption

set, as well as in settings with corner endowments such as those investigated

in Scarf (1960) and Gintis (2007a). Formally, the assumption can be stated

as follows.

Assumption 3 (Income): For every quasi-equilibrium .p; x/, there exists

an allocation y such that p � xi > p � yi for all i 2 A:

The Utility Assumption (2) and the Income Assumption (3) then imply that

the economy E.u; e/ has at least one equilibrium (Florenzano 2005). We

assume they hold throughout the chapter and will further restrict attention
to the generic case where the set Pequi of equilibria is finite (Balasco 2009).
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11.5 Exchange Processes with Private Prices

We represent the exchange process in the economy E.u; e/ as a game in

which agents set prices in a decentralized manner and the resulting dis-
tribution of prices determines the agents’ allocations. More precisely, we

consider that each agent i has a strategy consisting of a private price vector

�i 2 Pi D R
hi

C
; where hi is the number of goods he produces or consumes.

This private price vector represents the prices at which he is willing to sell
the goods he supplies to the market and the maximum prices he is willing

to pay for the goods he demands. We then associate to the economy E.u; e/

the game G.u; e; �/ such that:

• Each agent i has the set of prices Pi as strategy set, so that the set of

strategy profiles for the game is … D P1 � � � � � Pm.

• The game form is defined by an exchange mechanism � W … !A.e/

that associates to a profile of private prices � 2 … a feasible alloca-

tion �.�/ D .�1.�/; : : : ; �m.�// 2 A.e/:

• The payoff of player i is ui .�i.�//:

Many exchange processes can be represented in this way including cen-

tral clearing systems such as double auctions, simultaneous multilateral ex-

changes as usually considered in general equilibrium models with out-of-

equilibrium features such as Grandmont (1977), and sequential bilateral

exchanges such as those considered by Gintis (2007a, 2012b).

In our analysis of the game G.u; e; �/; we use the following notions:

• A strategy profile � 2 … is p-uniform for price p 2 P if, for all

i 2 A and g 2 Gi , one has �ig D pg :

• A p-uniform strategy profile � is a general equilibrium price profile

if p 2 Pequi.u; e/:

• A strategy profile � is p-seller uniform if for all g 2 G and all

i 2 Sg ; we have �ig D pg :

• For � 2 …; i 2 A, g 2 G, and qig 2 RC we denote by .��ig ; qig /

the strategy profile � 0 such that � 0

ig D qig and for .j; h/ 2 A � Gj ,
.j; h/ ¤ .i; g/, we have � 0

jh
D �jh:

• For � 2 …; i 2 A; and p 2 Pi we denote by .��i ; p/ the strategy

profile � 0 such that � 0

i D p and for j 2 A, j ¤ i , � 0

j D �j :
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11.6 Strict Nash Equilibria and Stability

We will specify a broad class of exchange processes � for which gen-

eral equilibrium price profiles coincide with strict Nash equilibria of the
game G.u; e; �/: A strategy profile � 2 … is a strict Nash equilibrium of

G.u; e; �/ if for all i 2 A and all p 2 Pi such that p ¤ �i ; we have

ui .�i.�// > ui .�i.��i ; p//.

Our focus on strict Nash equilibrium is motivated by its central role in the

theory of learning in games. In evolutionary game theory (Weibull 1995;

Gintis 2009b) most learning processes, including the replicator dynamic,
are monotone dynamics in the sense that players tend to switch from worse

to better performing strategies. A key result is that for monotone dynamics,

strict Nash equilibria of the stage game are precisely the asymptotically

stable equilibria (Weibull 1995). Hence, if they can be identified with

strict Nash equilibria of the game G.u; e; �/; general market equilibria of

the economy E.u; e/ will be precisely the asymptotically stable states for
any monotone dynamic. In particular, this sheds light on the convergence

to general equilibrium observed in the simulations in Gintis (2007a) and

Gintis (2012b) where agents update their prices by imitating those of more

successful peers. Indeed there is a well-established relationship between

these stochastic imitation models and the replicator dynamic (Benaim and

Weibull 2003). We explore this relationship in Section 11.8.

11.7 The Characterization of Stable Exchange Processes

To analyze the relationships between the behavior of the agents in the econ-

omy E.u; e/ and the game G.u; e; �/; we first extend the notion of demand

to our framework with private prices. An agent’s demand may depend not

only on his own private prices, but also on the prices posted by his potential

transactors. For instance, a buyer of good g may sample a subset of sell-

ers of good g who post their selling prices, and choose his demand for g

based on the information received. To subsume all possible cases under a
common framework, we assume that each agent i has an extended demand

function ıi W … � RC ! X ; that associates to a strategy profile � 2 … and

an income w 2 RC; a demand ıi .�; w/:

Because trade takes place out of equilibrium, realized income, which de-

pends on a particular trading history, cannot be determined ex ante. So

we assume that agents choose strategies based on expected income, which
depends on the agent’s information concerning the distribution of private
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prices for the economy. For instance, an agent may sample the selling and

buying prices of a number of other agents before specifying his expected
income. Hence, we represent the income expected by seller i 2 Sg on good

g market as a function wig W … ! RC and his total expected income by

wi D
P

g2Ei
wig :

When the strategy profile is � , we refer to ıi .�; w.�// as the extended

demand (if there is no ambiguity) of agent i . We say there is excess demand

or excess supply for good g at strategy profile � if
P

i2Bg
ıig.�; w.�// >

P

j 2Sg
ejg , or

P

i2Bg
ıig .�; w.�// <

P

j 2Sg
ejg , respectively.

We assume that when the strategy profile is uniform and the extended de-

mand and income functions coincide with their general equilibrium coun-
terparts:

Assumption 4 (Price Consistency): For all agents i and all � 2 …,

1. wih.�/ � �iheih, with equality when � is p-uniform;

2. if � is p-uniform, then ıi .�; w/ D di .p; w/ for all w.

Second, we assume that at a general equilibrium price profile, the corre-

sponding equilibrium allocation prevails:

Assumption 5 (Demand Rationality): If � 2 … is a p-uniform general
equilibrium price profile, then for all agents i and all prices q 2 Pi , �i.�/ D
di .p; p � ei/:

This assumption is a minimal efficiency requirement on the exchange pro-

cess without which no relation could be established between the equilibrium

strategy profiles of G.u; e; �/ and the equilibria of the economy E.u; e/:

Assumption 6 (Constraint): If � 2 … is a p-uniform general equilibrium

price profile, then for all agents i and all prices q 2 Pi , then if q > pi and

wi.��i ; q/ � p � ei , then ui.�i .��i ; q// < ui .di .p; p � ei//.

This assumption ensures that, at a general equilibrium price profile, the
exchange mechanism is consistent with the agent’s demand. Namely, there

can be a profitable deviation from a general equilibrium price profile only

if there is an increase of income or a decrease in prices.

We now turn to the constraints private prices place on trading out of equi-

librium. A private price represents the maximum price a buyer is willing

to pay for one unit of good and conversely the minimum price a seller is
willing to accept for one unit of good. Hence, the least constraint one can
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impose on the trading mechanism is that buyers whose private price for a

good g is below that of the lowest seller price do not receive any allocation
of good g. Conversely sellers whose private price for good g is above the

highest buyer price cannot raise any income on the market for good g. That

is, we have:

Assumption 7 (Price Compatibility): For any strategy profile � 2 … and
any good g, we have:

1. For any buyer i 2 Bg , if for all sellers j 2 Sg , �jg > �ig ; then

�ig.�/ D 0:

2. For any seller j 2 Sg , if for all buyers i 2 Bg ; �ig < �jg; then

wjg.�/ D 0:

We must assume that the exchange mechanism implements some form of

competition both among buyers and among sellers. To account for compe-

tition among buyers, we assume that when there is positive excess demand

for good g, a buyer has incentive to outbid his competitors.

Assumption 8 (Buyer Competition): Let � 2 … be such that there is ex-

cess demand for good g: Then there exists a buyer i 2 Bg and a price

qig > �ig such that ui .�i.��ig ; qig// � ui .�i.�//:

For competition among sellers, we assume that when there is excess sup-

ply for good g, a seller of good g can raise his market share and hence his

income by undercutting his competitors. That is:

Assumption 9 (Seller Competition): Let � 2 … be such that there is weak

excess supply for good g and there are sellers i; j 2 Sg with �ig > �jg :

Then there is a price qig < �ig such that wjg.��ig ; qig / � wjg.�/:

This assumption will have an actual impact on behavior only if, all other

things being equal, an agent’s allocation is a non-decreasing function of

income. Therefore we posit:

Assumption 10 (Income Monotonicity): Let �; � 0 2 …; and suppose that
for some agent i , we have ��i D � 0

�i and for all g 2 Ci ; �ig D � 0

ig : Then

if wi.�/ � wi.�
0/, we have ui.�i .�// � ui .�i.�

0//:

Last, in order to prevent buyers from indefinitely increasing their prices,

one should assume that there is some form of counterweight to the Buyer
Competition Assumption (8). That is, in case of excess supply, buyers incur
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losses if their private price for a good is above the highest selling price (for

instance, because price dispersion hampers coordination).

Assumption 11 (Homogeneous Pricing): Let � 2 … be such that there

is weak excess supply for good g and for some buyer i 2 Bg ; �ig >

maxj 2Sg
�jg : Then there is a price qig < �ig such that ui.�i .��ig ; qig // �

ui .�.�//:

We now have structural assumptions (4) to (7) that ensure the consis-

tency of the exchange game with the underlying economy and behavioral
assumptions (8) to (11) that ensure the exchange mechanism implements

competition. of Walrasian equilibrium. Together, these assumptions give:

THEOREM 11.2 Let � be an exchange mechanism for economy E.u; e/

such that Assumptions .1/ to .11/ hold. Then a strategy profile � is a strict

Nash equilibrium of the game G.u; e; �/ if and only if � is p-uniform for

some market equilibrium price vector p.

Proof: Suppose � is a p-uniform general equilibrium price profile. We

must show that � is a strict Nash equilibrium. According to the Demand
Rationality Assumption (5), for all agents i , �i .�/ D di .p; p � ei/: Suppose

agent i deviates to a price vector q ¤ pi :

For g 2 Ei ; we have:

• If qg > pg ; then according to the Price Compatibility Assumption

.7/; we have wig.��i ; q/ D 0:

• If qg < pg ; then according to the Price Consistency Assumption (4),

we have wig.��i ; q/ � qgeig < pgeig D wig.�/:

Hence we have

wi.q; ��i /

(

< wi.�/ if qg ¤ pg for some g 2 Ei

D wi .�/ otherwise:

(11.19)

Then, for g 2 Ci ; we have three possibilities:

• Case 1: There is some g 2 Ci such that qg < pg . Then according

to the Price Compatibility Assumption (7), we have �ig .��i ; q/ D 0.

This implies, by the Goods Assumption (1), that ui.�i .��i ; q// <

ui .di.p; p � ei// D ui.�i .�//:
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• Case 2: For all g 2 Ci , qg � pg with the inequality being strict

for some g. Equation (11.19) gives wi.q; ��i / � wi .�/, and the
Constraint Assumption (6) that ui .�i.��i ; q// < ui.�i .�//:

• Case 3: qg D pq for all g 2 Ci . Then, as q ¤ p; there is a good

h 2 Ei such that qh ¤ ph: This implies according to (11.19) that

wi.��i ; q/ < wi.�/ and hence, using the Constraint Assumption

(6), that ui .�i.��i ; q// < ui .�i.�//.

This proves that every general equilibrium price profile is a strict Nash

equilibrium.

Conversely, let us show that if � 2 … is not a general equilibrium price
profile then � is not a strict Nash equilibrium of G.u; e; �/: To prove this

result by contradiction, suppose � were a strict Nash equilibrium.

• According to the Buyer Competition Assumption .8/; if there is ex-

cess demand for good g for the strategy profile �; then there is a buyer

i 2 Bg and a price qig > �ig such that ui .�i.��ig ; q// � ui .�.�//

and hence � cannot be a strict Nash equilibrium. By contraposition,

this implies that there can be no excess demand for any good at the

price profile �:

• Note that if � is a p-uniform strategy profile, then by the Price Con-

sistency Assumption (4) we have that for all i 2 A; ıi .�; wi.�// D
di .p; p � ei/: Walras’ Law then implies that, unless p is an equilib-

rium price, there is excess demand for at least one good. This would

contradict the preceding point. If the only good for which there is

excess demand is the numeraire good, there must be excess supply
for another good and a similar argument applies.

Hence � is not a p-uniform strategy profile.

• We now have that � is not p-uniform and that there is weak excess

supply for every good. We can then distinguish the following cases.

In each of the cases, good g cannot be the numeraire good because

there exist two different prices for good g in the population.:

– Case 1: � is not p-seller uniform for any price p 2 P . There

then exists a good g and sellers i; j 2 Sg such that there is

weak excess supply for good g and �jg < �ig . Then by the

Seller Competition Assumption (9), there exists qig < �ig such
that wig.��ig ; qig/ � wig.�/: Therefore, using the Income
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Monotonicity Assumption (10), we have ui .�i .��ig ; qig // �
ui .�i.�// and � is not a strict Nash equilibrium.

– Case 2: � is p-seller uniform for some p 2 P . We then have:

* Case 2a: There exists i 2 Bg such that �ig < pg .

Then by the Price Compatibility Assumption (7), we have

�ig .�/ D 0 and hence ui.�i .�// D 0: Therefore, it is
clearly profitable for agent i to shift to price pg and � is

not a strict Nash equilibrium.

* Case 2b: For all i 2 Bg; �ig � pg and, because � is

not uniform, for at least one k 2 Bg; one has �kg > pg :

As there is weak excess supply for good g, we can apply

the Homogeneous Pricing Assumption (11). Hence there

exists q < �kg such that ui.�i .��ig ; q// � ui .�.�// and

� is not a strict Nash equilibrium.

We have thus shown that whenever � is not a p-uniform general equilibrium
strategy profile, it is not a strict Nash equilibrium. �

11.8 A Markov Implementation of Walrasian Dynamics

While analytical solutions for the replicator dynamics exist (Kemeny and

Snell 1960; Gintis 2009b), they are too complex to be solved symbolically

or estimated numerically. Yet, the link between stochastic imitation mod-

els and deterministic replicator dynamics is well described in the literature
(Helbing 1996; Benaim and Weibull 2003). Therefore, it is possible to con-

struct a discrete version of our model of price dynamics in an exchange

economy and study its behavior as a Markov process.

We initialize an exchange economy with m agents and n goods, by draw-

ing randomly for each agent a single production good and a set of con-

sumption goods. The initial endowment of each agent is set to one unit of

its production good. The utility function of each agent is rendered unique
by randomly setting several parameters of a hybrid CES (constant elasticity

of substitution) utility function. More precisely, for each consumer, we par-

tition the set of consumer goods into k segments of randomly chosen sizes.

We randomly assign goods to the various segments, and for each segment,

we generate a CES consumption with random weights and elasticity. Total

utility is the product of the k CES utility functions to random powers fj

such that
P

j fj D 1. In effect, no two consumers have the same utility
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function. These utility functions, which are generalizations of a functional

form widely used in economic models, do not satisfy the gross substitutabil-
ity assumption (Arrow et al. 1959), so stability in the tâtonnement dynamic

does not hold.

Private price vectors are initialized by choosing each price from a uni-

form distribution on the open unit interval, then normalizing so that the

price of the last good is unity. The state variable of an agent consists in its

private price vector and its inventory of goods (consumption and produc-
tion), which is initially set equal to its initial endowment and can include

any good acquired through trade.

In each period, the agents in the economy are randomly ordered and per-

mitted one-by-one to initiate trades. When agent i is the currently active

agent, for each good g for which i is a buyer, he is randomly matched with

a seller j who also is a buyer of i’s production good hi . Provided their pri-

vate price ratios are compatible, that is, agent i’s relative price for good g in
terms of good hi is at least equal to that of j , the agents actually trade good

hi against good g: The amount traded is the maximal compatible with the

agents’ demands (evaluated at their private prices) and their inventories. If

i fails to trade with j , he still might secure a trade giving him good g when

he will be on the receiving end of trade offers from g producers at some

point during the period. After each trading period, traders consume their
whole inventories, and replenish them with their initial endowment. More-

over, each agent updates his private price vector on the basis of his trading

experience over the period, raising the price of a consumption or produc-

tion good by 0.05% if his inventory is empty (that is, if he failed to purchase

any of the consumption good or sell all of his production good), and low-

ering the price by 0.05% otherwise (that is, if he succeeded in obtaining
his consumption good or sold all of his production inventory). We allow

this adjustment strategy to evolve endogenously according to an imitation

process.

After ten trading periods, the population of agents is updated using a dis-

crete approximation of the standard replicator dynamic, in which agents

who have gained high utilities by trading and consuming have a high prob-

ability of reproducing, while unsuccessful traders are eliminated from the
economy. In all cases, the new agents inherit the price vector of its parent,

perhaps mutated a bit. The resulting updating process is a discrete approx-

imation of a monotonic dynamic in evolutionary game theory. The reader

should note that in differential equation systems, all monotonic dynamics
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have the same properties as the simplest, which is the replicator dynamic

(Taylor and Jonker 1978; Samuelson and Zhang 1992). Other monotonic
approximations, including choosing a pair of agents and letting the lower-

scoring agent copy the price vector of the higher-utility agent, produce sim-

ilar dynamical results.

The result of the dynamic specified by the above conditions is the change

over time in the distribution of private prices. The general result is that

the system of private prices, which at the outset are randomly generated,
in rather short time evolves to a set of quasi-public prices with very low

inter-agent variance. Over the long term, these quasi-public prices move

toward their equilibrium, market-clearing levels.

We assume that there are equal numbers of producers of each good from

the outset, although we allow migration from less profitable to more prof-

itable sectors, so in the long run profit rates are close to equal in all sectors.

The complexity of the utility functions do not allow us to calculate equi-
librium properties of the system perfectly, but we will assume that market-

clearing prices are approximately equal to unit costs, given that unit costs

are fixed, agents can migrate from less to more profitable sectors, and utility

functions do not favor one good or style over another, on average. Popula-

tion updating occurs every ten periods, and the number of encounters per

sector is 10% of the number of agents in the sector. The mutation rate is
� D 0:01 and the error correction is � D 0:01.

We illustrate this dynamic assuming there are 54 goods and 300 produc-

ers of each good, amounting to a total of 16200 agents in the economy.

The results of a typical run of this model is illustrated in Figures 11.1 and

11.2. Figure 11.1 shows the passage from private to quasi-public prices

over the first 20,000 trading periods of a typical run in terms of the av-
erage of the standard errors for all goods. The passage from private to

quasi-public prices is quite dramatic, the standard error of prices across in-

dividuals falling by an order of magnitude within 300 periods, and falling

another order of magnitude over the next 8500 periods. The final value of

this standard error is 0.029, as compared with an initial value of 6.7.

Figure 11.2 shows the movement of the absolute value of excess demand

over 50,000 periods for fifty-four goods. Using this measure, after 1500
periods excess demand has decreased by two orders of magnitude, and it

decreases another order of magnitude by the end of the run.

The distinction between low-variance private prices and true public prices

is significant, even when the standard error of prices across agents is ex-
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Figure 11.1. Convergence of private prices to quasi-public prices in a typical run

with fifty-four goods

tremely small, because stochastic events such as technical changes propa-

gate very slowly when prices are highly correlated private prices, but very

rapidly when all agents react in parallel to price movement. In effect, with

private prices, a large part of the reaction to a shock is a temporary re-

duction in the correlation among prices, a reaction that is impossible with
public prices, as the latter are always perfectly correlated.

There is nothing special about the parameters used in the above example.

Of course adding more goods increases the length of time until quasi-public

prices become established, as well as the length of time until market quasi-

equilibrium is attained. Increasing the number of agents increases the length

of both of these time intervals.

11.9 Complex Dynamics

We have shown that the general equilibrium of a Walrasian market system is

the only strict Nash equilibrium of an exchange game in which the require-

ments of the exchange process are quite mild and easily satisfied. Assum-

ing producers update their private price profiles periodically by adopting
the strategies of more successful peers, we have a multipopulation game in
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Figure 11.2. The path of aggregate excess demand over 50,000 periods.

which strict Nash equilibria are asymptotically stable in the replicator dy-

namic. Conversely, all stable equilibria of the replicator dynamic are strict

Nash equilibria of the exchange process and hence Walrasian equilibria of

the underlying economy.

The major innovation of our model is the use of private prices, one set for

each agent, in place of the standard assumption of a uniform public price
faced by all agents, and the replacement of the tâtonnement process with

a replicator dynamic. The traditional public price assumption would not

have been useful even had a plausible stability theorem been available using

such prices. This is because there is no mechanism for prices to change in a

system of public prices—no agent can alter the price schedules faced by the

large number of agents with whom any one agent has virtually no contact.

The private price assumption is the only plausible assumption for a fully
decentralized market system not in equilibrium, because there is in fact no

natural way to define a common price system except in equilibrium. With

private prices, each individual is free to alter his price profile at will, market

conditions alone ensuring that something approximating a uniform system

of prices will prevail in the long run.

Macroeconomic models have been especially handicapped by the lack of
a general stability model for competitive exchange. The proof of stability
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of course does not shed light on the fragility of equilibrium in the sense

of its susceptibility to exogenous shocks and its reactions to endogenous
stochasticity. These issues can be studied directly through Markov process

simulations, and may allow future macroeconomists to develop analytical

microfoundations for the control of excessive market volatility.
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The Future of the Behavioral Sciences

Each discipline of the social sciences rules comfortably within its own
chosen domain: : : so long as it stays largely oblivious of the others.

Edward O. Wilson

While scientific work in anthropology, sociology and political sci-
ence will become increasingly indistinguishable from economics,
economists will reciprocally have to become aware of how constrain-
ing has been their tunnel vision about the nature of man and social
interaction.

Jack Hirshleifer

C: What do you call it when two behavioral disciplines disagree
fundamentally and do not address their differences?

HG: A scandal.
Choreographer interview

I have found that when I attack problems concerning human behavior
restricting myself to knowledge from a single academic discipline leaves

me partially blind. I find I do much better by combining insights and models

from a variety of behavioral disciplines, letting my research wander about

in whatever direction seems fruitful at the moment. This book is the result

of my efforts in this direction.

Before writing the professional journal articles on which this book draws,
I honed my transdisciplinary skills working closely with economists, biol-

ogists, anthropologists, psychologists, and decision theorists. We produced

numerous articles and books, including Gintis et al. (2005), Henrich et al.

(2004), and Boyd et al. (2010). Cross-disciplinary collaboration works well.

Collaboration in the natural sciences is often interdisciplinary, scien-

tists with distinct areas of expertise combining their ideas towards solv-

ing problems inaccessible to each alone. For instance, designing and run-
ning CERN’s Large Hadron Collider required the cooperation of physicists,

chemists, geologists, and engineers of all stripes. In the behavioral sciences,

by which I mean the social sciences plus sociobiology (the biological study

of the social behavior of living organisms), interdisciplinary collaboration

has been rare indeed. Why is this?

Interdisciplinarity works in the natural sciences because the natural sci-
ence disciplines are mutually compatible. Physicists, chemists, geologists,

267
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astronomers, and engineers have distinct areas of expertise, but when two

natural science disciplines focus on a specific natural phenomenon, they of-
fer complementary but non-conflicting theories. The same is unfortunately

not true for the behavioral sciences. When experts from distinct behavioral

science disciplines come together, they bring widely divergent theories and

highly contrasting world views. In this situation, serious interdisciplinary

work is virtually doomed.

This situation is curious, even scandalous. While it is not uncommon for
scientists to disagree, there is only one truth in science and standard scien-

tific protocols dictate that disagreements be adjudicated until some resolu-

tion is achieved. By contrast, distinct paradigms in the behavioral sciences

have persisted interminably with no attempt by researchers to address their

incompatibilities.

It is not hard to explain how this lamentable situation has come about. Al-

most all behavioral research is done in academia. The university structure
in the twentieth century solidified disciplinary boundaries in the behavioral

sciences around communality of practices rather than scientific principles.

Thus economics became the study of money, profit-maximizing firms, and

market exchange, sociology became the study of daily life in modern soci-

eties, anthropology became the study of small-scale pre-modern societies,

political science became the study of government and political power, and
psychology became the study of the mind. There is no serious justification

for this particular carving up of the behavioral sciences.

As a result, the behavioral disciplines have become feudal fiefdoms. Each

discipline has its own journals, its own conferences and hiring practices,

and its own standards for accreditation and advancement. If economists

generally accept one model of a social problem, such as drug addiction,
while sociologists accept a completely different model and psychologists

espouse yet a third, no one really cares about the discrepancies because

the economists, sociologists, and psychologists are rewarded solely on the

basis of intradisciplinary criteria, and what happens outside the discipline

is of no account whatever. Such starkly contrasting explanations without

the attempt to adjudicate the differences suggest that we are dealing with

ideology, not science.
This situation has become untenable because it has become clear in many

areas of social policy that no single discipline has the answer, but that sev-

eral disciplines have important insights that might be integrated into an an-

swer, were the proper theoretical tools carefully developed. For instance,
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successfully combating communicable diseases requires not only epidemi-

ology, but also social network theory and models of belief formation and
organizational behavior. Similarly, economic development depends inti-

mately on cultural transformation, education and training, capital accumu-

lation, and the containment of predatory elites.

Given this bizarre state of affairs, it would be an interesting exercise in

the sociology of knowledge to explain how behavioral scientists, almost all

of whom are wedded to standard canons of scientific method, justify their
apathy. The incentive to accept the status quo is dictated by futility, pru-

dence, ignorance, and self-selection. Futility because it appears hopeless to

protest such incongruities, there being nothing a single researcher, or even

a group of researchers, having neither the power nor the influence to af-

fect what happens in another discipline, can do about it. Prudence because

there is no reward for adjudicating cross-disciplinary conflicts. Ignorance

because a researcher in one discipline generally has only the most superfi-
cial understanding of the theoretical structures of the other disciplines and

the evidence on which these structures are based. And self-selection be-

cause individuals choose to work in fields with whose world-view they are

most sympathetic, and tend to feel alienated in the foreign territory of an-

other discipline.

To accommodate this state of affairs, disciplinary provincialism has come
to dominate the thinking of behavioral scientists. The first principle of disci-

plinary provincialism is rigorous policing of disciplinary boundaries: each

behavioral scientist belongs squarely in one discipline, and is not accorded

the right to pronounce authoritatively on the principles of another discipline.

For instance, even in multidisciplinary research gatherings, an economist is

considered arrogant when venturing to speak authoritatively about biology,
sociology, or anthropology. Similarly, it is considered rude to dispute a

statement made authoritatively by an expert in another field.

That I routinely violate disciplinary boundaries is evident in every chap-

ter of this book. For this I am often bitterly criticized not for the content

of my ideas, but simply for having stated them without the usual diffidence

required of those who would comment on a discipline while lacking the ap-

propriate professional degree in that discipline. I recall one amusing event
while walking to lunch in Budapest after having given a talk on the unifi-

cation of the behavioral sciences. A young researcher approached and said

to me, “You must be one of those arrogant New York Jews.” I replied that I

was from Philadelphia.
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The second principle is disciplinary incommensurability: cross-disci-

plinary dialogue is in principle impossible because distinct disciplines de-
ploy mutually untranslatable languages. A fortiori there is no common

language underlying distinct disciplinary discourses, and hence it is a

formidable task to develop models that successfully synthesize the insights

of various disciplines.

The third principle is interdisciplinary tolerance: researchers judge other

disciplines as irrelevant but non-threatening. For the tolerant provincialist,
the various disciplines are at best like the seven proverbial blind men, each

inspecting a different part of the elephant. At worst, the other disciplines

are valuable, if at all, only when they deal with phenomena outside the

purview of one’s own discipline. When two disciplines deal with the same

phenomena, each simply ignores the other’s analysis, good taste advising

against direct confrontation.

The chapters of this book, each in its own way, have had to overcome
disciplinary provincialism.

The conditions that reproduce disciplinary provincialism are in serious

decline. Three recent developments have made it possible, even easy, to

develop expertise in two or more behavioral disciplines. The first is the

emergence of a universal language of science, English, used throughout

the world. The second is the prevalence of low-cost and high-speed digital
information storage and transmission. The third is the Internet as a so-

cial medium. Any behavioral scientist with solid training in mathematics,

statistics, and standard research methodology can learn a new field in a few

years by (a) downloading reading lists from top universities; (b) ordering

books online with practically overnight delivery; (c) accessing journal ar-

ticles immediately through the cyberspace library system; (d) making use
of Wikipedia, the online Stanford Encyclopedia of Philosophy, and a host

of other Internet information sources; (e) requesting working and published

papers from fellow researchers; (f) seeking advice by email from experts

in the field, and asking such experts for comments on one’s early attempts

to work in allied disciplinary fields; and finally (g) working with experts

in other fields, in other research institutions, and in countries spread across

the world, as coauthors on research papers, communicating and coordinat-
ing from cyberspace.

The problem of interdisciplinary incommensurability may be a social

problem, but it is not a scientific problem. The most important social im-

pediment to cross-disciplinary dialogue is skill-imbalance. Most of the be-
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havioral disciplines foster competence in statistical analysis and hypothesis

testing, but some, especially economics and sociobiology, require a high
level of mathematical sophistication in model building, whereas others re-

quire a high level of conceptual sophistication in dealing with ethnographic

and historical data, as well as a deep feeling for the less formally mod-

eled aspects of social life. The simple fact is that following an integrated

approach to the behavioral sciences requires the researcher to be fluent in

both analytical model building and the thick description of social behavior.
The quest to build transdisciplinary research will draw the ire of the many

researchers unwilling or unable to handle both analytical and synthetic rea-

soning capably and fluently.

There is a certain reality-imposed hierarchy in the natural sciences.

Physics underlies all natural science disciplines, physics and chemistry un-

derline the remaining natural science disciplines, and physics, chemistry,

and biology underlie the life sciences. The natural sciences are consilient

in the sense that whenever two disciplines study the same object of knowl-

edge, their models and theories agree where they overlap.

The behavioral sciences are much younger than the natural sciences, and

their subject matter is inherently more difficult for reasons discussed in this

book. The future of the behavioral sciences also lies in consilience, with

secure analytical foundations. In the place of hierarchy, we want to move
towards a set of common core principles applicable to all fields, comple-

mented by a set of disciplinary core principles for each of the key behav-

ioral research areas. The common core and the disciplinary cores should

be learned by all behavioral scientists as part of their early training. This

chapter suggests some steps toward this future.

12.1 What are Analytical Foundations?

A research area in science is a linked set of questions, studied by one or

more networks of researchers who have developed a common vocabulary
for the communication of ideas and a common set of communication in-

struments, including journals, workshops, and conferences. Research areas

can be telescoped, so for instance inner-city poverty research is part both of

community research and social policy research, both of which are part of

sociological research.

Maximal research areas, by which I mean research areas that are not part
of larger research areas, are commonly called disciplines. Examples are
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sociology, economics, physics, chemistry, and mathematics. In the natu-

ral sciences, the disciplines coalesced following the development of stable
research areas as a result of many years of scientific activity, and were rel-

atively mature prior to the emergence of the modern system of higher edu-

cation after World War II. A partial exception is biology, which developed

later than chemistry and physics. The lack of an analytical foundation for

biology often led universities to establish separate departments of biology,

botany, and zoology. The modern evolutionary synthesis, uniting the evolu-
tionary theory of Charles Darwin with the genetic theory of Gregor Mendel,

was completed in the years around World War II (Mayr 1982). The various

strands of biological research were then largely consolidated in to a single

discipline in the years after World War II.

The history of the natural sciences suggests that maximal research areas

coincide with disciplines, which roughly coincide with analytical founda-

tions. This holds, for instance, for physics, chemistry, geophysics, and as-
tronomy, the central disciplines in the natural sciences. Note, of course, that

the analytical foundations of physics are included in all of the other natural

science disciplines and the analytical foundations of chemistry are included

in geophysics and astronomy. Accordingly, we might expect the analytical

foundations of some behavioral science disciplines to be included in other

disciplines. However, I have argued in this book that in the behavioral sci-
ences, the basic principles and major results of each discipline are integral

to successful research in the other disciplines. There is no natural hierarchy.

The behavioral science disciplines, including sociology, economics, an-

thropology, political science, sociobiology, and psychology, have had a very

different social history. These disciplines were created at the time of the for-

mation of the modern system of higher education by identifying disciplines
with maximal research areas, even though no behavioral discipline had, at

the time, a widely accepted analytical foundation. The analytical foun-

dations for economic theory were forged in the two decades after World

War II and conformed quite nicely to its original disciplinary boundaries.

Sociobiology served as the analytical foundation for evolutionary biology,

augmented by John Maynard Smith’s game theoretic approach to animal

behavior (Maynard Smith 1982), William Hamilton’s inclusive fitness con-
cept (Hamilton 1963, 1964), the sociobiological theory of Edward O. Wil-

son (Wilson 1975), and the gene-culture coevolutionary theories of Marcus

Feldman, Luca Cavalli-Sforza, Robert Boyd, Peter Richerson, Robin Dun-

bar, William Durham, and others (Cavalli-Sforza and Feldman 1982; Boyd
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and Richerson 1985; Durham 1991; Dunbar 1996). Political science has no

analytical foundations of its own, but rather borrows heavily from economic
theory. This appears to cause no problems for the discipline, which defines

itself not by a core theory, but by a common object of knowledge: political

activity and government.

The same cannot be said for other behavioral science disciplines: soci-

ology, anthropology, and psychology. These disciplines have nothing re-

motely approaching an analytical foundation. Anthropology and sociology
suffer from not accepting the rational actor model and game theory. Chap-

ter 2 was my attempt to treat anthropology as a branch of sociology, and

Chapter 6 was my attempt to ground sociological theory in game theory and

the rational actor model. At present only a small minority of researchers in

these disciplines are interested in analytical social theory. Most anthropol-

ogists are dedicated to the thick description and preservation of small-scale

societies, while most sociologists focus on the current ills of modern so-
cieties. Strange as this might seem, few practitioners in either discipline

perceive a commonality in their fields of study.

In disciplines without analytical foundations, initiation into the discipline

is craft-like, consisting of becoming acquainted with a heterogeneous set

of classic writings. In anthropology we read, for instance, Franz Boaz,

Margaret Mead, Clifford Geertz, Bronislaw Malinowski, Gregory Bateson,
Alfred Radcliffe-Brown, and other greats, and we study a number of ex-

emplary analyses of particular societies. In sociology, we read Max Weber,

Émile Durkheim, Georg Simmel, Pierre Bourdieu, Raymond Boudon, Irwin

Garfinkel, Anthony Giddens, Jeffrey Alexander, and other greats. We also

study some exemplary pieces of empirical research, such as James Cole-

man’s treatment of the culture of the American high school and William
Foote Whyte’s analysis of an Italian slum in Boston’s North End.

With anthropology and sociology, we have the bizarre situation of

two supposedly scientific disciplines studying the same thing—human

society—and sharing nothing in common in terms of core theory or em-

pirical data! In this book I have outlined an analytical foundation for both

disciplines, which I treated collectively under the rubric of “sociology.” Tra-

ditional anthropological research then becomes research in the sociology of
small-scale societies and small-scale communities in modern societies. The

analytical core of sociological theory is thus a model of human society in

general.
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12.2 Cross-Disciplinary Conflicts in the Behavioral Sciences

The behavioral sciences exhibit several conflicting models of decision mak-

ing and strategic interaction. These include the psychological, the sociolog-

ical, the biological, and the economic. These four models are not simply

different, which is to be expected given their distinct explanatory aims, but
are also incompatible. That is, each makes assertions taken to be key to un-

derstanding human behavior that are denied or ignored by the others. This

means, of course, that they cannot all be correct. In fact all four are flawed.

However, they can be modified and integrated to produce a core theoretical

framework for modeling choice and strategic interaction for all of the be-

havioral sciences. Such a framework, of course, is rather bare-boned and

must be substantially enriched in different directions to meet the particular
needs of each discipline.

Roughly speaking, the received wisdom in psychology, found in virtually

every first-year graduate textbook, is that humans are poor decision makers

whose social interactions are plagued by biases and misperceptions. Peo-

ple are not logical, the saying goes, they are psychological. The received

wisdom in sociology and anthropology is that human beliefs, values, and
behavior are the product of socialization into the prevailing culture, which

is structured to sustain a certain level of social cooperation. The received

wisdom in economics is that individuals are self-regarding maximizers of

personal material well-being and comforts, and efficient social cooperation

in a group of self-regarding agents can be achieved through the proper set of

material incentives. The received wisdom in sociobiology is that humans,
like all other creatures, are inclusive fitness maximizers, which means they

maximize the biological fitness of themselves and their various relatives,

weighted by their degree of relatedness to these relatives. Political science

draws upon these various alternatives ad libidem, and has no received wis-

dom concerning decision making and social interaction of its own.

These descriptions are broad generalizations that require careful quali-

fication and amplification, as was presented at several points in previous
chapters. Yet however carefully qualified, these received wisdoms are each

and every one grossly inaccurate. Each chapter of this book has challenged

one or more of these received wisdoms.

I wish I could say that all this is changing, but this is not the case. Only

economics is currently in the process of systematically integrating insights

from other fields, and these changes have not at all shaken economic the-
ory’s bizarre, and wholly insupportable, embrace of methodological indi-
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vidualism, according to which all social phenomena can be reduced to the

strategic interaction of rational self-regarding agents (see my critique in
Gintis 2009a). This curious attachment to methodological individualism is

also shared by those gene’s-eye sociobiologists, currently the vast majority

in the discipline, who believe, without basis in fact or theory, that animal

societies can be modeled using exclusively the principles of inclusive fitness

maximization (see Chapter 9).

In recent years the value of transdisciplinary research in addressing ques-
tions of social theory has become clear, and sociobiology has become a

major arena of scientific research (Wilson 1975). Moreover, contemporary

socio-economic policy involves issues that fall in the interstices of the be-

havioral disciplines, including substance abuse, crime, corruption, tax com-

pliance, social inequality, poverty, discrimination, and the cultural founda-

tions of market economies. Incoherence is now an impediment to progress.

The first goal of unification in the behavioral sciences is to establish a
commen core framework that is shared by all the behavioral sciences in the

same way that mathematics and physics provide a set of core analytical

principles that are accepted and deployed in all natural science disciplines.

Such an analytical core lays a basis for future research in two ways. First,

it sweeps away the interdisciplinary incompatibilities that now plague the

behavioral sciences. This is because if a new theory in any discipline is
incompatible with the common core, either the core or the new theory must

be revised. Second, the analytical core, as the common focus of theoreti-

cal and empirical assessment for all behavioral scientists, can evolve in a

cumulative manner much as the analytical core of the natural sciences has

evolved.

The second goal is the development of a core analytical framework, based
on the common core, for each of the behavioral disciplines. The benefits

of a disciplinary analytical core are similar, and indeed mark a discipline

as scientifically mature. Currently only economics and sociobiology enjoy

this status in modeling social behavior. Microeconomic theory, including

the rational actor model, game theory, and the general equilibrium model,

is the common analytical core presented in doctoral programs around the

world and with which all professional economists are conversant (Varian
1992; Mas-Colell et al. 1995). Of course this analytical core is currently

considerably less powerful than the core models of physics and chemistry,

and this core is currently under widespread revision, based on the labora-

tory and field results of behavioral game theory. Moreover, macroeconomic
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theory, which is the part of economic theory to which the public is most

frequently exposed, lacks an acceptable analytical basis. Indeed, as we dis-
cussed in Chapter 11, economic dynamics, despite its overarching impor-

tance, generally has no secure representation in core economic theory.

Sociobiology has an analytical core based on evolutionary theory in gen-

eral, and the principles of population biology in particular (Crow and

Kimura 1970; Futuyma 1986; Hartl and Clark 2007). As with the case

in economics, this analytical core is shared by virtually all professional bi-
ological researchers, although some of its basic principles as they relate to

sociobiology have recently come under attack. We addressed these issues

in Chapter 9.

The remaining behavioral disciplines, as we have seen, lack an analytical

core. Cognitive psychology and neuroscience are young but quite advanced

theoretically (Knill and Pouget 2004; Ma et al. 2006; Kording and Wolpert

2006; Tenenbaum et al. 2006; Gopnik and Tenenbaum 2007; Oaksford and
Chater 2007). Social psychology and the general psychology of decision

making, on the other hand, are a hodge-podge of experimental results with

no internal unity. This situation, as I have argued throughout this book,

results from their rejection of the rational actor model and game theory, the

latter being incoherent without the rational actor model.

Sociology and anthropology lack coherent analytical organizing princi-
ples for the same reason, although this certainly does not prevent their prac-

titioners from developing highly cogent and insightful analyses of particu-

lar situations, times, and places. Political science has always been happy

to borrow core theory from economics, but the full development of a core

theory of political life has been inhibited by critical deficiencies in the stan-

dard interpretation of the rational actor model (Green and Shapiro 1994).
We touch on the possibility of a core theory of political behavior based on

the concepts of zoon politikon and Homo ludens in Chapters 2 and 3, based

on an appropriately revised version of the rational actor model.

In economics and biology, empirical findings are generally evaluated as

affirming or contradicting the discipline’s analytical core, and novel theo-

retical results are seen as building on the work of others and contributing

to improving the analytical core. In other behavioral disciplines, new em-
pirical results are treated as simply adding to the collection of empirical

results, or contradicting earlier empirical results. Novel theoretical struc-

tures, rather than building on established theory, are treated as free-standing

theoretical creations that vie competitively for prominence in the arena of
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social theory. Thus, in sociology and anthropology, viewing the contribu-

tions of the great masters is akin to marveling at the heterogeneous and sui

generis accomplishments of the great painters and poets. One may be in-

spired by them, but one cannot build on their accomplishments. This lack

of an analytical disciplinary core is simply the sign of immature science.
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Maynard Smith, John and Eörs Szathmáry, “The Major Evolutionary Tran-

sitions,” Nature 374 (1995):227–232.

Maynard Smith, John and G. A. Parker, “The Logic of Asymmetric Con-

tests,” Animal Behaviour 24 (1976):159–175.

Maynard Smith, John and George R. Price, “The Logic of Animal Conflict,”

Nature 246 (2 November 1973):15–18.

Maynard Smith, John and M. G. Ridpath, “Wife Sharing in the Tasmanian

Native Hen, Tribonyx mortierii: A Case of Kin Selection?,” American
Naturalist 96 (1972):447.

Maynard Smith, John and N. Warren, “Models of Cultural and Genetic

Change,” Evolution 36,3 (1982):620–627.

Mayr, Ernst, The Growth of Biological Thought: Diversity, Evolution &
Inheritance (Cambridge: Harvard University Press, 1982).

McCloskey, Deirdre N., The Bourgeois Virtues: Ethics for an Age of Com-
merce (Chicago: University of Chicago Press, 2010).

McFadden, Daniel, “Conditional Logit Analysis of Qualitative Choice Be-

havior,” in Paul Zarembka (ed.) Frontiers in Econometrics (New York:

Academic Press, 1973) pp. 105–142.

McGrew, William Clement, Chimpanzee Material Culture: Implications
for Human Evolution (Cambridge: Cambridge University Press, 1992).

McGrew, William Clement, The Cultured Chimpanzee: Reflections on Cul-
tural Primatology (Cambridge: Cambridge University Press, 2004).

McKenzie, C. R. M., M. J. Liersch, and S. R. Finkelstein, “Recommenda-
tions Implicit in Policy Defaults,” Psychological Science 17 (2006):414–

420.

McKenzie, L. W., “On the Existence of a General Equilibrium for a Com-
petitive Market,” Econometrica 28 (1959):54–71.

McKenzie, L. W., “Stability of Equilibrium and Value of Positive Excess
Demand,” Econometrica 28 (1960):606–617.

McPherron, S. P., “Evidence for Stone-tool Assisted Consumption of Ani-

mal Tissues Before 3.39 Million Years Ago at Dikika, Ethiopia,” Nature
466,7308 (2010):857–860.



References 321

McPherson, M., L. Smith-Lovin, and J. Cook, “Birds of a Feather:

Homophily in Social Networks,” Annual Review of Sociology 27
(2001):415–444.

Mead, George Herbert, Mind, Self, and Society (Chicago: University of

Chicago Press, 1934).

Mead, Margaret, Sex and Temperament in Three Primitive Societies (New

York: Morrow, 1963).

Mealey, Linda, “The Sociobiology of Sociopathy,” Behavioral and Brain
Sciences 18 (1995):523–541.

Medina, Martin, The World’s Scavengers (AltaMira Press, 2007).

Mednick, S. A., L. Kirkegaard-Sorenson, B. Hutchings, J Knop, R. Rosen-

berg, and F. Schulsinger, “An Example of Bio-social Interaction Re-

search: The Interplay of Socio-environmental and Individual Factors in

the Etiology of Criminal Behavior,” in S. A. Mednick and K. O. Chris-

tiansen (eds.) Biosocial Bases of Criminal Behavior (New York: Gardner

Press, 1977) pp. 9–24.

Merton, Robert, Social Theory and Social Structure (New York: Free Press,

1968[1957]).

Mesoudi, Alex, Andrew Whiten, and Kevin N. Laland, “Towards a Uni-

fied Science of Cultural Evolution,” Behavioral and Brain Sciences 29

(2006):329–383.

Mesterton-Gibbons, Mike, “Ecotypic Variation in the Asymmetric Hawk-
Dove Game: When Is Bourgeois an ESS?,” Evolutionary Ecology 6

(1992):1151–1186.

Mesterton-Gibbons, Mike and Eldridge S. Adams, “Landmarks in Territory

Partitioning,” American Naturalist 161,5 (May 2003):685–697.

Metz, J. A. J., S. D. Mylius, and O. Diekmann, “When Does Evolution

Optimize,” Evolutionary Ecology Research 10 (2008):629–654.

Michod, Richard E., “Cooperation and Conflict in the Evolution of Individ-
uality. 1. The Multilevel Selection of the Organism,” American Naturalist
149 (April 1997):607–645.

Michod, Richard E. and William D. Hamilton, “Coefficients of Relatedness

in Sociobiology,” Nature 288 (18/25 December 1980):694–697.

Milinski, Manfred, “Byproduct Mutualism, Tit-for-Tat Reciprocity and Co-

operative Predator Inspection,” Animal Behavior 51 (1996):458–461.

Miller, B. L., A. Darby, D. F. Benson, J. L. Cummings, and M. H. Miller,
“Aggressive, Socially Disruptive and Antisocial Behaviour Associated



322 References

with Fronto-temporal Dementia,” British Journal of Psychiatry 170

(1997):150–154.

Miller, Geoffrey, The Mating Mind: How Sexual Choice Shaped the Evo-
lution of Human Nature (New York: Anchor, 2001).

Miller, John H. and Scott E. Page, Complex Adaptive Systems: An Intro-
duction to Computational Models of Social Life (Princeton: Princeton

University Press, 2007).

Milton, K., “Habitat, Diet, and Activity Patterns of Free-ranging Woolly

Spider Monkeys,” International Journal of Primatology 5,5 (1984):491–
514.

Mischel, Walter and Ebbe B. Ebbeson, “Attention in delay of gratification,”

Journal of Personality and Social Psychology 16,2 (October 1970):329–

337.

Moll, Jorge, Roland Zahn, Ricardo di Oliveira-Souza, Frank Krueger, and

Jordan Grafman, “The Neural Basis of Human Moral Cognition,” Nature
Neuroscience 6 (October 2005):799–809.

Morowitz, Harold, The Emergence of Everything: How the World Became
Complex (Oxford: Oxford University Press, 2002).

Morris, Desmond, The Naked Ape: A Zoologist’s Study of the Human
Animal (New York: Delta, 1999[1967]).

Morris, Stephen, “The Common Prior Assumption in Economic Theory,”

Economics and Philosophy 11 (1995):227–253.

Musgrave, Richard Abel, The Theory of Public Finance (McGraw-Hill,
1959).

Nash, John F., “Equilibrium Points in n-Person Games,” Proceedings of the
National Academy of Sciences 36 (1950):48–49.

Navarrete, A., Karin Eisler, and Carel P. van Schaik, “Energetics and the

Evolution of Human Brain Size,” Nature 480 (2011):91–93.

Nelson, Richard and Sidney Winter, An Evolutionary Theory of Economic
Change (Cambridge: Harvard University Press, 1982).

Newman, Mark, Albert-Laszlo Barabasi, and Duncan J. Watts, The Struc-
ture and Dynamics of Networks (Princeton: Princeton University Press,

2006).

Niemi, Richard G., Guy Whitten, and Mark N. Franklin, “Constituency

Characteristics, Individual Characteristics and Tactical Voting in the

1987 British General Election,” British Journal of Political Science 22
(1992):229–240.



References 323

Nikaido, Hukukaine, “On the Classical Multilateral Exchange Problem,”

MetroEconomica 8 (1956):135–145.

Nikaido, Hukukaine, “Stability of Equilibrium by the Brown-von Neumann

Differential Equation,” MetroEconomica 27 (1959):645–671.

Nikaido, Hukukaine and Hirofumi Uzawa, “Stability and Nonnegativity in
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