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INTRODUCT ION

Jim Thatcher, Andrew Shears, and Josef Eckert

This is a book about what, if any, “home field advantage” the discipline 
of geography might hold with “big data” given its history of dealing with 
large, heterogeneous sets of spatial information.1 Contributing authors 
were asked what new avenues for knowledge and capital accumulation 
have been enabled and constrained by the purported data deluge.2 In 
other words, what happens when “where” is recorded alongside who is 
doing what, when, and with whom?3

At the time the contributing authors were approached, in late 2014, the 
most exaggerated claims of the boosters of big data— those of “numbers 
speaking for themselves” and the “end of theory”— were already becoming 
the focus of criticism, morphing into the shibboleths by which those skep-
tical of big data could signal their belonging and launch their critiques.4 
Meanwhile studies of the geoweb and neogeography were calling attention 
to the ways in which user- generated data both come into the world and are 
complicit in its unfolding. Even as urban planners, politicians, marketers, 
national funding agencies, and the U.S. federal government embraced the 
generation, capture, and analysis of new forms of data as a primary tool 
by which to interpret the world, scholars were voicing caution regarding 
the uses of big data.5 Scholars had called attention to issues with accuracy, 
heterogeneity of data and sources, surveillance, privacy, capital investment, 
and urban experience.6

Work in these and related areas has obviously continued.7 But this book 
is a collection of pieces that stemmed from that original charge. On one 
hand a book is always a difficult format for the discussions and analyses of 
a rapidly evolving technological landscape. New applications, new formats 
of data, and even the legal terms by which researchers may access spatial 
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data shift at a pace that far exceeds that of traditional forms of peer review 
and publication.8 This technology- driven acceleration has led researchers 
to search for new publishing models and to adopt new terminology to 
better capture the nebulous, shifting terrain of their research. From the 
critical geographic information system (gis) to the geoweb to critical 
data studies and beyond, we find fault with neither the continued search 
for new forms of discourse nor the drive for more accurate and precise 
terminology to describe the impacts of socio- technical advances.

However, books matter. As a discursive material object, this book mat-
ters because it represents the gathering of a variety of minds— from diverse 
fields and at disparate points in their careers— to discuss an overarching 
issue: what is big data and what does it mean to take it as both a means 
and object of research? As a collection of a dozen peer- reviewed chapters, 
plus introduction, by seventeen authors, this book offers multiple and 
sometimes conflicting answers to that question. Like data, these chapters 
ultimately only capture static moments as slices of thinking at specific 
time- spaces. Brought together they represent a deep, sustained engagement 
with the question at hand through a wide variety of important lenses. 
Whereas some chapters highlight the critical, epistemological limitations 
of big data (chapters 1, 2, 3, and 4), others espouse its very real potential 
to improve everyday understandings of climate change (chapter 10). Still 
others examine big data’s impact on the cultural and political experience 
of urban landscapes (chapters 5, 7, 8, and 9). Our intention as editors, 
realized through this collection of sometimes discordant chapters, is to 
best represent the chaotic and ever- changing nature of contemporary big 
data studies within the discipline of geography.

For this reason we have eschewed formal definitions of big data and 
other terms in this introduction. As we have noted elsewhere, definitions 
for both will shift with the specific research focus of a piece.9 Instead we 
allow each piece to stake its own claim to meaning. Here at the outset we 
instead present four overarching themes found coursing throughout this 
book that best reflect our own understandings of big data and its relations 
to geography: (1) the epistemologies of big data; (2) the shifting, com-
plex nature of the “voluntary” production of data; (3) a dialectic of hope 
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and fear that runs through understandings of technology; and (4) the 
qualitative nature of purported quantified data. To address these themes 
the chapters of this book are organized into the following five sections: 
exploring the definitions of big data and what it means to study it, meth-
ods and praxis in big data research, empirical interventions, urban data, 
and talking across borders.

A short conclusion by Mark Graham connects many of the major 
themes, tying them together by exploring what an emerging critical 
study of big data might resemble. The remainder of this introductory 
chapter first explores the larger themes presented by this volume, then 
summarizes each chapter while highlighting their engagement with 
these questions.

Big Data as Epistemology
As a technical construct, big data is best understood as an ever- shifting 
target; as Jacobs puts it, big data is “data whose size forces us to look 
beyond the tried- and- true methods that are prevalent at that time.”10 Such 
a definition shows data to have always been big, encompassing the auto-
matic tape array that first digitized the 1980 U.S. Census as well as the 
terabytes of data produced by the Large Hadron Collider today. However, 
somewhere along the “relentless march from kilo to tera and beyond,” big 
data becomes an ideological orientation toward what constitutes both 
knowledge and its production.11 This transformation is unsurprising and 
follows many of the same motivations and claims of neogeography and the 
geoweb itself.12 As mentioned, a universal definition of big data is difficult 
to come by, both in this book and elsewhere. While different chapters 
highlight specific aspects of what constitutes big data, with many relying 
on some variation of the three- V trope of volume, velocity, and variety, 
an overarching theme is understanding big data as an epistemological 
stance.13 In such a view big data is not only the physical infrastructure, 
the algorithms, and the ontologies that necessarily go into any sufficiently 
large ordering of data but also a stance that, as O’Sullivan puts it (chapter 
2), “given sufficient data, the world can be known (if not completely, then 
well enough for any particular purpose).”
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Despite big data’s self- insistence on a sui generis origin story, viewing 
big data as an epistemology makes clear that its roots lie in older processes 
and concepts. For example, Bell, Hey, and Szalay have argued that, ever 
since the wide- scale adoption of the scientific process as a theoretical 
and experimental basis for knowledge production in the seventeenth 
century, scientists have consistently sought to create and analyze ever- 
larger data sets as a means of directly improving understandings of the 
physical universe.14 Similarly Linnet Taylor has illustrated the stark parallels 
between the excitement around big data today and similar enthusiasm that 
surrounded the rise of the field of statistics in the eighteenth century.15 
Other authors have noted the roots of big data within social physics, 
geodemographics, and geomatics.16 Considered in the context of larger 
processes of capitalist modernity, the epistemological commitments of big 
data clearly follow a distinct genealogy that runs back several centuries.

Reducing and representing the world with numbers only works in so 
far as said world may be remade in the image of those numbers.17 Running 
through this book is a critical questioning of how those numbers are 
formed. Data are never raw; they are always cooked and must be “imag-
ined as data to exist and function as such.”18 As such, the claims of big 
data are ideological ones that come with certain sets of epistemological 
commitments and beliefs. The chapters that follow deepen and extend 
understandings of what it means to live in a world infused with data, 
algorithms, and code.

Participation: Voluntary, Conscripted, or Something Else?
Both the digital divide and the uneven surfaces of data across time and 
space suggest a larger question: is participation in the generation of big 
data and other new regimes of data accumulation voluntary, conscripted, 
or something else entirely?19 To answer requires more nuance than this 
question suggests, because the methods used to encourage participation 
are wide- ranging.

Many technologies that contribute to the generation of big data operate 
under a model in which users legally consent simply by using the tech-
nology itself, as governed by the product’s terms of service (ToS) or end 
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user license agreement (eula). Despite empirical evidence that these 
often lengthy and legally framed documents are not read, they remain a 
key site at which individuals become dispossessed from the data they cre-
ate.20 One common example of this moment is found in the iTunes terms 
and conditions statement, upon which agreement is required by Apple 
iPhone owners before they can access the iTunes interface necessary for 
the device’s online use— at least, without hacking or “jailbreaking” the 
device, a process requiring additional knowledge and skills to complete. 
The latest form of the iTunes terms and conditions statement comprises 
some 20,658 words; by other measures it is nearly six times the length of 
the Magna Carta and consists of nearly five times as many words as the 
U.S. Constitution. Consent to this document, and to participating in the 
big data project, becomes the price of entry for most persons.

Even beyond basic use of mobile and digital technologies, many activ-
ities that were previously beyond the purview of data collection have 
become sites for the production of not only “big” but also “small” forms 
of data (see chapter 3 for an exploration of the differences). Commercial 
outlets, such as supermarkets and pharmacies, increasingly have mandatory 
loyalty card memberships, which track and correlate purchasing habits, 
while many public spaces have become sites for algorithmically monitored 
video recording.21 In such systems it becomes questionable as to whether 
individuals can opt out of data collection, with their options reduced to 
boycotting whole swaths of everyday life or to participating in regimes 
of data collection.22 With these circumstances in mind it is worth asking 
again to what degree any given piece of data was knowingly and willingly 
contributed. Many of the chapters in this volume address this question 
in some way, from David Retchless’s look at how informed, volunteered 
visualizations may influence climate science to Matthew Kelley’s look 
at the new forms the digital divide has taken in recent years. Questions 
of hidden bias and how to address it appear in many chapters, such as 
Fekete’s and Ricker’s. Together these chapters illustrate how the possibility 
of avoiding the seemingly ever- expanding reach of big data, small data, 
and other new mapping technologies has become increasingly tenuous 
as issues of consent and participation blur.
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Hope and Fear in Data
The ambiguity in the question of consent signals the more crucial, wider- 
reaching consequences of big and spatial data projects. Framing tech-
nology’s role in the world as a double- edged sword runs through writing 
on the topic. Technology enables and constrains actions in the world: it 
destabilizes labor relations while opening new sites for surplus capital 
absorption, and in this way technology is “both friend and enemy.”23 
Kingsbury and Jones suggest that the Frankfurt school’s view on tech-
nology can be read as a broad dialectic between hope for technology’s 
role as liberator and fear of its domination of everyday life, and we wish 
to extend this heuristic for this book.24 We do not make a claim upon the 
theoretical orientation of any individual author nor reduce their claims to 
some structural box in which they can be placed. Rather it is to suggest 
that if we are to take seriously big data as a specific instantiation of tech-
nology in the world, then it is only natural to see outcomes that leave us 
both hopeful and fearful.

As such, the chapters in this book engage these topics from a variety of 
perspectives, probing the ways in which data functions in the world, while 
avoiding falling into hard technological determinism. Lingel (chapter 8) 
describes “watching big data happen” and how— in moments of hubris— 
alternative voices and visions can be swept away by powerful normative 
forces. Retchless (chapter 10) explores the distinct potential for these 
self- same technologies to improve the public’s understanding of climate 
change. Our point here is not to offer an either/or proposition, wherein 
big and spatial data projects will either change the world for the better or 
enroll us within oppressive regimes of quantification; rather we seek to 
offer these and other possibilities as a not only . . . but also dynamic that, 
while proving more difficult to resolve conceptually, offers space for a 
wide diversity of approaches.25

As Graham illustrates in the final chapter, while the specific terms may 
change, the underlying processes of neither big data nor new web- mapping 
technologies are going to disappear. Unless we want to ignore the project 
in its totality, we must ask important critical questions about this new 
paradigm, not only who is being left out and who is being exploited but 
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also how new sources of data “help us to answer the big questions that 
we need to ask.” It is impossible, or at least irresponsible, to be blind to 
for- profit motivations behind many new spatial data and big data firms; 
however, it is similarly irresponsible to not consider, propose, and practice 
alternatives that take up the banner of justice, equity, and social good 
as their core objective. That innate tension runs, by design, through the 
chapters of this book.

Seeing the Qualitative
Further epistemological tensions within big and spatial data arise from 
the nature of data and its analysis. Contemporary big data practices have 
often been undergirded by a resurgent pseudopositivism that accepts 
quantification uncritically.26 With respect to social media and geode-
mographic data, big data comes to represent the individual who cre-
ated it, reducing the complexity of human experience to a limited set 
of purportedly quantitative variables.27 As illustrated above, this desire 
to reduce the world to numbers has its roots in much older tendencies 
toward statistical analysis within capitalist modernity.28 However, that is 
not to suggest quantitative analysis and methodologies have no place in 
knowledge production. Through this book we instead want to suggest a 
need to see the qualitative nature within quantitative data. Even where 
the rigor of statistical analysis has produced empirical, robust results 
working with new, large, heterogeneous data sets, we want to suggest a 
moment of reflection on the construction of code, data, and algorithms.

The chapters of this text offer different insights into how to question the 
qualitative within the quantitative. Ricker argues in chapter 4 that the anal-
ysis and visualizations of big data are always inevitably “influenced by . . . 
epistemolog[ies]” of the researchers involved. By seeing the qualitative 
within the quantitative, Ricker demonstrates how the rigor of qualitative 
methodologies can strengthen datacentric analysis. Chapters like Fekete’s 
exploration of Foursquare check- ins in Kansas City (chapter 7) and Jung 
and Shin’s work on Washington State election tweets (chapter 5) attempt 
to directly bridge the supposed gap between quantitative and qualitative, 
exploring the limits at which grounded theory, qualitative methods, and 
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quantitative big data meet. Ultimately there is no single answer here, or 
elsewhere, as to the exact limits of qualitative and quantitative methods. 
In this book the authors grapple with the limits of big data and the impor-
tance of understanding where the qualitative, affective moments of human 
life are constrained by moments of classification of digital information.

Organization of the Volume
Chapters in this volume have been organized into five sections, the divi-
sions of which are based loosely upon how the author(s) approach big 
data and geography and how the chapters engage with the themes extrap-
olated above.

What Is Big Data and What Does It Mean to Study It?
In chapter 1 Kitchin and Lauriault explore a new vision for critical data 
studies (cds) in geography and how such an epistemology would provide 
significant insight into a myriad of significant questions critical research-
ers should be asking about the provenance of big data. Building from the 
work of Dalton and Thatcher, Kitchin and Lauriault forward the data 
assemblage— an agglomeration of factors that contribute to data’s creation, 
circulation, and application, including technological, social, economic, and 
political contexts crucial to framing the data at hand— as a unit for critical 
analysis.29 The authors draw on Foucault and on Hacking as theoretical 
guideposts for unpacking these assemblages as a starting point for cds, 
providing illustrations of how such assemblages have impacts far greater 
than the sum of their parts.

Recognizing the wide- scale adoption of big data as an important data 
source for computational studies within the social sciences, O’Sullivan 
(chapter 2) calls for an adjustment in the epistemology used to under-
stand these data— from examining the novelty of the data themselves to 
a better use of computational frameworks when leveraging such data to 
explain the world. Citing the ascendancy of certain big data methodolo-
gies that value data volume over all else, the author demonstrates how a 
specific form of computational social science has accompanied this rise, 
one based on identification of variables and the establishment of math-
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ematical relationships between them. Demonstrating the inadequacy of 
such approaches, O’Sullivan explores approaches that better recognize 
and represent processes. He concludes by arguing for the geographic 
application of approaches taken from complexity science, a field that has 
been largely ignored in geography since the 1980s and 1990s.

Methods and Praxis in Big Data Research
Citing several concerns with the big data paradigm, chapter 3 authors 
Sieber and Tenney forward a counterargument to the notion that bigger 
big data is always better by exploring the problematic binary used to 
differentiate big data from “small data.” While remaining “agnostic about 
the value of big data and data- science methodologies,” the authors urge 
caution about couching all data studies within the buzzy and evolving 
big data epistemology. Moving through various potential definitions of 
big and small, the authors explore how the very constitution of data as 
an object of research shifts across scales. To Sieber and Tenney some of 
the shortcomings of a perspective prioritizing the size of big data can be 
solved by continuing to acknowledge the legitimacy of small data and 
small data– driven studies, even within the big data paradigm.

Another proposal for refining the big data paradigm comes from the 
author of chapter 4. In her chapter, Ricker convincingly argues that big 
data, and especially spatial data, is mostly qualitative in nature. Despite 
the tendency of many big data researchers and practitioners, driven by 
the intimidating size of such data sets, to focus exclusively on quanti-
tative readings and analyses, Ricker suggests that aspects of qualitative 
methodologies, including acknowledgment of subjective approaches to 
issues of reflexivity and positionality, can provide a rigor largely missing 
from current big data projects.

Empirical Interventions
Recognizing the limited focus of many spatial data studies in terms of the 
acquisition of massive data sets for quantitative analysis, chapter 5 authors 
Jung and Shin argue that a hybrid qualitative- quantitative approach to such 
work allows for researchers to minimize inherent issues with such data sets 
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by providing a social and linguistic context for the data points. Jung and 
Shin then apply their proposed mixed- method approach, which combines 
quantitative techniques, including geographic/temporal visualization and 
spatial analysis, with a qualitative ethnographic reading of data powered 
by grounded theory, to a collection of tweets from the Seattle area during 
debates on legalization of marijuana and same- sex marriage. Through this 
effort the authors demonstrate that some of the more commonly cited 
limitations of spatial data are not absolute.

Acknowledging the wide- scale privacy and consent concerns inherent 
to spatial big data and recognizing that users theoretically volunteer-
ing this information may have no real idea of how often those data are 
accessed, chapter 6 authors Weidemann, Swift, and Kemp introduce a 
web application that allows users to assess privacy concerns applicable 
to their online social media activity. The resulting application, Geosocial 
Footprint, offers a tool that opens the door to alternative approaches to 
empowering end users to confront their data in an online environment.

The availability of volunteered geographic information, particularly in 
the form of geotagged public social media quotes, has been a particularly 
fruitful path toward publication for geographers. However, use of such data 
comes with a number of caveats and limitations that researchers are still 
struggling to fully explicate. In chapter 7 Fekete reports results from a case 
study of data from a location- based social media network (Foursquare) 
found in a localized area (Kansas City) as a means of demonstrating selec-
tion bias within available social media data. In this study she compares 
patterns visible from check- in data to measures of neighborhood demo-
graphics as tracked by the U.S. Census, finding that the demographic char-
acteristics of the Foursquare user base are vastly different from the known 
demographic measures of Kansas City neighborhoods. Fekete thus empir-
ically demonstrates significant socioeconomic bias within the Foursquare 
data, showing that the app favors more affluent and whiter populations.

Urban Big Data: Urban- Centric and Uneven
In chapter 8— a short, autoethnographic piece examining the impact of 
big data on urban landscapes of sexuality— Lingel explores both metro-
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normativity (via Halberstam) and the resulting implications for queer 
urban spaces brought forth by visible and material incarnations of big 
data. Using personal experience as a contextual framework and incorpo-
rating questions of privacy, disempowerment, and big data infrastructure, 
Lingel calls for an adjustment to ethical questions concerning new data 
regimes in order to incorporate the impact of these technologies on the 
urban landscape, not for a faceless majority but for those who actually 
work and interact within that place.

Using a long- established literature regarding issues of the so- called dig-
ital divide (inequality of access to the Internet and related technologies), 
chapter 9 author Kelley writes an illustrative piece examining the impacts 
of such inequality on the urban landscape in an age in which mobile and 
wearable technologies have become commonplace. Kelley demonstrates 
how, as these technologies increasingly constitute and mediate the urban 
experience— governing everything from the use of public transit to equal 
access to nominally public spaces— the digital divide has not disappeared 
but rather has become more nebulous and difficult to reconcile. Kelley 
suggests a research orientation that recognizes the increasing costs of 
living on the wrong side of this divide, one that understands the issue 
not as simply access to a set of technologies but also as the education and 
cultural norms that relate to their use. Kelley concludes by noting that the 
integration of mobile geospatial technologies and the urban landscape 
has occurred only within the most recent decades and is likely to change 
many times over the coming years before a “technological equilibrium” 
can be achieved. We must, as researchers and as a public, work to ensure 
such an equilibrium is just and equitable.

Talking across Borders
Seeking to address the popular intellectual disconnect between climate 
change and its anthropogenic causes, Retchless proposes in chapter 10 
a novel use of new spatial data visualization technologies as means of 
exploring a global phenomenon at more immediate scales. The author 
explores the many barriers that climate scientists face in communicat-
ing the consequences of continued human- forced change, including 
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its scale and complexity, predictive uncertainty, and the difficulty of 
experiential observation attributed to the at times seemingly contra-
dictory conditions at local and global scales. To combat these con-
cerns Retchless proposes enhanced citizen engagement through two 
approaches— utilizing citizen sensors and personal visualizations— and 
evaluates how this engagement can further enhance climate change 
literacy among the citizenry.

With the advent of participatory, technologically mediated approaches 
to the answering of large- scale geographic questions, a large group of 
researchers and practitioners have begun to espouse so- called Web 2.0 
approaches to the humanitarian work. In chapter 11, despite what Burns 
terms the “inherent spatialities” of digital humanitarian work, he critiques 
the paucity of attention that has been paid to this topic by researchers 
within geography. Burns argues that this occurs despite the attempts of 
those working in the digital humanities to crowdsource the (often geo-
spatial) data needed for humanitarian purposes by engaging volunteers 
to gather, produce, and process it. Through a literature review of con-
temporary digital humanitarian work and vivid illustrations provided by 
ethnographic interviews, Burns demonstrates that digital humanitarianism 
is intrinsically linked to and can be best understood as a specific mani-
festation of new regimes of spatial data generation, acquisition, analysis, 
and visualization.

In lieu of an editorial conclusion Graham offers a series of pointed inter-
jections for big data researchers to ponder as they conclude the volume. 
Graham takes a step back from the immediacy of research to ask where 
the field of study stands moving forward. Just as Kitchin and Lauriault 
began with an extension of Dalton and Thatcher’s work on critical data 
studies, Graham outlines his own extension of that work, one that recog-
nizes both that current mixed- method approaches to big data have rung 
hollow and that geography, as a discipline, is always constantly fighting 
its own insular tendencies. He urges geographers to apply a more critical 
edge to their studies, noting that “platforms and mediators that we rely 
on . . . do not necessarily have issues of justice, equality, human rights, 
and peace” as priorities. In order to address these topics we must look 
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within and without; we must recognize inherent issues of privacy and bias, 
seeing the qualitative in the quantitative. At the same time, we must not 
forget the physical materialities of digital data, both in terms of servers 
and electricity, as well as in terms of the hidden labor that goes into its 
creation and maintenance.

In order to avoid constantly reinventing the wheel, Graham, like many 
of the other authors in this volume, implores us to look to spatial work 
being done in a variety of disciplines. Here we would like to extend that 
examination not only to other disciplines currently but also, following 
O’Sullivan, to other times within our own discipline. To reiterate, this is 
part of why this book matters— it distills the thinking on these topics at a 
particular time and in a particular space. It cannot cover all there is to say 
about big data but instead hopes to open up a series of new collaborations 
and questions. The ideological and socioeconomic forces that constitute 
big data aren’t going away, even if any given specific term for their study 
may disappear from the peer- reviewed corpus in the coming years. In this 
specific moment, before the new regimes of data creation, extraction, and 
analysis recede fully from conscious consideration and become yet another 
aspect of modern life, we call for a moment of reflection: a moment of crit-
ical inquiry into what it means to study big data as a geographer. Despite 
the recognized and repeated need to critique big data and its seemingly 
interminable quest to mediate everyday life, we agree with Thatcher et al. 
that the present reflects a particular moment of optimism for the forging 
of new alliances within and across disciplines.30 Ultimately this book 
gathers a set of voices that, while divergent in perspective, are united in 
their drive to understand the crevasses and cracks of big data and to find 
those gaps and moments that leave space for interventions within a world 
increasingly mediated by geospatial technologies.
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1 Toward Critical Data Studies
Charting and Unpacking Data Assemblages and Their Work

Rob Kitchin and Tracey P. Lauriault

A Critical Approach to Data
Societies have collected, stored, and analyzed data for a couple of mil-
lennia as a means to record and manage their activities. For example, 
the ancient Egyptians collected administrative records of land deeds, 
field sizes, and livestock for taxation purposes, the Domesday Book in 
1086 captured demographic data, double- entry bookkeeping was used 
by bankers and insurers in the fourteenth century, and the first national 
registry was undertaken in Sweden in the seventeenth century.1 It was not 
until the seventeenth century, however, that the term “data” was used for 
the first time in the English language, thanks to the growth of science, 
the development of statistics, and the shift from knowledge built from 
theology, exhortation, and sentiment to facts, evidence, and the testing of 
theory through experiment.2 Over time the importance of data has grown, 
becoming central to how knowledge is produced, business conducted, 
and governance enacted. Data provide the key inputs to systems that 
individuals, institutions, businesses, and the sciences employ in order to 
understand, explain, manage, regulate, and predict the world we live in 
and are used to create new innovations, products, and policies.

The volume, variety, and use of data have grown enormously since the 
seventeenth century, and there has long been the creation and maintenance 
of very large data sets, such as censuses or government administrative 
and natural resource databases. Such databases, however, have typically 
been generated every few years or are sampled. In contrast, over the 
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past fifty years we have begun to enter the era of big data, with such 
characteristics as being

•  huge in volume, consisting of terabytes or petabytes of data;
•  high in velocity, being created in or near real time;
•  diverse in variety, being structured and unstructured in nature;
•  exhaustive in scope, striving to capture entire populations or systems 

(n = all);
•  fine- grained in resolution and uniquely indexical in identification;
•  relational in nature, containing common fields that enable the con-

joining of different data sets; and
•  flexible, holding the traits of extensionality (new fields can easily be 

added) and scalability (data sets can expand in size rapidly).3

While there are varying estimates, depending on the methodology used, 
as to the growth of data production caused in the main by the production 
of big data, in addition to a steep growth in small data such as personal 
video, photo, and audio files (all of which consume large amounts of data 
storage), it is clear that there has been a recent step change in the volume 
of data generated, especially since the start of the new millennium.4 Gantz 
and Reinsel have estimated that data volumes had grown by a factor of nine 
in the preceding five years, and Manyika et al. have projected a 40 percent 
rise in data generated globally per year.5 In 2013 EU Commissioner for the 
Digital Agenda Neelie Kroes reported that 1.7 million billion bytes of data 
per minute were being generated globally.6 Such rises and projections for 
further increases are due to the continuous and exhaustive, rather than 
sampled, production of born digital data, in combination with the nature 
of some of those data (e.g., image and video files) and the increased ability 
to store and share such data at marginal cost. For example, in 2012 Face-
book reported that it was processing 2.5 billion pieces of content (links, 
comments, etc.), 2.7 billion “Like” actions, and 300 million photo uploads 
per day, and Walmart was generating more than 2.5 petabytes (250 bytes) 
of data relating to more than 1 million customer transactions every hour.7

These massive volumes of data are being produced by a diverse set of 
information and communication technologies that increasingly medi-
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ate and augment our everyday lives, for example, digital cctv, retail 
checkouts, smartphones, online transactions and interactions, sensors 
and scanners, and social and locative media. As well as being produced 
by government agencies, vast quantities of detailed data are now being 
generated by mobile phone operators, app developers, Internet compa-
nies, financial institutions, retail chains, and surveillance and security 
firms, and data are being routinely traded to and between data brokers 
as an increasingly important commodity. More and more analog data 
held in archives and repositories are being digitized and linked together 
and made available through new data infrastructures, and vast swaths of 
government- produced and held data are being made openly accessible 
as the open data movement gains traction.8

This step change in data production has prompted critical reflection 
on the nature of data and how they are employed. As the concept of data 
developed, data largely came to be understood as being pre- analytical and 
prefactual— that which exists prior to interpretation and argument or the 
raw material from which information and knowledge are built. From this 
perspective data are understood as being representative, capturing the 
world as numbers, characters, symbols, images, sounds, electromagnetic 
waves, bits, and so on, and holding the precepts of being abstract, discrete, 
aggregative (they can be added together), nonvariant, and meaningful 
independent of format, medium, language, producer, and context (i.e., 
data hold their meaning whether stored as analog or digital, viewed on 
paper or screen, or expressed in different languages).9 Data are viewed as 
being benign, neutral, objective, and nonideological in essence, reflect-
ing the world as it is subject to technical constraints; they do not hold 
any inherent meaning and can be taken at face value.10 Indeed the terms 
commonly used to detail how data are handled suggest benign technical 
processes: “collected,” “entered,” “compiled,” “stored,” “processed,” and 
“mined.”11 In other words it is only the uses of data that are political, not 
the data themselves.

This understanding of data has been challenged in recent years. Con-
trary to the notion that data is pre- analytic and prefactual is the argument 
that data are constitutive of the ideas, techniques, technologies, people, 
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systems, and contexts that conceive, produce, process, manage, and analyze 
them.12 In other words, how data are conceived, measured, and employed 
actively frames their nature. Data do not pre- exist their generation; they 
do not arise from nowhere, and their generation is not inevitable: pro-
tocols, organizational processes, measurement scales, categories, and 
standards are designed, negotiated, and debated, and there is a certain 
messiness to data generation. As Gitelman and Jackson put it, “raw data is 
an oxymoron”; “data are always already ‘cooked.’”13 Data then are situated, 
contingent, relational, and framed and are used contextually to try and 
achieve certain aims and goals.

Databases and repositories are also not simply a neutral, technical 
means of assembling and sharing data but are bundles of contingent 
and relational processes that do work in the world.14 They are complex 
socio- technical systems that are embedded within a larger institutional 
landscape of researchers, institutions, and corporations and are subject 
to socio- technical regimes “grounded in . . . engineering and industrial 
practices, technological artifacts, political programs, and institutional 
ideologies which act together to govern technological development.”15 
Databases and repositories are expressions of knowledge/power, shaping 
what questions can be asked, how they are asked, how they are answered, 
how the answers are deployed, and who can ask them.16

Beyond this philosophical rethinking of data, scholars have begun to 
make sense of data ethically, politically and economically, spatially and 
temporally, and technically.17 Data can concern all aspects of everyday life, 
including sensitive issues, and be used in all kinds of ways, including to 
exploit, discriminate against, and persecute people. There are then a series 
of live moral and ethical questions concerning how data are produced, 
shared, traded, and protected; how data should be governed by rules, 
principles, policies, licenses, and laws; and under what circumstances and 
to what ends data can be employed. There are no simple answers to such 
questions, but the rise of more widespread and invasive data generation 
and more sophisticated means of data analysis creates an imperative for 
public debate and action. In addition data are framed by political con-
cerns as to how they are normatively conceived and contested as public 
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and private goods. The open data and open government movements, for 
example, cast data as a public commons that should be freely accessible. 
Business, in contrast, views data as a valuable commodity that, on the one 
hand, needs to be protected through intellectual property regimes (copy-
right, patents, ownership rights) and, on the other, should be exploitable 
for capital gain. Indeed data often constitute an economic resource: for 
government they are sold under cost- recovery regimes and for business 
they are tradable commodities to which additional value can be added 
and extracted (e.g., derived data, analysis, knowledge). In the present era 
data are a key component of the emerging knowledge economy enhanc-
ing productivity, competitiveness, efficiencies, sustainability, and capital 
accumulation. The ethics, politics, and economics of data develop and 
mutate across space and time with changing regimes, technologies, and 
priorities. From a technical perspective, there has been a focus on how to 
handle, store, and analyze huge torrents of data, with the development of 
data mining and data analytics techniques dependent on machine learn-
ing, and there have been concerns with respect to data quality, validity, 
reliability, authenticity, usability, and lineage.

In sum we are starting to witness the development of what Dalton and 
Thatcher call critical data studies— research and thinking that apply critical 
social theory to data to explore the ways in which they are never simply 
neutral, objective, independent, raw representations of the world but 
are situated, contingent, relational, contextual, and do active work in the 
world.18 In their analysis Dalton and Thatcher set out seven provocations 
needed to provide a comprehensive critique of the new regimes of data:

•  situating data regimes in time and space;
•  exposing data as inherently political and identifying whose interests 

they serve;
•  unpacking the complex, nondeterministic relationship between data 

and society;
•  illustrating the ways in which data are never raw;
•  exposing the fallacies that data can speak for themselves and that 

big data will replace small data;
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•  exploring how new data regimes can be used in socially progressive 
ways; and

•  examining how academia engages with new data regimes and the 
opportunities of such engagement.

We agree with the need for all of these provocations. In a short presen-
tation at a meeting of the Association of American Geographers one of us 
set out a vision for what critical data studies might look like: unpacking 
the complex assemblages that produce, circulate, share/sell, and utilize 
data in diverse ways; charting the diverse work they do and their conse-
quences for how the world is known, governed, and lived in; and surveying 
the wider landscape of data assemblages and how they interact to form 
intersecting data products, services, and markets and shape policy and 
regulation. It is to this endeavor that we now turn.

Charting and Unpacking Data Assemblages
Kitchin defines a data assemblage as a complex socio- technical system 
that is composed of many apparatuses and elements that are thoroughly 
entwined and whose central concern is the production, management, 
analysis, and translation of data and derived information products for 
commercial, governmental, administrative, bureaucratic, or other pur-
poses (see table 1- 1).19 A data assemblage consists of more than the data 
system or infrastructure itself, such as a big data system, an open data 
repository, or a data archive, to include all of the technological, political, 
social, and economic apparatuses that frame their nature, operation, and 
work. The apparatuses and elements detailed in table 1- 1 interact with 
and shape each other through a contingent and complex web of multi-
faceted relations. And just as data are a product of the assemblage, the 
assemblage is structured and managed to produce those data.20 Data and 
their assemblage are thus mutually constituted, bound together in a set 
of contingent, relational, and contextual discursive and material practices 
and relations. For example, the data assemblage of a census consists of 
a large amalgam of apparatuses and elements that shape how the census 
is formulated, administered, processed, and communicated and how its 
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findings are employed. A census is underpinned by a realist system of 
thought; it has a diverse set of accompanying forms of supporting doc-
umentation; its questions are negotiated by many stakeholders; its costs 
are a source of contention; its administering and reporting are shaped 
by legal frameworks and regulations; it is delivered through a diverse 
set of practices, undertaken by many workers, using a range of materials 
and infrastructures; and its data feed into all kinds of uses and secondary 
markets. Data assemblages evolve and mutate as new ideas and knowl-
edges emerge, technologies are invented, organizations change, business 
models are created, the political economy changes, regulations and laws 
are introduced and repealed, skill sets develop, debates take place, and 
markets grow or shrink. And while data sets once generated within an 
assemblage may appear fixed and immutable (e.g., a compiled census), 
they are open to correction and revision, reworking through disaggregation 
and reaggregation into new classes or statistical geographies, parsing into 
other data systems, data derived and produced from them, and alternative 
interpretations and insights drawn from them. Data assemblages and their 
data are thus always in a state of becoming.

This notion of a data assemblage is similar to Foucault’s concept of the 
dispositif, which refers to a “thoroughly heterogeneous ensemble consisting 
of discourses, institutions, architectural forms, regulatory decisions, laws, 
administrative measures, scientific statements, philosophical, moral[,] 
and philanthropic propositions” that enhance and maintain the exercise 
of power within society.21 The dispositif of a data infrastructure produces 
what Foucault terms “power/knowledge,” that is, knowledge that fulfills 
a strategic function: “the apparatus is thus always inscribed in a play of 
power, but it is also always linked to certain coordinates of knowledge 
which issue from it but, to an equal degree, condition it. This is what the 
apparatus consists in: strategies of relations of forces supporting, and 
supported by, types of knowledge.”22 In other words, data infrastructures 
are never neutral, essential, objective; their data are never raw but always 
cooked to some recipe by chefs embedded within institutions that have 
certain aspirations and goals and operate within wider frameworks.
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Table 1- 1. Apparatus and elements of a data assemblage

Apparatus Elements

Systems of thought Modes of thinking, philosophies, theories, models, 
ideologies, rationalities, etc.

Forms of knowledge Research texts, manuals, magazines, websites,  
experience, word of mouth, chat forums, etc.

Finance Business models, investment, venture capital, grants, 
philanthropy, profit, etc.

Political economy Policy, tax regimes, incentive instruments, public  
and political opinion, etc.

Governmentalities  
and legalities

Data standards, file formats, system requirements,  
protocols, regulations, laws, licensing, intellectual  
property regimes, ethical considerations, etc.

Materialities and  
infrastructures

Paper/pens, computers, digital devices, sensors,  
scanners, databases, networks, servers, buildings, etc.

Practices Techniques, ways of doing, learned behaviors,  
scientific conventions, etc.

Organizations  
and institutions

Archives, corporations, consultants, manufacturers, 
retailers, government agencies, universities,  
conferences, clubs and societies, committees  
and boards, communities of practice, etc.

Subjectivities  
and communities

Data producers, experts, curators, managers, analysts, 
scientists, politicians, users, citizens, etc.

Places Labs, offices, field sites, data centers, server farms,  
business parks, etc., and their agglomerations

Marketplace For data, its derivatives (e.g., text, tables, graphs, maps), 
analysts, analytic software, interpretations, etc.
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This cooking of data is revealed through the work of Ian Hacking, 
who drew inspiration from Foucault’s thinking on the production of 
knowledge.23 Hacking posits that within a data assemblage there are two 
interrelated processes at work that produce and legitimate its data and 
associated apparatuses and elements, shaping how its data do work in the 
world, that in turn influence future iterations of data and the constitution 
of the assemblage. In both cases he posits that a dynamic nominalism 
is at work, wherein there is an interaction between data and what they 
represent, leading to mutual changes.

The first of these processes is what Hacking terms the “looping effect.”24 
The looping effect concerns how data are classified and organized, how 
a data ontology comes into existence, and how it can reshape that which 
has been classified. The loop (fig. 1- 1) has five stages:

 1.  classification, wherein things that are regarded as having shared 
characteristics are grouped together or, in cases of deviance, forced 
into groupings;

 2.  objects of focus (e.g., people, spaces, fashions, diseases, etc.) wherein, 
in the case of people, individuals eventually start to identify with 
the class into which they are assigned or, in the case of nonhuman 
objects, people come to understand and act toward the objects 
according to their classification;

 3.  institutions, which institutionalize classifications and manage data 
infrastructures;

 4.  knowledge, which is used to formulate, reproduce, and tweak 
classifications; and

 5.  experts, being those within institutions who produce and exercise 
knowledge, implementing the classification.

Through this looping effect Hacking argues that a process of “making 
people up” occurs in data systems such as the census or the assessing 
of mental health, wherein the systems of classification work to reshape 
society in the image of a data ontology. Examples could include people 
defining themselves or being defined by mental health symptoms, as well 
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as a system of mental health facilities being built and staffed by specialist 
professionals.

The second of the processes consists of what Hacking terms “engines 
of discoverability” that extend beyond simply methods. He discusses 
these methods using a medical lens, which Lauriault has modified to 
incorporate the making up of spaces as well as people.25 Hacking posits 
that there are a number of such engines, the last three of which are derived 
engines that are

 a.  counting the volumes of different phenomena;
 b.  quantifying: turning counts into measures, rates, and classifications;
 c.  creating norms: establishing what might or should be expected;
 d.  correlation: determining relationships between measures;
 e.  taking action: employing knowledge to tackle and treat issues;
 f.  scientification: establishing and adopting scientific knowledge;
 g.  normalization: seeking to fashion the world to fit norms (e.g., encour-

aging diets to meet expected body mass indices);
 h.  bureaucratization: putting in place institutions and procedures 

to administer the production of expectations and to undertake 
action; and

 i.  resistance to forms of knowledge, norms, and bureaucracy by those 
who are affected in negative ways (e.g., homosexual and disabled 
people’s resistance to medicalized models that class, position, and 
treat them in particular ways) or those forwarding alternative systems, 
interpretations, and visions.26

Together these engines undertake the work of a data assemblage at the 
same time as it legitimates and reproduces such work and the assemblage 
itself. For example, a census counts a population and aspects of people’s 
lives, turns that information into measures, establishes baseline rates, 
assesses relationships between factors, and is transformed into knowl-
edge, which leads to practices of normalization and is enacted by ded-
icated and related bureaucracy. Each stage reinforces the previous, and 
collectively they justify the work it does. The knowledge produced and 
indeed the whole assemblage can be resisted, as with the census boycotts 
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in Germany in the 1980s or with campaigns to ensure that Irish ethnicity 
is not undercounted in the UK, that “New Zealander” is accepted as an 
ethnicity in New Zealand (instead of “New Zealand European”), and that 
women’s unpaid work is accounted for, or the knowledge produced can be 
transgressed, as in the case of those who report their religion as Jedi.27 It 
can indeed even be canceled, as in the 2011 long- form census of Canada.

Data assemblages form part of a wider data landscape composed of 
many interrelated and interacting data assemblages and systems. Within 
the public sector, for example, there are thousands of data systems (each 
one surrounded by a wider assemblage) that interact and work in concert 
to produce state services and forms of state control at the local, regional, 
and national levels. Often this data landscape extends to the pan- national 
and the global scale, through interregional and worldwide data sets, data- 
sharing arrangements and infrastructures, and the formulation of pro-
tocols, standards, and legal frameworks (e.g., Global Spatial Data Infra-
structures, inspire). Firms within industry likewise create and occupy a 
complex data landscape, selling, buying, and sharing data from millions of 
data systems, all part of wider socio- technical assemblages. For example, 
the data landscape of big data consists of hundreds of companies, ranging 
from small and local to large and global, that provide a range of comple-
mentary and competing services, such as cooked data, specialty compilers 
and aggregators, data analytics, segmentation tools, list management, 
interpretation and consulting, marketing, publishing, and research and 
development. We have barely begun to map out various data landscapes, 
their spatialities and temporalities, their complex political economy, and 
the work that they do in capturing, analyzing, and reshaping the world. 
It is to the latter we now turn.

Uncovering the Work of Data Assemblages
As noted in the previous section, data assemblages do work in the world. 
Data are being leveraged to aid the tasks of governing people and terri-
tories, managing organizations, producing capital, creating better places, 
improving health care, advancing science, and so on. This leveraging takes 
many forms, but the central tenet is that data, if analyzed and exploited 
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appropriately, produce information and knowledge that can be used to 
reshape operating procedures and organizational structure, identify new 
products, segment markets, reduce uncertainty and risk, and increase 
efficiency, productivity, competitiveness, and sustainability.28 While much 
of the work to which data are put is beneficial to wider society, with data 
being used to improve quality of life and to tackle humanitarian and envi-
ronmental issues, there is also a darker side to much data work. Here we 
want to consider the latter, highlighting four ways in which data are being 
employed to produce pernicious social and economic relations: dataveil-
lance and the erosion of privacy, profiling and social sorting, anticipatory 
governance, and secondary uses and control creep. These practices are 
currently the subject of much debate, and there is an urgent need for 
critical studies that can inform the arguments being made.

As the revelations of WikiLeaks, Edward Snowden and other whistle 
blowers, the Maher Arar case, and other legal challenges with respect 
to erroneous record keeping and the mistreatment of individuals have 
demonstrated, from 9/11 onward there has been a step change in the extent 
and nature of state- led surveillance and securitization in many nations. Vast 
quantities of everyday communications (telephone calls, text messages, 

Fig. 1- 1. The working of a data assemblage, following Hacking, “Philosophie et 
histoire des concepts scientifiques,” and Laney, 3d Data Management. Created by 
R. Kitchin and T. Lauriault.
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emails, social media), as well as general Internet use, are being routinely 
and systematically gathered by organizations such as the U.S. National 
Security Agency and analyzed for strategic intelligence.29 All nation- states 
similarly gather large databases of information about citizens with respect 
to all aspects of their lives— income, tax, welfare, health, education, and 
so on. Likewise companies now routinely generate data with respect to 
all aspects of their business, including their customers and their patterns 
of consumption. Indeed given the mediating role of software in tasks 
such as working, traveling, consuming, communicating, and playing, it 
is increasingly difficult to take part in daily life without leaving a digital 
trace.30 For example, the Dutch Data Protection Authority estimates that 
the average Dutch citizen is recorded in 250 to 500 databases, with some 
in up to 1,000 databases— a figure that is growing.31 These databases not 
only include individuals’ digital footprints (data they themselves leave 
behind) but also individuals’ data shadows (information about them 
generated by others). Those to whom the data refer often have little con-
trol over the data generated, their form, extent, or how they are used.32 
Individually these databases provide limited views of people, but they gain 
power when combined, revealing detailed patterns and enabling what has 
been termed dataveillance— the sorting and sifting of data sets in order to 
identify, monitor, track, regulate, predict, and prescribe.33 The widespread 
generation of data and the practices of dataveillance raise many questions 
concerning privacy and rights to anonymity and confidentiality that are 
only just starting to be thought through and responded to.34

Data have long been used to profile, segment, and manage populations, 
but these processes have become much more sophisticated, fine- tuned, 
widespread, and routine with the application of data analytics employing 
machine learning techniques.35 While the state might profile its citizens 
for the purposes of security and policing, commercial enterprises are 
seeking to reduce risk and maximize yield through more effective target-
ing of products. Whereas earlier generations of profiling sought to create 
aggregated population or area profiles, which then shaped decision making 
with regard to marketing and product placement (e.g., geodemographic 
profiling), new generation analytics can work at the level of the individual, 
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combining data from various sources such as credit and store card trans-
actions, clickstreams, social media posts, and other kinds of personal data 
to produce a detailed customer profile.36 These profiles are used to socially 
sort customers, identifying some for preferential treatment and excluding 
others, and to predict the likelihood that customers might be able to meet 
payments or to judge their projected lifetime value if they remain loyal, 
and how likely they are to move their custom.37 They are also being used 
to underpin new forms of dynamic and personalized pricing, tailored to 
a consumer’s profile and purchase history, that are designed to leverage 
optimal spending.38 Consumers are thus being routinely measured and 
ranked, and they receive differential services, based on their associated 
data and where they live.

One particularly pernicious form of predictive profiling is anticipa-
tory governance. It involves predictive analytics that are used to assess 
likely future behaviors or events and to direct appropriate action. Such 
anticipatory governance has been a feature of air travel for a number of 
years, with passengers profiled for risk and levels of security checks prior 
to starting their journey.39 More recently it has been extended to general 
policing, with a number of U.S. police forces using it to identify potential 
future criminals and to direct the patrolling of areas based on an analysis 
of historical crime data, records of arrests, and the known social networks 
of criminals.40 In such cases individuals’ data shadows do more than follow 
them; the data shadow precedes them, seeking to police behaviors that may 
never occur.41 As a consequence, people are treated differently in antici-
pation of something they may or may not do. Given their effects vis- à- vis 
individual lives and their black- boxed nature, the practices of predictive 
profiling, social sorting, and anticipatory governance require much more 
attention, as do the companies that develop and undertake such tasks.

The work that data systems do in all of these cases is based on generating 
an excess of data. Indeed big data is premised on generating, hoarding, 
and linking as much data as possible in the hope that value and insight 
can be leveraged from them. Rather than being generated and used to 
fulfill a specific task, data can be repackaged, sold, and repurposed for all 
kinds of secondary uses. Such a strategy runs counter to the policy of data 
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minimization, one of the foundations of privacy and data protection in 
the European Union and North America. This policy stipulates that data 
should only be generated and used to perform a particular task and that 
they should be retained only for as long as they are required to perform 
that task.42 A clear example of where the premise of data minimization is 
being breached is with respect to control creep, in which data generated 
for one form of governance is appropriated for another.43 Clearly control 
creep has mostly occurred with respect to security, with airline industry 
and government administrative data being repurposed for profiling and 
assessing passenger risk; with congestion charge cameras installed for that 
sole purpose also being used for general policing; and with social media 
data being repurposed to conduct criminal investigations and undertake 
predictive profiling.44 But control creep is also in evidence across a range 
of other domains, for example, using personal location, consumption, 
and social media data to assess credit risk or suitability for employment.45 
Given the implications for civil liberties from secondary data use, there 
is a need to examine its consequences and to design new approaches to 
data protection, such as privacy by design.46

Conclusion
Dalton and Thatcher conclude their call for critical data studies by setting 
out five questions that they believe require further study, all relating 
to big data:

•  What historical conditions lead to the realization of big data such 
as they are?

•  Who controls big data, its production, and its analysis? What motives 
and imperatives drive their work?

•  Who are the subjects of big data and what knowledges are they 
producing?

•  How is big data actually applied in the production of spaces, places, 
and landscapes?

•  What is to be done with big data and what other kinds of knowledges 
could it help produce?47
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There are many more questions that can be added to this list, not least 
by widening the lens to open data, as well as data archives and reposito-
ries, but also by considering the wider data landscape, data assemblages, 
and data markets. Rather than produce an extensive list of questions, we 
want to conclude by calling for greater conceptual work and empirical 
research to underpin and flesh out critical data studies.

The ways in which data are being generated, the analytics used to pro-
cess and extract insight from them, the industries growing up around them, 
their wider political economic framing, and how they are employed all 
demand critical engagement. While there is a rich and diverse tradition 
of critical social theory that can be directed toward data assemblages 
and the wider data landscape, such theory needs to be refined and fine- 
tuned to make sense of data and their work in the world, with new theory 
developed where needed. Yet we have barely begun to critically concep-
tualize data and their apparatus and elements. Such thinking needs to be 
complemented with more normatively oriented reflection on the ethics 
and politics of big data, open data, and data systems of different varieties.

Such conceptual and normative assessments need to be accompanied by 
a diverse set of empirical case studies that examine all facets of data- driven 
governance, business, and science, that unpack data assemblages, and that 
map the wider data landscape. Our suggested approach is to employ meth-
ods such as ethnographies, interviews, focus groups, and participant obser-
vation to delve into the workings of assemblages, to trace out genealogies 
of how the data landscape has changed over time and space, to map the 
materialities and infrastructures that constitute data infrastructures, and to 
deconstruct the discursive regime accompanying data- driven initiatives.48

Undertaking this conceptual and empirical work is what our own 
research will focus on over the next few years as part of the Programmable 
City project, building on our initial large- scale studies.49 This extensive 
project is examining the intersections of big and open data, ubiquitous 
computing, software and algorithms, and smart city developments in 
Dublin and Boston, unpacking a set of data assemblages and charting 
the data landscape of each city. We have no doubt that many others will 
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be engaging in similar studies, given the growth in data- driven forms of 
science, business, and government. We hope that what this research will 
produce is a diverse set of vibrant critical data studies.
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2 Big Data . . . Why (Oh Why?)  
This Computational Social Science?
David O’Sullivan

Many others, in this volume and elsewhere, have and will comment on 
the political, social, economic, cultural, and ethical implications of big 
data.1 I strongly agree that those implications are important. Indeed I 
believe they are the most urgent aspects of big data with which critically 
engaged social science must grapple. There is a good fight to be fought in 
the public arena over the many worrying directions in which the political- 
economic impulses driving big data are pointing. The complicated ways 
in which the big data movement (if we can call it that) is entangled with a 
burgeoning, authoritarian, and surveillant state, simultaneously enabling 
and in thrall to a rhetoric of free- market “disruption,” demand our close 
attention, if they are to be countered by more humane alternatives. There 
is of course a substantial literature that refuses to roll over before the 
technological triumphalism (or is it fatalism?) of work such as Too Big to 
Know and Big Data.2 Many of the concerns raised by the current moment 
are ably dissected in Digital Disconnect, The Filter Bubble, You Are Not a 
Gadget, Who Owns the Future?, and To Save Everything, Click Here, among 
others.3 Given the centrality of geographical data of one kind or another 
to the data deluge, it is surely important that geographers become more 
visible in this public conversation.4 Substantial contributions, such as 
Code/Space, remain firmly academic in tone but nevertheless provide a 
foundation for future contributions that tackle more specifically spatial 
aspects of big data and its impacts.5

Recognizing the importance of these wider debates, I nevertheless want 
to focus on narrower methodological concerns. Whatever else big data 
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has accomplished, it has placed quantitative and computational methods 
firmly on the social science agenda.6 I welcome that development and see 
it as providing an opening for a more plural vision of geography and other 
social sciences. However, it is unlikely that opening will lead us anywhere 
new if we persist in understanding big data as primarily about the novelty 
of the data themselves. Data, however “big,” are severely limited in how 
they represent processes. Given the centrality of process to developing 
any sophisticated understanding of how the world works, this is more 
than a limitation of big data. If understanding, explaining, and effectively 
intervening in the world are the goals, then we must ask questions about 
the style of computational social science we ought to be aiming for. Yet 
there is every sign that (over)excitement and hype around big data are in 
danger of causing us to lose sight of such matters. This would be unfor-
tunate for both opponents and proponents of the potential of big data 
for social science; drawing attention to these issues is therefore my aim.

In the next section I set out my understanding of the epistemology of 
big data and suggest why big data has been so successful— successful, that 
is, as a widely adopted technology, not necessarily as a way to understand 
the world. From there I move on to consider a persistent dualism in how 
computational tools have been deployed in the sciences, namely a distinc-
tion between top- down, aggregate, or statistical approaches to explana-
tion (among which big data can be placed) and bottom- up, emergentist 
approaches often associated with complexity science.7 While these two 
traditions share substantial elements in their intellectual heritage, they 
yield sharply divergent perspectives on explanation, understanding, and 
prediction and suggest very different intellectual styles and methodological 
directions for computational social science. The two traditions also tackle 
the central issue of process very differently. The current openness to greater 
use of computers and (secondary) quantitative data is an opportunity for 
better, more effective social science that we are in danger of missing if 
the big data paradigm remains dominant. That danger has both scientific 
and ethical dimensions, returning the argument to the broader context 
considered at the outset.
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The Mysterious Rise of Big Data
Big data has seemingly come out of nowhere, very quickly, but this is 
illusory. Iconic magazine covers on the topic, such as Nature’s “Big Data: 
Science in the Petabyte Era” and the Economist’s “Data Deluge,” popu-
larized the term “big data” but were testament to developments already 
well under way.8 Even so, the speed with which such a media- detected 
(and inevitably amplified) “trend” has morphed into a prime directive for 
all of science has been surprising. Living in New Zealand until the end 
of 2013 somewhat shielded me from this juggernaut, but even there by 
early 2013 big data was unavoidable, as a series of discussions on the topic, 
sponsored by the Royal Society of New Zealand and National Library and 
broadcast by the state- funded Radio New Zealand, makes clear.9 As has 
happened elsewhere, national science funding and infrastructure initiatives 
were quickly hitched to this latest, urgent strategic imperative, opening 
profitable opportunities for private companies building New Zealand’s 
Ultra- Fast and Rural Broadband Initiatives. As has happened in many 
other jurisdictions, these developments are often explicitly connected 
to the parallel evolution of “smart cities.”10 The details of New Zealand’s 
experience of the big data and smart cities movement are geographically, 
politically, and culturally specific, but the commonalities with what is 
unfolding elsewhere are striking.11

The New Zealand case immediately brings to the fore the oft- discussed 
question of what exactly it is that makes big data big. Certainly the volume 
of data generated in New Zealand would not qualify as big in many other 
contexts. The by now overly familiar three Vs— volume, velocity, and 
variety— supposedly definitive of big data were, appropriately enough, 
purloined from a business intelligence report.12 They have proven insuffi-
ciently descriptive for many tastes, leading to an academic cottage industry 
proposing and debating additional attributes (preferably ones starting 
with the letter V). Rather than add to that debate, I consider big data 
to be primarily an epistemological stance.13 That stance can be crudely 
sketched as a claim that, given sufficient data, the world can be known 
(if not completely, then well enough for any particular purpose) and that 
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we are currently on the threshold of an era in which the technological 
capacity to assemble such complete data sets has (at last!) arrived.14 As 
such, this moment heralds the realization of a dream of certain kinds of 
deterministic positivism.15 This is of course philosophically extremely 
shaky ground, although it appears that epistemological difficulties are 
not a deterrent to adoption of the approach.16 Where big data may be 
deployed, the point in many contexts is not, after all, to understand the 
world but simply to know it well enough to make a profit or, an even 
lower bar, to be plausibly able to claim that a profit might someday be 
made using insights gleaned from data.17 Suffice to say, while I am, along 
with many geographers, intrigued by the possibilities such data sets may 
open up, I am unpersuaded by the grandiose claims made for big data. 
Understanding the world still demands that we carefully develop theories, 
consider the implications of those theories for what we expect to observe 
in the world, and subject those expectations to scrutiny through empirical 
observation, using multiple methods, only a few of which are enhanced 
by the dragnet of big data collection.

In spite of the unconvincing epistemological claims, how is it that 
this particular computational approach has come to dominate so much 
recent thinking about using computation to learn about the world? At 
least three answers come to mind. First, it (retroactively) justifies data 
collection that rests on questionable ethical and legal foundations. Never 
mind how we came to be in possession of these vast data repositories; 
just think about what we can do with them! A case of ends justifying 
means on a societal scale.

Second, the big data techno- social regime is feasible in a context where 
collecting more data became necessary as a matter of everyday business 
practice. It is not clear that what has emerged was deliberately planned by 
any of the leading protagonists. For example, Brin and Page, in an early 
paper on the Google search engine, note that “we expect that advertising 
funded search engines will be inherently biased towards the advertisers 
and away from the needs of the consumers,” suggesting that building a 
data- gathering, advertising company was not their original intention.18 
However, in a business environment where building an audience took pri-
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ority over the difficult task of selling services that were often not obviously 
useful, it was imperative for those services to be free at the point of use, 
leaving targeted advertising and the attendant surveillance as one of the 
few viable, sustainable business models.19 This path is one premised on a 
financial speculation that the data will eventually pay off, but regardless 
of the eventual correctness of that speculation, once a company starts 
down this path more data about users can only be better, and available 
technology has made the assembly of vast data sets possible.20

Third, from the perspective of making a profit, there is little doubt that 
big data can work. Indeed from this perspective profit (or more generally, 
efficiency) is the only metric that matters: “The capitalist correlation 
imperative is clear: spurious correlation is fine, so long as it is profitable 
spurious correlation.”21 This leads to a stance on knowledge that is uncon-
cerned with explanation: just as I don’t need to understand how my phone 
works to use it, corporations and governments don’t need to understand 
how or why the algorithms they use work to operate them or, at any rate, 
they don’t until the algorithms plainly aren’t working.22

Big Data as Method
So much for a schematic explanation of the rise of big data. In practical 
terms what does big data as method consist of? Given the loose way in 
which the term is used, it is not easy to pin this down, but given the salience 
of the quantity of data in the approach, the emphasis is on large- scale data 
analysis methods, of various statistical kinds. It bears emphasizing that 
this orientation immediately places data ahead of theory, since data and 
the world they are assumed to illuminate come before any consideration 
of the questions to be addressed. In any case speaking very generally, sta-
tistical models are fit to data to identify factors accounting for variations 
in the data. To be sure, a wider range of methods is available now than 
at any earlier time, including machine learning, data mining, and pattern 
recognition methods, alongside more exploratory approaches, particularly 
interactive visualization.23 In an ideal case a single researcher, analyst, 
or small team of analysts might use exploratory visualization methods 
to develop familiarity with a data set. This in turn might prompt some 
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ideas about the patterns to be found there, the methods most likely to 
emphasize those patterns, and from there the statistical models most 
suited to advancing understanding of the phenomena represented by 
the data set. For many scientists working today with much larger data 
sets than ever before, this is a reasonable description of how they would 
proceed. It is also not very new or different from how they would have 
proceeded in the past.

But data volume and velocity do matter. When data sets are very large 
and rapidly changing, then the scope for an exploratory approach is lim-
ited, since the computational demands are potentially limitless. Problems 
must be rendered tractable by predefining what constitutes a pattern of 
interest in terms of the data known to be available. In corporate or other 
environments where timely, “actionable intelligence” is prized, much more 
constrained, automated approaches are likely to prevail. In these contexts 
much of the decision making about what patterns to attend to must be 
delegated to the diagnostic statistics generated by whatever methods are 
deployed. In a visionary piece Stan Openshaw (with some excitement) 
anticipated the type of continuous monitoring that this approach implies, 
along with a major drawback: the identification of many spurious patterns 
and correlations.24 Such considerations demand that the criteria specify-
ing what is interesting and what is not be narrowed further, forestalling 
the open- ended search for patterns that might inspire the collection of 
extensive data in the first place.

It would be absurd to argue that there is no potential in more detailed, 
more frequently updated data for describing better how social change 
unfolds over time. Perhaps previously unknown social phenomena can 
be observed as a result of the improved temporal resolution in such data. 
Loose analogies with the advances made possible in other fields by the 
invention of the telescope or microscope do not seem completely mis-
guided.25 Particularly when big data is used in conjunction with other 
approaches, there are surely grounds for (guarded) optimism about its 
social scientific possibilities. In a specifically geographical context Miller 
and Goodchild identify some of what is exciting about this approach 
and point to interesting continuities with previous work in quantitative 



Big Data 27

geography.26 Geography’s long- standing challenge of bridging from the 
local and particular to the global and general is central to their argument 
that the big data approach, when thoughtfully and carefully deployed, 
holds promise for a “data- driven geography,” particularly in the abductive 
early discovery phase of research when the aim is to develop good ideas 
and candidate explanations.

Even so, a larger point here is that the methods associated with big 
data start from the aggregate level and deploy a statistical approach to 
identify relationships among data attributes in more or less traditional 
ways. The mode of explanation is inferential statistical, based on a constant 
conjunction model of causality, rather than on a realist, mechanistic, or 
process- oriented account.27 Contemporary large data sets, particularly 
those that are frequently updated, give an impression of dynamism and 
by extension may be considered to offer us a rich representation of pro-
cess. In truth this is little more than an impression. Large data sets, even 
frequently updated ones, embody no concept of process. Sometimes it is 
implied that the velocity of such data sets, their currency, and frequency of 
update somehow capture process. In fact most such data are simply rapidly 
updating snapshots of events. Nothing recorded in the data captures the 
processes or mechanisms that drive the changes occurring in the data. 
Process and change are thus rendered as “one damn thing after another,” 
with no notion of process or mechanism in the data themselves.

Instead data impose rather rigid concepts of identity on people and 
places, reducing process from “becoming” to mere change in attribute 
values associated with otherwise unchanged social entities (whether 
individuals or institutions). This distinction, and the need for a different 
approach to data that taking process, time, and change seriously entails, 
has been a focus in the geographical information science community for 
many years.28 It is hard to conceive of any means by which process can 
be retrofitted to big data as data. Rather it is in creative use and practice, 
through analysis from a theoretically informed perspective, that con-
cepts of process are added to data. Ironically such explicitly theoretically 
informed analysis is one of the approaches most loudly eschewed by the 
more aggressive advocates of big data.
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Bifurcated Computation
Regardless of its epistemological limitations and process blindness, big 
data is clearly ascendant, at least for now. For my present purposes it is 
instructive to consider big data as the latest development in the deploy-
ment of computation in commerce and government and to pay particular 
attention to alternative computational approaches to understanding the 
world that are not so strongly favored at present. The origins of modern 
computation lie in World War II.29 That context saw computers and the 
closely related field of operations research applied to the solution of the 
practical production and logistical challenges of mounting modern war-
fare on a large scale.30 Of particular importance to the development of 
computing were the demanding mathematical problems that arose in 
these contexts, such as code breaking, complex optimization problems, 
and the simulation of nuclear reactions.

From the origins of computers we can identify two broad applications. 
First are applications of computation to data sets too large for calculation 
by hand, to produce closed- form solutions to mathematically well- defined 
problems, using various types of numerical analysis. Such calculations 
rely on algorithms for manipulating large matrices, on interpolation and 
approximation methods, and on the mathematics of linear algebra and 
optimization.31 While routine, such computation is more demanding 
of computing resources, particularly as data sets grow in size, when the 
associated computational requirements may grow with the square, cube, 
or even higher- order powers of the problem size.32 In principle such cal-
culations are not difficult, but they are computationally intensive. This 
domain of computation is associated with the more efficient management 
of logistical systems, the optimization of resource allocations in production 
systems, and the field generally known as operations research.33 The big 
data phenomenon sits squarely in this tradition.

A second broad area of applications can be identified where compu-
tation is iteratively applied to prospectively simulate real or hypothetical 
systems. Here the applications themselves may not be very data intensive, 
but repeatedly iteratively performing (often) simple calculations over 
time and/or space leads to substantial computational demands in the 
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aggregate. Such computation is deployed in simulating target systems of 
interest, in meteorology, product design, military applications (flight and 
combat simulators), and perhaps most familiar to a general audience, in 
computer gaming.34

It is useful to consider these two computational approaches as they 
have played out in a particular discipline (geography) to provide a more 
specific account of the differences between them. Geography’s quan-
titative revolution witnessed its own somewhat related bifurcation, in 
the divergence between theoretical model- oriented methods and more 
pragmatic applications of inferential statistics to primary and secondary 
data, typified by the coverage of texts such as King’s Statistical Analysis 
in Geography.35 It was not long before the peculiar challenges of spatial 
data complicated and compromised the latter enterprise considerably.36 
Meanwhile, beyond a few specialized areas and subfields such as urban 
modeling, the model- oriented approach found only limited acceptance 
before the dramatic epistemological upheavals of the 1970s and 1980s. As 
Thrift notes, this “ghettoizing of complexity theory in geography was a 
tragedy, since the potentialities for much wider interaction were there.”37 
The marginalization of complexity- oriented approaches in geography, 
within quantitative geography, is instructive, because it emphasizes the 
extent to which any attempt to map methodological approaches onto 
political or other predispositions is doomed to failure.

Even from a computational perspective the distinction I am drawing 
is somewhat artificial, since many of the same computational tools and 
algorithms are equally applicable to either big data or complexity sci-
ence, the point of general- purpose computing being precisely its mutable, 
reprogrammable nature. The truth is more complicated and nuanced than 
any simple binary account would suggest. On the one hand, simulation 
depends on repetitive, often routine calculation not achievable by hand. 
On the other, applying closed- form solutions to small data sets can enable 
iterative and interactive exploration of many possible solutions and lead 
from there to the concept of a solution space and ultimately to a more 
nuanced understanding of the original problem. When numerical analysis 
is applied in this way it can transform the questions asked of data. This 
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more exploratory stance toward data sets has initiated the trend toward 
interactive visualization of larger, more complicated data sets.

Two Cultures of Computation?
It is tempting to map these two computational styles (closed solutions 
and open- ended exploration) directly onto two cultural manifestations of 
computing: authoritarian, corporate, statist, big brother, big data on the 
one hand and liberatory, individual- empowering, personal computing on 
the other.38 The dualism is deeply etched into many accounts of the his-
tory of computing.39 The duality is particularly emphasized by self- styled 
“revolutionary” or “disruptive” Silicon Valley start- ups, deploying their 
own version of the cultural politics of the post- 1960s counterculture.40 
These contradictions are brilliantly dissected by Turner in his book From 
Counterculture to Cyberculture, and many of the contradictory oddities of 
high tech’s self- consciously liberal (often libertarian) yet conservative elite 
are entertainingly recounted in Borsook’s enduringly relevant Cyberselfish.41

A similarly odd clash of cultures is evident in the contrast between a 
New Age holism in the language and iconography around chaos and com-
plexity science and the more authoritarian, establishment, and business 
agendas both funding and consuming this science.42 Thus one important 
center of complexity science has been the Santa Fe Institute (sfi), which 
according to Helmreich “is sometimes considered the good twin of Los 
Alamos, concerned with the technology of life, rather than the technology 
of death,” and established in part through the efforts of George Cowan, 
a former director of the Los Alamos laboratory.43 Or again: “most scien-
tists at sfi are wary of any association with New Age movements,” and 
yet books such as Kauffman’s At Home in the Universe struggle (for the 
most part failing) to stay on the scientific side of a surprisingly fine line 
between New Age flakiness and detached scientific rigor when it comes 
to the more grandiose claims of complexity science.44 Such odd intellec-
tual (if not cultural) contradictions may be the inevitable outcome when 
reductive scientific methods, so successful at explaining phenomena that 
are timeless at human scales (e.g., the solar system, evolution), are applied 
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to systems in which historical modes of explanation, with their attendant 
contingencies and chance events, have been predominant.

A simplistic mapping of the cultural origins of the two computational 
traditions under discussion onto particular political or economic agen-
das is plainly unsustainable. Science and technology studies in numer-
ous fields have repeatedly and convincingly demonstrated the highly 
contingent nature of the relationships between technologies and the 
politics they embed and produce.45 So while it is tempting to suggest 
that complexity- oriented, bottom- up modeling is inexorably associated 
with anti- authoritarian and more open approaches to knowledge, while 
big data, top- down, classificatory, and inferential statistical approaches 
are aligned with powerful interests, it is demonstrably untrue. There is 
nothing intrinsic to either approach that determines the ends to which 
they can or should be deployed. Closed- form calculation might be used 
to optimize the efficient production and equitable distribution of medical 
or other public services, while simulation can be (and almost certainly 
has been) used to explore possible strategies for the illegal invasion and 
occupation of another country.

Contrasting Computational Epistemologies
The lack of a one- to- one mapping from computational approach onto 
particular political or economic agendas notwithstanding, it should nev-
ertheless be clear that these two broad approaches as distinctive scientific 
practices embed different thinking about process. They also each sit more 
easily with contrasting attitudes to the use of computation in furthering 
understanding of socioeconomic, political, and cultural systems. Indeed 
it is my argument here that we ought to choose which approaches to the 
use of computation are more likely to advance our understanding of the 
world and then adopt them for that reason. It is likely that such pragmatism 
would see big data deemphasized in favor of complexity models and other 
computational approaches more attuned to process and explanation, as 
in the digital humanities.46 This contrast between complexity science and 
big data is schematically elaborated in table 2- 1.
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Complexity- oriented, model- based approaches are precisely about 
process. It is a representation of process (however limited) that drives 
the dynamics of such models, and open- ended investigation of model 
behaviors can be considered an exploration of the conditions of pos-
sibility of the system being modeled. Before getting too excited about 
this, one should acknowledge that in many cases the notion of process 
embodied in such models is not significantly richer than that implied by 
the historical snapshots of big data. Change is most often cast in terms 
of changing attribute values of otherwise fixed and stable entities. Never-
theless the focus is on change, as well as the circumstances that produce 
change— a perspective that forces users of models to consider processes 
and mechanisms directly. Interesting model structures that combine both 
attribute change and systemic structural change are one possible advance 
in this regard.47

Open- ended exploration of dynamic models engenders a different, 
more humble, and more provisional attitude toward knowledge compared 
to predefining and then identifying “optimal” solutions or patterns of 
interest.48 Simulative computation posits “possible worlds” (in the form of 
simulation results under different scenarios or model configurations) and 
implicitly acknowledges the speculative nature of the exercise.49 Specula-

Table 2- 1. Differing approaches to complexity science and big data

Complexity science Big data

Theory embedded in models Correlation and classification

Process Temporal snapshots

Open- ended exploration  
of process implications

Exploration of already- collected data

Bottom- up orientation Top- down orientation

Multiple levels and scales Two levels (aggregate and individual)

Many alternative histories (or futures) “Just the facts” (or optimal solutions)
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tive computer modeling in this vein has led to the recognition, in some of 
the mathematical sciences (and more widely), of limits to knowledge and 
prediction, in the form of dynamic effects such as chaos, and of properties 
such as emergence, path dependence, positive feedback, and adaptivity, 
all of which are likely to preclude reliable prediction of a system’s behav-
ior over time.50 The recognition of these system characteristics under 
the banner of complexity science calls, at least potentially, for greater 
humility on the part of scientists and a recognition of limits to knowledge 
inherent in the nature of the systems under study.51 Understood this way, 
complexity science underwrites a pluralistic approach to knowledge that 
acknowledges the importance of understanding systems at multiple levels, 
from multiple perspectives, and using a variety of methods.52 Recognizing 
that social systems are composed of complex individuals organized into 
households who play multiple roles in a range of institutions of varying 
organizational structures with a range of aims and goals, one ought to 
realize, when looking through a complexity science lens, that no single- 
level, top- down understanding of how society works will do. Furthermore, 
different methods are likely to be appropriate for getting at what is going 
on in each of these diverse contexts.53

It is important to note that big data and complexity science are not as 
far removed from one another as they at first appear. Both are about fitting 
simple models to observations: statistical models derived from observa-
tional data on the one hand and synthetic simulation models on the other. 
At the same time, the important differences in epistemology sketched 
here are real. A complexity- oriented modeling approach to knowledge 
allows us to think of data not as hard, precise evidence of reality but as 
a set of patterns that constrain a space of plausible, speculative models 
whose structure and mechanisms can account for those patterns and that 
may therefore be useful in building process- oriented, theoretical explana-
tions for the existence of those patterns.54 Data in this context become an 
intermediate step in the development of explanations. By contrast, under 
the model most often adopted in the world of big data, data themselves 
are the phenomena, and explanation is less about understanding pro-
cesses and mechanisms— that is, explaining the world— and more about 



34 O’Sullivan

describing the data, at which point the phenomena themselves are taken 
to have been understood.

Conclusions
As I have tried to show, an orientation to process is absent from the epis-
temology of big data yet is surely central to any coherent approach to 
explanation in geography and the social sciences more generally. Other 
computational approaches offer more in this regard but have been less 
prominent in recent years. As much as anything this may be symptomatic 
of intellectual fashions in science. Chaos and complexity theory both had 
their own times in the sun, and “complexity” remains a much- trafficked 
buzzword. Perhaps these approaches were tried but failed to deliver on 
their initial promise, as I suggest big data is likely to do also. There may be 
some truth in this view, although it depends on an odd, fashion- conscious 
perspective on how we should evaluate scientific method. More seriously 
it fails to appreciate how great a challenge conventional modes of scien-
tific explanation face in taking seriously the uncertainties introduced by 
complexity. The complexity enterprise points to a much wider remit for 
historical and narrative modes of explanation, which go against the grain 
of dominant modes of scientific explanation. The tension is exacerbated 
by the “simple rules, complicated behavior” mantra so often used to sell 
complexity science, which presents simple models as the end point of 
complexity- oriented approaches when really they are only the beginning. 
Just as it is foolish to believe that mining big data can provide answers 
to every social science question, it would be foolish to argue that simple 
complexity science models can answer every question.

Recognizing and valuing pluralism in methods is key to the complexity- 
oriented computational approaches I favor. That implies two things. First 
that there is of course a place for big data.55 It would be absurd to argue 
otherwise. Without doubt when contemporary data sets and data- mining 
methods are applied to questions of genuine social scientific interest, new 
phenomena will be identified and new perspectives on old questions will 
emerge. But understanding those new phenomena will demand approaches 
other than those of big data. This leads immediately to the second point— 
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that other approaches to geography and social science remain vital to any 
coherent way forward. What is disturbing about much of the hype around 
big data is the apparent desire to advance on all fronts simultaneously: big 
data, not content with being a revolutionary approach to social science, 
must become a whole system for living, a societal lifestyle choice, a new 
mode of governance, of business, and of science.

The tragedy is that this stance toward big data could easily discredit 
all computational approaches to the social world— not only by getting 
the science wrong but also by becoming a pervasive social surveillance 
system, the necessity of which is unclear, beyond the desire for profit 
of large corporate interests and the data anxiety of a surveillant state.56 
The psychology of big data holds out an entirely false promise: that if 
only the data were bigger, we would know even more. There are certainly 
contexts where this might be true (astronomy’s Square Kilometer Array, 
for example), but they are not social ones.57 Much of what is revealed by 
social big data we either already know or can access in other ways that 
can place human actions and decisions in much richer social contexts. It 
seems likely that we would lose very little of genuine scientific interest 
by not recording and storing every person- machine microinteraction. 
There are no scientific grounds for “collecting it all,” only commercial 
imperatives (and even those are founded on a wild speculation), which 
returns us to the important political- economic issues mentioned at the 
beginning of this chapter.58

There is a danger in focusing as I have on method, on emphasizing 
means over ends. It is ethical positions, not methodological choices, that 
most affect the impact of research.59 Ultimately the two cannot be dis-
entangled, and if the undoubted potential of computational methods in 
the social sciences is to be realized, it is important that we discover what 
can be learned from past mistakes, recognize the limitations of all our 
data, and focus on developing computational approaches to geography 
and social science better aligned with handling those problems. Such a 
social science will not only be better science qua science but will also be 
more ethically defensible as a direct result of recognizing the explanatory 
limitations of data. In sum we should not only be challenging the political 
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economy of big data but ought to be deeply (and vocally) suspicious 
of its epistemology, not only from within critical traditions skeptical of 
quantification anyway but from the perspective that more interesting 
quantitative and computational methods are available.
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3 Smaller and Slower Data in an Era of Big Data
Renee Sieber and Matthew Tenney

Big data has become a paradigm for a supposed new type of data and 
a form of knowledge discovery.1 The hyperbole, if not necessarily the 
actuality, that surrounds big data now has an impact on nearly all aspects 
of our social life and increasingly has altered the way researchers and 
practitioners work with digital information. The language of big data 
dichotomizes our work as new versus old and big versus small. It affects 
the primary subjects of our inquiry, furthering the roles of people as sen-
sors, communication as content, and living as behavior. The impacts are 
numerous, for example, with lucrative markets for data brokerage that 
supply the demand for a “data- now” business environment.2 Governments, 
from the municipal to national levels, are transitioning from old to new 
ways of administering public services and resources via, for example, data 
analytics.3 Skepticism accompanies public and private sector initiatives 
as big data passes “the top of the Hype Cycle, and [is] moving toward 
the Trough of Disillusionment.”4 Critiques within academia attempt to 
clarify the bewildering claims of big data by exposing its varied theoretical 
pitfalls and practical shortcomings to produce meaningful or actionable 
results.5 Recent literature does little to dent the exaggerated hopes for big 
data, even as these hopes persist within the academy. As Wilson notes, 
social scientists are often quick to mistake big data as being a window 
into the daily life of its creators, claiming that “for many [of the general 
public], tweeting, posting, retweeting, and sharing is akin to breathing.”6

We were drawn to big data for a pragmatic reason. An author of this 
chapter submitted a journal article focusing on Web 2.0 mapping plat-
forms applied to local community development. According to a well- 
meaning reviewer, the number of contributions (n < 100) was deemed 
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too small and too slowly contributed to offer the rigor expected in making 
informed statements about community needs or desires. We argue that 
this represents an increasing tendency to frame geospatial technologies 
and diverse approaches for conducting social science research such that 
they conform to approaches related to big data. Social processes are thus 
articulated in terms of volume and take place on cloud- based platforms. 
This type of data determinism, in which technology dictates the manner in 
which we understand society, can lead to a new form of publication bias. 
Properties of the specific technology overrule the value of very small and 
slow data and revive periodic arguments within geography on quantitative 
over qualitative methods.7

This chapter is not a postpositivist critique upon which quantitative 
methods of big data rely. Indeed we are agnostic about the value of big 
data and data- science methodologies. And we are not completely dis-
heartened by the increasing role digital data has in social science inquiry, 
a phenomenon that can be studied and, contra, also can evince a phe-
nomenon.8 Our concern is that, by casting all data research in relation to 
big data, data scientists exacerbate internal issues within disciplines like 
geography and assist the momentum of a data- hungry social science. 
Framing data as needing to be big (e.g., large volume and high velocity) 
engenders expectations of validity and truth and creates a normativity in 
social science of how research “ought to be” conducted. We address these 
issues by first discussing the multiple origins of the concept of big data, 
the emergence of small data in response to the failings of big data, and 
the plight of very small and slow data as it is compelled to complement 
the epistemology of big data.

Big Data, from Industry Purpose to Industrious Purpose
According to Hidalgo, little “hype has come from the actual people work-
ing with large data sets. Instead, it has come from people who see ‘big 
data’ as a buzzword and a marketing opportunity— consultants, event 
organizers and opportunistic academics looking for their 15 minutes of 
fame.”9 It is important at the outset to state that there is no unifying defi-
nition of big data. Instead “big data” as a term has diverse origins and 
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serves multiple needs stemming from academia, industry, and media. 
Mashey was perhaps first to explain the concept before the term became 
common.10 He talked of “infrastress”: vast amounts of data were placing 
excessive demands on existing computing infrastructures and required 
new approaches for data storage, database structures, instant access, and 
analytic services. To Mashey, big data offered no newly opened window 
into the social or customer world.11 Rather big data presented a technical 
challenge to hardware and software engineers. Weiss and Indurkhya used 
the term in the name of a chapter in their book Predictive Data Mining: A 
Practical Guide.12 The authors, with backgrounds in artificial intelligence, 
viewed big data handling as an opportunity that was not without inherent 
challenges: “Very large collections of data . . . are now being compiled into 
centralized data warehouses, allowing analysts to make use of powerful 
methods to examine data more comprehensively. In theory, ‘big data’ can 
lead to much stronger conclusions for data- mining applications, but in 
practice many difficulties arise.”13

What began as a data management issue soon turned into a novel way 
of thinking about data. Tony Hey and fellow researchers at Microsoft 
went so far as to proclaim the emergence of a “fourth paradigm” of sci-
ence, in which big data called for new methods to address the “current 
scientific data deluge.”14 Elwood, Goodchild, and Sui explicated the three 
prior dominant paradigms of twenty- first- century science: “the empir-
ical (by describing natural phenomena), the theoretical (by using and 
testing models and general laws), and the computational (by simulating 
complex phenomena using fictional/artificial or small real- world data 
sets) approaches.”15 That data deluge, according to Chris Anderson of 
Wired magazine, heralded the end of theory.16 Current theory- driven 
models were inadequate and inappropriate in the face of the opportu-
nities afforded by volume. We no longer needed to rely on hypotheses 
to deduce relationships in complex systems.17 Instead society required 
a data- driven science to explore and discover relationships where none 
were previously known to exist. According to Jim Gray, another Microsoft 
employee, data- driven science was akin to a “macroscope”— a situation in 
which research problems were investigated as though one were peering 
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at millions of interactions through a microscope.18 An inductive, data- 
intensive approach to science would “serve as the new ark upon which 
we can survive the current big- data deluge.”19

The argument was that big data fundamentally differed from a very 
large data set and that this difference demanded new approaches that 
broke from traditional norms of science. In the data deluge precision has 
been offered as a replacement for accuracy, which cannot be evaluated 
because there are too many data. Big data sources such as Wikipedia 
utilize crowdsourcing to refine data.20 The most common articulation 
of the difference between very large data sets and big data came from 
Laney, who reflected on his first- hand experiences with the challenges of 
big data storage and management. Laney characterized this new type of 
massive data set through what became known as the essential three Vs. He 
argued that data sets were far more voluminous than before; there were 
new platforms on which data continuously streamed or were available at 
much higher velocities.21 Data also were now accessible and analyzable 
as individual records, as opposed to entire data sets. Many of these data 
now manifest in highly unstructured and messy forms. Volume, variety, 
and velocity posed challenges in data integration and system interoper-
ability. Today diverse accounts of big data are occasionally accompanied 
by a fourth, fifth, and even sixth V as necessary supports for the utility of 
specific big data applications (e.g., veracity, viability, variability, value). 
It is with the challenges (and opportunities) of these Vs that big data 
features began to substitute for a singular definition, which we illustrate 
with an equation:

big data = f(volume, variety, velocity, and maybe veracity, viability, 

variability, value . . .)

Big data has solidified around these first three features of volume, 
variety, and velocity. Difficulties in characterizing the phenomenon of 
big data nonetheless remain. A recent informal survey by the School of 
Information at the University of California, Berkeley, asked “more than 
40 thought leaders in publishing, fashion, food, automobiles, medicine, 
marketing, and every industry in between how exactly they would define 
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the phrase big data.”22 Unsurprisingly their results revealed nearly forty 
unique definitions of big data that largely revolved around a particular 
contributor’s application needs. What becomes evident after just a few 
entries is that big data has become a colloquial phrase that valorizes the 
potential of realizing granular insights relevant to specific goals rather 
than the mythical access to a generalizable data set that can be leveraged 
for numerous unanticipated uses.

According to Floridi, many of the definitions of big data rest on ambi-
guity and circular reasoning: data is big only in relation to our current 
computational power.23 As M. Graham and Shelton put it, the “modifier 
‘big’ [is] always relative and represents a moving target.”24 Contemporary 
“small data” were extraordinarily large a half century ago, and contempo-
rary notions of big data will likely be tiny just a half century into the future. 
Batty argues that conceptual ambiguity has led to a joint focus on creation 
and use of big data instead of concentrating merely on volume.25 Just being 
big (e.g., larger than an Excel table) does not render data valuable. Big data 
therefore remains “an abstract concept” that is only set “apart from masses 
of data, [by] other features, which determine the difference between itself 
and ‘massive data’ or ‘very big data.’”26 Additionally big data becomes 
constitutively inextricable from the capabilities of available software and 
hardware of the day.27 Thus if it exceeds the capacity of a spreadsheet, then 
perhaps it is still big. The irony is that big data is not entirely the product 
of machines. Big data can trace its origins to the period from the 1880s 
to the 1940s at the Harvard College Observatory, where one- half million 
observations of the night sky which were amassed entirely by humans.28

Despite ambiguities or perhaps because of them, big data quickly tran-
sitioned from a term used to describe data collection and management 
to a marketing slogan that promised to enhance business practices and 
target customers.29 The slogans shifted from “Big Data as Boogeyman,” 
signaling that early misgivings over costs trumped the potential value of 
big data, to “The Big Data Gold Rush,” in which big data was credited with 
creating a data market worth $125 billion.30 The emergence of big data as 
a commercial industry clarified big data as a commodity that could be 
leveraged for business intelligence and as a subject for data science that 
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could lend firms a competitive advantage. Big data also foregrounds the 
role of information technology (it) in businesses, from a function the firm 
relegated to an it department (e.g., payroll, inventory, and projections) 
to a core function in which an agile firm responds quickly to constantly 
changing data.31 Agility requires new it investments to manage data flows 
through, for example, new analytics, visualizations, and user interfaces. 
In this way data as marketing slogan returns to the original realm of big 
data in computer science.

Early marketing campaigns were paired with phrases such as “data 
overload” or “infobloat,” which portrayed big data science as the solution 
to excessive and unwieldy content.32 Outside a few anecdotal cases, big 
data continues to fail in delivering on the insights and value. A survey of 
more than three hundred it departments found many big data– oriented 
projects never left the planning stages, with the proofs- of- concept and 
prototypes failing to reap value for their firms.33 The same survey found a 
lack of empirical knowledge has already resulted in costly mistakes. Survey 
results mirrored an increasing disillusionment in the business community. 
News sites like zdnet and Forbes suggested that big data was “oversold” 
relative to results: “Big data is hard (and the domain of the few). Doing 
it at scale and waiting for trickle down benefits can take time.”34 This has 
contributed to the ambiguity in big data definitions. Growing amounts of 
digital data are viewed as a panacea for industries and scientific endeavors 
while being accompanied by deflated expectations. To achieve the value 
promised by big data, it appeared we needed to bring in more data under 
its umbrella.

From Big Data to Small Data
Despite the promises of analytics or data visualization Eureka moments, 
big data was failing to extract value. It was too big, too fast, and too het-
erogeneous; it was incomprehensible and impersonal. “While companies 
(and computers!) like big data, most people only need small data,” asserted 
Fidelman, because, compared to big data, “it is easier to analyze and test 
small data sets to differentiate signal from noise to extract meaning.”35 
Segments of big data were increasingly seen as a cure for big data’s lack 
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of utility: “one good strategy to solve the ‘curse of big data’ . .  . is the 
intentional and purposeful breakdown of large data sets into smaller data 
sets.”36 A definition soon emerged from the private sector to formalize the 
concept of small data, which “connects people with timely, meaningful 
insights (derived from big data and/or ‘local’ sources), organized and 
packaged— often visually— to be accessible, understandable, and action-
able for everyday tasks.”37 Small data echoed similar ambiguity found in 
big data, but small data was viewed as a way to deliver on the promises of 
big data without inducing extraordinary effort to extract value.

We argue that the concept of small data emerged for two reasons. First, 
small data offers a way to derive value from data sets using the same data 
science and analytics designed to reveal value in big data. Second, small 
data asserts the primacy of big data in framing all data. We would have 
no small data without big data, because “prior to 2008, data were rarely 
considered in terms of being ‘small’ or ‘big.’ All data were, in effect, what is 
now sometimes referred to as ‘small data’ regardless of their volume.”38 We 
turn to recent literature for several perspectives of the emergence of small 
data vis- à- vis big data. The emergence of small data helps us construct an 
epistemology of big data but at some cost to the integrity of small data:

small data = big data- some data

The first perspective is that small data is merely a digestible chunk of 
big data. Timely and meaningful insights derive from the deliberative 
extraction of subsets. Often this smaller data set is extracted because it 
responds to a particular organization or need.39

The initial process conducted on any big data is to reduce the data set 
in some meaningful way.40 The process represents both a reduction and a 
recognition that “data in the wild” is never raw.41 The reduction of big data 
minimizes the cost of data handling and presumably then maximizes the 
insights from otherwise bloated data sets. That is, utility is achieved by 
sampling and removing redundant, erroneous, and irrelevant data. In that 
way we produce working data sets. According to Lu and Li, data scientists 
rarely conduct analyses on big data; they ultimately utilize small data: 
“Most of the time, the direct access to the entire data is neither possible 
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nor computationally feasible, forcing people to probe the properties of the 
data by looking at a sample. Because of the huge size of the data, quite often 
even a sufficient sample is too costly to obtain considering the network 
traffic involved and daily quota imposed. For practical consideration, we 
are often limited to the smallest possible sample.”42

Jacobs provides an example of the computational challenges of han-
dling big data.43 The researcher generated a synthetic database consisting 
of 6.75 billion 16- byte records that was intended to emulate a censuslike 
record (e.g., age, religion, income, and address) for each person on the 
planet. The value of such a data source would be undeniably useful to 
geography researchers and others, and it was easy to store the records 
for the world’s entire population on a single consumer- grade laptop in 
2009. Jacobs argued that data storage does not present the limiting factor; 
analysis space is the challenge.44 To derive insights (information) from 
massive number- crunching analyses, particularly when those data have 
temporal and spatial dimensions, requires the data scientist to respect 
the “aggregat[ion of] data in an order- dependent manner (for example, 
cumulative and moving- window functions, lead and lag operators, among 
others).”45 The random access of most big data analytics destroys the tem-
poral and spatial contexts of the data. Small data can maintain topology 
where big data could not.

Jacobs’s example illustrates a recurring contradiction to amassing large 
data sets. We acquire the data even as we fail to amass the concomitant 
technological resources to handle such troublesome “bigness,” and we 
may not acknowledge the uneven access to such big resources. Floridi 
clarifies the paradoxical challenge in which value from big data merits 
“more and better techniques and technologies, which will ‘shrink’ big 
data back to a manageable size.”46 Thus this first formalization of small 
data emphasizes the distillation of data from larger counterparts to avoid 
existing computational limitations and analytic overload. Bigness realizes 
value only when it becomes small. Even as our storage capacities grow, we 
will still likely need to “chunk” the data so we can analyze it. Here small 
data becomes a datum of big data, which is groomed by machines to the 
needs of an individual actionable effort:
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small data <= human brain

A reason for failure of many big data projects can be attributed to a 
decision paralysis in the presence of all the possible tools, data sources, 
and potential applications available to big data.47 The tools are essential, 
since incomprehensibility is considered an intrinsic characteristic of big 
data. A second perspective on small data refers to its capacity to improve 
on understanding big data.48 Here small data is cast as data that is small 
enough in size for human comprehension.49

A working paper by Markowsky uses this humancentric definition of 
small data to justify human intervention in the subsetting of big data so 
that it “can be easily grasped by the human mind and easily visualized by 
the human eye.”50 Small data in this perspective is similar to the above 
description in the attempt to render data into familiar and manageable 
small data models. Instead of relying purely on a technological solution to 
derive big data insights (i.e., through computational analytics), this per-
spective embraces a traditional approach to interpreting data. The human 
brain becomes the analytical computer rather than depending solely on 
algorithms or statistical correlations crunching otherwise incomprehen-
sible data sets.51 The purpose of this characterization of small data is to 
aid people in using big data, so they can derive information and establish 
their own insights. This process proves difficult to not only replicate and 
intelligently subset.52 It is also difficult to share, as we discuss below in the 
section “When Small Data Isn’t the Answer, Regardless of Size.

small data = big data  me

A different narrowing of the digital deluge has small data identified as 
that which is only about yourself. We find this perspective in the realm 
of the quantified- self movement, which comes from the rise of wearable 
and mobile technologies.53 Devices such as Fitbit create relatively large 
volumes and velocities of content about individuals. These are the digital 
traces generated by nearly all aspects of technology we use, which can 
be in turn analyzed to derive insights about our own individual behav-
iors. Estrin and the Small Data Lab at Cornell University consider this 
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type of data to be small data, which “we can think of . . . as [a] new kind 
of medical evidence, evidence where n = me, because it complements 
traditional big- N population studies with data that are just about me (or 
you) over time.”54

Compared to big data, big data  me is intended to be neither anon-
ymous nor aggregated. It is intended to be comprehensible because it 
concerns a specific individual and mirrors the attempts to value big data 
by discretizing the data into digestible chunks. Small data thus acquires a 
personalized characteristic absent the collectivity of big data. This small 
data represents a new, highly personal source of valorizable informa-
tion, where data reaches deep into the body, for example with embedded 
WiFi- connected medical devices like pacemakers. Big data  me reveals an 
underlying moral quandary for small data. Individuals may generate the 
data, but this type of small data is largely out of reach for most individuals 
to obtain or effectively use and is further obfuscated by (lack of) rights 
to data ownership and privacy considerations.55

In the same way small data represented a break from big data in terms 
of distillation and comprehension, this perspective highlights a distinction 
in who the user is. In big data the end user equals analyst. In small data 
the end user can be the source of data (or collector, as we will see with 
national censuses) but not necessarily the analyst. It is likely the small data 
of the quantified self becomes aggregated across individuals for an analyst. 
The analytics and visualizations are built from the aggregations, which are 
then customized to an individual’s data stream. Neither the devices nor 
the software would be developed were it for a single individual. Thus we 
begin to see the inextricable interplay between big and small:

small data = big data/domain

A fourth perspective on small data refers to big data shrunk by specific 
domains like geography. It is often related to data about the self: “the 
data on my household energy use, the times of local buses, government 
spending— these are all small data.”56 Importantly it also depicts a domain, 
for example, of energy, transportation, and public administration. Many 
of these feeds contain explicit (e.g., bus locations) or implicit (e.g., gov-
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ernment spending, which is jurisdictionally bound) geolocations. At 
the 2012 meeting of the American Association of Geographers there was 
a special session entitled “Whither Small Data? The Limits of Big Data 
and the Value of ‘Small Data’ Studies,” which led to a special edition of 
the GeoJournal.57 At this session Goodchild and Kitchin characterized 
geographic data under the category of small data. Their primary example 
is the national census because its volume resembles a common charac-
teristic of big data and because of the central role a census plays in many 
geographic inquiries.58 Goodchild reinforces the perspective that small 
data is domain based as opposed to volume based. He argues that, in just 
the space of two years, small data has evolved from acting as proxy for 
big data to being a general term that situates the “traditional geographic 
approach” within the practice of small data studies: “Big data is distin-
guished from what I propose to term small data by its lack of the normal 
processes of quality control, documentation, and rigorous sampling. . . . 
Small data, exemplified by the products of the census, has supplied all of 
those things, with the result that analysis of small data readily leads to 
generalization.”59

Here big data is either reduced to a specific domain or big data becomes 
more comprehensible when it is rendered amenable to specific domain 
methods. In a later piece H. Miller and Goodchild assert the value that 
geography brings to big data.60 They argue that geographers possess lengthy 
experience with data volume (e.g., with Landsat remotely sensed imagery), 
as well as data velocity and variety (e.g., with volunteered geographic 
information [vgi] of multimedia geolocated content from social media 
platforms). Traditional methods were developed throughout the quan-
titative revolution in the field, survived the cultural geography backlash, 
and flourished in the giscience backlash to the backlash. These ren-
dered the discipline as being arguably better prepared than some others 
to engage with big data and fuse that engagement with smaller social 
science research.61 Traditional methods could be applied to newer geog-
raphy data, such as vgi, which resembles big data in its “messiness,” is 
“unstructured, collected with no quality control, and frequently accom-
panied by no documentation or metadata.”62 This perspective on small 
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data opens up traditional geographic data sources, such as a national 
census, to new analytic techniques and new data, like vgi, to traditional 
geographic methods.

The implication is that disciplines can assert their relevance by trans-
forming big data— “taming” data— into more meaningful data. In turn a 
specific knowledge domain gains relevance by its association with a new 
source of valorization. By positioning a discipline’s data in relation to big 
data, a discipline is shown to be equipped to tackle a new data source and 
to be sufficiently important to be heeded by other disciplines. The value of 
this positioning vis- à- vis big data within geography is energized by claims 
for its powerful and unique ability to peer into layered and complex social 
systems. These claims are advertised by statements like this: “imagine, for 
example, the human geography and broader social science research that 
could be undertaken with the data set put together by President Obama’s 
team for his 2008 and 2012 election campaigns.”63 Hyman points out that 
media speculation artificially elevated the electoral data– crunching tech-
niques utilized, which was accomplished with relatively small data capable 
of being analyzed with paper and pencil.64 This mirrors the hype in the 
private sector about the promise of knowledge discovery that can combine 
domain expertise with big data and data- driven science. We desire to see 
the potential for big data and its analytics even when it may not exist.

Goodchild has posited small data as data with quality control, docu-
mentation, and rigor.65 This mirrors Kitchin and Lauriault, who offer a 
formalized definition for small data in which “small data are . . . character-
ized by their generally limited volume, non- continuous collection, narrow 
variety, and are usually generated to answer specific questions.”66 There 
is a general lack of distinction in this usage of small data— between data 
and information— or what role data have in the various techniques of 
collection, analysis, and use within current geographic research. Despite 
this omission, the authors illuminate a critical difference between big 
and small data: most data prior to the vaunted bigness were targeted 
and organized with intent. Small data is goal- driven data, created with 
its specific goals and objectives. We will argue later that this intent, one 
of several distinguishing features of small data, can evaporate and thus 
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damage the defense of small data. More significant for us, this definition 
cements the intrinsic ties between small data and big data, as the former 
is defined with the modifiers of the latter and, as acknowledged by the 
authors, is susceptible to big data’s science and practices:

First, despite the rapid growth of big data and associated analytics, small 
data will continue to flourish because they have a proven track record 
of answering specific questions. Second, the data from these studies 
will more and more be pooled, linked, and scaled through new data 
infrastructures, with an associated drive to try to harmonize small data 
with respect to data standards, formats, metadata, and documentation, 
in order to increase their value through combination and sharing. Third, 
scaling small data exposes them to the new epistemologies of data 
science and to incorporation within new multi- billion data markets 
being developed by data brokers, thus potentially enrolling them in 
pernicious practices such as dataveillance, social sorting, control creep, 
and anticipatory governance, for which they were never intended.67

The prior definition highlights one last hoped- for perspective on small 
data— that small data is not related to big data but still serves as an input 
parameter of big data analytics:

small data ≠ big data, but value = big data analytics(small data)

Our central conclusion is that these varied small data perspectives, 
rather than offering different lenses on data, instead reassert the discourse 
on big data. Small data is more comprehensible, possesses more rigor, 
and so on, especially when those data are about us. However, that small 
data is also positioned vis- à- vis big data to presumably reap all of big 
data’s advantages. As soon as we attempt to define big and small data we 
expose a circular problem: big data finds value only when made small, but 
small data, according to some, achieves value only when it is reassembled 
into something resembling big data. We basically roll around and around 
between big and small data and consequently gain no greater clarity on 
either type. Small data perspectives also call attention to long relationships 
between a domain like geography and Internet- related technologies. Small 
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data as georeferenced data represents a separation from and an insertion 
into a big data epistemology in which a census may embed purpose to 
the data set but the multiple Vs begin to matter for all kinds of data. In 
these inclusions of nominally big data into small data the proponents of 
the definition also recast geography by separating previous geographic 
data and practices from the tenets of future data. All data, particularly the 
eminently mashable geographic data, become part of big data.

When Small Data Isn’t the Answer, Regardless of Size
Increased power and control, disruption, and new insights often accom-
pany concepts of big and small data. Haklay, Singleton, and Parker identify 
how neologisms, especially those associated with the Internet, are com-
mon in many research fields that attempt to invoke legitimacy alongside 
dominant research agendas.68 For us, neologisms serve as a shorthand 
for epistemology, a way of achieving truth that, for big data, lies in its 
capacity to be valued (e.g., monetized). By definition most neologisms are 
benign or go unnoticed. Occasionally the mainstreaming of a neologism 
can offer less than productive framings. We argue that the neologism of 
big data can fail because it is ambiguous, often deliberately so. In large 
part the ambiguity derives from a lack of context and intent, which pre-
sumably is remedied by small data. Small data can likewise fail to retain 
intent and neglect the diversity in perspectives among researchers in 
both their theoretical and methodological understandings of data. In a 
special GeoJournal issue on big data and geography Burns and Thatcher 
editorialize on the consequence of a neologism that provides less than 
productive framing: “In organizing this issue, it became clear that even 
amongst a small set of authors working from a single set of prompts, big 
data, its influence upon society, and its meaning in day- to- day life will 
differ radically depending on the research focii contested as important, 
distinctive, or superfluous. What one author clearly demonstrates as a 
fundamental concern to epistemology stemming directly from big data 
analysis, another accepts as a prerequisite for consideration of another 
fundamental focus.”69
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Both Big and Small Data Experience Information Loss
Volume is the most important part of the neologism of big data. If size 
matters in the neologism, then the adage “more is better” captures the 
homage small data must pay to big data. Kitchin explains that big data 
lays claim to an exhaustive observation space where entire populations 
are captured compared to the planned sampling strategies representative 
of small data.70 However, capturing entire populations is hardly the case 
in contemporary big data due to restricted access, unavoidable selection 
bias, and numerous other factors (e.g., digital divides of potential contrib-
utors and differing ontologies of online data sources). This focus on size is 
perhaps rooted in a conflation of data and information. Wu is a principal 
data scientist at a big data firm but remains a skeptic. He explicates the 
“more is better” fallacy: “While data does give you information, the fallacy 
of big data is that more data doesn’t mean you will get ‘proportionately’ 
more information. In fact, the more data you have, the less information 
you gain as a proportion of the data. That means the information you can 
extract from any big data asymptotically diminishes as your data volume 
increases.”71

Paradoxically the more data one has, the more information one may 
lose. The signal can become swamped by the noise and the biases. Small 
data supposedly offers greater contextual comprehension— data geared 
for the human brain— and therefore could decrease information loss. 
However, information can be lost in applying the neologism of big data 
to small data. The previous section mentions how Jacobs detailed the 
potential information loss to census analyses because the analysis cannot 
maintain the data’s topology.72 This holds whether the data is big or small 
(recall that census data are considered small data by some). The analysis 
space may still be insufficient to the task. If small data is randomly sampled 
or “analytical- ized” in a fashion similar to big data, then any underlying 
structure (e.g., the sequence of records) likely will be destroyed.

Big data results in information loss about its life cycle, primarily due to 
the need for repurposability. However, information loss about the life cycle 
of data collection can be obscured even with small data. Armstrong and 
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Armstrong critiqued Statistics Canada’s approach to collecting national 
census data.73 They recommended reexamining data from the lens of those 
it was meant to represent and explicating data’s relation to the theoretical 
assumptions made throughout the various stages of each datum’s life 
cycle. This matches a popular ailment of big data in which the context of 
a datum’s creation is as important as the datum itself. As Snickars says in 
his critique of data mining used by companies like YouTube, “if content 
is king, then context is its crown.”74

Small Data Can Lose Verification as Easily as Big Data
Small data like a census seeks to be exhaustive in terms of capturing social 
demographics on entire populations at set periods in time. Census data 
lack the velocity and variety to be considered big data; such data are also 
constrained in terms of access because availability is restricted to sampled 
profiles. To protect the privacy of citizens, Statistics Canada limits the 
reporting of certain geodemographic characteristics to a 20 percent sample 
and provides the geodemographics in aggregated form unless the agency 
grants special authorization. The advantage of this official or authoritative 
data set does not necessarily lie in its verified account of the population 
but in that it is a controlled and directed collection. This is consistent with 
the domain- based category of small data with its own internally consistent 
rules with regard to quality control, documentation, and rigor. These rules 
offer tangible means for understanding possible biases of samples and/or 
the entire data set, with the potential to compensate for systematic errors.

Elevation of the census as the quintessence of small data implicates 
this type of data source as a more verifiable or authentic account of social 
insights than big data. One would be hard- pressed to gain similar levels 
of geographic or demographic granularity through popular social media 
services for numerous reasons, whether because of restricted access to 
proprietary data or inherent degrees of uncertainty induced by unverifiable 
profile information. Wilson illustrates the unverifiable nature of social 
media data with a ruse turned viral reporting on the death of actor Mor-
gan Freeman.75 As Wilson reminds us, truth is no prerequisite of big data, 
but mistaken authenticity is possible also in small data.76 The fifth most 
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common religious affiliation reported to the United Kingdom’s census was 
“Jedi Knight.” The case of hundreds of thousands of Jedi knights inhabiting 
the British Isles is perhaps more easily detected than biases found in big 
data, where teenagers falsely report their ages to circumvent policy restric-
tions on certain web services. Herein lies a paradox. There are likely more 
demands on the accuracy of small data than big data because of the for-
mer’s domain- based architecture of data control. Yet H. Miller and others 
argue that small data would benefit from the domain- independent ana-
lytics and novel data quality methods that were devised for big data. This 
further impedes, as mentioned above, the goal of using the human brain 
as the analytical computer rather than depending solely on the algorithm.

Small or Large, Researchers Become Big Data Scholars
An independence of specific domains implies a transformation in scholar-
ship in those domains. Small data research could turn scholars into junior 
big data scholars. As small data is upscaled, Kitchin sees new opportu-
nities for data science and increased availability of research funding.77 
This mirrors the emergence of giscience, mentioned earlier. giscience, 
emerging from an academic backlash over cultural implications, as well 
as from a tool- versus- science debate about geographic information sys-
tems, centered on whether positioning gis as a science conferred greater 
legitimacy to the research.78 gis as a form of tool using can be seen as 
inferior to a giscience. Tool using represents the domain of practitioners, 
whereas a science label could lead to greater standing in the academy, with 
the promise of more highly rated publications, larger grants, and more 
tenure lines. Transforming big data into a science and then positioning 
small data within big data could presumably achieve benefits similar to 
giscience. We already see the positioning regarding tenure lines with 
advertisements for academic positions in geospatial data science. If we 
can aggregate small data sets, for examination with data mining, then 
small data sets achieve a renewed and rebranded value in the academy.

According to Kitchin and Lauriault, “The data from these studies will 
more and more be pooled, linked, and scaled through new data infrastruc-
tures, with an associated drive to try to harmonize small data with respect 
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to data standards, formats, metadata, and documentation.”79 Exhortations 
to harmonize data do not automatically result in harmonization, in large 
part because these digital forms of standardized aggregation can conflict 
with institutional cultures. Culturally the ideals of the ivory tower may 
follow the democratic virtues touted by supporters of data sharing. That 
same culture can punish the pooling of data. The adage to publish or 
perish remains deeply embedded in research culture. In an increasingly 
neoliberal university, which injects market values like competition into 
academe, sharing data by enabling its pooling can mean a researcher loses 
one additional opportunity for career advancement and job security. 
Indeed structuration itself can form part of research discovery: “Scientists 
now have too much choice when it comes to data formats. In fact, it’s 
quite common for researchers to invent formats for each new technique 
and sometimes each experiment. This makes the work of integrating large 
data sets significantly more difficult.”80

Trevor Garrett is lead researcher on the Dutch national project to create 
an international data- sharing infrastructure.81 He argues that effective 
scaling through data structures resembles a kind of magical thinking. 
Infrastructures may be desired but fail to even approach their asserted 
objectives. Canada’s auditor general disclosed information about a 
taxpayer- funded $15.7 million project to build a “trusted digital repository 
for records, but due to a change in approach it was never used.”82 The goal 
was to collect government data back to 1890, yet the host of the repository, 
Library and Archives Canada, currently has a backlog of almost one hun-
dred thousand boxes, some of which have been untouched for more than 
twenty years. The repository’s search functions are reported as inefficient, 
which is particularly problematic with respect to information on Cana-
da’s shameful Indian residential school system, which is needed for the 
Truth and Reconciliation Commission of Canada. Magical thinking has 
pervaded preparations for archiving paper documents. Canada has yet to 
craft a strategy to manage the imminent arrival of digital- only documents.

More is known about why individuals refuse to share their data than 
is known about why they would share. Wallis, Rolando, and Borgman 
surveyed users of or contributors to a sensor network- sharing platform, 
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where participants’ greatest concern was information loss in the pooling 
of data: aggregation on these portals separated data from documentation 
context that would allow for proper attribution to the original contrib-
utors of data.83 When data sharing did occur, it prevailed in person- to- 
person interactions and not through impersonal digital infrastructures. 
The authors confirmed that few institutional incentives exist for rendering 
data interoperable and then using that shared data. When there is little 
incentive to share data, it is difficult to envision funding support for an 
infrastructure to make interoperable the “richness and variance that is likely 
to exist in . . . slices of the long tail of science and technology research.”84

Whether the issue is small data or big data, enabling interoperability 
can demand a profound shift in what is valued in the research process. A 
drive toward interoperability can move the focus in the means- ends idiom. 
Instead of using data as a means to generate findings, they become an end 
unto itself. We have seen this shift in gis implementation, in which data 
have long achieved a value separate from the reasons for their generation.85 
One struggle in gis has been documenting data sufficiently to retain 
institutional memory about its provenance, classification, and intent. Dif-
ficulties in creation and upkeep of spatial metadata have long been known; 
automation has not markedly improved its collection.86 There also is the 
challenge of preparing data in a way that anticipates repurposing of that 
data for unknown audiences and undetermined usages. Repurposability 
is a crucial assumption of big data, but compliance can move resources 
from data use to data preparation. Most researchers and practitioners are 
not meant to be data producers (i.e., producing data for the sake of data) 
but data collectors, in situations where data fuel predefined objectives.

The Plight of Very Small and Slow Data
We argue that we will see an impact on hyperlocal and very small and 
slow- to- achieve- results projects amid an urgency to transition to big data 
and its accompanying data- driven science. These activities risk being 
transferred to what we call, for want of a better phrase, very small and slow 
data studies. We contend that very small and slow data is not necessarily 
subverted by big data but compelled to complement big data approaches. 
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This realignment occurs on numerous fronts, including creating expec-
tations of having a “bigness” to one’s data set, which then represents the 
importance of a study, the data, and the rigor of its methods, as well as 
access to resources (e.g., funding set aside for big data– like studies).

Very small and slow data can be considered part of the process of quali-
tative social science methods, such as case studies, ethnographic reports, or 
biographical accounts. These data sets may well be normative, for example, 
exploring aspects of social justice. Very small and slow data is the size at 
which much of social science data is collected. The data tend to be highly 
particularized and require lengthy time periods to collect because they 
supposedly offer nuanced reflections and deep topological relations, are 
embedded in historical and anthropological contexts, and, arguably, lie 
within human comprehension. According to Ballantyne, these types of 
studies should describe the messiness of what happens on the ground and 
be distilled into stories by which we explicate the data of our research.87 
Some argue that big data allows us to escape an era of scarce data so we 
can live in data- rich environments.88 Another perspective is the promise 
that our meager data stores can describe rich environments. The appeal 
of these studies is that value can be found in the very noise that gets dis-
carded from big data to achieve the signal. Very small and slow data can 
be the reasoning or speculation that occurs behind the key- value coding 
in many content analysis approaches, or it can be the thought processes 
of researchers and their subjects in determining their “choice as to what is 
most real.”89 While we are supportive of a very small and slow approach to 
data collection, even when done digitally, we do not automatically advocate 
that the only good data would be the smallest and slowest. Numerous 
reasons preclude these types of studies (e.g., objectives of study, resource 
constraints, or objections of participants). Our definition for very small 
and slow data is imperfect and subject to the very critiques we offered 
above. We choose the term as a provocation and simply question the 
drive to subsume all data to the assumptions embedded in a neologism.90

We rely on the first equation, big data = f(volume, variety, velocity, and 
maybe veracity, viability, variability, value . . .), and the Vs to suggest some 
ways in which this shift is particularly toxic to very small and slow data.
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Normative Positioning through Size
Very small and slow data brings the assumptions of volume into high 
relief in how big data normatively positions small- scale social science 
research. Because volume can be measured numerically and categorically 
(i.e., ordinally), it embeds a hierarchy. Bigger is better. Any hierarchi-
cal system or dichotomous pairing presupposes an ethic, either where 
one choice is instrumentally superior to another choice or where one 
“ought” to select one choice over another (i.e., there are right and wrong 
practices). Smallness also reflects the type of data represented. Refer-
ring back to the introductory anecdote about Web 2.0 for community 
development, a small number of vgi observations could be consid-
ered flawed relative to a large number, in part because the observations 
are asserted and not emergent from experts. By implication very small 
and slow data sets would require strengthening, whether by imposing 
accuracy or, in a Wikipedia crowdsourced model, by precision. Only 
by this layering, this accretion of assertions, does one approach value. 
There may be no refinement, yet the quantity constructs validity. In an 
epistemology of big data in which ways of knowing are attached to large 
numbers of contributions that serve to triangulate each other, precision 
presumably fixes the mistakes.

A larger assumption concerns the way the size of big data (or small data 
as envisioned with very large data sets like a country’s census) convinces 
us that with volume, reach, and scalability we can attain new insights. In 
comparison to big and small data, very small and slow data, unless we pool 
it, limits our ability to maximize insights. Hardt exposes big data biases in 
his article, “How Big Data Is Unfair.” Hardt charts the methods by which 
big data can dilute minority views, which are statistically overwhelmed 
by the volume of majority opinions. Instead of reaching the long tail 
of public opinion, big data can result in a regression to a “white” mean 
that diffuses minority voices while giving the appearance that minority 
voices are heard.91 This relates to Elwood and Leszczynski’s observation 
that we too often conflate availability with access.92 Just because anyone 
can participate on a social media platform does not mean everyone will 
participate. Contrary to the assumption that big data is neutral while 
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very small and slow data is biased, both big data and the analytics offer a 
social mirror to our biases:

As we’re on the cusp of using machine learning for rendering basically 
all kinds of consequential decisions about human beings in domains 
such as education, employment, advertising, health care and policing, 
it is important to understand why machine learning is not, by default, fair 
or just in any meaningful way.

This runs counter to the widespread misbelief that algorithmic deci-
sions tend to be fair, because, y’know, math is about equations and not 
skin color.93

Speed over Nuance
Small data, as compared to big data, suffers from a lack in “real- time” veloc-
ity in both its creation and collection. Very small and slow data can allow 
us to contemplate the good things that come to those who wait. Often the 
waiting occurs whether researchers want it or not. An important feature 
characterizing the collection of very small and slow data is the building 
of trust between the researcher and research subjects (not to be confused 
with algorithmically calculated trust used in many big data social network 
projects). To gather very small and slow data from in- depth interviews, 
one must allow time to cultivate a personal relationship and trust. Inter-
view respondent numbers may similarly be small in size with perhaps a 
few dozen respondents; interviews may have no or irregular periodicity 
(one- time interviews or a sequence over a number of months), possess 
weak relationality, and be limited in variety (e.g., only text transcripts). 
Instead of assuming that very small and slow data is weak in insights, the 
information (insights) gathered from these kinds of data may be richly 
textured and supported by rigorous methods. Simultaneously, insights 
derived from slowness of certain methods may be incompatible with an 
instant- access age, in which data are constantly updated in a continuous 
stream. Numerous situations may require instant access. We may save 
lives because of the speediness afforded by citizens’ sensing of crises.94 
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However, in conforming to the assumptions of big data we risk abandoning 
the slow study in preference to the speedy superficial.

Harmonizing the Smallest and Slowest Data
Finally, let us consider variety. Efforts needed to maintain the value of 
very small and slow data in a big data future may oblige researchers to 
ensure their data are linkable and scalable, as in the case of small data. 
The assumption underlying harmonization is that data gains value in its 
aggregation. The converse could be characterized as “a pixel unused is a 
pixel wasted.” If the data exist only in the proprietary silo of a research 
report, then they fail to achieve their potential. Why should such data 
not be used again? As sharing and reuse, particularly digital repurposing, 
has become intrinsic to current research, the questions become argumen-
tum ad hominem. What does the objector have against the reuse of data, 
especially if that reuse generates new knowledge? The subtext is that the 
researcher is immoral for not attempting to wring more insights out of 
preexisting studies, if insights can be accrued in combination with other 
data sets. A clear expression of morality lies in the attribution of life- 
saving properties to linked data: “Examples of the power of linked data 
arise daily. In Britain, The Times picked up raw, linked data about bicycle 
accidents from DirectGov and published a mashup map showing where 
bicycle accidents had occurred, so cyclists could be aware of the many 
dangerous spots along the city’s roads.”95

Very small and slow data therefore resembles this expression:

big data = n*(very small and slow data)

where n is the linkage threshold at which the data become legitimate in 
the epistemology of big data. However, very small and slow data allows 
us to examine the converse: “why shouldn’t we waste the pixel?” Certain 
data cannot and should not be repurposed. Sacred data exemplifies the 
conflicted nature of data sharing. Rundstrom wrote that in many indig-
enous cultures certain knowledge could be known only by small num-
bers of people (e.g., elders).96 Others had no rights to that knowledge. 
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Certain bands would accept the loss of indigenous knowledge if there 
was no incoming elder rather than allow that knowledge to be recorded. 
In another instance an indigenous group would allow its sacred site to 
be destroyed rather than permit it to be mapped and potentially expose 
that knowledge to a broader public. The supposition that some data sets 
should be lost and not be repurposed or ever made public violates the 
ethos that all data should be available for linking.

When we conduct research with or about marginalized populations 
in very small and slow data studies, we frequently place our research in a 
critical context. These include positionality and subjectivity vis- à- vis the 
individuals we conduct research with or on (e.g., “One author is a white 
middle- class cis- gendered woman co- conducting research with indige-
nous peoples, who are actually a subset of a larger indigenous grouping”). 
Technically a harmonized, linked- data approach can attach these details 
to the extracted data because of their polymorphism (e.g., a document 
file to an individual record). An initial linking, however, cannot guaran-
tee the link is subsequently maintained. A linking also may exclude an 
ethics review. Indeed ethics may not permit a repurposing. Whether we 
are linking or pooling, we could lose much in the harmonization of very 
small and slow data. Perhaps certain data sets should not scale.

Conclusion
In this chapter we moved from big data to small data to very small and slow 
data and back again. This structure allows us to meditate on the seesaw 
rhetoric of big data. Namely, big data is too big or fast to comprehend 
or to manage computationally. It fails to produce value as advertised, 
so we shrink the data to a manageable size.97 Small and very small and 
slow data offer value through purpose- driven data collection, but they 
can be considered inconsequential for newer analytics, visualization, 
and, ultimately, insights. Consequently we are urged to employ various 
aggregations to scale them to big data. But the resultant data may lose 
their context and become too big to comprehend. So we shrink the data; 
repeat the rhetoric as needed.
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We do not argue against the value of any one size (i.e., the Vs suggested 
by big data) of data set over another. Instead we argue that the hyperbole 
of big data permeates all data. Regardless of data size the temptation is 
to position all data within the opportunities— the insights and the new 
valuations— offered by big data. Generalizing one size of data as being 
representative of all social science research misrepresents the nature of 
small and smaller data and the value of all sizes of data in the future of 
a discipline such as geography. Even considering small data as a unary 
representation of geography issues a misapplied philosophical reduction 
to the discipline. Traditional unary representations and neologisms serve 
more to artificially obfuscate our work than elucidate the discipline’s 
future. We hoped to demonstrate this by the ironic coinage of our own 
term: very small and slow data.

We expect more numerous calls for very small and slow data to 
be repositioned as amenable to small data, which in conjunction is 
repositioned as a contributor to big data. We prefer the acceptance 
of diverse data sets and of varied approaches, one of which has some 
data never warehoused, shared, or linked. In this chapter we sought 
to deflate some big data hubris being prematurely attached to small 
and smaller data and which likely will face difficulty in matching the 
exaggerated claims regarding the utility of resembling “big.” We urge, 
along with many others, restraint in adopting such epistemologies for 
social science disciplines like geography, because they miss bigger issues 
that could derail the relevancy of big data in the future of social sci-
ence research. By adopting the pluralistic acceptance of different sizes 
of data in geography, we should strive to balance the critical and the 
opportunistic somewhat in the fashion of M. Graham and Shelton: “We 
believe that a broader conversation into the big data meme itself and 
the ways that it is able to redirect and displace attention, conversation, 
resources, and practices away from other pressing issues will not only 
allow us to avoid the most problematic implications of big data but also 
work toward a more productive integration of big data with existing 
research paradigms.”98
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4 Reflexivity, Positionality, and Rigor  
in the Context of Big Data Research
Britta Ricker

In this robust unstructured era of big data, neopositivistic empiricism 
asserts strict objectivity when manipulating data, yet big data is riddled 
with the subjective positions of those entering the data, those creating 
and maintaining the storage and retrieval mechanisms, and those sifting 
through the data. Big data offers unique analytical opportunities to reveal 
patterns that may otherwise have gone unnoticed. The sheer amount and 
variety of data being generated by a seemingly heterogeneous population 
and then collected primarily by businesses constitutes a relatively new 
phenomenon, and it is tempting to assume data do not lie and are truths.1 
The experiences and subject positions (the positionality) of those entering 
the data are often missing or lost when amalgamated into big data, and 
the epistemologies of those who manipulate and handle the data come to 
inform the methods chosen to shape the meanings drawn (or not) from 
the data entered. The positionality (in terms of race, age, socioeconomic 
status, ethnicity) of a researcher, scientist, database administrator, and 
other actors influences what questions are and are not asked in data sci-
ence. Knowledge is mediated and constructed through interactions with 
the world. The meanings extrapolated, the knowledge built from big data, 
are limited by the questions that are asked.

Here I impose a social constructivist critique or rather a reflectivist 
theoretical stance.2 Echoing the postulation of boyd and Crawford and 
of Dalton and Thatcher, I infer that the questions we ask, the analysis we 
conduct, and in turn, the patterns we find in big data are heavily influ-
enced by our epistemologies.3 Epistemologies describe the background 
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and the perspective or lenses through which we study the world.4 We 
must consider not only the perspectives of individual researchers but 
also those of other individuals, such as the computer scientists and 
database administrators who maintain the data.5 The so- called black 
box is made up not of a conspiring individual but of a disconnected 
stream of bureaucracies, or countless groups of individuals limited 
by their own knowledge, positionality, time, and other constraints, 
including those associated with actors upstream. Thus I ask, (How) do 
identities and experience (dis)appear from big data? This overarching 
question can help explain research design choices and what meaning 
is extracted from big data based on the identities and experiences of 
the researchers who enter the data and the database administrators 
who maintain the data. This can also be applied to the identities and 
experience of the subjects whose data have been amalgamated into 
big data. As critical theorists moving past positivistic assumptions, we 
understand that even the choice of mathematical methods by which 
researchers query, analyze, and display data is influenced by their posi-
tionality. While big data may seem to be overtly quantitative, the data are 
also overwhelmingly qualitative in nature, necessitating methodology 
distinctive to qualitative research.

In an effort to identify social and spatial implications hidden (or not) 
within big data, we can learn lessons from qualitative geographic infor-
mation systems (gis) and previous gis critique that can provide useful 
insight when investigating ways in which to productively utilize big data, 
particularly for social benefit beyond existing neoliberal initiatives.6 In 
the tradition set by Baxter and Eyles, England, and others who call for a 
high standard of rigor in qualitative methods, I suggest that we enter into 
a discussion considering how these same standards of rigor applied to 
qualitative research could be beneficial for the analysis and manipulation 
of big data.7 Theories and reflexive methodologies associated with feminist 
geography are becoming richly diverse; they should be creatively applied to 
the study of big data.8 Otherwise we risk continuing to serve the agendas 
of the technocratic elite, rather than the needs of the underprivileged— 
those who could benefit most from sharing their personal information.
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Big Data in a Spatial Context
Big data is considered to be data that are high in volume, velocity, and vari-
ety, as well as highly flexible and exhaustive and often containing associated 
locational and temporal information.9 Big data is seen as perplexing due to 
the sheer amount of data and because of the recurring and unspecified 
filtering imposed on them.10 Data that previously went (digitally) undocu-
mented are now being collected via the big data movement. These data are 
frequently diverse, consisting of, for example, time stamps, documenting 
not only such things as a phone user’s most recent activity, movement 
patterns, buying habits, and call logs but also a wide range of ambiently 
collected data. Other data being collected are qualitative, full of rich infor-
mation such as opinions typed into a restaurant review application. All of 
these activities can be and often are documented by someone and some-
thing. While these data are new in that they are being collected digitally 
in volumes that were once considered infeasible, the idea of collecting this 
type of data is not entirely new. Mathematicians of the past have encoun-
tered some of the same challenges being faced today by big data engineers.11 
This form of digital data offers social scientists, particularly social spatial 
scientists, new opportunities to collect and access qualitative data through 
the utilization of massive amounts of unstructured data.12 While excessive 
amounts of digital information are being collected and hoarded at present, 
the goal of harnessing their full potential has yet to be realized. Utilizing big 
data is a significant challenge because the constituent data are for the most 
part unwieldy. Businesses and researchers alike are still figuring out how 
to interact with this form and volume of data. Big data has the potential 
to reveal and link spatial contexts, meaning, and processes, but these data 
are noisy and cumbersome, making it difficult to yoke their strengths for 
social good.13 Kitchin clearly identifies opportunities, challenges, and risks 
associated with big data and spatial science research. Opportunities are 
afforded in the sheer amount and diversity of data being collected, while 
the risks and challenges associated include the assumptions that these data 
can “speak for themselves” and that theory is dead.14

The data entry process associated with big data may inform experience 
in place. These are the contexts in which the data are collected. They are 
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often the location of the qualitative observations most valuable to human 
geographers and social scientists. The data being entered and then aggre-
gated as location- based services (lbs) amounts to a cyclical process.15 Early 
research suggests that many voices and experiences (particularly those of 
the underprivileged and underserved) are missing from big data currently 
being collected.16 Big data collection risks infringing on individuals’ privacy 
while also exhibiting social unevenness.17 Experience from the past could 
help inform how big data can be used for productive purposes.

While the focus of this chapter is not on the makeup of big data infra-
structure, I believe it is relevant to point out that there are multiple levels 
of data collection, storage, aggregation, and manipulation, thus introducing 
many opportunities to insert personal bias in one stack. Broadly speaking, 
the stack refers to the combination of elements, typically software and 
hardware components, required for a database or system to be usable and 
useful. If you were to search online for images related to the term “big data 
stack” you would find thousands of versions of different data structures. 
The configuration of the stack dictates what information can be collected 
and how it is combined or not with other data, and each of these osten-
sibly minute decisions about collecting and combining influences how 
data can be used in the future. It is these seemingly objective tasks and 
steps where it is possible for those who interact with the data and make 
decisions about the receptacles and organizational structures in which 
it is housed to insert bias. Descriptions of these stacks include a storage 
location, often in distributed data centers, file systems, data warehouses, 
and databases. There are endless ways to configure a big data stack. Like 
research more broadly, the process of analyzing and organizing this stack 
associated with (big) data is recursive and, ideally, reflexive. Technical and 
theoretical research is being conducted to identify relationships between 
datacentric and operation- centric approaches to computationally intensive 
geographic data and analysis methods.18

To retrieve data collected and stored, a search needs to be conducted 
using a query language. Conducting such a query across distributed data-
bases and data centers is no easy task. This complex process is constantly 
being improved, and much research is being done to optimize these types 
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of workflows specialized for big data handling with a special consideration 
on spatial information.19 Once data are retrieved they must be aggregated. 
There is no single industry- standard software package available at this time 
that can retrieve the data, run statistical analysis, and provide visualization 
capabilities, since at present there are three or more software systems 
required to fulfill all of these tasks. I consider the software package de 
jour for data retrieval to be Oracle Nosql, for statistics it would be R, 
and for visualization the popular choice in 2016 is Tableau (depending 
on the circle). At present Hadoop is a popular open- source big data soft-
ware framework for setting up hardware clusters. The workflow vaguely 
described here varies dramatically from project to project and company to 
company. This is an evolving process that influences who handles data and 
who in turn may modify it. Data provenance is a formal area of research.20

When big data are described as passing through the black box of soft-
ware and data aggregation, it is important to understand that the black 
box can be thought of as a bureaucracy in that many actors are involved 
in setting up and maintaining “the stack.” The stack refers to the organiza-
tional and flow structure of the data, where data are stored, the direction 
in which data travel, and where data are housed until called upon. Each 
of these actors has its own positionality, educational background, and 
understanding of the technology that is available and accessible. These 
perceptions include views and experience with proprietary versus open- 
source software systems, which will in turn affect the storage, access, 
retrieval, and visualization of information down the line. Each of these 
actors has different time constraints, which will also influence decisions 
about how to set up and maintain a big data stack. This is the descrip-
tion of just one of many other potential stacks. As Thatcher points out, 
the “data fumes” from one system could be passed along to another.21 
Taking this view a step further, I suggest that the organization of a stack 
could influence data that are included and how they pass through several 
other stacks before they reach an end user or researcher, leaving endless 
opportunities to change the data.

The technical architects associated with a project largely dictate big data 
stack construction and decision making, which influences the structure 



Reflexivity, Positionality, and Rigor 75

and maintenance of a data stack. These decisions are influenced by the 
goals of the individual project, the funding agency, and the experience of 
those on the development team. These decisions have long- term ramifi-
cations, including if and how spatial data are collected, stored, and used. 
Each actor associated with the stack holds power, as depicted in a popular 
Internet comic (fig. 4- 1). In this comic one colleague is asking another 
to pull data from a database. It becomes clear, based on the terminology 
being used in the exchange, that the person who is asking to pull data from 
the database does not know how to do so from a big data stack. It can 
also be inferred that the person being asked does not want to complete 
the task and is thus engaging in a display of power.

In an effort to demystify big data for researchers approaching it from 
the geoweb, Thatcher’s research revealed the actors who control the black 
box by illuminating the positionality and the thought process of those cre-
ating the structure of the data— not only the data collected or the output 
but also the way in which the data are housed and queried as well.22 His 
work has provided a fundamental understanding of the decision- making 
processes and structure associated with big data collection and distribu-
tion.23 Dalton and Thatcher have provided glimpses of what is inside the 

Fig. 4- 1. Example of how power relations manifest themselves in the workplace; 
knowledge of a system influences ability to access and manipulate data. Illustration 
courtesy of John Muellerleile (@jrecursive).
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black box.24 Their efforts can be used to inform future efforts in utilizing 
big data for social improvement.

Lessons from Qualitative Research and Rigor in the Big Data Context
While qualitative geographers and social scientists call attention to how 
their work cannot and should not be evaluated in the same manner as 
positivist/quantitative research, they have rarely described how their 
research should be evaluated.25 Feminist poststructuralists, challenging 
the so- called objective research paradigm, call for ethical research by 
stimulating researchers to be more reflexive and inclusive of methods 
that reveal sensitive power relations between the researcher and those 
being studied.26 As researchers of big data, we must locate ourselves in 
our work and show how this location influences the questions we ask 
and how we conduct and write up our research.27 We need to identify 
ourselves as insiders or outsiders in relation to the subject in an effort to 
help us interpret the meaning of the data collected.28 How much are we 
participating in the big data process and at what point in the process do 
we as researchers have experience?

Human and feminist geographers challenge us to be suspicious of 
objectivity and move beyond looking only at spatial patterns by instead 
looking at other types of relationships within our research.29 This is not to 
say that qualitative methods are not scientific or rigorous. In quantitative 
research the term “methodological rigor” refers to the validity, reliability, 
and objectivity of the research process. Within the field of qualitative 
research this includes researchers’ responsibility to be reflexive and honest 
about their position in relation to the research being conducted.30 Rigor 
in both qualitative and quantitative research helps indicate at what level 
the research is believable and worthy of attention.

To establish rigor in qualitative research, Baxter and Eyles suggest a set 
of criteria rather than a fixed set of rules. Their suggested criteria include 
the credibility, transferability, dependability, and confirmability of one’s 
research. While these authors were evaluating and speaking largely to 
qualitative research in which the researcher had direct contact with the 
subject when collecting data through interviews and other forms of direct 
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contact with a community, these ideas can and should be applied to the 
study of big data. Baxter and Eyles conducted an extensive literature 
review in which they identified specific conditions as indicators of rigor 
in research: the presence or absence of a rationale for methodological 
choices, multiple methods, description of respondents, direct quotations 
from subjects, interview practices, procedures for analysis, immersion and 
length of fieldwork, revisits, verification by subject, appeals to interpretive 
community, and rationale for verification.31

Debates from GIS Critique as They Apply to Big Data
The aim of a critical gis is to illuminate ways in which positivist practices 
associated with gis and knowledge production generate hierarchies of 
power that produce social, economic, and cultural inequity.32 Critical 
gis and qualitative gis scholarship has extensively covered the debates 
associated with the critique of gis research, questioning quantitative 
versus qualitative approaches to the use of the technology and extending 
this critique to the geoweb.33 It is not my intention here to provide an 
extensive literature review related to these ideas or debates but rather 
to echo M. Graham and Shelton’s call to look to experiences in related 
disciplines to highlight ideas and arguments that could be relevant to the 
critique of big data in a spatial research context.34 Debates that occurred 
primarily in the 1990s regarding epistemological approaches to research 
in gis are well documented yet still unresolved.35

We risk replicating epistemological debates documented in critical gis 
literature in the context of big data and the geoweb, because like gis, big 
data is seen as positivistic and objective. Quantitative ways of interpreting 
data and representing those data as maps that are associated and produced 
with gis are given more weight and seen as authoritative compared to 
other representations of knowledge. gis has been critiqued particularly 
for affording scientists a disembodied view of the world, often referred 
to as the “god trick,” referring to the ability to see the whole world while 
being distant from it.36 Historically gis and cartography have not com-
monly featured minority subject positions or objects, and thus the aim 
of the critical gis movement has been to eradicate socially constructed 
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inequalities through maps.37 Significant efforts have been increasingly 
utilizing gis for feminist endeavors.38 Recent research harnessing big data 
on the geoweb suggests that women and underprivileged populations’ 
views are not being equally represented using traditional forms of gis.39 
Similar debates and findings are likely to arise in the context of big data 
and the geoweb.

Referring to the data being collected, gis are socially produced, 
creating a case that can be researched using multiple epistemologies.40 
As Elwood and Cope postulate, it is valuable to utilize multiple episte-
mologies, through diverse modes of analysis and forms of knowledge, 
to transcend levels of agency and authority through different forms of 
data, representation, and analysis in research. Epistemology is closely 
intertwined and influenced by positionality.41 Positionality influences 
epistemologies, as well as the data collected and consequently the infor-
mation that becomes knowledge generated therefrom.42 Critical reflexive 
engagement challenges quantitative and positivist approaches closely held 
by traditional research in gis.43 Knowledge is situated and not objective.44 
Feminist scholars acknowledge that situated knowledges add diversity to 
our understanding of the world, thus providing an opportunity to engage 
in dialogue with those possessing other positionalities.45 Recognizing that 
knowledge is situated requires researchers to reveal their positionality, 
which in turn reveals the origin of the truth being documented, thus giving 
the researcher ownership of and responsibility for that truth. This process 
has been termed “strong objectivity,” acknowledging that positionality 
influences worldview, and recognizing this is a step toward objectivity 
in that it proclaims that neutrality in science is impossible.46 It has also 
been recognized that units of knowledge are not fixed; they are fluid and 
evolve and can pool to create shared bodies of knowledge and need not 
be considered distinct experiences that influence who, whether groups 
or individuals, counts in a gis.47

With situated knowledge in mind, “gis scholars work with a mixed 
epistemological toolkit that varies from positivism to pragmatism.”48 It is 
necessary to acknowledge that methods and epistemology can be related 
but are not fixed; multiple epistemologies can utilize a single method.49 
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Critical cartography has taken steps to acknowledge and celebrate inclu-
sive mapping practices that are occurring outside of corporate and gov-
ernment agencies, which typically are responsible for managing spatial 
data and cartography.50 By advancing non- normative claims to power, 
one can advocate for those who are typically marginalized by bringing 
attention to seemingly inevitable dominant positionalities typically asso-
ciated with power.51

At present big data is most commonly collected and analyzed to push 
corporate agendas. These agendas have been masked and defended by 
claims that data are objective. Quantitative ways of presenting informa-
tion are given more value than qualitative information, which is often 
equated with anecdotes. When gis was originally gaining popularity 
within the field of geography, it was critiqued for serving elitist techno-
logical agendas.52 Those critiques are similar to the way big data is now 
being critiqued in this book. Feminist poststructural critiques recognize 
that multiple perspectives and methodologies can be inserted into gis.53 
Similar observations and transitions will likely be observed for big data, as 
more and more of the subject positions of those involved in the process 
of knowledge production resulting from big data are revealed. Much like 
gis, we risk reproducing in our big data the inequalities observed in reality 
on maps.54 The medium used to collect, analyze, and aggregate data will 
influence who participates in the process of knowledge production.55 
It is hoped that as more people identify the utility in big data and the 
skills required to harness the utility, more will participate in the analysis 
thereof, making more diverse epistemological representations possible 
in the future.

Inserting Reflexivity through Positionality  
in the Structure of Big Data
Bringing the discussion back to the promise of big data, M. Graham and 
Shelton call for use of big data to identify ways to reduce social inequality 
and environmental injustice.56 A critical first step is to begin rigorous 
qualitative research, including data collection, analysis, and dissemination 
associated with the big data utilization process.
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Wilson asks who gazes into the (Arc)toolbox and how. The same ques-
tion can be posed in terms of big data: who can see and reach into the 
black box?57 As researchers we need to explicitly state our positionality. 
Are we insiders or outsiders in our relationship with the technology 
in question? Wilson clearly describes this spectrum as a borderland in 
terms of gis researchers— the insiders who practice gis and the out-
siders who do not.58 When we consider this idea in terms of big data, 
what is missing are the mechanisms associated with collecting, storing, 
retrieving, and analyzing the (big) data. While big data is ostensibly a 
technological challenge, technology is never utilized outside of social 
constructs. Thus it is necessary to discuss epistemological approaches 
to technological utilization associated with big data.59 We must consider 
using these new processes associated with qualitative data collection and 
new methods associated with big data so we can work toward a more 
inclusive big data horizon.

Inserting reflexivity into our own research, but also considering the 
positionality of those who are invisible actors in the supply chain of big 
data, may insert rigor into our research in big data. The aim of reflexivity is 
to remind researchers that they are not machines. Context and subjective 
perspectives shape the meanings the subject shares with the researcher.60 
Here it is important to remember that individuals, who maintain episte-
mological individualism, program the machines.

Big data is made up of seemingly invisible processes, yet it is possible 
to visualize the invisible, to apply qualitative rigor by considering the 
positionality associated with those who are programming the cyborg.61 
While it is not possible to connect with each of the individuals involved 
in collecting, storing, and retrieving big data, it is possible to contem-
plate their positionality. Consider not only those who input the data 
and then analyze the output but also those who create and construct the 
data infrastructure in which the data are stored. They may inadvertently 
provide an opportunity to insert bias, to reflect the positionality of the 
developer, the data infrastructure engineer, and the cyber construction 
worker. The position of the researcher and the programmer (and those 
maintaining big data) may influence the accessibility of information; others 
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may not have access.62 These individuals controlling the data have unique 
constraints, including time, money, expertise, and previous experience 
(including epistemology). Other limitations may include what can and 
cannot be collected in each data field and what data can be collected by 
a sensor or by a query. For research to be replicable the positionality of 
those involved in the data collection, storage, and analysis procedures 
needs to be revealed or at least considered, because those with different 
positionality may collect different data or seek patterns in data that have 
been hoarded. Also invisible is the positionality of programmers. What 
technical training have they received? Why did they choose open source 
versus proprietary software?

Discussion
In the tradition of Baxter and Eyles, England, and others who have set 
the standard for rigor and qualitative methods, I suggest that we enter 
into a discussion regarding how to apply qualitative rigor when analyzing, 
manipulating, and critiquing big data.63 There is a need to be reflexive as 
researchers while we develop and pose our research questions and assert 
our positionality as it applies to both the collection and analysis of big data.

Inserting qualitative rigor into a quantitative field not only introduces 
reflexivity but also reifies the inclusion of more voices in the data set, 
meeting the goal of using big data for social good. Baxter and Eyles have 
suggested criteria to establish rigor in qualitative research in a different 
context.64 I suggest that we find ways to apply such criteria to the analysis 
of big data. These criteria include consideration of the credibility, trans-
ferability, dependability, and confirmability of one’s research. In addition 
to the consideration of methodological rigor itself, particularly making 
explicit the rationale for methodological choices, indicators for rigor in 
research include the use of multiple methods, a description of respondents, 
direct quotations from subjects, interview practices, procedures for anal-
ysis, immersion and length of fieldwork, revisits, verification by subject, 
appeals to the interpretive community, and a rationale for verification.65

It is clear that researchers investigating social space see much hope in 
using big data to help underprivileged populations; however, we have yet to 
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see this hope realized.66 These scholars are echoing England’s recommen-
dation to conduct research with integrity, especially among marginalized 
populations. Feminist poststructuralists are calling for ethical research, 
thus challenging the so- called objective research paradigm by appealing to 
researchers to be more reflexive and to use methods that reveal sensitive 
power relations between the researcher and those being researched.67

While the process of interacting with big data is opaque and the 
researcher is commonly far removed from those entering the data or 
even organizing and storing it, qualitative rigor could be incorporated by 
simply recording these positionalities in the comment section of code, 
by adding it to the metadata, or by considering the positionality of all of 
the actors involved in the process, that is, the positionality of not only the 
researcher but also those who control other points in the big data process.

Even if we overtly acknowledge that the research relationship, includ-
ing the big data stack, is hierarchical, reflexivity alone cannot resolve the 
issue, but it will make others more aware.68 While the researcher holds 
power (in the case of big data, the powers that own the data or those with 
the skills to interact with the data), she can also give it away.69 There is a 
need to be reflexive as researchers while we develop and pose our research 
questions, as well as to assert our positionality as they apply to both the 
collection and analysis of big data.

Acknowledging the multiple positionalities involved in assembling 
big data used in qualitative research may help the researcher gain access 
to new information. The same consideration can be applied to those 
building the infrastructure for big data.70 Those who pose the query to 
the key- value store pair may (not) gain access to information based on 
their positionality, their understanding of the world, and what they can 
offer the data contributor in return.

It is the researcher who decides which voices will be heard and what 
will be written up in the final project to be shared with a wider audience; 
reflexivity and acknowledging the researcher’s position in the research 
constitute an example of rigor.71 In the era of big data there are so many 
actors involved that they all have had some hand in determining what 
data are included in a data set that may then be analyzed by a researcher 
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or analyst. No longer is it only the researcher who decides which voices 
are heard, which data are collected, and which data are queried, stored, 
and aggregated.72 Today big data is stored within large bureaucracies. To 
be considered, individual bits of data must make it through several steps 
before they reach a researcher. No data are truly raw.73

Conclusion
I have described here, from a qualitative perspective, some ways in which 
feminist and poststructuralist approaches could be applied to research 
challenges that are associated with big data research. In the future, by 
identifying ways to use big data to reveal (spatial) patterns and qualita-
tive experiences that previously went unnoticed, established qualitative 
research methods could be used to impose rigor and to identify valuable 
patterns within the big data. How big data is interpreted is informed by 
individual experience with it in the world and by epistemologies of every-
one who touches it. It is hoped that big data utilization can go beyond 
number crunching, toward the discovery and display of spatial patterns 
of behaviors or needs; however, we must acknowledge that the math-
ematical methods by which we choose to analyze and display data are 
influenced by our positionality. Guidance offered by Baxter and Eyles, 
England, and others has informed us of the utility of rigor in qualitative 
research methods, and here I have displayed how these ideas can be used 
to investigate big data.74

Attempting to illuminate individual positionalities within the black 
box or the stack could be considered an effort to mitigate positivistic 
assumptions and call into question how subjectivities are inserted in the 
collection, storage, retrieval, and analysis phases of big data, thus insert-
ing rigor. Facilitators of each step within a stack have an opportunity to 
insert their subjective bias; their positionality influences the data. By 
acknowledging the positionalities of those working within the stack, we 
come one step closer to “strong objectivity.” Understanding this relation-
ship will help inform how we approach big data as qualitative research-
ers. The data cannot speak for themselves, as they have passed through 
many hands, many boxes, and many fields prior to reaching the hands of 
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the researcher or analyst.75 The black box contains these stacks made up 
of disconnected streams of bureaucracies, comprising not necessarily 
conspiring individuals but a group of individuals limited by their own 
knowledge, positionality, and time constraints.

Much can be learned from scholars in other disciplines who critique 
similar technological approaches to research.76 Here I have presented 
how feminist and poststructuralist challenges associated with big data, 
including guidance on establishing qualitative rigor, could be applied 
to big data. By illuminating the subject positions of those who control 
the black box gathering big data, I am hopeful that another step toward 
infiltrating the cyborg will be taken.77
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5 A Hybrid Approach to Geotweets
Reading and Mapping Tweet Contexts on Marijuana Legalization 

and Same- Sex Marriage in Seattle, Washington

Jin- Kyu Jung and Jungyeop Shin

Rigorous scientific scholarship is not about the one best method 
and universal truth. Rather, it is about an ongoing engagement 
and debate between the full range of “scientific” methods, each 
capable of producing reliable but situated understandings of the 
world, and involving the full range of potential stakeholders in 
seeking to understand and improve the world.

— Eric Sheppard, “Knowledge Production through Critical gis”

We are living in a world of big data, in which 2.5 quintillion bytes of data 
are created every day, and more data are generated every two days than 
humankind created in all of history prior to 2003.1 Some have estimated 
that in 2016 the size of generated data in the world will surpass not the 
petabyte or the exabyte but the zettabyte.2 This would be equivalent to the 
amount of data that would result from every person in the United States 
taking a digital photo every second of every day for a month.3 Big data is 
often characterized not only by its size or volume but also by its variety 
and velocity, such that traditional tools and processes cannot handle the 
data.4 The responses to big data are varied, from exuberant excitement to 
extreme fear. For instance, the U.S. government and private corporations 
like ibm believe that big data can enhance accountability, boost economic 
productivity and government services, and even protect the rights of cit-
izens.5 Others fear that big data could erode privacy, diminish our critical 
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perspective on data, diminish the use of finer- level small data, and even-
tually give us the fallacy that bigger data sets are always better data sets.6

These spectra of reactions to big data phenomena provide unique 
opportunities as well as challenges for geographers and giscientists. 
While faster access to large and diverse data sets may offer unprecedented 
opportunities, it also presents methodological conundrums. From a data 
science perspective the proportion of data we can analyze is naturally 
declining (even though the amounts of data we can analyze are increasing), 
because the evolution of tools and processes cannot keep pace with the 
exponentially increasing numbers of data. However, the bigger issue facing 
researchers is the development of effective and appropriate methods capa-
ble of extracting meaningful information from big data. More specifically 
we are presented with the question of how we can analyze and interpret 
data in a way that preserves context and considers not only the size of a 
data set but also its depth. In researching big data we need to consider, 
borrowing Manovich’s terms, both “deep data,” often associated with rich 
descriptive qualitative data, and “surface data,” associated with large vol-
umes of quantitative data.7 Even though many researchers have started to 
utilize big data, we have seen only a few examples of research that uses and 
takes into account both deep and surface data, or what Sui and Goodchild 
have characterized as the data avalanche: deep data for and about many.8

The main objective of our research is to develop a hybrid approach to 
explore, analyze, and represent big spatial data in a way that leverages both 
quantitative and qualitative methods throughout the research process. In 
particular this paper is a response to a general lack of approaches integrat-
ing qualitative ethnographic and interpretive methods with quantitative 
geographic visualization and spatio- temporal analyses. As Eric Sheppard 
suggests in our chapter epigraph, we would like to find a way to adopt 
and integrate different methodologies in meaningful ways to study big 
spatial data. This is also our attempt to revisit and advance the insights of 
innovative researchers, who have previously sought to integrate different 
methodological approaches in creative ways in order to develop mixed 
or hybrid approaches to the world of big spatial data.9
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To provide an empirical example of our hybrid framework, we focus 
on spatially linked social media, in the form of geolocated tweets or 
geotweets. Geotweets are one important form of big data that have 
resulted from the growth of social, location, and mobile applications, or 
“SoLoMo.”10 In SoLoMo we see countless forms of user- generated content 
(e.g., photos), endless communication (e.g., tweets), user- defined key 
words or metadata (e.g., hashtags), and various location- based services 
(lbs). Location- based information is often one of the most important 
new features of mainstream social media, and it has given geographers a 
reason to pay greater attention to social media.11 For instance, a search for 
the keyword “Twitter” on Google Scholar (scholar .google .com) results 
in more than 5.8 million papers as of December 10, 2015. Nevertheless, 
compared to other research areas related to tweets and social network 
analysis, relatively little research has focused explicitly on spatial or 
locational social data.12

In the following section we review existing geographical research involv-
ing geotweets. This review presents some key themes emerging from the 
various types of quantitative methods currently used to research tweets, 
and it will also reveal the relatively limited use of qualitative approaches. 
We further argue for the need to develop a hybrid approach that gives us 
a more holistic understanding of tweets. In the third section we briefly 
discuss the theory and practice of mixed- methods research, present our 
conceptual model of a hybrid approach, and situate our model within 
the discussion of mixed- methods research. Our model concurrently and 
sequentially integrates digital ethnography with spatio- temporal analyses 
and geographic visualization. The fourth section introduces our case 
study, which maps and examines three months of geotweet data in King 
County, Washington, related to the legalization of marijuana and same- sex 
marriage in Washington State in the 2012 general election. While this case 
study may not show a full picture of the hybrid approach, we hope that our 
focus on the process of building a hybrid approach will stimulate further 
discussions about applying such integrated methods to the geographic 
study of geotweets and big spatial data in general.
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Existing Geographic Research on Geotweets
By using geotweets we can understand activities and opinions in virtual 
space, as well as their relationship to real world space and activities. With 
newly joined locational information added to the other obvious merits 
of Twitter data, geotweets are important sources of information for geo-
graphical research. We find that current research on geotweets has focused 
on three main themes: disaster, public health, and politics.

First, issues related to natural disasters, such as earthquakes, floods, and 
hurricanes, are critical to the safety of our lives. Compared to traditional, 
official data sets, tweets are more effective at identifying disasters and 
increasing awareness. Kent and Capello Jr. and Vieweg et al., for instance, 
have explored the correlation as well as the causal relationship between 
the location of a wildfire and the locations of fire- related tweets.13 There 
have also been studies that have attempted to mine seismological data 
from sentiments and opinions expressed on Twitter.14 The second theme 
is public health. Health issues, such as the occurrence and dispersion of 
epidemic diseases, have spatio- temporal perspectives. Official data sources 
are often slow to detect the propagation of diseases or the public’s feelings 
about newly emerging diseases. For tracking and controlling disease and 
health issues, Twitter data have become more important.15 The third theme 
is related to political issues and elections. There have been many research 
projects that have attempted to predict election results for political and 
social ballot measures using tweets. In many cases a significant correla-
tion was identified between the contents of tweets and election results, 
thereby evaluating the prediction power of social media.16 This has been 
implemented not only in the United States but also across the globe in 
locations such as Singapore and the Netherlands.17 Many empirical studies 
have also proven that a strong positive correlation exists between Twitter 
data and election results.18 Some researchers, however, dispute the cor-
relation between Twitter data and elections results because of potential 
discrepancies between the two.19 These discrepancies may be due to a lack 
of the accuracy necessary for prediction, overestimation of the election 
voting rate from rates of support on Twitter, and inconsistencies between 
opinions expressed in tweets and election support. This makes us wonder 
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if the tweets’ contents could be used for predicting the political results 
or if we could find debates or activities in social media in relation to a 
political event like an election.

In methodological terms quantitative analyses are useful for the study 
of the distribution and patterns of tweets, as well as for finding the 
correlation between tweets and other variables. We consider three par-
ticular quantitative methods that can be used to explore the geographic 
context of tweets: geographic visualization, temporal visualization, and 
spatial analysis.20

The first methodology is geographic visualization. Many researchers 
have focused on finding out who is and who is not using social media, 
why and for what purposes they use it, and what visualization techniques 
greatly help such research exploration.21 Geotweet data allow us to use the 
power of geographic visualization. Tsou et al. developed a kind of packed 
solution called vision (visualizing information space in ontological net-
work) to analyze the spatial distribution of webpages and content in social 
media, including data found via commercial search engines (e.g., Yahoo, 
Bing), the Twitter api, ip geolocation methods, and basic geographic 
information system (gis) functions.22 They created tweet density maps, 
tweet key word clouds, and spatio- temporal maps of geotweets for the 
2012 U.S. presidential election. MacEachren et al. also suggested a total 
software solution for geotweets.23 Their package, called SensePlace2, has 
several functions, such as collecting, processing, and visualizing tweets 
through mapping and interactive query. Both vision and SensePlace2 are 
good examples of geo- visualizations, which capitalize on the geographic 
information associated with tweets.

The second methodology is temporal visualization. The temporal 
distribution of tweets and linked multimedia, such as photographs, is 
visualized using different temporal scales.24 Researchers have created 
temporal visualizations at both local and global levels, in order to show 
the mobility patterns of geotweets at different times.25 The temporal attri-
butes of Twitter data can be explored using different temporal scales, such 
as monthly, daily, and hourly scales, and they are often visualized using 
histograms, frequency word clouds, and Twitter data clocks. Combined 
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with geographic visualization, temporal visualization contributes to the 
creation of spatio- temporal visualizations of tweets.

The third type of methodology is based on traditional gis spatial anal-
ysis and is used to find deeper geographic patterns within Twitter data. 
A series of spatial statistical analyses can be useful here. For example, for 
the individual point distribution of tweets, we can measure the density of 
point distributions, degree of clustering, and even the causal relationship 
between Twitter data and related socioeconomic data. Examples include 
the visualization of statistical deviational ellipse of point distributions, 
the extraction of information about obesity and health from tweets for 
comparison with the location of McDonald’s restaurants, and the use of 
various regression and hot- spot analyses to explain tweet distributions in 
relation to various socioeconomic variables.26 These examples all demon-
strate innovative attempts to study geographic aspects of tweets through 
traditional gis and spatial analyses.

Mixed- Method Research Design and Digital Ethnography
Diverse and creative efforts have been made to expand the geographi-
cal analysis of geotweets and social media in general. We have moved 
beyond just plotting dots (tweet points) on maps and have started to make 
good progress toward drawing meaningful quantitative information from 
tweets. However, existing discussions of geographic analysis of tweets 
have not fully considered the qualitative forms of Twitter data, and as a 
result researchers have not often adopted qualitative research methods 
in their analysis. We can create a hybrid or mixed- methods approach by 
mixing both quantitative and qualitative methods and more specifically 
by integrating digital ethnography with gis and spatial analyses. Before 
we present the details of the proposed hybrid approach, we briefly discuss 
the mixed- methods approach— what it is and what its characteristics are.

Mixed- methods research supports the idea of combining quantitative 
and qualitative approaches in the methodology of research. The central 
promise of mixed- methods research is that different research methods 
offer possible solutions for one another’s problems.27 Different methods 
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not only cross- check each other but also improve and build upon one 
another. Taking a pragmatic approach, mixed- methods research recognizes 
that the research question is more important than either the method or 
the worldview that is supposed to underlie the method. In other words 
this approach no longer considers research methods to be extensions of 
epistemology and ontology, thereby preventing the research from being 
confined to any particular type of method.28 In the discipline of geography 
both qualitative and quantitative researchers have begun to recognize the 
validity of mixed- methods approaches.29 In particular the discussions 
surrounding mixed- methods research provided crucial ground for the 
development of qualitative gis, which mainly looks at the possible meth-
odological blending of gis with qualitative data and research. Researchers 
have increasingly attempted to expand the potential of gis for nonposi-
tivist modes of analysis, including qualitative research, as part of a wider 
effort to problematize the contemporary divisions between epistemology, 
ontology, and methodology. They have made consistent efforts to break 
the taken- for- granted binaries of qualitative geography and quantitative 
geography and have problematized the narrowly defined meaning of gis 
as a quantitative/positivistic research tool.30

The important discussions concern qualitative data. Qualitative data are 
considered to be a source of well- grounded, rich descriptions of processes 
and places, and they are usually in forms such as text, image, audio, and 
video rather than in numerical form.31 Qualitative data are often collected 
from the field so that they reflect the everyday lives of people and society. 
Because qualitative data are traditionally close to a specific situation, it is 
believed that they better preserve contextual information related to the 
phenomenon under examination.32 We suggest that geotweets can be 
considered qualitative data and that meaningful insights from tweets can 
be pulled out through qualitative research methods. However, there is a 
clear distinction between traditional qualitative data from the physical 
field and tweets. Geotweets are in digital or virtual space. For this reason 
it is important for us to think about a new type of qualitative research 
method for geotweets.
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We critically examine the possibility of using what Murthy calls “digital 
ethnography.”33 Digital ethnography is the ethnographic study of or with 
digital objects and technologies, in which we systematically study people, 
places, and cultures using digital artifacts. Murthy argues that research 
done exclusively online, for instance, on social networking websites, blogs, 
and digital video, “can be highly fruitful,” even though we cannot consider 
digital ethnography to be superior to traditional ethnographic research.34 
We agree with him that digital data are good sources for hearing and telling 
nuanced, situated, and contextualized stories if we approach and treat 
them with the same rigor, integrity, and ethics that we commonly use in 
traditional ethnographic research. Ethnography with digital data has the 
same value as nondigital ethnography. The increased volumes of not only 
textual data but also multimedia such as audio, video, and photos make 
digital ethnography an attractive qualitative method. We are already start-
ing to see the practical implications of digital ethnography, as evidenced 
by the use of visual methodologies by planners and researchers.35 Digital 
ethnography can be an interpretive and an analytical qualitative method 
that is capable of making sense of phenomena in tweets. Digital ethnog-
raphy can also help us find out the meanings people (e.g., tweeters) bring 
to phenomena, which are the stories, lives, opinions, and expressions 
“posted” in their tweets. Now the question is how we might mix digital 
ethnography with quantitative methods in a hybrid research framework.

Methods can be mixed in different ways, and mixed- methods research 
design can therefore be classified by the priority given to either quantita-
tive or qualitative methods, by the procedures adopted to mix different 
methods, and by the level at which methods are integrated (see table 
5- 1).36 Hybrid methods can prioritize qualitative (qual) or quantitative 
(quan) methods, or they can give an equal weight to each type of method 
(qual + quan). Both qualitative and quantitative methods can be used 
in parallel (simultaneous), or one method can be used first in order to 
develop measures and outcomes for the following method (sequential). 
In addition the hybridization can occur at the level of data, method, and 
even theory, even though theory- level integration might be the most 
challenging task.
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Figure 5- 1 shows the conceptual model and process of the hybrid 
approach upon which we are building. It demonstrates what, how, and 
when quantitative and qualitative methods and analyses are used and 
integrated in our research process. We will explain each step in detail with 
our case study in the next section.

Case Study: Building a Hybrid Approach  
for Analyzing Geotweets
Step 1: Data Collection
The study area for our project was King County, which is the most pop-
ulous county in Washington State and the county in which Seattle is 
located. Geotweet data were collected from King County over the three- 
month period from August 1 to October 31, 2012.37 A total of 818,818 tweets 
were collected, and the resulting data set contains detailed information, 
including user ids, user descriptions, geographic coordinates, date and 
time stamps, place types, and the main text of tweets. We used the geo-
graphic coordinates of each tweet to generate tweet maps and then used 
Esri Arcgis Desktop Suite for spatio- temporal analyses and geographic 
visualization. All data were stored in table format (Excel) for searching, 
retrieving, and analyzing tweet information. We also used computer- 
assisted qualitative data analysis software (caqdas), especially atlas.Ti 
6.0, to facilitate qualitative data analysis. Geotweets include both quanti-
tative and qualitative data, which presents data- level hybridity.

Table 5- 1. Types and levels of hybridity

Hybridity

Priority qual, quan, or qual + quan

Procedure Simultaneous or sequential

Integration Data level, method level,  
or theory level



Fig. 5- 1. Conceptual model of hybrid approach. Created by J- K. Jung and J. Shin.
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Step 2: Data Exploration and Basic Visualization
We began by visualizing the basic spatial and temporal distributions of all 
of the tweets. Mapping close to one million tweets within King County 
did not show any identifiable or meaningful spatial patterns and charac-
teristics except that most tweets were from the western part of the county, 
especially around Seattle. We also conducted a simple content analysis by 
counting the frequency of words, and we visualized the tweets’ contents 
by creating content clouds. Although these were not made for advanced 
textual analysis or visualization, they were useful for data exploration 
and initial visualization that offers a quick overview of the data set. In 
parallel we began digital ethnographic research by reading and exploring 
multiple possible meanings of the original tweets’ texts. Certain themes 
naturally emerged in the process. We identified the most tweets about the 
following issues/topics: the Summer Olympics, the U.S. swimming team 
(especially Michael Phelps), the nfl, the Seahawks, foods, restaurants, 
crimes, bars, music, singers, weather, friends, and elections. In particu-
lar the tweets about political issues and elections caught our attention, 
because there were many tweets about the upcoming presidential election 
contests between Barack Obama and Mitt Romney, as well as about the 
2012 election at the state level. In this step of our analysis both quantita-
tive and qualitative methods were simultaneously used in the process of 
exploring and finding key themes for the research, and the integration 
occurred at the method level.

Step 3: Selecting Key Themes
Because of the sensitivity of the issues and the intensifying interests and 
controversy we could identify in the public from our initial readings of 
tweet texts in the previous step, we decided to focus on two particular 
local agendas in the Washington State election: Initiative 502 (i- 502), 
related to marijuana legalization, and Referendum 74 (r- 74), related to 
same- sex marriage. We also set our overarching research goal to be the 
identification of any meaningful relationship that might exist between 
geotweets and the 2012 state- level election, especially i- 502 and r- 74. 
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To answer this question we decided to look at any potential correlation 
between the geotweet and socioeconomic or demographic variables, as 
well as between the geotweets and public opinion as represented by local 
mainstream media coverage (e.g., Seattle Times). To measure any potential 
correlation we also acquired the election results data, including a precinct- 
level gis file. The process of choosing key themes from the earlier two 
steps in the study helped us to generate key research questions and also 
made us consider other variables with which to work.

Step 4: Digital Ethnography: In Vivo Coding
The digital ethnographic research we conducted with geotweets was based 
on grounded theory, especially the coding methods used.38 Grounded the-
ory is a method used to inductively generate theories from empirical data 
that have been systematically gathered. The coding process is an integral 
part of grounded theory. Coding is a way of understanding the contextual 
meaning of qualitative data, and codes are categories or keywords that rep-
resent the context of qualitative data.39 There are generally two broad levels 
in the coding process, both of which we implemented in our research. One 
is in vivo coding, which can be thought of as being emic to the original 
data. This is based on the idea that codes should typically not be pre- 
defined by researchers but instead should emerge from the data.40 For this 
reason in vivo codes are often words or phrases taken directly from the 
texts. On the other hand analytic coding is another level of coding process, 
one in which researchers generate more interpretive and reflective codes.

During step 4 of the research process we primarily performed in vivo 
coding, paying particular attention to our two key themes (i.e., i- 502 and 
r- 74). By carefully reading the main content of tweets one by one, we 
generated codes directly from the tweets’ texts. For instance, in relation to 
i- 502 if “marijuana” was included in a tweet, the word “marijuana” became 
one of our in vivo codes. In the initial coding process in vivo codes were 
not produced as a final outcome of the research but were instead intended 
to be used to search for and find tweets that might be related to the two 
themes we focused on in the following analysis. In other words the initial 
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qualitative research, in this case in vivo coding, was used for identifying 
tweets that may be more contextually related to our two focused themes. 
Ideally it would have been best if we could have read all tweets and com-
pleted the in vivo coding for all the tweets we had. However, this was 
impossible and also unrealistic because of the number of tweets and the 
time it took to code each tweet.41 We therefore read and coded a total of 
24,560 tweets one by one, which was a random selection of 3 percent of 
all gathered tweets.

In terms of hybridity this step was mainly based on qualitative research 
at the method level, and it was a sequential integration because its results 
were designed to help the procedure of the following quantitative research.

Step 5: Codes Related to Key Themes
We generated codes related to i- 502 and r- 74 by considering both the 
tweet text and the hashtag fields in the database. We purposefully created 
four “selected codes” for indicating the association with and the nature 
of support for the two themes, i- 502 and r- 74. We added the following 
four new fields (columns) in the database: “i- 502” (tweets related to mar-
ijuana legalization), “r- 74” (tweets related to r- 74, marriage equality, 
or same- sex marriage), “i- 502 support” (tweets showing support or no 
support for i- 502), and “r- 74 support” (tweets showing support or no 
support for r- 74).

The following codes were created in relation to i- 502: “marijuana/
marihuana,” “bho (Butane Hash Oil),” “weed,” “haze,” “pot,” “hempfest,” 
“legalize,” “catnip,” “medical,” “502 yes,” “pop,” “dope,” “hufplantlife,” “doit,” 
“potpeeve,” “vote,” and “502.”42 Codes associated with r- 74 were the fol-
lowing: “Referendum 74,” “same sex marriage,” “gay marriage,” “marriage 
equality,” “marriage right,” “approve 74,” “wa4m,” “r74,” “Approver74,” 
“vote4love,” “Seattle approve r74,” “gay sorority,” “r74 marriage,” “loveis-
love,” “freedomtomarry,” and “Approve 74.”

The initial coding process also helped us see various feelings, senti-
ments, and opinions about the two election agendas as evidenced by the 
following tweets:
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“People trip about weed like me smoking it is gonna dramatically effect 
their lives”

“It’s an interesting thought, but the poor disappearing [in the conver-
sation of] has sinister implications.”

“See it’s hot in Seattle people. We got the 3ws too, women weed and 
weather”

“King4news poll: widespread support for legal marijuana, same- sex 
marriage: http:// t .co /nyl1*** check that out”

“@cityclublive@uwcomm Marijuana Legalization i- 502 Same Sex 
Marriage r- 74 Debate http:// t .co /tsnj!***”43

Surprisingly, there were also many (un)expected examples describing 
criminal activities (e.g., a dealer kept updating his/her current location so 
that people could find and buy marijuana), slang or code words referring to 
marijuana (e.g., green, pop, bho [butane hash oil] made from marijuana), 
and the organization of illegal activity. For instance, one of the most prolific 
participants in the Twitter discussions of marijuana legalization turned 
out to be one of the organizers/vendors of the Seattle Hempfest 2012, 
where she could sell what she claimed to be organic (marijuana) products. 
Her linked Flickr and Facebook pages showcased a full set of photos of 
the products she carries. Also it was not difficult to identify the Twitter 
ids or hashtags of popular marijuana distributors, some examples being 
mary_jane and kusharmy for the former and #canabiscup, #cannacig, 
#legalizemeth, #highttimes, and #addition among the latter.44

Step 6: Data Mining
With all the generated codes we extracted tweets that were particularly 
related to each key theme. Then quantitative content analysis was used 
to search for tweets relevant to the key themes. We searched for tweets 
containing particular words (e.g., the in vivo codes). Content analysis 
also allowed us to quantitatively measure the frequency of words. In this 
step only a quantitative method was used in a sequential order at the 
method level.
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Table 5- 2 summarizes the total number of tweets, the number of sup-
portive/nonsupportive tweets for i- 502 and r- 74, and the election results 
for both agendas. The number of tweets related to i- 502 and r- 74 was 
quite small compared to the total number of tweets. Small numbers of 
related tweets might also prove the lack of local residents’ interest in the 
political issues, even though the issues seemed to be quite controversial 
and a popular topic of discussion in the main media coverage. The number 
of tweets for i- 502 was almost double the figure for r- 74. However, we 
also found that we cannot clearly determine whether many of the tweets 
for i- 502 and r- 74 were supportive or nonsupportive of each agenda; 
we categorized those as “neutral.” Neutral tweets were more common 
for i- 502, and many tweets that we extracted from earlier steps were not 
explicitly about i- 502. While the majority of tweets were in support of r- 74, 
only 35 percent of tweets showed support for i- 502. This also suggested 
that some topics with wider cultural variation (e.g., cannabis use) may 
be more easily mistaken than explicit political expression (e.g., support 
for legalization).

The total number of registered voters was 1,165,084, and about 84 per-
cent of them voted; the total number of votes cast was 973,894. Each issue 
had the same number of votes because the votes occurred during the same 
election on the same day. The rate of support for i-502 in the election (61.7 

Table 5- 2. Total number of supportive/nonsupportive  
tweets for i- 502 and r- 74

i- 502 (marijuana  
legalization)

r- 74 (same- sex  
marriage)

Total number of tweets 1,071 400

Support/nonsupport Yes (35%), no (18.5%), 
neutral (46.5%)

Yes (64.2%), no (3.5%), 
neutral (32.3%)

Election results Yes (61.7%), no (33.5%), 
null/invalid votes (2.8%)

Yes (65.3%), no (32.1%), 
neutral (2.5%)
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percent) was almost double the rate of support in tweets (35 percent) for 
the initiative. However, the rate of support for r- 74 (65.3 percent) in the 
election was similar to the support in tweets (64.2 percent) for the reform. 
The comparison between a real election result and the key themes and 
codes discussed in the tweets allowed us to make connections between 
digital (virtual) and place- based physical realities.

Step 7: Basic Spatio- Temporal Analysis and Visualization
We applied various spatial and temporal analyses and also started to 
look at their correlation with other socioeconomic and demographic 
characteristics of King County, such as median household income and 
the distribution of youth. In these analyses we used only the tweets we 
extracted during the previous analysis.

Figures 5- 3 through 5- 6 show the geographic distributions of tweets 
for i- 502 and r- 74, the distribution of young people in their twenties and 
thirties, and the distribution of household median income. The spatial 
unit of these maps is the census tract. Figures 5- 3 and 5- 4 are density maps. 
To explore detailed spatial patterns, we overlaid the point locations of 
tweets with a kernel density surface. The kernel density was created using 
a bivariate probability density function, as given in figure 5- 2.45

Kernel function K could have different forms, and in this analysis the 
quadratic function was used with 8,000 feet as a search radius and 1,000 
feet as an output cell size.46 The tweets for i- 502 and r- 74 are mostly 
distributed in the western part of King County, where the urban regions 
are located. The locations for r- 74 are distributed much like the ones for 
i-502, and they are particularly concentrated in downtown Seattle. Even 
though the total number of tweets for r-74 is smaller than the figure for 
i- 502, overall patterns are quite similar for both.

We also looked at socio- demographic information such as the distribu-
tion of young people in their twenties and thirties, as well as the median 
household income.47 Young people are more clustered in urban regions 
centered on downtown Seattle, the University of Washington’s Seattle 
campus, and Bellevue; their geographic distribution has a pattern quite 
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similar to the distribution of tweets for i- 502 and r- 74. From an economic 
perspective the distribution of median household income is uneven (fig. 
5- 6). Incomes are higher in urban areas and much lower in rural areas, 
especially the eastern and southern parts of King County. The distributions 
of the tweets are similar to young people’s distribution in the region but 
are different from the pattern of median income.

There are some temporal variations as well (fig. 5- 7). The percentage 
of tweets on Sunday is slightly lower than on other days. Monday has the 
most tweet activity for i- 502, while the midweek days are more active for 
r- 74 tweets. If we look at the daily pattern of tweet activity in general, the 
least active period is from dawn to the morning hours (from about 5:00 to 
10:00 a.m.). Tweet activity becomes more vigorous during the afternoon 
hours (from about 2:00 to 5:00 p.m.), and it reaches a peak during the 
evening and nighttime hours.

As we conducted basic spatio- temporal analyses and created maps, 
we simultaneously continued qualitative analysis, particularly analytic 
coding on the data set. As you may recall from our previous discussion of 
coding, analytic coding is a more interpretive process. It helps research-
ers understand the contextual meanings of qualitative data (e.g., tweets) 
that were often not as visible in the tweet texts or in vivo codes. Deeper 
reading and interpretation of only extracted tweets greatly helped us to 
identify and reveal hidden contexts. For instance, “equality,” “family,” and 
“kids and r- 74” are examples of newly created analytic codes. There were 

Fig. 5- 2. Bivariate probability density function to determine kernel density. Created 
by J- K. Jung and J. Shin.



Fig. 5- 3. (top) Spatial distribution of extracted tweets and distribution of young peo-
ple and median income, tweet distribution for i- 502. Created by J- K. Jung and J. Shin.

Fig. 5- 4. (bottom) Spatial distribution of extracted tweets and distribution of young 
people and median income, tweet distribution for r- 74. Created by J- K. Jung and 
J. Shin.



Fig. 5- 5. (top) Spatial distribution of extracted tweets and distribution of young 
people and median income, distribution of young people (twenties and thirties). 
Created by J- K. Jung and J. Shin.

Fig. 5- 6. (bottom) Spatial distribution of extracted tweets and distribution of young 
people and median income, distribution of household median income. Created by 
J- K. Jung and J. Shin.



Fig. 5- 7. Temporal distribution of tweets, weekly patterns. Created by J- K. Jung 
and J. Shin.
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debates regarding children’s participation in the pro- i- 502 rallies as well as 
r-74 protests. We are currently working through the analytic coding stage.

In order to explore the clustering of tweets we also implemented a 
hot- spot analysis using Arcgis 10.1. Hot- spot analysis is a method for 
detecting hot- spot regions (those with a higher frequency of tweets) and 
“cold- spot” regions (with a lower frequency of tweets) based on spatial 
autocorrelation. For hot- spot analysis Getis- Ord Gi* was used for mapping 
clusters of tweets, as presented in figure 5- 9.

Figures 5- 10 through 5- 12 shows the typical patterns of clusters for the 
tweets. The clusters for total tweets are shown in figure 5- 10, which indi-
cates that tweets are located mostly in the western part of King County. 
The hot- spot patterns of tweets for i- 502 and r- 74 are fairly similar to the 
pattern of the total tweets (figs. 5- 11 and 5- 12). However, there are also 
differences in terms of the locations of the hot spots between figures 5-11 

Fig. 5- 8. Temporal distribution of tweets, daily patterns. Created by J- K. Jung and 
J. Shin.
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and 5- 12. The hot spots for i- 502 are shown with two black clusters below 
the city of Seattle, while the hot spot for r- 74 is shown with one big black 
cluster around the city of Seattle. In comparison to the distribution of 
median income and young people (see fig. 5- 6), the locations of hot spots 
seem to be positively correlated to the clusters of young people. On the 
other hand we observed that the concentration of high median income 
is more closely related to the locations of cold spots.

A correlation analysis was conducted to identify any positive or negative 
linear dependence between total tweets, socioeconomic variables, and 
voting results. The total number of tweets has a positive, relatively strong 
correlation with the percentage of young people in a population. In par-
ticular, populations of young people and tweets for i- 502 show stronger 
positive correlation than populations of young people and tweets for r- 74. 
This may be due to the fact that young people tend to be more interested 
in i- 502 than r- 74. On the other hand the correlation between young pop-
ulations and median household income was moderate or even negative. 
It may explain a relatively weak interest in the two election agendas from 
higher- income groups. In terms of the support rates for both i- 502 and 
r- 74 no significant correlations were found with the two socioeconomic 
variables we explored.

More advanced analysis, including cluster analysis and spatial regres-
sion, can be used to explore the relationship between tweets and election 

Fig. 5- 9. Getis- Ord Gi* cluster determination. Created by J- K. Jung and J. Shin.



Fig. 5- 10. (top) Hot- spot analysis of total tweets (Getis- Ord Gi*). Created by J- K. 
Jung and J. Shin.

Fig. 5- 11. (bottom) Hot- spot analysis of tweets for i- 502 issue (Getis- Ord Gi*). 
Created by J- K. Jung and J. Shin.
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results. The precinct- level election results were gathered and analyzed in 
order to compare them with the distribution of tweets in support of i- 502 
and r- 74. For instance, figure 5- 13 shows the distribution of voter turnout 
in districts where i- 502 and r- 74 were on the ballot, and figures 5- 14 and 
5- 15 show the percentage of support for the two ballot items. The overall 
percentage of votes cast in support for i- 502 and r-74 in King County was 
83.6, and the same percentage applies because voting on both measures 
took place on the same day. The spatial patterns of supportive voting rates 
for the two issues were similar (see figs. 5- 14 and 5- 15) and show higher 
rates of support around the city of Seattle and relatively lower support 
in the eastern part of the county. Interestingly the regions with support 
rates below 50 percent are larger for r- 74 than for i- 502.

We will continue seeking correlations or comprehensive information 
between tweets and election results as a way of juxtaposing qualitative 
and quantitative data and research methods. We will use gis and spatial 
analyses in particular during the course of building hybrid approaches.

Fig. 5- 12. Hot- spot analysis of tweets for r- 74 issue (Getis- Ord Gi*). Created by 
J- K. Jung and J. Shin.



Fig. 5- 13. (top) Spatial distribution of the voting rate for i- 502 and r- 74. Created 
by J- K. Jung and J. Shin.

Fig. 5- 14. (bottom) Spatial distribution of the voting percentage favoring i- 502. 
Created by J- K. Jung and J. Shin.
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Conclusions

We have attempted to develop and apply a hybrid approach to study 
geotweets in a way that concurrently and sequentially integrates both 
quantitative and qualitative methods in the research process, in particular 
by combining digital ethnography with spatio- temporal analyses and visu-
alization. We generated codes from initial digital ethnographic research 
and then searched for tweets that are relevant to the key topics of our 
investigation. We also applied various types of spatio- temporal analysis 
and geographic visualization, simultaneously as well as sequentially. This 
research was not intended to be prescriptive but rather a modest attempt to 
further the conversation on the development of effective hybrid methods 
capable of extracting “meanings” from big data. We began our research 
by asking what kinds of actions are taken to perform big data analyses, as 
well as by reviewing what kinds of geographical analyses have been used 
to study big spatial data. Many researchers, including geographers, seem 

Fig. 5- 15. Spatial distribution of the voting percentage favoring r- 74. Created by 
J- K. Jung and J. Shin.
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to have jumped on the bandwagon of big data with a naïve belief that it 
might lead them to promising outcomes without realizing the challenges 
of understanding and analyzing them. They might not even consider 
making any necessary connection to existing theory and disciplinary 
knowledge but only have enthusiasm about the prevalence of big data 
leading to completely new scientific findings.48 What we worry about 
is not so much the separation of quantitative and qualitative research 
in the study of big data but the careless reduction that many big data 
analysts might impose on “critical” quantitative and qualitative research. 
After going through the various steps of developing a hybrid method, 
we have also experienced how difficult it is to take both the volume and 
depth of big data into consideration and how practically challenging it is 
to integrate both quantitative and qualitative data and research methods 
into big data analyses.

There are remaining methodological issues in developing a hybrid 
method. Our research could be regarded as incomplete from the per-
spective of either quantitative or qualitative analysis. Tweets, particularly 
geotweets, have inherent technical limitations to their use as a source for 
geographic research. Only 1 percent of all users account for more than 
20 percent of all tweets, and no more than 3 percent of tweets are geo- 
referenced tweets.49 However, reflections on the strengths and weaknesses 
of the quantitative spatial methods and qualitative ethnographic methods 
that we implemented in our geotweet analysis offer the new possibility of 
developing hybrid approaches that minimize the weaknesses and increase 
the strengths of both types of methods.

For instance, from the point of view of spatial analysts, it is still too early 
to conclude whether or not there is any positive or negative correlation 
between the location of tweets and what people tweet or, more closely 
related to our project, whether there is a correlation between what people 
tweet about the legalization of marijuana and same- sex marriage and the 
results of the election. Whether Twitter location really matters or not is a 
bigger question to answer. However, we also need to aim toward extracting 
meaningful geographical characteristics from tweet texts. For example, the 
results of correlation analysis with Pearson methods between three types 
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of the tweets (supportive/nonsupportive/neutral) and socioeconomic 
factors, the election result, and spatial regression analysis can be consid-
ered together in order to explore the effects of socioeconomic factors on 
tweets. And while we have not included this in our research to date, we 
increasingly see a great potential for automatic, computational, and quan-
titative analysis using natural language processing and corpus linguistics 
techniques adopted from the field of machine learning.50 Digital ethnog-
raphy was useful to inform the 3 percent sample of the data set collected, 
and we generated codes and themes. From the terms used to generate 
those themes we may apply a supervised machine learning classification 
to classify the remaining 97 percent and identify words relevant to the 
themes. While we are aware of the fact that the common machine- learning 
algorithm may not fully consider the qualifying information in tweets, it 
offers a more automated and implementable analysis of tweet texts.

Following the perspective of digital ethnographers, we also valued 
each tweet as an important ethnographic piece of data and treated it as 
inherently meaningful. However, the fact that we could manually read and 
analyze no more than 250 tweets per hour was quite discouraging, consid-
ering our limited time and resources in comparison to the vast numbers 
of tweets we needed to review. We also realize a distinctive difference 
between traditional ethnographic and qualitative research and digital 
ethnography using tweets. In traditional ethnography the researchers 
are often embedded in the field, where they become active participants 
in everyday activities. Although we approached geotweets with the same 
rigor, integrity, and ethics that we use in any traditional ethnographic study, 
it was challenging to contextualize data and to make a connection to the 
realities. For example, it was difficult to tease out differences between “talk 
about marijuana” and “marijuana legalization” only from the tweets. This 
research offers a similar lesson to that articulated by Postill and Pink, who 
argue that big data ethnography should involve living part of one’s life in 
the digital social media world and another part in the material, everyday 
world that involves participation, engagement, and collaboration in social 
media data and visualization.51 This direct involvement should be based 
on the realization that social media has substantially altered how people 
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render, discover, and “visualize” information in the social mediascape 
and that there is a need for an ethno(carto)graphy of the production of 
geographic visualization and gis.52

In spite of these challenges we would like to close this chapter by 
reemphasizing the importance of intertwining qualitative methods with 
spatio- temporal analyses and visualization for the geographic analysis of 
tweets. It is important to know what people are saying and how topics 
are trending in the Twitter world. One powerful indicator showing the 
potential impact of Twitter’s sentiment is the Twitter tweets per second 
(Ttps) index.53 We can also measure the impact of tweets by the number 
of Twitter users following the tweeter. These are helpful quantitative 
indices, but they cannot effectively represent each individual tweeter’s 
feelings or sentiments. There is the danger of overlooking small things 
by getting the bigger data.54 On the other hand there is another type of 
danger in fetishizing numbers that cannot be fully considered or included 
in analysis.55 We need an appropriate hybrid method for valuing and using 
both quantitative data (e.g., Ttps index) and qualitative data (e.g., tweet 
texts) in a contextually appropriate manner.

With hybrid methods each part of the research process contributes 
greatly to drawing more meaningful insights. Particularly in the era of big 
data we build hybrid-  or mixed- methods approaches not only to answer 
the main research question in various and creative ways but also to gen-
erate and discover relevant new questions that motivate us. This is very 
different from pragmatism, which is considered to be an attractive philo-
sophical partner of a mixed- methods approach.56 We can go beyond the 
idea that research approaches should be mixed in ways that offer the best 
opportunities for answering the main research question. We can gain new 
insights from the process if we continue to put more effort into building 
a more comprehensive geographic approach to studying geotweets and 
big data in general. This gives us another reason to take the context of 
tweets into account and to build hybrid research frameworks capable of 
providing more contextualized pictures of the “small deep data” in big 
data. We hope our project suggests one form of “hybrid geographies” to 
foster a methodological mixing of quantitative and qualitative methods.57 
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A hybrid framework provides a new way to reflect upon various episte-
mologies, ontologies, and methodologies of geographic analysis of big 
data and allows us to see and explore the fruitful contexts and meanings 
of diverse socio- spatial, cultural, political, and technical boundaries of 
knowledge in the digital world.
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6 Geosocial Footprints and Geoprivacy Concerns
Christopher D. Weidemann, Jennifer N. Swift, and Karen K. Kemp

Social media companies such as Facebook, Google+, and Twitter store 
large sets of personal information about their users. In the context of social 
media the information the general public contributes, either voluntarily 
or involuntarily, on a daily basis is considered big data— petabyte- sized 
warehouses of personal information collected and maintained over decades 
by social media platforms.1 As of July 2015 there were 1.49 billion users 
on Facebook each month, Google+ had 20 million unique mobile users 
every month, and Twitter had 100 million active daily users.2

Not only do social media companies store and analyze the information 
provided to them through registration and status updates, but users also 
grant these companies access to personal data through Internet browser 
cookies, search history, and even email conversations. Such companies 
are permitted to store these data because the user often assumes that their 
personal information will be used only to customize their own experience. 
Such personal data often include extensive location intelligence, which can 
be used to track users’ interests and activities over time as well as space. 
This collection of data infringes on users’ location privacy, a circumstance 
known as geospatial privacy, or simply geoprivacy.3 Geoprivacy is a criti-
cal concern in the use of big data by social media companies and also by 
businesses and local law enforcement and major government agencies 
that make use of such data.4

Social media use has been evolving so rapidly that research into the 
positive and negative impacts of uses of the personal data generated has 
been challenged to keep pace.5 Resources for teaching and learning how 
to build applications that harvest and analyze social media data are also 
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on the rise.6 Thus the need to address social media privacy in general and 
geoprivacy in particular is increasing rapidly.

Described below is one attempt to raise social media users’ awareness 
about the many ways location can be overshared. The free, publicly avail-
able tool named Geosocial Footprint (geosocialfootprint .com) is a web- 
mapping application that aims to inform Twitter users about their personal 
social media location footprint and the potential risks of social media over-
sharing. By highlighting areas of concern and providing dynamic instruc-
tions on how to reduce oversharing habits, Geosocial Footprint allows 
users to view and manage their social media location privacy concerns.

First, however, we briefly examine the range of privacy issues arising 
from the widespread use of social media before turning to the explosion 
of social media location data mining and its implications for geospatial 
privacy. Second we outline the design and development of Geosocial Foot-
print and then review the results obtained by a Twitter user with a high 
risk rating. Third we examine and analyze the results of feedback collected 
over a period of four months via a user survey that confirmed Geosocial 
Footprint achieved its main goal: to educate and inform social media users 
of the privacy risks of location oversharing. Fourth we briefly describe 
the next steps in the development of Geosocial Footprint, including the 
implementation of geographic entity recognition and machine learning 
to improve the risk calculation over time. Subsequently we discuss the 
future of location privacy in social media as it relates to the use of direct 
and indirect volunteered geographic information (vgi). In conclusion 
we summarize both the positive and negative effects of sharing personal 
information using social media platforms, the dynamic nature of the 
developer landscape of an api for a social media provider, and the need 
for establishing geoprivacy rights and laws to protect the general public.

The Misuse of Social Media Information
Social media users should be concerned with much more than simply 
the data they provide to social media platforms. Over the past decade 
there have been numerous studies on how personal information derived 
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from social media can be gathered, analyzed, and utilized by individuals, 
organizations, and governments, as well as by the social media companies 
that collect the data. In the context of privacy concerns there have been 
many studies on the use of social media information as a screening tool 
by organizations. For example, a 2012 study by Lini found that 35 percent 
of hiring managers, across a wide array of domains, had rejected an appli-
cant based purely on information they found online and that the screen-
ing of new hires by human resource departments through social media 
searches rose 38.4 percent between 2008 and 2011.7 Kluemper et al. found 
that this trend has continued, thus raising concerns about the reliability, 
standardization, and validity of social media data as well as fairness in 
regard to discrimination and privacy.8 Screening via social media is also 
used by insurance companies and banks to gather and analyze personal 
data before making decisions about premiums, claims, and loans.9 It is 
important to note that while government agencies might now be able 
to use data obtained from Facebook, Twitter, and other social media in 
recruiting and hiring, some still choose not to due to liability concerns.10

Social media screening doesn’t end with employers, insurance com-
panies, banks, and the government. Many types of crimes have been on 
the rise due to easy access to personal information and location intelli-
gence obtained from social media websites.11 Thieves use social media 
as a tool for gathering intelligence and for picking their victims, locating 
their whereabouts, and disseminating information to their associates. A 
notable example was uncovered when police in Brazil arrested a gang that 
used social media to stalk and kidnap individuals and then to maximize 
their ransom.12 The gang, which was linked to the kidnappings of up to 
nineteen individuals, first found their victims online through their social 
media posts and evaluated their worth through their tweets and social 
connections, which described extravagant lifestyles. They then stalked 
the victims physically by visiting the locations they had geotagged or 
referenced in text and ultimately used this spatial intelligence to kidnap 
them. Another serious criminal case occurred in 2012 when a blogger 
encouraged the murder of police officials using social media postings.13
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Further examples of criminal activity involving social media data 
abound. In 2008 U.S. vice presidential candidate Sarah Palin’s email 
account was compromised after a thief was able to gather the necessary 
intelligence from web searches for information posted in her social media 
outlets.14 The National Foundation for Credit Counseling notes that social 
media mining and subsequent online identity thefts “are ground zero for 
credit card identity thieves.”15 Other crimes, such as robberies initiated by 
criminals simply checking Facebook postings for potential victims who 
are traveling, have become commonplace.16

These crimes are made possible through the seemingly innocent 
sharing of information on social media websites. For example, most 
Internet users don’t stop to think that a mother’s maiden name, which 
is a common secondary security question, can be gathered from social 
media relationships. It is also common for users to share seemingly 
harmless photographs of their families or homes. Most significantly, 
social media users often disclose their real- time location to what they 
assume are their family and friends. To the ill- intentioned, this is yet 
more information that could be used to profile the social media user’s 
identity and habits.

Exploiting Social Media Location Intelligence
Many researchers have shown how social media streams can provide 
considerable amounts of “ambient” information. Humphreys, Gill, and 
Krishnamurthy have described how phrases extracted from the text of 
tweets can be used to classify them according to activities, locations, 
proper names, times of day, and information about the authors.17 In a sim-
ilar vein Stefanidis et al., by capturing geospatial information from social 
media streams, have provided a methodological foundation for mining 
these streams to extract not only directly geotagged information but also 
ambient geospatial information, which consists of data that reference a 
location yet are not spatially located.18

In a study that attempted to raise awareness about cybercasing, Fried-
land and Sommer demonstrated how it was possible to use publicly avail-
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able geospatial information associated with geotagged pictures and videos 
to infer real- world situational awareness for questionable purposes.19 They 
argue that most submitters of the geotagged media are unaware that the 
location information being published is metadata that is easily extracted 
and manipulated.

Like all kinds of social media data, location intelligence is often used 
for good. However, there are many ways in which location data can be 
misused. Given the ease with which location information can be scraped 
or collected from the web, several websites have been developed that 
expose the consequences of such oversharing. There are many examples 
of websites that simply map the location tags associated with tweets. 
Tweetping .net (currently operational) builds a global map of all live tweets. 
What it lacks in micro and privacy focus, it makes up for by displaying 
geolocated tweets in nearly real time. At the personal scale Tweography 
.com (no longer functional) could be used to extract and display all of a 
single user’s geolocated tweets on a map.

Weknowwhatyouredoing .com was originally developed as an educa-
tional website and described as a social media privacy experiment. Online 
until 2015, this application focused on ambient information in the entire 
Twitter stream, not just from individual users. By sorting and filtering 
tweets based on key phrases that divulged specific personal or identifiable 
information, the site’s main page provided a stream of tweets from current 
Twitter users who, based on the context of their tweets, were determined 
to be either hung over, taking drugs, or speaking ill of their boss or who 
had recently published a new phone number on Twitter.

By exploiting ambient geospatial information, WeKnowYourHouse 
.com, which was online only briefly in 2012, actively scanned Twitter for 
geolocated tweets that made a textual reference to a user’s home. From 
there the web application mapped the location using Google Street View 
and automatically responded to the user on Twitter with a tweet stating 
his or her address. While all the information the web application used was 
public, Twitter very quickly responded to privacy concerns and suspended 
the account, but not before many news outlets had reported on it.20



128 Weidemann, Swift, and Kemp

Also in 2012 PleaseRobMe .com made it possible to see the check- in 
activity of a Foursquare user simply by entering a Twitter username. The 
results could indicate whether or not that user was away from home, imply-
ing that the user’s home could easily be burglarized. While the application 
was simple and provided no location context, like WeKnowYourHouse 
it served as a reminder to all users that Twitter data, and any location 
data associated with it, are public. Regardless of what their names imply, 
these sites actively helped Twitter users stop disclosing personal infor-
mation by alerting potential targets to their oversharing habits. The social 
media monitoring company Geofeedia also came online in 2012, offering 
a location- based, open- source solution geared toward supporting police 
tracking of individuals using tweets and providing spatial analytics for 
journalists and businesses.21

Like the applications described above, Geosocial Footprint sheds light 
on the ease with which personal location data can be extracted and ana-
lyzed from tweets. This application gives the user a dynamic experience, 
displaying a user’s spatial footprint and providing feedback for decreasing 
oversharing risks. While the application focuses on Twitter, these same 
techniques can be adapted to collect and analyze other social media data. 
This value- added information raised awareness in Twitter users who uti-
lized the application and replied to the survey regarding weaknesses as 
well as strengths in the privacy options offered.

Having explored the need for social media privacy and the ease with 
which location intelligence can be extracted for both good and harmful 
uses, the next section discusses the design of the Geosocial Footprint 
web application. However, it is important to note first that since the 
release of Geosocial Footprint in August 2013, uc Berkley’s Teaching 
Privacy group has released a similar application named Ready or Not? 
(app .teachingprivacy .com) that allows users to visualize their Twitter 
footprint.22 It also performs a temporal analysis of the user’s tweets, 
which can show patterns in weekly tweeting habits. This National Sci-
ence Foundation– sponsored Teaching Privacy project includes an inter-
disciplinary team of researchers and educators aiming to develop tools 
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designed specifically to inform students in k– 12 and higher education 
about their online privacy choices.23

Design of the Geosocial Footprint Application
The main objective of Geosocial Footprint is to educate and inform Twit-
ter users of potential location oversharing. System design requirements 
included a simple user interface, client side application processing, open 
source technologies, and web application event tracking. A simple user 
interface is intended to provide a user- friendly experience for the untrained. 
Client side logic reduces the overall hosting costs and improves the appli-
cation’s response time by allowing the user’s Internet browser to handle 
the data storage and processing. Building upon and further developing 
open source technologies not only expands the body of knowledge but 
also reduces the cost of entry for this application and others like it through 
open innovation.24 Selective web application event tracking allows for 
system quality assurance.25

The application relies heavily on the use of third- party apis to access 
data and third- party libraries to analyze and display results. Google Maps 
api version 3.3 was used as the web mapping base, Twitter’s api was used 
to access the tweets, and Bootstrap.js and jQuery.js libraries were both 
implemented in the web application development. In total ten modules 
were created to move the data from Twitter and to parse, convert, store, 
geoprocess, analyze, and display results. The code is executed through a 
web application that requests a user’s Twitter id as input. This application’s 
flow chart is shown in figure 6- 1.

To maintain the application’s simplicity, the home page of Geosocial 
Footprint includes a summary of the web application, instructions for 
use, and links to news coverage this web application received. Users access 
Geosocial Footprint by entering the desired Twitter username in the input 
box and clicking the button labeled “Retrieve Tweets.” The application then 
checks the validity of the Twitter username, and if the username is valid, the 
main user interface box updates and informs the user that the application is 
retrieving the most recent two hundred tweets posted by the account.
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After a valid Twitter username has been entered and tweets have been 
retrieved, the web application updates the main user interface box with a 
heat map illustrating the relative density of geocoded tweets. The place- 
names, latitude, longitude, or other location indicators are provided 
through Twitter’s api as JavaScript Object Notation (json). The json 
is parsed during this process, and all locations are extracted for analysis.

Figure 6- 2 shows the results for a user who has a high risk rating where 
an obvious footprint is visible. In the event that the web application cannot 
geolocate any tweets for the specified user, a text alert stating “Not at Risk” 
is added to a blank map. Below the map three columns of information 
show the user’s alerts, risks, and suggestions.

User Risk, Alerts, and Suggestions
After a Twitter username has been validated, tweets have been retrieved, 
and a map has been generated, the user is provided with dynamic alerts, a 

Fig. 6- 1. Flowchart of Geosocial Footprint’s application components. Created by 
C. D. Weidemann.
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location oversharing risk assessment, and suggestions on decreasing said 
risks. Dynamic alerts use a stored dictionary of key location- identifying 
phrases for word context matching analysis. This makes it possible to detect 
tweets that provide a textual clue about what the collected gps location 
may be. For instance, the phrase “I’m at home” is in that dictionary. If 
someone tweeted “I’m at home watching the game” and included a gps 
coordinate, the system would alert the user of a potential risk. The phrases 
have attributed confidence levels, so a term such as “at home” is also in the 
dictionary but carries a lesser confidence. This is displayed on the appli-
cation under “Alerts.” Alerts in red carry the highest confidence. Figure 
6- 3 shows an example of the alerts for the user’s map shown in figure 6- 2.

The alerts section displays the results of the word context matching. 
These alerts are separated into three categories that represent the likeli-
hood of alert accuracy: low, medium, and high. This likelihood of alert 
accuracy is based on the word context matching analysis. A classic example 

Fig. 6- 2. Map results of a high- risk Twitter user. Created by C. D. Weidemann from 
Geosocial Footprint.



Fig. 6- 3. Alert results for a high- risk user. Created by C. D. Weidemann from Geo-
social Footprint.
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of word context matching is looking for the phrase “I am at home,” which 
is generally used by Twitter users when they are physically tweeting from 
their home address. When the occurrence of known words or phrases 
that divulge additional location information increases within a tweet, so 
does the likelihood rating. The likelihood category is not only displayed 
as text, but the color of the text for each alert changes based on the alert 
level. To increase the usability of the alerts, when the user clicks on an 
alert, the map centers and zooms to the selected alert.

The risk of oversharing is displayed in the center column below the 
map. The risk assessment is based on the sum of the total number of 
place tweets (tweets containing place- names) and geolocated tweets 
(tweets with location information automatically attached) divided by 
the total number of observed tweets. To account for the higher risk of 
tweets observed during the alerts analysis, the percentage of high- risk 
alerts (number of high- risk alerts divided by total number of observed 
tweets) is also added to the risk assessment. The risk ratings were derived 
by taking a large sample of users and calculating their Geosocial Footprint 
risk. As a proxy for long- term risk assessment, the top 20 percent of the 
users were classified as high risk and the derived classification was used 
for the initial application development. The heading of the risk column 
changes according to the resulting risk level: low, medium, and high. 
This text also changes color based on the risk level. Below the risk rating 
the user is also provided with a summary of what was collected for the 
specified Twitter user, including the collected number of total tweets, 
geolocated tweets, place tweets, high- risk alerts, and geocoded tweets.

The suggestions shown in the right- hand column in figure 6- 2 pro-
vide users with hints on how to decrease their personal oversharing risk. 
These suggestions are dynamically presented based on the users’ alerts, 
risk rating, and the types of location tweets they disclose. For instance, 
each user who has a gps- enabled tweet is informed and shown a link to 
a web page that provides information intended to educate users about 
their geoprivacy. Users who are alerted to tweets that may expose the 
location of their home are provided with a link to a usa Today article 
that discusses the dangers of social oversharing.26 The suggestions were 
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originally compiled in late 2013 from a list of resources, links, and videos 
on social media oversharing.27 These suggestions are updated annually.

Finally, after a user’s tweets have successfully been retrieved, all geolo-
cated tweets are available for download as a comma- separated values (csv) 
file. The csv file contains the tweet time, latitude, longitude, and text.

Evaluation of User Experience
During its initial implementation period of August 2013 to January 2014 
Geosocial Footprint was evaluated for its efficacy in educating a user on 
the potential risks of oversharing. User feedback was collected through a 
survey whose results provided metrics to gauge the educational value and 
effectiveness of the application. After two minutes of use the web appli-
cation triggered a pop- up window that prompted the user to participate 
in an anonymous user survey. The user survey provided an opportunity 
for feedback in five areas that measure educational value.

If users agreed to participate in the survey, they were forwarded to a 
Google Forms page and asked to rate each of the following questions:

•  “Prior to using Geosocial Footprint, how would you have rated your 
location privacy on Twitter .com?”

 Possible answer: a scale from 1 to 10, with 1 representing “private” and 
10 representing “insecure”

•  “After using Geosocial Footprint, how do you rate your location 
privacy on Twitter .com?”

 Possible answer: a scale from 1 to 10, with 1 representing “private” and 
10 representing “insecure”

•  “How would you rate the personalized suggestions you received on 
reducing your oversharing risk?”

 Possible answer: a scale from 1 to 10, with 1 representing “no help” 
and 10 representing “extremely helpful”

•  “Did you find Geosocial Footprint educational?”
 Possible answer: “yes,” “no,” and “undecided”
•  “If Geosocial Footprint located areas of concern, were any of them 

accurate?”
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 Possible answer: “yes,” “no,” “undecided,” and “Geosocial Footprint 
did not locate areas of concern for my account.”

Finally, users were invited to enter general comments in a blank text 
box: “We’re interested to hear what you have to say. Please share any 
general comments, concerns, or feature requests.”

Results of the User Survey
Analysis of the 352 surveys collected over a four- month period between 
August 2013 and January 2014 produced useful insights. In response to the 
first question only 16 percent of the anonymous users reported an inse-
curity rating of 8 or higher, with 10 being the most insecure, with respect 
to their feelings about using Twitter prior to using the application, while 
50 percent gave a rating of 3 or lower. Figure 6- 4 shows the summary of 
results for the first question.

The second question asked about the effect of using Geosocial Foot-
print. Results are shown in figure 6- 5. After using Geosocial Footprint, 
roughly half (49 percent) of users who responded to the survey indicated 
that they had strong confidence (ratings of 3 and under) in their privacy 
after using the application. However, the number of users who recorded 
an insecure rating of 8 or above doubled compared to responses to the 
first question: 30 percent of the users as opposed to only 16 percent for the 
previous question. This shows that among users who took the survey, Geo-
social Footprint did help increase awareness of social media oversharing 
insecurities. In addition the number of private (rating of 1) users increased 
from 22 to 30 percent. This shows that the tool not only highlights insecuri-
ties but is also able to instill confidence in some users about their privacy.

Figure 6- 6 shows a summary of the results from the third question, 
which asked if the personalized suggestions were helpful. The bimodal 
distribution of the graph shows that users found the personalized sugges-
tions either extremely helpful or of no help at all. It is important to note 
that many users who reported that the suggestions were of no help also 
left comments suggesting their Twitter username didn’t produce any geo-
located tweets and therefore no personalized suggestions were provided.
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The fourth question asked if users found the application educational. 
These responses provide the most convincing results in favor of Geosocial 
Footprint’s effectiveness in educating social media users about location 
privacy. An overwhelming 82 percent found Geosocial Footprint to be 
educational, with only 8 percent not finding it educational, while an addi-
tional 10 percent of users remained undecided. Responses to this question 
about educational value are shown in the top portion of figure 6- 7.

Finally, the fifth question asked if any areas of concern that were identi-
fied were accurate. For this question 54 percent of the users did not have 
any areas of concern identified. Of the remaining users more than half 
found that the areas of concern that were identified were accurate. This 
is strong evidence that word context matching is indeed a viable solution 
for collected metadata about location- enabled tweets.

Fig. 6- 4. Summary of responses to question 1: “Prior to using Geosocial Footprint, 
how would you have rated your location privacy on Twitter .com?” Created by C. 
D. Weidemann.
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These combined results provide evidence that Geosocial Footprint was 
successful in achieving the main goal of educating and informing social 
media users about the privacy risks of location oversharing. Finally, the 
personalized suggestions on how to increase social media privacy were 
deemed successful for users who have geolocated tweets.

Next Steps
A new geocoding tool is planned for a second version of Geosocial Foot-
print, and it will allow for geographic entity recognition and geocod-
ing. Twitter currently handles the geocoding of place tweets. The new 
geocoding tool will focus on geocoding the additional text found within 
a tweet using natural language processing. Entity recognition extracts 
usable information from strings of text. Extracted geographic entities 

Fig. 6- 5. Summary of responses to question 2: “After using Geosocial Footprint, 
how would you have rated your location privacy on Twitter .com?” Created by C. 
D. Weidemann.



138 Weidemann, Swift, and Kemp

can be looked up in gazetteers and the relevant geographic coordinates 
can be assigned to the string of text. Weidemann and Swift have shown 
that geocoding entire tweets through entity recognition can increase 
the volume of geolocated tweets, from only 3 percent of the Twitter api 
firehose stream to nearly 30 percent.28 Such geocoding would increase the 
number of geographic coordinates visualized on the map and ultimately 
help shape a user’s Geosocial Footprint to an improved degree.

Machine learning could improve upon the analytics even further by 
refining the data processing and analytical methods based on the con-
tinued use of the application and the results found therein. For example, 
the risk assessment method could dynamically respond to the continued 

Fig. 6- 6. Summary of responses to question 3: “How would you rate the person-
alized suggestions you received on reducing your oversharing risk?” Created by C. 
D. Weidemann.
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use of the web application and adjust the risk classifications based on 
statistical findings such as a decrease in the mean percentage of geolocated 
tweets. An alternative would be for entity recognition and gazetteers 
to be modified in the geocoding process as users verify the accuracy of 
such findings.

The Future of Location Privacy in Social Media
Technology changes faster than most users can adapt. In the context of 
social media the change has brought on many privacy concerns, a small 
part of which Geosocial Footprint successfully addresses. While some-
times this rapid change brings about negative consequences, many times 

Fig. 6- 7. Summary of responses to questions 4 and 5. Created by C. D. Weidemann.
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technology evolves to improve society. Social media has seen negative 
change in the past, but it is now entering a new era of improvement.

Social media companies, including Twitter, have made initiatives to 
limit accessibility to user data through the use of authenticated apis.29 
Other social media providers have tried to better manage data- sharing 
options and security. Through trial and error social media providers will 
find solutions that permit rich immersive social media content without 
compromising the user’s privacy. Applications that expand new technology 
and highlight weakness are necessary in the overall balance of achieving 
social media privacy. In the context of location privacy specifically a slew 
of applications will emerge that either harness the locational power of 
social media platforms to provide innovative uses or that, on the flip side, 
exploit the weaknesses of such networks.

In the future particular emphasis in the development of social media 
information harvesting and analysis tools will be on the extraction of 
direct and indirect vgi.30 With indirect vgi the user anonymously and 
autonomously contributes to a geographic information collection through 
active sensors. OpenStreetMap is a major example of direct vgi. Users 
consciously contribute to an obvious geospatial system. waze, a road nav-
igation and traffic application that becomes more accurate in its depiction 
of the transportation network as more users contribute to the geospatial 
system, is somewhere between indirect and direct vgi.31 While none of 
these vgi examples use Twitter as their communication network, the 
same information can be transferred through social media protocols.32 
With third- party apis such as Twitter to collect and communicate vgi, 
the development time and effort required to generate new vgi applications 
can be greatly reduced, permitting more successful implementations.

Many examples of beneficial uses of indirect vgi sources that use social 
media as a sensor are already in use today in disaster management.33 For 
example, Weiler, Grossniklaus, and Scholl utilized Twitter streams to con-
duct case studies of emotions during recent large public events in Boston, 
Washington, and during the 2014 Super Bowl.34 The Federal Emergency 
Management Agency (fema) uses social media event tracking to collect 
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indirect vgi to inform decision makers in the event of an emergency.35 
Twitter users do not actively communicate on Twitter for the purpose 
of informing fema’s vgi collection, but instead the fema application 
actively listens for geospatial content related to their interests. This same 
approach will be applied to many different media in the future. Effective 
privacy constraints need to be in place to reduce the risk of nefarious vgi 
scraping or data collecting systems while still empowering well- meaning 
entities like fema to save lives.

Since many people do not seem to comprehend the potential negative 
consequences of sharing location data, some argue that users must be 
given the opportunity to set granular and custom location data sharing 
preferences.36 These location privacy preference settings might involve 
methods that allow a user to select the spatial resolution and accuracy 
for the location data they are required to provide. Such settings would 
allow system designers to take responsibility for protecting users’ privacy 
through location- anonymizing algorithms. Thus if an application’s spatial 
resolution or accuracy requirements do not meet the location privacy 
preferences of a user, then anonymization techniques that prevent the 
disclosure of the user’s location should be initiated to limit the geopri-
vacy risks exposed through the application.37 Anonymization techniques 
could also be used to protect the public from geofencing where global 
positioning systems (gps) or radio frequency identification (rfid) data 
are gathered from the public’s use of these technologies; such techniques 
would set a virtual perimeter around a location for crowd control or other 
security reasons.38

Another important consideration when designing web applications 
that utilize vgi is the dynamic nature of social media development com-
munities. Social media companies such as Twitter are beginning to realize 
the monetary value of the data at hand and can at any time choose to 
restrict or withdraw free use of their development apis. For example, in 
2015 Twitter announced a plan to move much of its popular free json 
development api environment to their subsidiary company, Gnip, that 
specializes in business- to- business data aggregation.39 After this move 



142 Weidemann, Swift, and Kemp

some functionality would be monetized.40 This change highlights the 
highly dynamic Twitter application development landscape, where the 
privacy concerns of users, business and government use of Twitter feeds, 
and developer support are constantly moving targets. Fortunately as 
of October 2015 the publicly reported impending changes to Twitter’s 
development apis will not affect the functionality of the Geosocial 
Footprint application.

There is also a need for establishing geoprivacy rights and laws.41 Pri-
vacy laws need to be updated to reflect evolving social media trends. For 
example, who can or should protect the general public from malicious 
use of personal data harvested from social media platforms? Some gov-
ernment entities are in the process of stepping up regulations concerning 
sharing of social media data. Recently the European Court of Justice 
declared that under the 2000 “safe harbor” agreement Facebook could 
no longer send personal data on European citizens to U.S. servers that are 
deemed potentially unprotected from government spying.42 Although the 
intent is to protect European citizens’ private information, the rejection 
of the agreement could slow data traffic and thus impede government 
and business activities around the world.43 It is anticipated that this ruling 
will have a serious negative impact on the economies of Europe and the 
United States. The privacy rights of citizens and the financial constancy 
of nations may hang in the balance.

Geoprivacy is continuously evolving as consumers learn more about 
their online presence, social media companies better understand the value 
and potential uses of their data, and researchers investigate the long- term 
impact of social media on science, culture, crime, business, and govern-
ment. The future holds many opportunities not only to advance the use 
of geosocial data but also to continue to educate and inform the general 
public about their social media location privacy. As the results of this 
study show, simple visualization in the form of a map is an effective tool 
for educating users about oversharing. It is also clear that social media 
outlets should perform user outreach and allow users to proactively mon-
itor their social media footprint within their social media platforms. This 
is the responsible path forward for all concerned.



Geosocial Footprints, Geoprivacy Concerns 143

Notes
 1. Lee, Facebook Nation; M. Smith et al., “Big Data Privacy Issues”; Thusoo et al., 

“Data Warehousing”; Debatin et al., “Facebook and Online Privacy.”
 2. C. Smith, “Geospatial Encountering.”
 3. Nittel et al., “Emerging Technological Trends”; Nurse, “Exploring Risks”; Kounadi 

and Leitner, “Why Does Geoprivacy Matter”; boyd and Crawford, “Six Provoca-
tions for Big Data”; Shanley et al., “Tweeting Up a Storm”; Monmonier, “Spying 
with Maps”; Dobson and Fisher, “Geoslavery.”

 4. I. Brown, “Social Media Surveillance”; Shekhar, Feiner, and Aref, “From gps and 
Virtual Globes”; Executive Office of the President, Big Data.

 5. Punathambekar and Kavada, “Debating Big Data.”
 6. Gambs, Killijian, and Cortez, “Show Me How You Move”; Volkova et al., “Social 

Media Location Intelligence.”
 7. Lini, “Employers Eyeing Twitter.”
 8. Kluemper et al., “Social Networking Websites.”
 9. Romero, “Are Insurance Companies Spying”; Roulin and Bangerter, “Social Net-

working Websites.”
 10. Tufts, Jacobson, and Stevens, “Status Update Social Media.”
 11. cbs News, “Social Media Related Crimes.”
 12. Fox News World, “Brazil Police Bust Kidnappers.”
 13. Leibowitz, “Philadelphia Blogger Charged.”
 14. Jaeger, Paquette, and Simmons, “Information Policy.”
 15. Benda, “Sharing Information on Social Media.”
 16. Cheng, “Facebook Chat.”
 17. Humphreys, Gill, and Krishnamurthy, “How Much Is Too Much?”
 18. Stefanidis, Crooks, and Radzikowski, “Harvesting Ambient Geospatial Information.”
 19. Friedland and Sommer, “Cybercasing the Joint.”
 20. Perez, “Following Twitter Suspension.”
 21. Geofeedia, Case Study.
 22. Friedland, “Privacy Concerns.”
 23. Bernd et al., “Teaching Privacy.”
 24. Huizingh, “Open Innovation.”
 25. Nitze, “Evaluation of JavaScript.”
 26. Shelly, “Social Media.”
 27. Shelly, “Social Media”; Groeneveld, Borsboom, and van Amstel, “Over- Sharing 

and Location Awareness.”
 28. Weidemann and Swift, “Social Media Location Intelligence.”



144 Weidemann, Swift, and Kemp

 29. Kepes, “How to Kill Your Ecosystem.”
 30. Haworth, Bruce, and Middleton, “Emerging Technologies”; Weiler, Grossniklaus, 

and Scholl, “Situation Monitoring”; Xiao, Huang, and Wu, “Understanding Social 
Media Data”; Fugate, “Understanding the Power.”

 31. C. Smith, “Geospatial Encountering.”
 32. M. de Oliveira et al., “Leveraging vgi.”
 33. Saleem, Yisha, and Ruths, “Effects of Disaster Characteristics”; Xiao, Huang, 

and Wu, “Understanding Social Media Data.”
 34. Weiler, Grossniklaus, and Scholl, “Situation Monitoring.”
 35. Fugate, “Understanding the Power.”
 36. Bettini and Riboni, “Privacy Protection”; Krumm, “Survey of Computational 

Privacy.”
 37. Bettini and Riboni “Privacy Protection”; Nurse, “Exploring Risks”; I. Brown, 

“Social Media Surveillance.”
 38. Bohli et al., “PrivLoc”; R. Oliveira et al., “Intelligent Model.”
 39. Forbes, “How to Kill Your Ecosystem”; TechCrunch, “Twitter Cuts Off DataSift.”
 40. M. Anderson, “Twitter’s Withdrawal.”
 41. Nittel et al., “Emerging Technological Trends”; Shekhar, Feiner, and Aref, “From 

gps and Virtual Globes”; Executive Office of the President, Big Data; Loeffler, 
“Privacy Issues.”

 42. ctv News, “Why Europe’s Facebook Users Have Cause.”
 43. U.S. News, “How the Safe Harbor Law Threatens.”



 145

7 Foursquare in the City of Fountains
Using Kansas City as a Case Study for Combining  

Demographic and Social Media Data

Emily Fekete

In light of the cultural turn in economic geography emerging since the 
early 2000s, the subdiscipline has been opened to new research topics.1 
One of the many areas where economic geography has begun to take 
culture more seriously is the study of consumption. Consumption, largely 
regarded as a highly individual activity, is based on the many choices 
people make in their daily lives and on social and cultural factors. Because 
of the individual nature of consumption, it is often difficult to study in a 
broader sense.2 With the recent growth of geographic information sys-
tems analysis, research in geodemographics has reemerged but has largely 
existed outside of academe in the United States and as a way to profile 
consumers for marketing purposes.3 With an increase in research using 
big data and the geoweb, new data sources have become available to aca-
demic researchers. Social media networks such as Yelp, Urban Spoon, 
Google Places, and Foursquare can provide information on individual 
consumption decisions on a larger scale.4

Despite the availability of these data sources, it is questionable as to 
whether or not they can be relied on to provide the best interpretation of 
consumption trends. Many online network sources of big data tend to be 
user generated. As a result the data are often not representative but rather 
a reflection of greater societal biases and the historical development of 
specific physical locations. Therefore the coding of the application itself 
is suspect, as it is a result of the partiality of the coder and those who 
use the specific Internet- based site. This chapter presents a case study 
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on data from the social network Foursquare in Kansas City, Missouri, 
to examine several issues that potentially arise from an overreliance on 
big data. Researchers must recognize that online big data is more often 
than not a mirror image of offline social concerns. Big data studies can 
be helpful in illuminating those on- the- ground issues that warrant future 
study requiring different methodological foci.

Foursquare: A Geographic Social Network
Foursquare is a location- based application created for smartphone users. 
Originally designed for users to check in to a location and share their loca-
tion information with their friends, Foursquare has amassed an extensive 
database of digital establishments for on- the- ground sites of consump-
tion. Using a combination of the gps on a smartphone as well as nearby 
wireless signals, Foursquare triangulates a user’s location to provide a 
list of physical places where that person could be (fig. 7- 1). Users then 
select the store, restaurant, or other establishment corresponding to their 
actual location and broadcast that information to their friend network.5

Foursquare was originally launched in 2009, and by mid- 2015 it had 
grown to a sixty- million- user base worldwide.6 In order for the company 
to amass such a large database of digital locations, it relied heavily on its 
users to create the check- in points through gamification elements. Users 
gained points and competed against their friends for the most check- ins 
as well as the creation of new establishments. In 2014 Foursquare deemed 
its location database expansive enough to move on to the next phase 
of the company— a “focus solely on exploration and discovery, finally 
positioning itself as a true Yelp- killer in the battle to provide great local 
search.”7 Currently the gamification features have been removed from the 
Foursquare application, which now has as its focus searching for consumer 
establishments in a person’s immediate vicinity. A separate application, 
Swarm, has been created for those who still wish to play the check- in game. 
Despite the recent changes within the Foursquare company in terms of 
the functionality of the application and the company’s goals, Foursquare’s 
database provides extensive information about where people are going to 
consume goods and services.8 Many of the places where people check in 



Foursquare in the City of Fountains 147

through the application are retail establishments or restaurants, and they 
often do so because these businesses will offer their customers discounts 
or free items for checking in.

In addition to sharing location information with a friend network, 
Foursquare also has a feature called Explore that is similar to other services 
such as Yelp and Urban Spoon. It allows users to search for a specific type 
of good or service based on their current location and on nearby busi-
nesses that are in the Foursquare database. While Explore is marketed as 
a useful feature when on vacation or in a new place, it is also an example 
of a way to filter the world and remove users from distraction to focus on 
something specific.9 However, filters such as Explore that are written into 
the code of a program itself have the potential to become problematic as 
they reflect a larger societal bias through their coding and, therefore, in 
the creation of the data.10

Social biases reflected through code have been present in other user- 
generated web applications.11 For example, Stephens analyzed the gender 
bias in the creation of content in OpenStreetMap and Google Maps. In 
OpenStreetMap Stephens finds a wholly gendered space where there are 
several categories for places that commodify women (e.g., strip clubs, 
escort services) but where suggested categories for traditionally feminized 
spaces of care (e.g., child care, hospices) have been routinely rejected as 
necessary additions to the mapping platform by other users.12 Excluding 
some businesses becomes a problem, because many applications, including 
Apple products, have stopped paying Google for their mapping services in 
favor of OpenStreetMap.13 Google Maps is unfortunately no more gender 
friendly than OpenStreetMap, as “men serve as the gatekeepers of local 
knowledge and determine what is significant enough to be represented on 
the base map.”14 Both Internet mapping platforms reflect a male view of 
the landscape, bringing to mind Rose’s consideration of the “male gaze.”15

Race has also been reflected upon with regard to the geoweb. Crutcher 
and Zook addressed the posting of images of flood damage to Google 
Maps and Google Earth in New Orleans following Hurricane Katrina.16 
Although the flooding hit areas in the affluent white neighborhood of 
Lakewood as hard as it did areas in the lower- income, predominantly 
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African American Ninth Ward, images and comments posted to Scipionus 
and linked to Google Maps and Google Earth were largely of Lakewood 
rather than the Ninth Ward. The difference in the number of images posted 
online between these two neighborhoods is similar to the number of 
user- generated placemarks on Google Maps: there are more placemarks 
in white neighborhoods in New Orleans than in African American areas. 
Crutcher and Zook conclude that “while Google Earth did not create the 
economic and racial divides present in society, the use of its mapping 
services in the post- Katrina context reflect[s] this gulf and [has] argu-
ably reinforced and recreated racialized cyberscapes.”17 The presence of 
a racially divided geoweb questions the assumption that the Internet is 
a democratic space, representative of all people, just as Stephens noted 
with regard to gender.18 The geoweb reflects rather than eradicates social 
discrepancies on the ground.

While Foursquare is an excellent resource for observing consumption 
trends in urban locations, the data source is not perfect. Because users 
generate the venues, the information and the exact locations may not be 

Fig. 7- 1. From left to right: Foursquare homepage showing locations of friends; 
Foursquare profile page; Foursquare check- in screen showing nearby locations. 
Courtesy of Emily Fekete.
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completely accurate or they may reflect the values of the users themselves. 
There may also be places that do not have a corresponding Foursquare 
venue. However, because Foursquare users are an active community and 
shape the data themselves, Foursquare has the potential to be a rich and 
detailed database. Similar to other forms of crowdsourced data, the Four-
square database is constantly being updated and policed by users who 
want an accurate and useful space to share with their friends.

It is important to note that the data are also limited to people who use 
Foursquare and have a smartphone. While it may provide a good sample 
of the population on which to draw impressions of consumer patterns, it 
is inevitably biased. According to a Pew study on cell phone usage in the 
United States, about 77 percent of adults own a smartphone and about 
90 percent of smartphone users have used their smartphone to obtain 
information related to their location, such as mapping applications or 
location- based services including Foursquare.19 This number is heavily 
skewed by age, education, and income. While smartphone ownership is 
increasing, it is still most prevalent among younger generations, those 
with higher household income, and those with higher education levels.20 
Although Foursquare places are the focus of this chapter, it is important to 
understand the user base that is creating Foursquare venues and checking 
in to these locations, thus determining the popularity of each place. Places 
are dynamic and dependent upon their relationships with people, things, 
and other places. The users who are generating Foursquare places and 
checking in to these locations are shaping the nature of the online venue 
and therefore having an effect on offline action. Foursquare places are a 
reflection of the Foursquare user base in that the existence and popularity 
of these places is driven by the network of users. Therefore, while Four-
square does have the potential to provide extensive information about 
offline retail spaces, it is, as all places are, a product of its relationship with 
those who actively use the service.

Data Extraction and Visualization
To access its venue data Foursquare permits the public to use its applica-
tion programming interface (api) for free via its website.21 The Foursquare 
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api allows users to request data points from the area within a specified 
distance from a latitude and longitude point. For this chapter data were 
collected from Foursquare between August 20 and 26, 2013, and only those 
points categorized as “shop and service” or “food” were used in order to 
look specifically at sites of consumption. Foursquare categorizes each 
location point in several primary categories and an extensive variety of 
subcategories. The categories “shop and service” or “food” were chosen 
because they best represent those types of places people would go to 
consume goods and services. It is likely that people are more willing to 
check in to consumption- based sites because of the way the application 
is used by its user base.22 Users want to be able to meet up with friends to 
socialize (e.g., at a bar or restaurant) or are enticed by special promotions 
offered by businesses. These primary categories include retail establish-
ments, restaurants, and grocery stores, as well as services such as fitness 
centers, hairdressers, or pet day- care facilities.

While visualization should not be the only way information from Four-
square is analyzed and understood, the sheer size of the data sets makes it 
difficult to appreciate the social network from any other viewpoint. By cre-
ating maps of the Foursquare venues found in a variety of cities and linking 
them to socioeconomic characteristics, one can discern patterns that can 
be examined in detail to get a richer comprehension of consumption and 
individual economic choices in these locations. This chapter specifically 
addresses how a user- generated social network can provide data to address 
patterns of consumption on the ground. Looking at consumption patterns 
from a big data perspective can help illuminate other social issues to con-
sider in more detail using other methodological approaches.

The data on shop- and- service venues and food venues were mapped 
proportionally based on the number of visitors each location had received 
to date. The symbology for the venues is a series of white and dark gray 
circles displayed at 40 percent transparency to show overlap in venues. 
Some of the data points will therefore appear light gray in color. The 
maps are included in this chapter to provide a visual representation of 
the Foursquare venue locations. Because this chapter is looking at places, 
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it is important to note not just the popularity of locations but also their 
distribution and location relative to census tracts and other areas of Kansas 
City, Missouri. By mapping the Foursquare locations, a better illustration 
of where the venues are located in relation to various demographics is 
provided, thus illuminating gaps in Foursquare service within Kansas 
City. Connecting consumption data from the Foursquare network to 
demographic information has the potential to point out areas of a city 
or region that may be underserved in terms of the types of goods and 
services available. These areas can be ground- truthed to see what types 
of economic development would be most beneficial for the future vitality 
of various census tracts.

A Pearson’s correlation was run to determine if there was a significant 
relationship between the number of Foursquare venues in a census tract 
and the demographic information for that tract. The number of Foursquare 
venues was correlated with the following variables: total population, eth-
nic/racial profile (white, African American, Hispanic), median family 
income, median age, and percentage of the population with a bachelor’s 
degree or higher. These correlations were then tested for statistical sig-
nificance. Also uploaded to ArcMap is information from the U.S. Census 
Bureau at the census tract level on median family income, percentage 
of whites, percentage of African Americans, percentage of Hispanics, 
and median age. The census data used are the five- year estimates from 
the American Community Survey in 2012.23 Census tract data were used 
because they have been shown to be an accurate measure useful for under-
standing larger- scale neighborhood dynamics.24 Only the Foursquare 
locations in the central city were used because of the high volume of retail 
establishments in the area and the associated difficulty with collecting all 
data points. Not including data from surrounding suburbs may present a 
bias in the results because it is likely that those people consuming goods 
and services in the inner city are from the surrounding metro area. Simi-
larly people are mobile and are able to consume in areas that differ demo-
graphically from their own areas. Therefore the consuming populations 
in each census tract and businesses in each tract may not exactly align.
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Kansas City as a Case in Cyberspace
Kansas City, located on the state line between Kansas and Missouri, has 
a history of redefining itself economically to maintain its presence as an 
important urban center in the United States. Embedded in the context 
of Kansas City is an account of ethnic and economic segregation that 
can still be seen today by looking at census tract data and Foursquare 
venue locations. As a new technology hub in the United States, Kansas 
City is positioned well for engaging with hybrid spaces of the physical 
and online worlds. Kansas City, with a population of 464,310, is also fairly 
demographically diverse. According to the 2010 census the median age of 
city residents was 34.6 years, median income was $45,150, and the pop-
ulation had an ethnic profile of 54.9 percent white, 29.9 percent African 
American, and 10 percent Hispanic. Almost 31 percent of the population 
had a bachelor’s degree or higher.25

Kansas City, Missouri, has deep historic roots in the rural central United 
States. Being located close to Independence, Missouri, Kansas City was 
founded by early fur traders moving through the state and trading along 
the Missouri River.26 Despite the lack of mineral resources for early indus-
trialization found in places such as Pittsburgh, Pennsylvania, Kansas City’s 
proximity to farm and ranch lands allowed for the urban area to grow as a 
center of meatpacking and milling.27 The city has maintained its position 
as a transportation hub, changing from a river trading town to a railroad 
terminus to a center for trucking and wholesale distribution.28

Having experienced industrial growth somewhat later than other cit-
ies in the United States, Kansas City did not attract immigrant diversity 
until much later in its history. After Reconstruction a number of African 
Americans moved northward and settled in the relatively unsegregated 
metropolis.29 During the 1930s and 1940s, however, the city made the 
decision to concentrate public housing in one inner- city location, and 
as a result many African American families settled on the eastern side 
of the city, solidifying a distinctive African American core of the down-
town.30 The most distinctive elements of Kansas City culture— jazz and 
barbecue— were products of these neighborhoods.31 Recently there has 
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been a sizable Hispanic immigrant population that has begun to settle 
in Kansas City, though this population is somewhat spatially dispersed.

The architectural work of J. C. Nichols, notably the Country Club 
Plaza and Country Club District (the largest contiguous master- planned 
urban area in the United States), aided in subdividing the city in terms of 
economic means by creating desirable racially segregated neighborhoods 
for wealthy families along the Kansas- Missouri state line.32 The work of 
Nichols and others gave rise to nicknames for the city, such as Paris of 
the Plains and the City of Fountains, intended to help residents combat 
the notion of living in a backwoods, rural society.33

Recently Kansas City has become a center for technology with the 
development of the Sprint Campus and World Headquarters in 1997, as 
well as the decision made by Google to use Kansas City as a test site for 
its new Google Fiber network. The success of implementing the high- 
speed fiber network in Kansas City led Google to publicize its increased 
availability in thirty- four other locations across the country. With the 
expansion of Kansas City enterprise to include several corporations 
focused on technology, it seems plausible that social media applications 
like Foursquare would be widely known and used.

Kansas City boasts a relatively high percentage of businesses repre-
sented on Foursquare. With 1,558 retail venues and 1,110 accommoda-
tions and food venues (a total of 2,668) listed in the economic census 
and 835 Foursquare food and shop- and- service locations, approximately 
31 percent of establishments in Kansas City have online counterparts 
on Foursquare. As shown by figure 7- 2, the majority of the Foursquare 
venues in Kansas City are located along the western edge of the city on 
the boundary with Kansas City, Kansas. One explanation for this trend 
could be the historical growth of the city and the push by J. C. Nichols to 
develop shopping plazas in the southwest corner of the city. The venues 
here also align with demographic characteristics, as demonstrated later, 
since this area contains the largest percentage of white, high- income, and 
older populations. Other hot spots for venue locations are along major 
highways or at highway intersections.
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Table 7- 1. Most popular sites of consumption  
in Kansas City, Missouri

Top ten shop- and- service venues

Name
Number of  
unique users Subcategory

Crown Center 7,421 Mall

Zona Rosa 5,280 Mall

Trader Joe’s 4,128 Grocery store

Apple Store Country Club Plaza 4,030 Electronics store

Cosentino’s Market Downtown 3,703 Grocery store

h&m 3,361 Clothing store

Target 3,055 Department store

Barnes & Noble 2,901 Bookstore

mci Car Rental Center 2,596 Rental car location

Marsh’s Sun Fresh Market 2,544 Grocery store

Top ten food venues

Name
Number of  
unique users Subcategory

McCoy’s Public House 6,039 Brewery

Fiorella’s Jack Stack Barbecue 5,809 bbq joint

City Market 5,698 Farmers’ market

Grinders 5,637 Pizza place

Cheesecake Factory 5,223 American restaurant

Beer Kitchen No. 1 4,866 Gastropub

Brio Tuscan Grille 4,774 Italian restaurant
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The ten most popular Foursquare venues in Kansas City are found 
mainly in the areas near J. C. Nichols’s Country Club Plaza. Most of these 
venues are local restaurant locations, such as McCoy’s Public House, 
Fiorella’s Jack Stack Barbecue (one of the better known barbecue estab-
lishments in the city), Grinders, Zona Rosa, the Cheesecake Factory, 
Beer Kitchen No. 1, Brio Tuscan Grille, and Blanc Burgers + Bottles. The 
Crown Center shopping mall holds the top spot for having the largest 
number of users check in, and the local City Market farmers’ market holds 
the fourth spot (see table 7- 1 for the top ten food and shop- and- service 
venues and their subcategories and number of unique user check- ins).

As table 7- 2 shows, there is a significant correlation between the number 
of venues found on Foursquare and the number of people who identify as 
ethnically white or African American. While the areas identified as white 
have a significantly positive relationship with the number of businesses 
listed on Foursquare, the African American areas have a significantly neg-
ative relationship. The number of Foursquare venues is also significantly 
positively correlated with median family income, a relationship that is 
likely tied to ethnic characteristics.

Looking at the census tracts in Kansas City where the median age 
is either above forty- five or under twenty- five shows different trends 
in consumption (fig. 7- 3). While some of the census tracts with older 
residents are located along the Kansas- Missouri state line, where the 
highest concentration of venues is located, there are several tracts where 
the median age is above forty- five and there are no Foursquare venues. 
Within the census tracts with older population there are forty- three Four-
square venues. Of the top ten most commonly visited venues only three 

Blanc Burgers + Bottles 4,767 Burger joint

Kona Grill 4,686 American restaurant

Jack Stack Barbecue  
Country Club Plaza

4,617 bbq joint



Fig. 7- 2. Foursquare food and shop- and- service venues in Kansas City, Missouri, 
by the number of users. Created by Emily Fekete.



Foursquare in the City of Fountains 157

are shop- and- service venues, with the remainder being restaurants. The 
venue with the most check- ins in the census tracts with older residents is 
a Quik Trip gas station and convenience store. Other shopping locations 
include a Price Chopper and Royal Liquors. The restaurants are mainly 
fast food and other chain restaurants and include Panera Bread, Applebee’s 
Bar and Grill, McDonald’s, and Taco Bell. The remaining three restaurants 
are Trezo Mare Restaurant and Lounge, Jasper’s Italian Restaurant, and 
the Café in Briarcliff. This list of venues suggests that older populations 
may have a higher disposable income, so the tracts with older residents 
may be good locations for business owners to open restaurants.

Surprisingly, given the adoption of social media technology among 
younger groups, there are only six Foursquare venues listed in census 
tracts with a median age of below twenty- five. The only shopping option 
in these tracts is a Hy- Vee gas station, possibly because of a lack of clientele 
with substantial incomes in the area. The five restaurants represented are 
a Gates Bar-b-q (popular local barbecue establishment with several loca-
tions throughout Kansas City), a Sonic Drive- In, a Dairy Queen, and two 

Table 7- 2. Correlations between Foursquare  
venues and selected demographics

Probability  
value

Pearson  
correlation

Total population .242 .069

Median age .297 .053

White .019* .205

African American .005* −.250

Hispanic .136 −.109

Median family income .013* .219

*Significant at the .05 level.



Fig. 7- 3. Foursquare food and shop- and- service venues in Kansas City, Missouri, 
by the number of users in census tracts where the median age is either less than 
twenty- five or greater than forty- five. Created by Emily Fekete.
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local places— Go Chicken Go, a car service station- turned- fried- chicken 
restaurant, and Pho Hoa, a Vietnamese restaurant. Based on the types of 
venues present, it may be that the census tracts with younger populations 
do not appeal to potential business owners as places to establish them-
selves or that young people cannot afford the rents in more developed 
census tracts.

There is a sharp contrast between areas of high income (census tracts 
where median family income is greater than $100,000) and areas of low 
income (census tracts where median family income is less than $20,000) 
in Kansas City, Missouri (fig. 7- 4). Of the forty- eight total venues in high- 
income census tracts many are dispersed much like those found in older 
census tracts along the Missouri- Kansas state line, further supporting 
the point that areas with older residents also have residents with larger 
disposable incomes. Within the top ten most popular venues three are 
shopping areas, including a Target, a Best Buy, and Cosentino’s Brookside 
Market— a high- end grocery store. The food venues that are present in the 
area do not necessarily reflect the higher earnings of the local population. 
Food venues included the Roasterie Café (a local coffee roaster and shop), 
Avenues Bistro, Julian, Steak ’n Shake, Panera Bread, Aixois, and Chipotle 
Mexican Grill. The dynamic of these retail locations in high- income areas 
is a product of the two distinct locations of high- income census tracts. 
The Target, Best Buy, Steak ’n Shake, Panera, and Chipotle are in a shop-
ping plaza in northeast Kansas City, while the higher- end Roasterie Café, 
Julian, Avenues Bistro, Aixois, and Cosentino’s are near the Country Club 
District on the Kansas- Missouri state line. The difference likely reflects 
the distinct types of high- income earners in each of these locations.

Low- income areas in Kansas City do not have many Foursquare venues, 
as only three are found in census tracts with a median family income below 
$20,000. The lack of venues could be due to the fact that lower- income 
families do not have smartphones and cannot use Foursquare. It could also 
be a reflection of a lack of retail trade outlets in areas with little affluence. 
Of the three venues in the area, one is the Vietnamese restaurant Pho Hoa 
found in the younger population census tracts. The other two are a Fast 
Stop gas station and a McDonald’s.



Fig. 7- 4. Foursquare food and shop- and- service venues in Kansas City, Missouri, 
by number of users in census tracts where the median family income is either less 
than $20,000 or greater than $100,000 (unclosed lines mark edges of census tracts 
outside of Kansas City). Created by Emily Fekete.
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Figure 7- 5 is possibly the most reflective of the distinct ethnic divide that 
has long existed in Kansas City. While there were no census tracts that had 
a population that was 75 percent or more Hispanic, there are three where 
the majority population (greater than 50 percent) is Hispanic. There also 
are numerous census tracts in the inner city where the population is at 
least 75 percent African American, largely reflecting the historic pattern 
of settlement due to subsidized housing availability. The clearest example 
of the historical development of Kansas City is the location of census 
tracts where the white population makes up 75 percent or more of the 
total population in the area. These areas are clearly located along the state 
line. The white census tracts also contain most of the retail trade and food 
outlets found in Kansas City, with 584 Foursquare venues. The top ten 
most popular Foursquare venues in Kansas City as a whole are the same 
venues as the ten most popular Foursquare locations in predominantly 
white census tracts: Crown Center, McCoy’s Public House, Fiorella’s Jack 
Stack Barbecue, City Market, Grinders, Zona Rosa, the Cheesecake Fac-
tory, Beer Kitchen No. 1, Brio Tuscan Grille, and Blanc Burgers + Bottles. 
The development of the city spurred by J. C. Nichols is still apparent in 
the pattern of retail and ethnic segregation. This dispersion of venues 
found on Foursquare also reflects the economic divide that exists within 
the city, with more high- end establishments located in areas with a white 
and wealthy population.

Within the predominantly African American census tracts, there were 
only nine Foursquare venues. Of these nine the top two most frequently 
visited are the original locations of two Kansas City barbecue stalwarts: 
Arthur Bryant’s Barbeque and Gates Bar- b- q. It is likely not locals who 
are checking in to these two locations on Foursquare but rather barbe-
cue enthusiasts and tourists who are artificially driving up the number 
of users who have checked in. There are three other restaurants in the 
African American census tracts: Niecie’s Restaurant (a local diner), a 
Sonic Drive- In, and a Taco Bell. There is one option for shopping (a cvs 
pharmacy), two banks (Bank of America and Mazuma Credit Union), 
and the Southeast Community Center. The lack of Foursquare venues in 
these areas could be either a product of a lack of engagement with Four-
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square by African Americans or the fact that these areas do not contain 
any venues where one may check in. On the ground analysis of these 
areas is incredibly important in order to determine the extent of assumed 
food deserts and lack of access to other necessities in these census tracts.

Census tracts with a majority Hispanic population have more Four-
square venues than do African American census tracts, but these venues 
might also exist because of people coming in to the tracts for specific types 
of food or for work. Although there are nineteen Foursquare venues listed 
for these areas, only three of them are shop- and- service venues (with 
one grocery store, a Price Chopper) with the rest being restaurants or 
bars, also possibly creating an urban food desert for many residents. The 
popular venues in this area reflect the history of these census tracts as an 
old industrial area of the city. Both Boulevard Brewing Company and the 
Roasterie Coffee Plant have their operations in these census tracts and 
are among the ten most visited venues. The Boulevard Tasting Room also 
made the top ten venue list. There are two local farm- to- table restaurants, 
Westside Local and Blue Bird Bistro, and a creperie, Chez Elle, in these 
census tracts, and the remaining four restaurants are local Mexican places: 
Ponak’s Mexican Kitchen & Bar, El Patrón, Margarita’s, and Los Tules. 
It would be worth investigating gentrification in these census tracts, as 
they are located in old industrial areas and seem to have a mix of hipster 
and Hispanic culture.

Data and Demographics: Connections or Coincidence?
The development of retail trade establishments in Kansas City is largely 
a reflection of the historical trends put into place by people such as J. C. 
Nichols and projects such as his Country Club Plaza. Tied to the urban 
development that occurred during the twentieth century is a history of eth-
nic segregation that is still evident through census tract data. The historical 
development of the city can clearly still be seen through a combination 
of census tract data and Foursquare check- in data for food venues and 
shop- and- service businesses. There is a clear core area of Kansas City that 
houses a majority African American community, while the area around the 
state line is largely white. Although there is a growing Hispanic presence, 



Fig. 7-5. Foursquare food and shop-and-service venues in Kansas City, Missouri, by 
the number of users in census tracts where the majority race is either white (greater 
than 75 percent), African American (greater than 75 percent), or Hispanic (greater 
than 50 percent). Note: tracts with no majority are not highlighted. Created by 
Emily Fekete.
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it has not yet manifested itself on the ground in a significant way, though 
there is evidence of this minority population through some of the dining 
establishments found on Foursquare. The ethnic divisions of the city 
mirror the availability of goods and services found on Foursquare. African 
American census tracts do not have the numbers or diversity of products 
that other census tracts do. Retail trade is skewed toward the white and 
the wealthy. While the distortion of available Foursquare venues could 
be a reflection of the population using Foursquare, it could also point to 
the lack of businesses that exist in African American communities.

In looking at the patterns of Foursquare use outlined above, it can be 
deduced that the application appeals mostly to a white population. The 
probability of Foursquare users being white is evident in both the loca-
tion of venues found along the Kansas- Missouri state line as well as the 
lack of businesses on Foursquare in African American neighborhoods. 
There are serious real- world implications for the lack of representation 
of businesses in African American census tracts on Foursquare.34 With 
the Explore feature on the application, Foursquare users will see only 
businesses listed online. People using Explore to find a retail location 
will not have the opportunity to see businesses in predominantly African 
American areas of a city. Similar to the divide found on Google Maps 
by Zook and Graham or in New Orleans by Crutcher and Zook, Four-
square presents a specific version of a city to its users, one that largely 
overlooks the ethnic composition of businesses.35 This is not to say that 
African Americans should or need to start using Foursquare; however, it 
does establish the political position that Foursquare presents to its users. 
Overlooking an entire ethnic category of the population does not create 
an ideal environment for people to “discover new places and explore what 
is nearby,” as the service claims.36 It offers instead a biased reproduction 
of retail locations based on a specific sector of the U.S. population who 
visit these establishments. The places that are viewed on Foursquare as 
the most popular places to eat or shop in a given location may in fact not 
be as popular when looking at the ethnic character of a city.37

Tying social media data strictly to demographic data is challenging. 
Looking at social media data through a lens of demographic information 
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has the potential to illuminate on- the- ground problems, but it likely only 
further points to a topic often overlooked by those studying big data: the 
digital divide. While there is a possibility that some of the census tracts in 
Kansas City (notably the African American tracts) are underrepresented in 
terms of access to retail establishments, what is more likely is that the data 
on Foursquare are being created by a nonrepresentative group of users. 
Despite the ongoing myth of an all- inclusive Internet, digital divides con-
tinue to persist within the United States.38 Applications such as Foursquare 
that have filters built into them (like Explore) are largely a reflection of the 
users who have developed the application, whether it is open source or not. 
Without knowing it, people may be basing their consumption decisions 
on a computer code that does not have the ability to recognize what has 
been omitted from its database. As people increasingly rely on technology 
to direct their choices of where to go for obtaining goods and services, 
those businesses left out because of the technological divide will suffer.

What big data does illuminate are areas that may require a more in- depth 
analysis that cannot be gleaned from digital data sources alone. Big data 
can provide a social context in which to understand large- scale unevenness 
in access to sites of consumption. Often this access is a product of greater 
societal issues that could stem from historical development or the digital 
divide. However, in attempting to address these concerns, researchers 
must not only rely on what they uncover from an initial big data survey 
but use a variety of methodological approaches in order to address the 
issues present. Researchers should be wary of relying too heavily on user- 
generated social media data without recognizing the inherent biases built 
into these sources.
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8 Big City, Big Data
Four Vignettes

Jessa Lingel

As someone who has lived her entire adult life in cities and as a researcher 
who studies spatial informatics, I have often felt a combination of guilt 
and concern at having contributed to what Halberstam has called 
metronormativity— the overemphasis on urban contexts at the expense 
of other places, such as suburbs and rural areas.1 As a global trend, urban-
ization has important social, economic, and environmental consequences 
that demand scholarly attention. And yet when cultural geographers take 
cities as their object of study, it becomes very easy to conflate urban expe-
rience with human experience, further entrenching stereotypes that people 
outside city limits are also outside the purview of scholarly work. So it 
is with a somewhat rueful acceptance that I admit the utility of thinking 
about cities in order to understand big data in the context of everyday life.

It would be fair to say that big data skews toward two loci of social 
concentration: major social media sites and major cities. I will not expand 
here on the hyperconcentration of scholarly attention on just a few online 
platforms.2 This is partly because the focus of this edited volume is on big 
data and space and partly for reasons of protecting privacy; I sometimes 
think that academics (and corporations) should continue to ignore smaller 
social media platforms precisely because they are increasingly the only 
sites of online interaction that are afforded any measure of privacy simply 
because they are ignored. I will instead focus on lived experiences of big 
data as a way of pointing toward ethical contours of city life and statistical 
paradigms of measurement.
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It is almost impossible to think of big data as material, as accessible in 
a physical way, but somewhat easier to think in terms of its materiality.3 
By this I mean the ways that big data projects alter lived experiences of 
the city. To ground (or materialize) this convergence of the urban and the 
algorithmic, I offer four vignettes of encountering big data in everyday 
urban life.4 These vignettes emphasize themes of measurement, infra-
structure, legibility, and play. I conclude with some thoughts on how 
these experiences have shaped my own beliefs of the ethics of big data 
and urban informatics. By connecting big data to life in a big city, I do 
not mean to imply that non- urban areas are immune to the reach of big 
data. And yet being part of a crowd has long been hailed as the primary 
and emblematic means of offering city dwellers anonymity.5 In this short 
chapter I am concerned precisely with experiences of realizing how this 
anonymity is being methodically and invisibly dismantled to the advan-
tage of corporations and at the expense of privacy, community, and play.

In the late summer of 2013 I am attending an urban planning workshop in 
New York City. Bringing together ngos, policy makers, social scientists, 
and industry people, the workshop is intended to advise a partnership 
between a development project (whose goal is to build a retail center on 
the west side of Manhattan) and a university department (whose goal 
is to become a global leader in big data initiatives at the convergence 
of academia and industry). As a qualitative researcher and a woman, I 
find my field and my gender to be underrepresented in the room. As an 
activist and Marxist feminist I feel all but illegible, but then again so are 
some of the statements made in the course of explaining the different 
data- gathering projects being conceptualized. Men in suits talk about the 
things they will measure with sensors: “We can monitor foot traffic and 
energy use! Trash! Alcohol consumption! Smoking! Sleep!” I realize I 
am watching big data happen. The development initiative includes both 
residential and commercial property; the goal of all this measurement is 
allegedly to gauge “quality of life.” I voice concerns about privacy.6 I also 
bring up alternate methods of inquiry and mention my doubts that any of 
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these things will in fact add up to the stated goal of understanding whether 
people are happy. I am told, “Our goal is not to have to talk to people 
face to face” and then, “You cannot improve what you cannot measure.”

I’m on a G train in Brooklyn, and the year is 2011. On one side of the 
train I see advertisements for Google’s Good to Know initiative, which 
informs users on issues of privacy, security, and netiquette.7 For example, 
one ad advised against the perils of lazy password selection: “Choosing 
the same password for each of your online accounts is like using the same 
key to lock your home, car and office— if a criminal gains access to one, all 
of them are compromised. So don’t use the same password for an online 
newsletter as you do for your email or bank account. It may be less con-
venient, but picking multiple passwords keeps you safer.” I turn my head 
and on the other side of the train, I see promotions from the Metropolitan 
Transit Authority, which runs the public transit and port authorities in 
metropolitan New York. The ads simultaneously document and advertise 
progress on various service improvements, assuring us that the Second 
Avenue subway line is finally coming, that the Fulton Street station will 
eventually open, that security cameras are being installed on city buses 
for our “safety.” It occurs to me that these ads are doing the same thing, 
which is to say they are presenting institutions as infrastructure. Part of 
this collapse comes through generalization— the benevolent distribution 
of information on safety and progress. There is a shared emphasis in these 
messages on proactive responsiveness (“Take note of our efforts to meet 
your needs!”) that also erases competing platforms and services. Google is 
not the Internet; it is a company that produces tools (email, search engine, 
cloud storage) that facilitate online tasks. The mta is not public trans-
portation; it is a public benefit corporation that relies on and maintains 
infrastructure that long predates the mta’s existence as an institution.

Typically I am very wary of using spatial metaphors to describe web- 
based technologies.8 The connection is useful here, however, in that both 
Google and mta are invested in presenting themselves as integral to 
routine travel, whether online or off. This conflation is all the more dis-
concerting when we think about flows of information and data and bodies 
that are managed and facilitated by institutions acting as if they are infra-
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structure. When pundits point to the popularity of tools like Facebook 
and ez Pass as indications that people must not care about privacy (since 
they give so much personal information to these companies), they fail (or 
refuse) to acknowledge that, for many people, not using these technol-
ogies doesn’t feel like an option.9 And part of the reason that opting out 
doesn’t feel like a choice is that entities like Google and the mta present 
themselves not as one product among many but as ingrained, inevitable 
infrastructure. As I trundle along on the G train in Brooklyn these ads 
want to reassure passengers that these companies are continuing to work 
for our benefit, safety, and convenience but less, perhaps, as consumers 
than as the beneficiaries of a public good.

It’s the summer of 2004 and I have just moved to New York. On my first 
night in the city that will be my home for the next decade, I go with my 
new roommate to a bar called the Metropolitan. It is only when I read a 
Sleater Kinney lyric scrawled on a bathroom stall door that I realize two 
things: (1) I’m in a lesbian bar and (2) I can make a home out of this city. 
Writing this now, I realize that this is my first memory of reading New York. 
By “reading” I’m referring to the interpretive work of spatial sensemaking. 
In her book Metropolitan Lovers Julie Abraham unpacks the (specifically 
queer) history of this kind of reading, writing that “anxieties about the 
legibility of buildings and streetscapes, about being able to interpret the 
cities and versions of cities that we see . . . are also an extension of the 
anxiety about legibility [of otherness]. . . . It is a [modern] anxiety about 
the ‘facades’ of individuals rather than of buildings, about the artifice of 
urban life undermining the legibility of persons in the city. Postmodern 
anxieties about the reading of urban structures echo the anxieties of the 
denizens of great cities about the readings of persons.”10

It is worth returning to these anxieties of bodies, buildings, and desires 
relative to concerns about big data.11 With locative media and geo- located 
photo tags, moving through everyday urban life increasingly produces 
(both actively and passively) data that accumulate powerful sets of infor-
mation of interest to corporate as well as government actors. In other 
words our movements make the city legible to entities that can then 
profit from our statistical contributions. And yet legibility can function 
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both top down and bottom up. Queer women make themselves and their 
spaces legible to each other and create a sense of home, even as we simul-
taneously become legible to those who would do us harm. Legibility has 
been a rallying cry of historically marginalized groups for a long time; I 
am cognizant of the need to honor those efforts, even as they come with 
new concerns (of privacy as much as censorship) when relationships 
to data are centered on prediction and profit first and on interpersonal 
contact and community last, if at all.12

Just two months shy of my nine- year anniversary in the city, I leave New 
York for Boston. The week of my departure the city installs CitiBikes, its 
bike- share program. I feel an unexpected sense of relief that I do not have 
to see (or bike through) the city this way. One of my favorite things about 
urban biking is the feeling that I am no longer bound by subway lines 
and bus routes, that I have far more agency in how I navigate streets and 
neighborhoods, basically that the city can feel like play. CitiBikes, which 
incidentally represent quite neatly the conflation of institution and infra-
structure, are bound temporally (to thirty- minute rides) and spatially (no 
bikes for the vast majority of Brooklyn and Queens, or the entirety of the 
Bronx, and Staten Island). They are also binding cyclists in data sets that 
become public but not transparent.13 It’s one thing to be able to download 
an Excel spreadsheet loaded with CitiBike statistics and quite another to 
offer apis and visualization tools required to make sense of and play with 
these statistics. One’s presence in a data set moreover is never neutral and 
never without consequences (however small) for other points of data. 
Big data is tied to cities in that density is necessary for analysis; outliers 
and patterns become visible only with an adequate baseline of normative 
datapoints. In this way legibility of data is not only (and in fact not at 
all) individual; it is collective. It is of course a choice to use CitiBike, just 
like it’s a choice to ride the subway. What CitiBike illustrates so clearly is 
how movements through city space articulate relationships of privilege, 
privacy, and monitoring. These layers of legibility— between institution 
and infrastructure, between legibility and enclosure, between individual 
and collective— are what make it increasingly difficult to retain a sense of 
play in one’s daily movements through city space.
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Despite many, many experiences of this not being the case, I continue 
to subscribe to a vision of the city as a place where play is possible, even 
fostered. In her work on privacy regulations Julie Cohen has argued that 
privacy law should fundamentally respect human creativity, facilitating 
socio- technical forms of play.14 In thinking both about policy and research 
initiatives for big data and city space, I believe Cohen’s key claims should 
drive decisions on how we gather data about everyday urban life. These 
decisions have consequences— I worry about the chilling effects of big 
data in the context of mobility, privacy, and play. I think of the intrusive-
ness of censors that residents and workers can’t see or contest. Ideals of 
play don’t hold up against the fatigue of encountering technologies that 
feel inevitable and entrenched, with profoundly uneven distributions of 
access to information.

Virginia Eubanks has written persuasively and powerfully on the ways 
that economically disempowered and disenfranchised groups have long 
experienced daily acts of monitoring and surveillance that increasingly 
define contemporary urban life for the poor, such as the tracking of food 
consumption, the number of people in a household, and records of med-
ical visits and treatments.15 It seems increasingly obvious that these same 
infrastructures of tracking and monitoring will continue to be ingrained 
into technologies of everyday life across socioeconomic strata. To some 
extent, this has been the case for a very long time, as evidenced by credit 
card reports and grocery store customer loyalty programs.16 In the past 
corporate entities seemed reluctant to acknowledge this statistical work 
as surveillance, fearing customer backlash related to privacy concerns.17 
The technological capacities for data gathering and algorithmic calculation 
are typically cited as catalyzing forces for the emergence and power of the 
big data paradigm, and yet there is another, discursive shift that seems 
to have taken place in which tools of surveillance that used to be viewed 
as creepy are now lauded as revelatory.18 In other words, rather than an 
intrusion on privacy, data analytics are positioned as a gift of insight.

I am wary of seeming overly negative (some would say paranoid) about 
uses for big data in the context of city life. Surely it’s possible for tools of 
big data to be tools of curiosity and equality rather than disempowerment. 
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I therefore conclude by suggesting means of intervention in the cause of 
ethical urban informatics. I first propose considering alternate practices 
of legibility— ways of knowing and reading the city that aren’t rooted in 
the endless proliferation of unseen, un- asked- for tracking. For example, 
Jack Gieseking’s combination of social network analysis and meticulous 
archive work on queer advocacy and community groups in New York 
provides a fascinating look at how queer organizations emerged over time, 
with implications for deeper understandings of the convergence of spatial 
and political policy.19 Gieseking’s approach is very much tied both to data 
analytics and to goals of legibility, bringing to light social and institutional 
connections that would otherwise remain hidden. Admittedly this meth-
odology is an archival one; for research that has a more immediate time 
frame, legibility could be considered a process of interpreting ephem-
era (the traces left behind in the course of everyday life) as ephemeral, 
meaning something to be interpreted and analyzed but not necessarily 
reinscribed in an archive that is inaccessible or inscrutable to the people 
whose data it contains. Part of ethical big data initiatives requires more 
parity in agency, first by allowing people to opt in and out of participation 
and second by allowing data to disappear. When the CitiBike program 
offers its clients data sets comprising their own data points, the gesture 
rings hollow partly because users have limited agency in how their data 
live within that database and partly because the data sets themselves are 
overwhelming to someone without training in statistical methods.20

In a second set of demands for ethical approaches to big data, I want 
to advocate for committed attention to social justice as fundamental to 
how processes of statistics, measurement, and algorithms are experienced 
in daily city life. Partly this commitment should take place through an 
insistence on ethics training for academics working in computational 
social science (and related subfields) who may not realize the extent to 
which their work on big data is often work that involves human subjects. 
Internal review boards (irbs) tasked with evaluating the legal and ethical 
implications of research with human subjects must combat tendencies 
to lag in their familiarity with contemporary research tools and trends, 
including the apis and algorithmic analysis used in big data research. On 
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a policy level the work of irbs cannot be limited to academics; as noted 
earlier there have always been compelling motivations for corporate and 
government actors to conduct consumer and civic analysis, but the scale 
and lack of transparency around big data collection present new and 
troubling issues in protecting privacy, agency, and creativity. Policy makers 
ignore the ethical implications of these issues at their and their constitu-
ents’ peril. As researchers and technologists we must commit ourselves 
to making these processes of data gathering more visible, to articulating 
consent clearly and honestly rather than wearily surrendering to the high-
est common denominator of legal language, to supporting complex and 
even contradictory desires for mobility as well as stasis, and to imagining 
different political arrangements that secure the right to work as well as play.
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9 Framing Digital Exclusion in Technologically 
Mediated Urban Spaces
Matthew Kelley

Scholarly work on digital exclusion and inequality (often referred to as 
the “digital divide”) reached a crescendo during the late 1990s and early 
2000s. If we look back it is no surprise that, given the pace of innovation 
and the emergent nature of consumer- oriented digital technologies, there 
would be uneven patterns of adoption and usage among the general pop-
ulation. Urban areas in particular were looked to by early digital divide 
scholars as sites within which the exclusivity of digital technologies was 
most geographically pronounced. But as patterns of usage stabilized and as 
the general population became more comfortable with the integration of 
digital technology and everyday life, critical scholarly and policy- oriented 
attention has shifted away from the divide as it was initially conceived. In 
a manner of thinking, while once the divide had seemed impossible to 
bridge, it became over time little more than a crack in the socioeconomic 
fabric of urban space. By the mid- 2000s Internet access and personal com-
puters were nearly as ubiquitous in U.S. cities as telephones and televisions. 
Access gaps that remained in disadvantaged neighborhoods were partially 
filled through public investment in technology centers, public libraries, 
after- school programs, and the like. Although there remained significant 
efforts to train socioeconomically disadvantaged residents to use digital 
technologies, even these efforts became less urgent as a generational shift 
occurred. Children of the 1990s became young adults with computers 
and Internet connections in the background of their lives. Toward the 
end of the first decade of the twenty- first century, however, the ongoing 
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evolution of digital technology began to open an interesting new series 
of fissures in the socio- technical landscape.

Computers became smaller, phones became mobile, and Internet con-
nections became pervasive. Whereas the digital divide of the late 1990s 
was defined almost entirely by the question of access to a computer with 
a modem, exclusion and inequality in the socio- technical landscape of the 
2010s is more nuanced— tied in large part to the increasingly passive medi-
ation of everyday life by smart technologies. The field is complicated by the 
ever- growing stable of consumer- oriented gadgets that are embedded with 
microprocessors, locative capacities, and interactive functionalities. Social 
exclusion as a result of the prohibitive financial burdens associated with 
ownership of digital technology is no longer foreground. Instead we turn to 
issues such as class- based differentiations in mobile technology usage and 
the impact that geosocial information can have on place. Much contempo-
rary work focuses primarily on the data and information that are produced 
and consumed by mobile digital technologies while connected to perva-
sive Internet services. Digital divide research, in short, is in the midst of a 
focal adjustment, and there remains an open question as to how we might 
best refocus efforts to understand and engage with the unexpected conse-
quences of new technologies in urban space. In this chapter I situate cur-
rent and potential critical divide- esque scholarship alongside the work that 
has been ongoing since the late 1990s. My aim here is to offer this overview 
of past and present divide- related scholarship while also encouraging new 
work on the less visible (and arguably more complicated) contemporary 
uneven socio- technical landscapes. I begin by providing a brief background 
on scholarship that has focused on digital exclusion and inequality and 
then move into a discussion of the new range of technologies that began to 
pervade everyday life toward the end of the first decade of the 2000s. In the 
final section of the chapter I reengage the problem of digital exclusion and 
inequality from within the contemporary socio- technical framework— 
thinking through not only how we might reimagine what a digital exclusion 
is but also how the consequences of more subtle and pervasive digital 
exclusion might be manifest in digitally engaged urban spaces.
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Digital Exclusion and the Divide, Late 1990s– Early 2000s
In the mid- 1990s the U.S. National Telecommunications and Information 
Administration (ntia) set out to study the changing patterns of digital 
information access across the United States.1 Historically the ntia had 
been charged with working toward achieving the U.S. telecommunications 
policy goal of universal and affordable telephone service. But in a 1995 
report, cleverly titled Falling through the Net: A Survey of the “Have Nots” 
in Rural and Urban America, the ntia suggested that its mission had 
begun to change: “While a standard telephone line can be an individual’s 
pathway to the riches of the Information Age, a personal computer and 
modem are rapidly becoming the keys to the vault. The robust growth 
recently experienced in Internet usage illustrates this promise as new 
and individual subscribers gravitate to on- line services. This suggests a 
need to go beyond the traditional focus on telephone penetration as the 
barometer of this nation’s progress toward universal service.”2

Responding to the relatively rapid diffusion of computers and Inter-
net connectivity in the 1990s, the ntia expanded its scope to include 
digital information dispersed through Internet- based communications. 
So, just prior to releasing the 1995 report, the ntia contracted with 
the U.S. Census Bureau to begin collecting demographic data related to 
computer and modem ownership as a way for the agency to gain “new 
insights about the ‘information disadvantaged’ in America’s central cit-
ies.”3 Evident here should be the emphasis on access that permeated early 
divide- related U.S. policy documents. The revised ntia goal of universal 
and affordable access to the riches of the information age via computers 
with Internet access was baked into federal and state policy by the late 
1990s. As I briefly detail below, the flurry of activity following the work of 
the ntia (coupled with market- driven decreases in the costs associated 
with Internet access) was fairly successful in the provision of affordable 
access to most urban residents by the middle of the decade after 2000. 
What followed, however, was a new manifestation of digital exclusion 
that was characterized not by uneven access to digital technologies and 
information but by an unevenness in technical literacy that mirrored the 
socioeconomic schism of the access divide. The same social groups most 
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disadvantaged by the access divide also had the greatest skills deficit 
once they gained access to the technologies. There were in other words 
two incarnations of the digital divide between the mid- 1990s and about 
2010— the first- order divide being characterized by access and the second 
order, by literacy.

The first- order digital divide was both conceived and engaged as a 
binary social problem of haves and have nots. Individuals who did not have 
the means to own a computer and connect to the Internet were excluded 
from the social and economic possibilities engendered by digital infor-
mation. By placing a computer and Internet connection into the homes 
of the most socioeconomically disadvantaged, policy makers expected 
incredible outcomes— from ending chronic unemployment to leading 
whole communities out of the cycle of poverty. As Kruger noted, “it has 
become one of the orthodoxies of the late 1990s that the information 
and communication technology (ict) revolution potentially offers one 
way of tackling almost every social ill.”4 By the year 2000 serious efforts 
were under way at all levels to guarantee access to the “information 
have nots” of urban areas. Community technology centers, after- school 
computer programs, and the expansion of digital technologies within 
public library systems were among state- sponsored efforts to expose 
the have nots to the brave new world of digital information.5 The U.S. 
Federal Communications Commission (fcc) released a report in 2000 
that detailed not only the disparity of access to broadband (defined at 
that time as in excess of 200 Kbps in at least one direction— upstream 
or downstream) in the United States but also several policy initiatives 
that could be leveraged to improve access.6 Among the initiatives the 
report identified was municipal broadband in particular, which would 
be a (potentially) cost- effective and well- regulated source for affordable 
and universal Internet access. Alongside initiatives to provide access to 
computer hardware, municipal broadband efforts in the early 2000s were 
a key element in the vast state- sponsored “bridging the digital divide” 
agenda. The takeaway here is not, however, in the details of efforts to bridge 
the access divide. It is rather that once widespread digital exclusion had 
been linked to access in the mid- 1990s, vast resources and immeasurable 
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efforts were expended to eliminate the inequality that was manifest by 
the divide, leading, though not causally, to the second- order problem 
of digital exclusion as a result of uneven literacy.

Scholars have argued that low levels of digital literacy, as a form of social 
exclusion, can adversely impact residents’ civic participation and sense 
of place.7 Mesch and Talmud offered evidence of the positive effect that 
digital literacy and participation can have on real- world communities by 
drawing on data from longitudinal research in two Israeli communities.8 
In their work they found that digital literacy enabled people to participate 
in online activities, which increased both the level of civic engagement 
among residents as well as residents’ sense of connectedness to their 
neighborhoods. On the flip side, in communities with low levels of lit-
eracy residents are excluded from digitally enhanced civic participation 
and place making. Unfortunately, unlike access to digital technology, 
uneven digital literacy was a more complex problem for policy makers 
to confront. Lindsay argued, for instance, that the predominantly low 
levels of digital literacy in disadvantaged urban neighborhoods were only 
exacerbated by the absence of technical sociocultural support mechanisms 
at the local level.9 Cultivating such mechanisms was a neither quick nor 
easy task, and as is most often the case with community development 
efforts in socioeconomically disadvantaged places, the strategies and 
techniques that are employed in a particular neighborhood must reflect 
the uniqueness of that neighborhood’s social, cultural, and economic 
characteristics.10 Because low levels of digital literacy tended to adhere to 
the same spatial patterns as other socioeconomic challenges, such as high 
poverty and unemployment rates and low high school graduation rates, 
to fully engage the problem place makers— community development 
professionals, activists, urban officials, and the like— could not rely on 
macro- scale practices.11 The process was necessarily a slow one because 
overcoming the literacy divide was as much a matter of teaching technical 
skills as it was a problem of infusing local cultures with new perceptions 
of digital technologies.

Efforts to overcome the literacy divide almost mirrored efforts to pro-
vide access in the late 1990s. But although strategic investments such as 
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community technology centers, after- school programs, and adult edu-
cation efforts were implemented in disadvantaged communities, digital 
literacy is largely characterized by tacit skills that are acquired through 
sustained and informal exposure to computers and the Internet. As the 
access divide was gradually overcome, a generation of youth received an 
introduction to digital technologies. As they became adults in the late 
2000s and early 2010s, tacit digital literacy was increasingly apparent. As 
I suggest in the following section, though digital literacy remains uneven 
along class- based lines, more attention is being given to how individuals 
participate in the digital world than whether or not they are able to par-
ticipate. Hargittai and Hinnant’s investigation of “young adult” Internet 
users focused, for instance, on the differences in activities among a group 
of users who had access to digital technologies but who had varying levels 
of digital literacy.12 Meyen et al. went so far as to offer a typology of Inter-
net users— speaking not directly to varying levels of digital literacy but 
instead recognizing the reality of its unevenness.13 Finally, it is notable that 
more recent work on digital inequality (from access to literacy) assumes 
a baseline level of literacy among most citizens in the developed world— 
basic digital skills, it is assumed, have become tacit through increased 
exposure to technologies since the mid- 2000s.14

Emergent Technologies and Urban Space
Alongside the diffusion of pervasive Internet connectivity and the cascade 
of smart, mobile, and location- aware handheld digital devices, a good deal 
of scholarly attention has been oriented toward understanding how new 
domains of digital reality can integrate with material society and what 
consequences of this integration can be expected in terms of everyday 
urban life.15 Following the theme of digital exclusion established in the 
previous section, there are a host of new challenges associated with the 
increasingly unencumbered diffusion of digital technologies across urban 
space. Just as the second- order divide was exponentially more difficult to 
overcome through the application of conventional urban policies than the 
access divide, there are arguably even fewer clear pathways to take when 
approaching new manifestations of digital exclusion and inequality in 
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urban space. As I discuss throughout the remainder of this chapter, the 
complexity of the consequences of digital exclusion and inequality in 
urban space is a function of the almost limitless range of affordable com-
puting devices that are both pervasively connected to the Internet and 
location aware. With greatly improved levels of access to digital technology 
residents’ tacit literacy in urban space has improved dramatically, and as 
a result the topics or problems of digital exclusion and inequality have 
become less apparent. Inasmuch as the unevenness of digital literacy began 
to wane in the early 2010s, exclusion simultaneously became more a matter 
of how rather than if digital technologies mediate the experience of social 
and material reality. Unlike our approach to the problem of access to tech-
nology or digital literacy, when investigating the potential for a next- order 
divide we must begin by investigating the new modes that digital exclusion 
is likely to inhabit. For instance, do new modes of digital exclusion tend 
to adhere to the same social and geographic patterns as previous layers of 
digital exclusion? More significantly, how are the consequences of these 
modes of digital exclusion manifest? As I emphasize again toward the 
end of this chapter, our approach to any new manifestation of the digital 
divide will likely need to be much more creative than in the past, because 
coarse policies aimed at leveling the digital playing field will have little 
effect when the problem of digital exclusion has become so nuanced as 
to have fallen out of the popular consciousness.

Before engaging in a discussion of new modes of digital exclusion, I 
would like to take a brief step back in order to first establish the remarkable 
transformation that the digital landscape has experienced since 2010. I 
argue below that three characteristics of this landscape (user interactivity, 
pervasive connectivity, and location awareness) have been particularly 
notable as we dive more deeply into an investigation of the social and 
socio- spatial impact of new technology. Location- based, pervasively 
Internet- connected digital tools have gradually engendered new socio- 
technical possibilities as users are granted new forms of participation 
in the production of publicly accessible digital (and largely geospatial) 
information. Hudson- Smith et al. have referred to this phenomenon as 
“mapping for the masses” as for the first time in history control of geo-
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spatial information has been granted to anyone (or any public/private/
not- for- profit entity) with a moderate digital skill set.16 Scholars have since 
taken to referring to the agglomeration of locative (geospatial) tools and 
information on the Internet as the geoweb, and much contemporary socio- 
technical and geospatial research is framed using existing geoweb scholar-
ship.17 This research is particularly significant to emphasize here because it 
engages with the essence of the contemporary digital landscape— mobile, 
locative, and pervasively Internet- connected devices— which is the ability 
for an unobtrusive piece of technology to mediate and facilitate everyday 
life by maintaining context awareness and augmenting the user’s spatial 
intelligence through subtle signals. Thrift and French were among the 
first to observe the oncoming geoweb when they predicted an emergent 
class of devices that would “be ‘practice- aware,’ responding to and aware 
of the context in which they are used . . . this means we are moving away 
from machines that simply respond to machines that interact because 
they are aware enough of the context in which they operate to be able to 
do so.”18 Since then numerous scholars have engaged not only with how 
the geoweb became interleaved with everyday life but also with what the 
consequences of this process have been (and might be) for urban space.19

As Thrift and French predicted, the emergence of the geoweb was 
largely a result of broad changes in the ways that users interacted with 
digital information through the Internet. Over time digital interaction 
evolved from being dominated by one- way informational transactions to 
being facilitative of omnidirectional flows of information. The early one- 
way user interactions with technologies of the late 1990s and early 2000s 
were (unsurprisingly) primarily consumptive. Computers with Internet 
connections were used, in other words, to find and consume information, 
and interactions with these technologies were initiated by explicit actions 
made by the user— to search the Internet for information, a user would 
query a search engine and the search engine would respond to the query 
by returning a string of data. Countless changes to how users engaged 
with digital technologies occurred throughout the first decade of the 
2000s, and these changes had the net result of more effectively blending 
digital technologies into the everyday lives of users. By mid- decade, for 



186 Kelley

instance, Internet users were more actively participating in the production 
of information by virtue of greatly expanded “Web 2.0” infrastructure 
(e.g., interactive web pages and relational web- based databases).20 Flows 
of information could by mid- decade move in any direction (user to user, 
user to database, database to user, etc.), unrestricted by software or hard-
ware limitations. By the end of the decade not only had mobile locative 
technologies become a more common feature in the urban landscape, 
but they were beginning to exhibit early signs of context awareness that 
subsequently has enabled them to anticipate and preempt users’ explicit 
calls for information.21 The contemporary landscape (mid- 2010s) is one 
in which smart mobile technologies are a ubiquitous part of the urban 
landscape. From phones and tablets to wearables such as watches and 
eyeglasses, digital hardware and pervasive Internet connectivity have 
been increasingly woven into the fabric of everyday life for users across 
a wide socioeconomic spectrum. In an interesting contrast to the hard-
ware and Internet connections of the late 1990s and first decade of the 
2000s, affordability has been a key part of the wider diffusion of emergent 
technologies across urban space. Although the cost of some wearables, 
such as Google Glass, has (as of late 2014) been a limiting factor to their 
wider adoption, this is not the case with lower- cost wearables (such as 
smartwatches) and smartphones and tablet- style devices, particularly 
those that are subsidized by mobile phone and data services.

Scholars have consistently found that as mobile, locative, and perva-
sively Internet- connected devices become more ubiquitous, they begin 
to alter the ways that individuals perceive and experience everyday life 
in urban space.22 Most striking has been the meshing of web- based geo-
spatial data (the geoweb) with material socio- spatial practice. It is not at 
all uncommon, for example, to depend entirely on information provided 
by services such as Google Maps, Yelp, Foursquare, or some analogous 
application when navigating the city. Especially in unfamiliar places the 
mobile device is alternately a constant form of geospatial assurance and 
an augmented form of spatial cognition; though users might not be locals, 
their devices can tap a virtually limitless wealth of seemingly local knowl-
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edge on endless topics such as the locations and reviews of restaurants 
and coffee shops, home prices and rental rates, crime rates and school 
scores, walkability, traffic patterns, and park ratings. Notable is that the 
information consumed via mobile device is likely also the product of 
user production via mobile device— the pervasive Internet can in other 
words be alternately characterized as a repository for the producers of 
user- generated information (or volunteered geographic information, vgi) 
or as a destination for seekers (consumers) of web- based geospatial infor-
mation. There are shockingly few obstacles to participation as information 
producer and even fewer obstacles for those who only consume, arguably 
leading to the emergence of a digital spatial imaginary that masks the 
uncertain (and biased) nature of its production in the authenticity of 
high- profile data services provided by well- known names such as Google, 
Yahoo, Microsoft, and Apple. Thus, in combination with the rise of context- 
aware anticipatory technologies, there is great potential for the experience 
of everyday life in urban space to subtly reflect the perceptions, tastes, 
and biases of other (unknown and anonymous) technology users. There 
is also considerable potential for technologies themselves to reproduce 
biased and/or inaccurate representations of space. This can be illustrated 
no more clearly than in the case of the Ghetto Tracker application, which 
was developed with the explicit aim of enabling users to characterize 
and avoid “unsafe” urban spaces (so- called ghettos). In reality, however, 
the Ghetto Tracker app simply enabled users to use locative web- based 
technology to demarcate poor and racially diverse neighborhoods, ulti-
mately so that other users would be spared the inconvenience and/or 
discomfort of traveling through them.23 As should be evident, the digital/
socio- technical landscape of contemporary urban space is vastly more 
complicated than that of the late 1990s. To reiterate, there is no longer 
serious debate as to whether access to baseline digital technologies and 
Internet services has been achieved in urban space. Literacy has indeed 
improved alongside the diffusion of these technologies. Instead several 
exceedingly more difficult sets of questions related to digital exclusion 
have become apparent.
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Confronting New Dimensions of Digital Exclusion?
There are at least three broad categories of questions that might be adopted 
as we begin to address new dimensions of digital exclusion in urban space:

 1.  How are new technologies becoming embedded in everyday life in 
the city?

 2.  Who has become, or is becoming, marginalized by the diffusion of 
new technologies in urban space?

 3.  What are the socio- spatial consequences of the embeddedness of 
new technologies in everyday life in the city?

By suggesting these categories I do not diminish the complexity of 
contemporary digital exclusion but instead underscore the necessity of 
identifying those moments at which we (as scholars, practitioners, policy 
makers, and activists) are best situated to act. In a recent piece Warf has 
highlighted the complexity of contemporary digital exclusion by suggest-
ing that “the digital divide is multi- dimensional and cannot be reduced 
to dichotomous measurements, but must instead be viewed as a contin-
uum measured using several variables.”24 Referring to a differentiation of 
“internet functionality, namely, what users do with cyberspace,” he also 
offers that increasingly “the degree to which digital technologies mediate 
everyday life can lead to qualitatively different lifestyles between those 
who have access and those who do not.”25 Yet the word access here does 
not refer solely to the dichotomous relationship between user and com-
puter that was characteristic of the first- order divide (though Warf does 
detail ongoing limitations to access among several subsets of the general 
population). Access is instead understood to exist on a continuum. A user, 
for instance, may own a computer with an Internet connection or a mobile 
device with a data plan, but how she or he interacts with those devices 
and subsequently uses those devices to interact with digital information 
is invariably connected to a broader notion of access to the digital realm. 
Digital exclusion is therefore both a characteristic and consequence of 
this continuum. Characteristically representing the socio- cultural, eco-
nomic, and socio- technical limits to a user’s full participation in digital 
technologies, exclusion from the full range of possibilities in everyday 
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life can also be understood as a consequence of these limits. Thus, as we 
endeavor to break this increasingly complex and ongoing cycle of digital 
exclusion that began nearly two decades ago with the first- order divide, 
it is useful to conceive of contemporary dimensions of exclusion using 
these three categories of questions.

First and most simply: how are new technologies becoming embedded 
in the everyday social, economic, and spatial flows of life in contempo-
rary cities? There has been considerable speculative and empirical work 
dedicated to this question since the middle of the decade, and with the 
pace of technological change quickening we can expect much more.26 It is 
important, however, that new research be intensively oriented toward the 
embeddedness and facilitative characteristics of new digital technologies, 
as there is much potential for unexpected outcomes such as marginaliza-
tion, exploitation, and the loss of privacy (i.e., surveillance) to become 
normalized by research that overstates the social or economic “good” of 
new technology. As new technologies become more pervasive— always 
on, locative, context aware, and Internet connected— their embeddedness 
in everyday life is less obtrusive. Wearable technologies in particular are 
designed to preempt explicit actions by the user by learning how, when, 
why, and where to initiate the transfer of information. Signals from our 
devices are in other words making their way unprompted from device to 
user as a consequence of the algorithmic logic embedded in the digital 
mind of the phone, watch, glasses, or other device. Human interaction 
with digital technology bears very little resemblance to interaction of 
the late 1990s and early 2000s, and so the ways that we frame research on 
digital access or differential patterns of usage must not only acknowledge 
the loosely organized chaos of contemporary digital interaction but also 
provide adequate mechanisms for understanding the many and varied 
modes of interaction.

Second, and most closely related to earlier work on the first-  and second- 
order divides, we must take care in new research to explore critically who 
has become (or is most likely to become) marginalized (or excluded) by 
the diffusion of new technologies across urban space. Scholars in mul-
tiple disciplines have engaged with this question since the early 2000s, 
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most recently resulting in efforts to understand not only who (in broad 
terms) the participants in digital technology tend to be but also how 
participation in digital technology has become increasingly differenti-
ated.27 No longer, for example, can participation be classified as either “on 
the Internet” or “not on the Internet.” Yet, and as noted above, though 
mobile technologies have become near ubiquitous features in the urban 
landscape, there is significant differentiation among users when consid-
ering how those devices are embedded and deployed in everyday life. 
There have been indications that patterns of differentiation of techno-
logical participation adhere to the socioeconomic and cultural fissures 
that have long been distinct in urban space.28 Approaches to conducting 
empirical research into the severity and/or rigidity of race-  and class- 
based patterns of digital exclusion in the contemporary landscape are, 
however, less clear. New research programs must recognize the multiple 
dimensions of digital embeddedness and then explore socioeconomic 
and cultural exclusion, marginalization, and inequality by focusing on a 
particular manifestation of digital embeddedness in everyday life. When 
asking these types of questions, there is adequate room to engage at any 
scale— from coarse socioeconomic research on, for instance, the role of 
augmented reality applications in the daily lives of urban residents across 
multiple metropolitan areas to finer- grained qualitative or participatory 
work on patterns of, for instance, geosocial media participation among 
social groups within particular urban neighborhoods. In either case the 
outcomes should generate new evidence to advance theory not only on 
who (broadly speaking) tends to participate in new digital technologies 
but also how and why participation occurs and ultimately if there is an 
emergent geography of participation.

Finally, given both the ways that new technologies are woven into every-
day life in the city and the patterns of marginalization that are becoming 
apparent, what are the socio- spatial consequences of new technologies 
for contemporary cities? Research in this area has been, and increasingly 
should be, driven largely by the intersection and manifestation in urban 
space of the first two sets of questions that I have posed above: How are 
technologies becoming embedded? And, who is/has been marginalized 
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in the process?29 As such, research in this area engages alternately with the 
socio- spatial experience of urban residents, as well as the ongoing pro-
cesses by which urban spaces are produced. Scholars in this area have the 
opportunity to draw into their work a wealth of literature that has focused 
on the production of space, that engages with the complexities of socio- 
spatial relationality, and that contributes to an ongoing understanding of 
the geoweb in everyday life.30 The outcomes (consequences?) of layering 
a new socio- technological landscape onto the existing urban fabric are 
profound. Through subtle (technologically mediated) adjustments to 
how, why, when, and where social, cultural, and economic activities are 
manifest in urban space, the material reality of the city is reproduced 
(albeit gradually) to better “fit” the digital landscape. What the digitally 
mediated reproduction of urban space means for the socio- spatial fabric 
of the city remains to be seen and is therefore an area ripe for scholarly 
inquiry. How, for instance, will the diffusion of technologies across urban 
space impact the social and economic flows in socioeconomically dis-
tressed urban neighborhoods? Or are increasingly surveilled public spaces 
facilitative of the same range of social, cultural, and economic activities? 
Urban space invariably is affected by digital mediation, and the range of 
inquiries into these effects is vast.

As we move forward, our collective ability to overcome new modes of 
digital exclusion hinges on rethinking how exclusion is manifest in every-
day life. I have suggested three areas within which to focus our efforts, 
but I also emphasize that there remains significant uncertainty over the 
practices to undertake in order to enact change. Reliance on classical 
practices such as funding community technology centers or establishing 
regional public WiFi networks are less likely to have a measurable effect on 
the contemporary modes of digital exclusion. Instead action and inquiry 
must scale down to the particular practices, interactions, and outcomes of 
digital activities in urban space in order to identify effective moments of 
intervention. This means that one- size- fits- all types of interventions are 
far less likely to succeed than context- specific strategies that recognize the 
unique social, cultural, economic, and spatial characteristics of particular 
places. And of course we are not approaching technological equilibrium; 
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there are untold years of socio- technical change ahead of us, and with each 
iteration of change will emerge a host of new and unexpected modes of 
digital exclusion.
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1 0 Bringing the Big Data of Climate  
Change Down to Human Scale
Citizen Sensors and Personalized Visualizations  

in Climate Communication

David Retchless

Geospatial data and technology have long been essential to climate change 
research and are increasingly used to improve public engagement with 
this important issue. In a pathbreaking article Arrhenius used global tem-
perature and humidity data sets— including temperature data collected 
via shipborne observations from the voyage of the hms Challenger— to 
show not only that increasing atmospheric carbon dioxide concentra-
tions would warm the troposphere but also that this warming would be 
spatially variable.1 Arrhenius presented his results in a table that showed 
expected temperature changes in ten- degree latitudinal bands, from 70° 
north to 60° south. Advances in sensing, networking, and computing 
technologies since Arrhenius’s time have greatly increased the coverage, 
accessibility, speed, and complexity of geospatial data available to climate 
change researchers, while also changing the ways in which these research-
ers communicate their results. For example, the Intergovernmental Panel 
on Climate Change (ipcc) has used complex global computer models 
to project future temperature change, and its report assesses past tem-
perature change using data from satellites, ships, ice cores, and terrestrial 
weather stations.2 In a significant upgrade to Arrhenius’s tables this ipcc 
report from 2013 uses color- filled isoline maps generated using geographic 
information systems (gis) software and distributed over the Internet to 
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communicate this temperature change information to scientists, policy 
makers, and interested members of the public.

The transition from Arrhenius’s 1896 article to the 2013 ipcc report 
reflects many of the earliest advances of the geospatial revolution. Begin-
ning with their widespread adoption in the 1970s and 1980s, satellite 
imagery and gis technology have transformed the practice of the spatial 
sciences; with the growth of the Internet in the 1990s and broadband 
technologies into the 2000s, access to geospatial data and visualizations 
through geoportals (such as the Earth Systems Grid for climate data), 
assessment reports, and other media has rapidly expanded.3 Much has 
already been written about the connections between these foundational 
technologies of the geospatial revolution and climate change. For exam-
ple, a recent edited volume, Geospatial Technologies and Climate Change, 
covers both the specific types of geospatial technologies that have sup-
ported climate change research in recent decades (e.g., remote sensing, 
gis, the Global Positioning System, and global climate models), and 
the role of these technologies in impact assessment and adaptation and 
mitigation planning.4 However, with the advent of the modern geoweb— 
including geotagging, crowdsourcing, mash- ups, data mining, and mobile 
applications (apps) and sensors5— the big data of global satellites and 
climate models is increasingly supplemented by small data approaches 
that improve the accessibility and personal and policy relevance of climate 
data. This growing emphasis on small data approaches suggests that the 
relationship between climate change research and geospatial technology 
is evolving, with significant implications for both the generation and 
communication of climate change knowledge.

While both facets of this evolving relationship warrant additional 
research, this chapter focuses on the second: the interplay between these 
new geospatial technologies and climate change communication and 
engagement. Communication is defined broadly. It includes the traditional, 
top- down communication from climate scientists and other experts to a 
lay public.6 But it also includes bi-  and multidirectional communications 
among scientists, publics, and policy makers, which— furthered by the 
technologies of the geoweb that translate the big data of climate change to 
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human scales— support citizen science and soften (without dissolving) 
the boundaries of scientific (and cartographic) authority.7 Following W. 
Lin and drawing on Haklay, Singleton, and Parker, as well as Elwood and 
Leszczynski, I define the geoweb as the merging of geographic information 
with other web- based content, including the practices and tools that sup-
port this merger and the media that result from it.8 As W. Lin describes, the 
practices and products of the geoweb (including volunteered geographic 
information and the tools for sharing it, such as OpenStreetMap) provide 
a platform for tying particular, geolocated information into larger, issue- 
based social networks, effectively bridging local and regional scales and 
lowering geospatial barriers to networking.9 In this way the technologies 
of the geoweb may hold potential to tie individual experience of local 
climate drivers and impacts to the issue of global climate change through 
networks of similarly concerned and curious individuals. While data 
aggregated through such networks may be amenable to big data analyses, 
from a communications perspective these networks’ potential for sharing 
small data about global issues (such as climate change) may be more 
valuable: as Kitchin and Lauriault argue, small data “can focus on specific 
cases and tell individual, nuanced and contextual stories” that connect 
with audiences in a way that global data sets cannot.10

As discussed below, citizen use of mobile apps and sensors may be 
one such means of using the geoweb and small data to diversify the 
directionality of climate change communication; feedback from map and 
app users may similarly enable highly personalized visualizations of the 
geography of climate change, lessening dependence on the one- size- fits- all 
loading dock communication model. This chapter considers the poten-
tial of these new approaches to increase citizen engagement— defined 
here as understanding, interest, and the motivation to take action— with 
climate change.11 The chapter begins with a review of existing challenges 
in communicating climate change to increase engagement, with a focus 
on how geospatial tools have shaped these challenges. It then explores 
how the two approaches to climate change communication introduced 
above— citizen sensors and personalized visualizations— may address 
these challenges.
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Challenges
Much of our knowledge about the “nature and characteristics of climate 
change” comes through “massive,” remotely sensed, global data sets.12 
These geospatial technologies provide a big data lens that makes visible 
the phenomena of climate change but that may also limit our view in ways 
that frustrate engagement.

Authors have identified a long list of obstacles to fostering engagement 
with climate change among the public and policy makers.13 In addition to 
describing how individual knowledge, beliefs, and feelings can interact 
with social structures and institutions to create a hostile environment 
for engagement, these authors also identify at least three ways in which 
the phenomenon of climate change— as viewed through the lens of geo-
spatial technology— is itself challenging to understanding, interest, and 
action. First, the huge spatio- temporal scales involved may lead audiences 
either to discount climate change impacts as a problem for the far future 
or distant places or to despair, believing that such impacts are a global 
problem too big for individual action to address.14 Second, because the 
causes of climate change— such as increasing atmospheric greenhouse 
gas concentrations— cannot be seen and can be difficult to understand, 
audiences often find it difficult to connect their abstract understanding 
of these causes with their more emotionally rich experience of everyday 
weather and extreme events.15 Third, the great complexity of the climate 
system and the uncertainties inherent in using models and other tech-
nologies to understand it may frustrate some audiences and encourage 
skepticism and mistrust in others.16 The relationship between each of 
these three challenges and geospatial technology is explored in more 
detail below.

Mismatched Scales
Many of the challenges of communicating climate change have roots in 
the broad spatial and temporal extent of the geospatial data and analy-
ses that ground research in this field. Depictions of climate change as a 
global or national problem that will play out over decades to centuries 
may encourage audiences to discount its personal importance, leading 
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them to believe that any negative impacts will primarily be felt in the 
distant future, by people who live far away, or by nonhuman nature.17 As 
I discussed in 2014, several authors have responded to this disconnect 
by recommending a shift from a global climate change discourse toward 
a local discourse that shows how climate is embedded in communities 
and how changing climates will affect people’s daily lives— in short, how 
climate change is locally relevant and personally meaningful.18

Such downscaling efforts face significant technical obstacles, since 
climate projections at local to regional scales tend to be much less certain 
than global scale projections.19 One solution to this problem has been to 
use gis and 3- d modeling software to create visualizations of multiple 
climatic and socioeconomic scenarios for local communities.20 Such visual-
izations can show engaging, photo- realistic representations of how changes 
in local sea level and ecosystems in response to global climate change 
may combine with development choices to reshape human landscapes; 
S. Sheppard et al. describe the application of such visualizations to water-
front, urban, and hillside communities in Vancouver, British Columbia.21 
While such visualizations cannot show all possible future situations, they 
can present scenarios of local change that acknowledge uncertainty while 
also helping communities and their residents to connect global climate 
change to daily life in their community.22

All Context, No Feeling
Because neither the causes nor the immediate effects of climate change are 
directly visible, our understanding of climate change is necessarily medi-
ated by remote sensing and gis technologies that observe, aggregate, and 
translate this information into forms— such as tables, graphs, and maps— 
that are easier to perceive but lack the immediacy of direct experience.23 
Trends in global concentrations of carbon dioxide and other greenhouse 
gases thus become visible when measured at monitoring stations such 
as Mauna Loa Observatory, and climate change signals emerge from the 
noise of daily weather when data or model output are aggregated over 
large areas and time periods.24 While these abstractions make climate 
change visible, they are much less likely to generate a visceral reaction 
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than are hazards that are experienced directly.25 When combined with 
availability heuristics, this lack of direct climate change experience may 
explain why nonexperts often base their assessment of climatic change 
primarily on experiences that are easier to call to mind, such as weather 
experienced over the past year.26 Such conflations of weather and climate 
can further obscure the link between cause and effect: the science may 
show steadily increasing atmospheric concentrations of greenhouse gases 
over a period of several decades, while direct experience of a cool summer 
may lead one to erroneously conclude that global temperatures are not 
rising in response to these increased concentrations, as scientists predict.

Climate change communicators thus face two related and potentially 
conflicting objectives: to place personal experience in the context of global 
change and to enliven and make more immediate the presentation of global 
climate change observations and projections. Sheppard suggests that the 
responsible use of realistic 3- d visualizations and flybys showing dramatic 
views of plausible climate change impacts (such as “forest die- back or the 
effects of extreme storms”) can address the second objective by making 
climate change projections more immediate.27 It is not clear, however, 
that such use of “permissible drama” can address the other objective: 
effectively connecting everyday experience of less dramatic environmental 
changes to global climate change.28 As discussed in the “Opportunities” 
section below, facilitating the creation and sharing of small data stories 
may make new geoweb- based technologies more successful in engender-
ing an emotional connection with climate change while simultaneously 
contextualizing personal experience.

It’s Complicated
The complexity of the climate system— and the models and technologies 
used to understand it— can also complicate the communication of this 
information to the public, especially when dealing with uncertainties 
in climate change projections.29 Projections of climate change depend 
on multiple, interacting uncertainties. These uncertainties derive from 
many different sources, including future emissions trajectories, natural 
variability in the climate system, and uncertainties in the climate models 
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themselves.30 Each of these sources of uncertainty may also entail sev-
eral different types of unknowns; MacEachren et al. identify nine such 
“components” of uncertainty, all of which could be applied to climate 
change projections.31

Communicators must decide whether and how to show these different 
sources and types of uncertainty in the maps and other tools they use 
to make climate change visible to their audiences. Assessment report 
authors often do choose to show some types and sources of uncertainty; 
for example, their maps of changes in temperature or precipitation will 
frequently use coincident bivariate techniques to show uncertainty (usually 
the precision of climate model output) as an overlay or mask on top of 
the thematic map data.32 Including uncertainty information in this way 
need not interfere with other map- reading tasks and may help improve 
decisions.33 Although some authors have cautioned that uncertainty may 
be used to bar or delay action on controversial issues such as climate 
change by encouraging skepticism or mistrust, others have stressed the 
importance of including uncertainty in depictions of climate change 
used in decision- making contexts, where outliers can carry important 
policy implications.34 While these considerations point to a need for 
communicating more uncertainty information, designers of maps and 
other geospatial visualizations of climate change also face limits to the 
number of attributes that can be shown without cluttering the display, 
suggesting that additional uncertainty information should be provided 
only where and when needed.35

Despite this support for including depictions of uncertainty in climate 
change communications, important questions remain. Research continues 
to explore and evaluate new and existing combinations of visual variables 
for mapping uncertainty, both in general and for climate change in partic-
ular.36 The effect of individual differences on perceptions of uncertainty 
and risk is also an area of active research, with prior hazard beliefs and 
experience, affect and emotion, numeracy, gender, and domain exper-
tise all having been shown to influence risk perception.37 Based on this 
research, visualizations of climate change could perhaps be customized 
to vary (or omit) the display of uncertainties for different audiences. As 
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discussed below, geoweb- based technologies may create new opportunities 
for implementing such customized displays.

Opportunities
By reshaping the geospatial lens through which the public views climate 
change, emergent geoweb and small data approaches may help address 
these challenges. In her review of the literature on uses of the geoweb, 
Elwood describes how geoweb research has been focusing on the use of 
visualization and networking technologies to promote awareness and 
activism.38 Most of this research has focused on geopolitics, power, human 
rights, and violence (perhaps reflecting the researchers’ strong connections 
to critical and feminist gis and cartography).39 However, the geoweb also 
seems well suited to promoting awareness of environmental issues such 
as climate change.

Elwood identifies two ways in which the geoweb may enhance aware-
ness and activism: the long- distance, one- to- many sharing of crowd-
sourced, geotagged information, as well as the “overhead large- area views 
with more immediate ‘on the ground’ views in virtual globes.”40 These 
parallel Moser’s identification of both the role for dialogic communica-
tion and the effective use of visualization as future research directions 
for climate change communication.41 They also match two existing uses 
of the geoweb— for citizen sensors and personalized visualizations— 
for climate change communication. The two short sections that follow 
briefly consider the potential of these two uses of the geoweb as means 
of enhancing public engagement with climate change.

Citizen Sensors
Goodchild introduced the term “volunteered geographic information” 
(vgi) to describe the then- emerging phenomenon of “the widespread 
engagement of large numbers of private citizens, often with little in the 
way of formal qualifications, in the creation of geographic information.”42 
In this same article he identified the use of citizen sensors for citizen sci-
ence as one of the primary applications of vgi. Citizen science has a long 
history in the weather and climate communities, predating the geoweb 
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by more than a century. As part of the U.S. National Weather Service’s 
Cooperative Observer Program (coop), volunteers have been collect-
ing daily, cite- specific weather data since the creation of the program in 
1890; however, the practice of citizens recording daily weather stretches 
back even further, to the colonial period.43 Citizen phenological obser-
vations have a similarly lengthy record. Henry David Thoreau marked 
the changing of the seasons in Concord, Massachusetts, during the 1850s 
with meticulous observations of plants’ flowering times; comparison 
with modern observations has revealed how climate change is altering 
the local ecology.44 Since 1901 the U.S. National Audubon Society has 
enlisted thousands of volunteers from locations across the United States 
and Canada each December for the Christmas Bird Count. Researchers 
have recently used these observations to suggest shifts in birds’ winter 
ranges as the climate warms.45

Building on this long tradition of citizen- driven climate science, the 
technologies of the geoweb are enabling citizens to share, aggregate, and 
retrieve observations from around the globe faster and more easily than 
ever before, allowing them to assemble small data stories that tie local and 
regional observations to global change. gps and the responsive design 
of Web 2.0 technologies facilitate sharing of geotagged observations on 
web maps and virtual globes, while mobile phones outfitted with gps, 
cameras, and other sensors simplify the process of collecting “scientifically 
relevant data as part of [one’s] daily routine.”46 Applying these technol-
ogies to the gathering of weather and climate data, the globe Program 
enlists students and teachers worldwide to contribute weather, landcover, 
soil, and hydrology data through their school.47 Similar to the National 
Weather Service’s coop but open to schoolchildren and being global in 
scope, globe makes all data that students collect available via a Google 
Maps– based gis, with an option to view data on the Google Earth virtual 
globe. For phenology data there are various mobile apps, such as Budburst 
for plant watching and eBird/BirdLog for bird counts, that make it easy for 
citizen scientists to quickly geotag and upload their observations, which 
may include not only text but also smartphone photos with timestamps 
and gps coordinates.48 These services also provide online, interactive 
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maps that allow app users to view the submissions of other observers, 
whether nearby or far away.

In addition to lowering the barriers of entry for those who are inter-
ested in participating in citizen science, the proliferation of cameras, gps 
units, and other sensors on cell phones and other mobile devices has 
also created “accidental” geographic information: information that may 
be volunteered for one purpose but used by researchers for another. For 
example, a vacationer might upload time-  and location- stamped outdoor 
photos to social media or photo- sharing websites to share with friends, 
but researchers might download and analyze these photos to learn more 
about the weather at the place and time they were taken. Hyvärinen and 
Saltikoff have demonstrated that such a data- mining approach could be 
used with photos from Flickr to validate radar- indicated hailstorm cells 
with on- the- ground observations.49 While this suggests that such tech-
niques for data- mining social media may hold potential for learning about 
weather and climate, researchers should also consider whether it is ethical 
to study data not explicitly shared for research purposes.50 More broadly, 
researchers should also attend to the ethical implications of other aspects 
of consent involved in the crowdsourcing of geolocated weather and cli-
mate information, including whether consent was offered via an opt- in 
or opt- out mechanism and whether the publication of such geolocated 
information online implies consent to use it in research, even when such 
use may have significant privacy implications.51

Two key components of voluntary participation in geoweb- enhanced 
citizen science may be particularly applicable to the climate change 
communication challenges identified above: its ability to span “multiple 
spatial, temporal, and social scales” and its promotion of effective and 
multidirectional communication among participants and organizers.52 By 
providing tools to facilitate citizen scientists’ efforts to look for evidence 
of global climate change in their local communities, the technologies of 
the geoweb can help these citizens connect their everyday experiences to 
larger processes of global change. Unlike the top- down communication of 
climate change information through channels such as assessment reports, 
citizen science apps can engage the public in the production of new climate 
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change knowledge.53 By placing their observations on virtual globes or 
interactive online maps that also show observations from other scientists 
(both citizen and traditional), these newly engaged citizen scientists can 
gain the context needed to understand how their observations fit within 
larger global trends.

Personalized Visualizations
In addition to supporting citizen sensors and science, the technologies 
of the geoweb have also encouraged the development of visualizations 
that are personalized to suit users’ interests and locations. Users can 
deploy web- mapping apis to create interactive maps and mash- ups that 
are customized to meet their needs and then use social platforms to 
share these custom maps and make them easily discoverable.54 And with 
pan- and- zoom interfaces users can, with gps, zoom in on these maps to 
show only nearby areas or zoom out and explore other areas of interest.55 
In a possible reflection of nonprofit and government organizations’ 
recognition of the power that pan- and- zoom, details- on- demand tools 
for geographic exploration hold for communicating seemingly distant 
or inaccessible issues like climate change, nonprofits and government 
agencies have now contributed more than fifty layers to the climate 
change section of Google Earth’s outreach showcase.56 In announc-
ing its climate data initiative, the federal government has also formally 
recognized the need to translate the big data of global climate into the 
small data of local simulations, issuing challenges to “researchers and 
developers” for the development of new, interactive visualizations that 
use these data “to educate the public about the vulnerability of their 
own communities.”57

Personalized visualizations may also help to foster engagement, build 
trust, and encourage learning about complex environmental problems 
such as climate change— particularly when combined with vgi and other 
practices that blur the boundaries between creators and consumers of both 
geographic data and scientific knowledge. In an example of how platforms 
for collecting and visualizing vgi may improve environmental engagement 
and awareness, W. Lin describes how the website FindingChina— a Google 
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Maps mash- up with vgi contributions highlighting Chinese environmen-
tal problems— has created “forums for public engagement” where users 
can share geolocated information about local environmental problems, 
explore problems in other locations of interest, and build communities 
around addressing these problems.58 When such platforms for collecting 
and visualizing vgi are used to facilitate collaborations between the public 
and scientific experts, they may also promote public understanding of and 
trust in these experts’ assessments of complex environmental hazards. 
For example, Young et al. describe how a web- based U.S. Geographical 
Survey platform for gathering and mapping crowdsourced reports of the 
intensity of shaking during earthquakes may help those making a report 
better understand their future earthquake risk.59 By showing where their 
experience falls on a scientific earthquake intensity scale and placing this 
experience in the context of other users’ reports, the usgs tool helps 
reporters understand what the numbers on the intensity scale mean and 
how damage and other impacts vary with changes in intensity. Haklay 
suggests that such collaborations can break down barriers between cit-
izens and scientists, potentially building public trust and the public’s 
understanding of scientific endeavors.60

These examples suggest that personalized visualizations can address the 
challenges of climate change communication in several ways. By allowing 
users to zoom in on areas that are nearby or of interest, personalized visu-
alizations may make clear how an abstract global problem such as climate 
change will affect people and places that are local, familiar, and important 
to the user. Additionally, visualizations that allow users to zoom out from 
local to regional and global views can allow users to contextualize these 
impacts. By allowing users to choose from among several possible futures 
(e.g., those with different levels of greenhouse gas emissions, tempera-
ture change, or sea level rise), visualizations that can be personalized to 
display multiple climate change scenarios may also help to communicate 
uncertainty and raise awareness of worst- case scenarios. And, as discussed 
above, when combined with vgi and used in collaboration with scientific 
experts, such visualizations may also encourage trust in and understanding 
of climate science.
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Evidence suggests that including uncertainty information on geospatial 
displays does not hinder (and may improve) comprehension of map con-
tent.61 It may nevertheless in some cases be desirable to customize displays 
based on individual differences that have been shown to affect perceptions 
of uncertainty and risk (see review from the “Challenges” section, above). 
While many climate change visualizations (especially those for mobile 
apps) already use gps to automatically personalize their display based on 
user location, automatic personalization based on user interests or other 
individual differences may be feasible but is not yet popular. Senaratne 
et al. suggest that surveys of potential users could gauge their expertise 
and that the display of uncertainty could then be adjusted accordingly.62 
This approach could help address the challenge of communicating climate 
change uncertainty to audiences with different levels of comfort and 
familiarity with the complexities of climate science. However, additional 
research would be needed to determine which user characteristics best 
fit which depictions of uncertainty. Rather than surveying users directly, 
developers of visualizations could also use behavioral targeting to infer 
users’ interests and level of expertise from their web- browsing habits and 
then customize their visualization accordingly. Such an approach would 
likely be controversial, since behavioral targeting is an online advertising 
technique that can raise privacy concerns.63 As with the privacy concerns 
inherent in crowdsourcing and data mining of geolocated information, 
developers of web pages or apps that use behavioral targeting should be 
mindful of obtaining consent for the collection and use of personal data.64

Conclusions
By facilitating the creation and sharing of climate observations, plac-
ing observations in the context of other observations and climate data, 
enabling exploration of such data across local to global scales, and bridging 
the divide between big and small climate data, the technologies of the 
geoweb appear to hold significant promise for increasing climate change 
engagement. Several aspects of the use of citizen sensors and personalized 
visualizations to communicate climate change may warrant further study. 
For citizen science and other uses of vgi, organizers and participants will 



210 Retchless

need to negotiate control over data access and privacy. This concern may 
become particularly pressing if citizen science moves from its current 
siloed model of multiple, independent projects with little interaction to 
the integrated model proposed by Newman et al., which would support 
sharing of data and results across multiple projects.65 For visualizations 
such as virtual globes researchers should carefully consider how highly 
realistic and localized depictions of climate change may affect users’ belief 
in their accuracy. Because trust in the source of climate change informa-
tion is a key factor in how it is received, future research should consider 
how presenting climate change information using such virtual globes 
(or other, similar interactive geovisualizations) affects user beliefs about 
the trustworthiness of the source and the veracity of the data.66 As these 
visualizations move from virtual globes to augmented reality applications, 
the increased visibility of climate hazards may raise important legal and 
social justice questions. Goodchild relates how a plan to paint a blue 
line across the streets of Santa Barbara, California, showing the future 
shoreline after a seven- meter rise in sea level, was defeated by developers 
and homeowners who feared that the line would negatively affect their 
property values.67 This example suggests that while believable and highly 
visible depictions of climate impacts may succeed in engaging audiences, 
they may also become foci for conversation and conflict in local com-
munities as residents negotiate the meaning of public and private spaces 
being marked as “vulnerable to climate change.” Additional research is 
needed to better understand how communities will react to such spatially 
explicit and highly visible depictions of climate impacts.
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1 1 Synergizing Geoweb and Digital  
Humanitarian Research
Ryan Burns

Humanitarian work is increasingly incorporating diverse sources of infor-
mation and labor. This trend represents a shift that has significant repercus-
sions for social, political, and economic relations. Exemplified by websites 
and communities such as Ushahidi, the Humanitarian OpenStreetMap 
Team, and the Standby Task Force, this development, commonly called 
“digital humanitarianism,” sits at the juncture of new socio- technical prac-
tices, new epistemologies, and new institutional relationships.1 Digital 
humanitarianism involves formal humanitarian organizations tasking a 
large, unrestricted number of laypeople, often volunteers, with work related 
to gathering, producing, processing, publicizing, and mapping humani-
tarian data. For example, the Standby Task Force community members 
and Ushahidi users might be involved in collecting public information 
from social media and journalism sources, translating and processing that 
information, and visualizing it in a cartographic product to be used by 
formal responding agencies.2 The Humanitarian OpenStreetMap Team 
normally produces spatial data in crisis- affected areas by tracing new 
vector- based data over remotely sensed images of crisis areas, in the Open-
StreetMap platform. These data can include infrastructure, expressions 
of need, or reports of security threats. Digital humanitarians contribute 
to the production, processing, and visualization of spatial data based on 
the assumption that these kinds of data, in their platforms, are needed by 
formal responders to more effectively deliver aid and that volunteers— 
usually scattered across the globe— are able to deliver such data. Recent 
research on digital humanitarianism has focused on understanding and 
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processing social media and mobile phone records as additional sources of 
data.3 Digital humanitarianism thus encapsulates elements of the geoweb, 
crowdsourcing, crisis mapping, big data, and mass collaboration.4

Both digital humanitarian researchers and practitioners are increasingly 
foregrounding big data in their work, yet through narrow analytic lenses. 
These nascent conversations are often technical in nature, for instance, 
in determining a quantitative measure of reliability for social media data. 
At other times they grapple with the policy potentials and hindrances 
associated with integrating big data into formal humanitarian and emer-
gency management workflows. Researchers and practitioners are actively 
involved in advancing and advocating for these technologies. With this 
applied focus under way, recent research has begun theorizing big data 
digital humanitarianism as a set of socio- technical practices and relations, 
seeking synergies with critical data and technology studies.5

Digital humanitarianism uses spatial technologies to establish relations 
between geographically distant populations. Despite this inherent spatial-
ity, to date geographers have researched little about the field. In this chapter 
I explore ways geographers interested in big data can engage the field of 
digital humanitarianism to build empirical and theoretical connections 
with geoweb research. My primary goal is to draw on theoretical frame-
works within geoweb research in order to highlight resonances with digital 
humanitarianism. I illuminate connections between existing big data, 
digital humanitarianism, and geoweb research but am primarily concerned 
with new, pressing questions and key linkages with existing research. 
Research on spatial technologies’ social and political transformations pro-
vides the most compelling tools for conceiving of digital humanitarianism 
as a set of socio- technical practices and political- economic relations.

I begin by reviewing current research on digital humanitarianism. While 
more research is taking place outside geography’s disciplinary boundaries, 
geographers are uniquely well positioned to theorize the social, political, 
and economic impacts of digital humanitarianism. I then detail three con-
nections between digital humanitarianism and geoweb research: digital 
humanitarianism’s spatialities, political economy, and knowledge politics. 
I conclude by drawing out larger implications of these connections.



216 Burns

Current Research on Big Data Digital Humanitarianism
Extant research on digital humanitarianism is predominantly descriptive 
and technical in nature. Conversations have revolved around determining 
data accuracy and credibility, changing operational roles of emergency 
managers, solutions to technical problems, and streamlining its integration 
into policy and operations.6 An oft- given explanation for the nonadoption 
of such technologies by the formal humanitarian sector is a lack of con-
fidence in the reliability and actionability of digital humanitarian data.7 
That is, the formal humanitarian sector often sees digital humanitarian 
data as either low in quality or of a nature that cannot inform established 
workflows and practices. Big data factors prominently into these discus-
sions as constitutive of new data sources and forms, with varying levels of 
accuracy.8 To these ends, current research seeks to improve data accuracy 
or to assign numerical values representing the given accuracy of the data.9 
In many cases research explicitly seeks to control false or misleading 
social media data.10

The emergence of big data has instigated new roles and responsibili-
ties for formal humanitarian actors.11 In particular the role of emergency 
managers is shifting to include monitoring and utilizing social media in 
crises.12 As increasing numbers of laypeople contribute to crowdsourced 
data production (either wittingly or without informed consent), emer-
gency and humanitarian managers are working to incorporate larger and 
more diverse data sources, displacing the formal sector from the role of 
being primary producers of data.13

Digital humanitarian operations face technological obstacles due to 
changing social and geographic contexts of implementation, evolving 
socio- technical practices, and emergent software platforms. As digital 
humanitarian technologies are mobilized in diverse places around the 
world, they require unique approaches and understandings of technology 
use.14 This means adapting tools to local contexts in order to foster wide 
adoption and efficacious uses.15 Some research has focused on digital 
humanitarian interventions in political conflict zones.16 However, digital 
humanitarian research is largely aspatial, with “solutions” to problems 
framed as universal rather than geographically contingent.
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The narrow digital humanitarian research focus on technical descrip-
tions can be partly explained by recent technological advances and the 
resulting shift in social uses of technologies. Digital humanitarians are 
developing new technologies to cope with big data, including evolving 
security threats, unmanned aerial vehicles (uavs, including the class of 
uavs commonly called drones), and automating work currently under-
taken by contributors.17

Formal- sector adoption of big data digital humanitarian technolo-
gies has been uneven in two senses. First, some institutions advocate for 
their adoption far more than others, with early adopters, including the 
United Nations’ Office for the Coordination of Humanitarian Affairs 
(ocha), the U.S. Federal Emergency Management Agency (fema), 
and the American Red Cross, taking prominent roles.18 Agencies tend 
to adopt technologies directly related to their existing workflows and 
practices, rather than seeking to shift their practices and workflows, a 
tendency that tempers adoption.19 Another common reason given for 
a lack of widespread adoption is that existing policies and workflows 
hinder the changes required to efficiently utilize digital humanitarian 
technologies; in many cases emergency managers perceive policy hurdles 
to be insurmountable.20 Some researchers have conducted analyses and 
provided recommendations regarding how to navigate legal and policy 
issues of big data digital humanitarian technologies.21

Geographic Research
Despite the spatial nature of humanitarianism and the rich body of geo-
graphic literature critiquing it, geographers have to date not contributed 
much to a theorization of digital humanitarianism. Early research has 
sought to position digital humanitarian technologies and practices along-
side the geoweb. For instance, Goodchild and Glennon draw lines of reso-
nance between social media, crisis mapping, and volunteered geographic 
information (vgi), suggesting that data produced in digital humanitarian 
technologies must undergo veracity tests similar to those used for tradi-
tional data.22 Goodchild and Glennon are concerned primarily with this 
question of the accuracy of vgi, with accuracy being conceptualized as a 
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measure of difference between an observed phenomenon’s location on the 
earth and the location of its representation in geographic software, that 
is, a conceptualization reflecting much of digital humanitarian research 
outside disciplinary geography. Goodchild and Glennon implicitly posit 
that vgi comprises observable, material phenomena having a Cartesian 
(latitudinal and longitudinal) positionality, and accuracy is the measure of 
difference between this position and its representation. This is at odds with 
other potential understandings of knowledge representations, for instance, 
the notion that knowledges can be interpersonal, emotional, performa-
tive, tactical, and associated with individual and collective memory— in 
a word, non- Cartesian.23 Additionally, while digital humanitarianism 
introduces new big data information flows to emergency management, 
these data are couched within relations, behaviors, and norms.24 All of 
these attributes affect the data and the practices of data producers and 
emergency managers. In other words, a limited conception of big data 
digital humanitarianism would treat it as merely data.

Some researchers claim that big data, regardless of its accuracy, influ-
ences emergency managers’ operations and decision- making practices. 
According to these views, mapping activities collect knowledge of where 
emergencies are occurring and presumably where aid and support should 
thus be distributed.25 For instance, Roche et al. describe the ways new 
information flow structures embedded in the geoweb have begun shaping 
emergency management practices, arguing that the geoweb entails “key 
tools for crisis management and communication by all stakeholders: local 
authorities, emergency respondents, ngos and the general public.”26 For 
Roche et al. digital humanitarian technologies primarily contribute new 
information sources and communication channels, which potentially 
shape the ways in which the emergency management sector responds to 
crises. Related research into formal- sector integration of digital human-
itarian technologies has made similar claims, tacitly accepting that the 
presence of digital humanitarian technologies means the formal sector is 
indeed engaging them in some way.27

Recently some researchers have begun proposing theoretical frame-
works to explain the social and political implications of digital humanitar-
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ianism. Burns has argued that the digital humanitarian case suggests big 
data should be conceptualized as a new set of practices, epistemologies, 
and socio- political relations.28 This stands in contrast with much extant 
research on big data in digital humanitarianism, which often in its framings 
disproportionately characterizes the integration as democratizing, empow-
ering, and efficient. Instead this approach highlights the modalities, varie-
gations, and spatial situatedness of big data digital humanitarianism. Fur-
ther, it indicates many potential further linkages with critical geographic 
theory, in particular from critical, participatory, and feminist gis. Bittner et 
al. suggest combining actor- network theory with critical attention to hege-
monic power relations to analyze the social nature of digital humanitarian 
technologies.29 They make the important argument that the politics of dig-
ital humanitarian technology resides not just in the visual representation 
of data but also in software code, the positionality of digital humanitarians 
themselves, and the technological artifacts produced, such as platforms 
and application program interfaces (apis). This point is likewise taken up 
by Burns, who demonstrates ways in which knowledge is politicized, con-
tested, and represented through “moments of closure” in digital humani-
tarianism.30 Borrowing from feminist theories of technology, Burns argues 
that digital humanitarian technologies embody social and political rela-
tions that become temporarily solidified in technological artifacts.

The rest of this chapter develops these linkages. In the section that fol-
lows, I draw on the research discussed above to suggest ways the empirical 
phenomenon of big data digital humanitarianism may contribute to broad 
areas of interest in geoweb research. I show that geoweb research can be 
enriched and challenged by the particular case of digital humanitarianism, 
and geoweb scholars could use this case to refine theories of the geoweb. 
Within literature on the geoweb, I focus primarily on research into its 
social, political, and economic implications, as this area is imperative for 
the context of the humanitarian enterprise.

Digital Humanitarianism and the Geoweb
In this section I develop four linkages between big data digital humani-
tarianism and geoweb research. Above I argued that scholars have not yet 
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fully elucidated the ways these topics manifest in digital humanitarian-
ism, yet I posit that exploring these topics would extend and help refine 
theorizations of the geoweb. Implicit in this argument is the assumption 
that geographers are uniquely well positioned to build a theorization of 
digital humanitarianism.31 I specifically discuss digital humanitarianism’s 
spatialities, political economy, and knowledge politics.

The Spatialities of Big Data Digital Humanitarianism
Much like humanitarianism writ large, digital humanitarianism involves 
(re)producing spatial relationships between those who need help and those 
who deliver it.32 It is particularly imperative to examine digital humanitar-
ianism in this regard, since the spatial relationship is extended to include 
those contributing from afar. Collaborators on humanitarian projects no 
longer need be near the site of the crisis or in the management offices and 
headquarters; individuals may instead produce, process, and represent 
data while being located anywhere with an Internet connection. This is 
accomplished through the mobilization of spaces specific to digital human-
itarianism, including its software platforms, lines of code, data models, 
and data representations. These are distinctive material spaces, both in 
the sense that their lines of code affect absolute geographies through 
the distribution of aid and resources and in the sense that they cannot 
function independent of the fiber optic cables, servers, and real bodies 
that drive them.33

The potential for dispersed digital humanitarianism, however, raises 
empirical questions regarding who actually contributes to these efforts. 
If big data digital humanitarianism reflects the unevenness of data pro-
duction observable in other user- generated information efforts, such 
as Wikipedia, more research will be needed to address the implications 
of this unevenness.34 At least one prominent digital humanitarian tool, 
Ushahidi, originated in the Global South, but its origin says little about 
current usage, and to date research has not examined the geographic origin 
of current digital humanitarian contributors.35 This could be of particular 
concern if, for instance, remote contributors have little understanding 
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of the roots of the crisis at hand, have little stake in the “success” of the 
intervention, or have reflected sparsely on how their labor contributes.

Regardless of how geographically dispersed digital humanitarians are, 
several theoretical questions emerge regarding these spatialities. First, what 
can be known by those who are remote from the site of the intervention? 
What does that mean for the types of needs and knowledges that are 
mapped? In humanitarian crises there must be a relation between distance 
and the knowledge that one can have of that crisis. This question seeks 
the epistemic limit of big data digital humanitarianism. Second, what 
conceptual shifts regarding humanitarianism occur when geographically 
dispersed laypeople— those with no expert knowledge of how human-
itarianism operates— contribute to humanitarian interventions? This 
may be especially pertinent when big data digital humanitarian projects 
occur outside sanctioned contexts, as was the case with Mission 4636 in 
the 2010 Haiti earthquake response, and in ongoing CrowdMap platforms 
established in the wake of disasters and crises around the globe. Third, 
what kinds of assumptions about who has resources and who is able to 
deliver them motivate digital humanitarian activities? In other words, 
what must individuals assume about their spatial relationship to those 
they help, prior to contributing to digital humanitarianism?

These questions resonate with emerging geoweb research exploring 
the unevenness of user- generated data production. Geoweb research 
has shown that big data is produced by— and about— the Global North; 
such data usually reflect and reproduce extant gender relations, as well 
as influence geographies of consumption.36 Exploring the spatialities of 
digital humanitarianism answers Crampton et al.’s call to explore spatial-
ities “beyond the proximate” to understand how humanitarian big data 
production occurs across diverse spatial scales and relational distances.37

The Political Economy of Big Data Digital Humanitarianism
Big data digital humanitarianism is emerging alongside significant political- 
economic shifts that remain to be explored. These shifts are largely both 
the result of as well as harbingers of two parallel processes. First, big data 
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digital humanitarianism is often offered as the innovation that can allow 
the formal humanitarian sector to operate in the context of increased 
pressures to work more efficiently and effectively.38 Big data has become 
prominent within humanitarianism because proponents suggest it will 
allow humanitarians to fulfill this need, and big data has thus emerged 
here as the result of political- economic processes within humanitarianism. 
Second, the private sector has come to play a prominent role in big data 
digital humanitarianism, as private firms develop many of the technologies 
needed to produce and effectively leverage big data.39 Examples of private 
companies involved in such big data processes include Twitter and Insta-
gram through alert systems, Google Crisis Response in its development of 
crisis mapping platforms, and Esri in developing emergency management 
software incorporating digital humanitarian data. Eric Rasmussen, a prom-
inent actant in the digital humanitarian community and ceo of the private 
business Infinitum Humanitarian Systems, said at a digital humanitarian 
workshop in 2012, “In these discussions, please let the private sector take 
care of this. We will address this problem for you, we will take the research, 
we will commercialize it, and we’ll sell it back to you for cheap.”40

These political- economic processes often go hand- in- hand with a 
reconceptualization of data vis- à- vis big data. One of the clearest exam-
ples comes from Robert Kirkpatrick, director of the un’s Global Pulse 
program, which seeks to harvest big data for development and human-
itarianism. Kirkpatrick has offered a new conceptualization of big data 
as aid.41 According to this conceptualization, data do not merely capture 
information about a crisis but also carry material value. In this sense, needs 
of crisis victims can be met when humanitarian actors circulate big data 
quickly and efficiently enough.42 Through this reconceptualization big 
data becomes a circulating unit of value similar to other commodities, 
one that can and should be delivered in zones of humanitarian crisis. 
This therefore constitutes a new locus of political- economic relations 
and processes that bears critical exploration.

Geoweb scholars have recently begun elucidating the political- economic 
relations in which the geoweb should be situated. In particular Leszczynski 
has argued that the geoweb should be understood as signaling both the 
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state stepping back from mapping roles and responsibilities formerly 
within its purview and as the state stepping forward, in the form of new 
regulations, frameworks, and markets for the private sector.43 According 
to Leszczynski, the geoweb has been made possible by the state handing 
over its duties to individuals and private sector companies. Much remains 
to be explored in this area of geoweb research, and big data digital humani-
tarianism provides a unique case due to its potentially stark consequences. 
For example, Internet researchers have theorized digital labor in relation 
to generating surplus value.44 However, questions remain regarding the 
reasons private companies are funding many digital humanitarian activities 
while simultaneously relying on volunteered labor. For what purposes is 
the private sector entering humanitarianism via digital humanitarianism? 
What impacts do remote volunteer projects have on local community 
economies, where in many cases local people are in need of paid work? 
The case of big data digital humanitarianism raises several questions that 
could contribute to geoweb scholars’ efforts to understand the political 
economy of the geoweb.

The Knowledge Politics of Big Data Digital Humanitarianism
As in the social sciences more broadly, within digital humanitarianism big 
data signals new forms of contestation around knowledge legitimacy and 
differing amounts of weight given to various kinds of claims.45 In digital 
humanitarianism these “knowledge politics” take the form of deliberations 
over what kinds of knowledges to include, how to include them, and the 
terms on which they should be included.46 These knowledge politics in 
digital humanitarianism have implications for how the technologies are 
engaged by the formal sector and therefore how shifts in aid distribution 
are to take place. In other words the ways in which digital humanitarian 
technologies collect, process, and represent big data have implications 
for how material needs are met.47

Much of big data digital humanitarian research has assumed big data 
contains a degree of representativeness, even if it is simply representative 
of the small sample of the population producing social media data.48 Most 
humanitarian agencies recognize that the knowledges represented in big 
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data are not representative of the population at large.49 Nevertheless these 
organizations consider data to be representative of the population that 
produces it. This view contrasts with recent scholarship showing the 
performative nature of knowledge produced through social media; much 
recent work has argued that social media data are produced as a way of 
presenting a desirable image of oneself.50 Big data within digital human-
itarianism could thus be seen not as an objective and situated recording 
of a reality but rather as a mediated presentation of the image one wants 
others to have of them. The difference here is between seeing big data as 
both a source of information to guide the dispersal of resources on the 
one hand and as a murky lens through which to view a limited number 
of perspectives of a crisis.

Research into the knowledge politics of the geoweb has shown this 
to be a fruitful area. While such research has shed light on the uneven 
representation and contribution of knowledges encoded by data, less is 
known about the particular ways this has factored into knowledge of the 
world. Current geoweb research is addressing this question, and digital 
humanitarianism is an imperative case to consider, as it mobilizes relations 
that rely explicitly on knowledge of other places. In humanitarian contexts 
it may be empowering and may assist in recovery and future mitigation 
efforts for representational technologies to incorporate local knowledges 
and ways of knowing, rather than to have a structure of knowledge (e.g., 
prefabricated databases, Cartesian representations) foisted upon local 
communities. Big data in the form of social media may contribute to this 
goal, insofar as it allows a degree of flexibility of expression not seen in 
previous data forms. In this way digital humanitarianism presents unique 
challenges and ethical questions to knowledge politics in geoweb research. 
Specific questions remain. Who can— and who does— represent places 
in digital humanitarian contexts? What kinds of marginalizations arise 
because of these asymmetries? How is knowledge about individual crises, 
as well as crisis writ large, shaped by digital humanitarian technologies? 
What kinds of struggles are undertaken by “victims” of humanitarian 
crises in order to make their knowledges visible— or in some cases to 
keep their knowledges invisible?51
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Conclusion
In this chapter I have argued that geographers studying the geoweb have 
not sufficiently considered the case of digital humanitarianism and that 
doing so would lend unique and productive insights. I have reflected on 
potential contributions, focusing on the social and political implications 
of digital humanitarianism. I looked specifically at current theorizations 
of the geoweb’s spatialities, political economy, and knowledge politics, 
drawing lines of productive resonance with digital humanitarianism.

Further research is needed at the juncture of the geoweb and digital 
humanitarianism to expand geographers’ understanding of the shifting 
socio- technical practices observed in the world today. Such research would 
contribute deeper understanding of digital humanitarianism but would 
also nuance current conceptualizations of the geoweb. As an umbrella 
term for shifting data and socio- technical phenomena, the “geoweb” cur-
rently does not adequately account for the range of contexts in which 
new data and socio- technical practices occur. Digital humanitarianism 
enrolls unique institutional, social, and political- economic relations that 
are distinct from— and therefore stand to refine— what is typically con-
sidered the geoweb.

Additionally, greater understanding of digital humanitarianism is imper-
ative due to the significant impact that humanitarianism has on current 
global social and political relations. The last several decades have wit-
nessed the emergence of a general sense of cosmopolitan responsibility, 
with appeals to humanitarian and moral sentiments becoming the most 
likely to generate support for humanitarian intervention.52 “Humanitarian 
reason” is thus becoming an increasingly powerful force in the world, 
and more research is needed to understand the impacts incurred by the 
incorporation of big data and digital humanitarian technologies.53 Geoweb 
scholars are well positioned to address these questions.
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1 2 Rethinking the Geoweb and Big Data
Future Research Directions

Mark Graham

This short chapter is a reflection on future directions that research on the 
geoweb and big data could take. It is derived from a reflection that the 
editors of this volume asked me to provide to a session on the geoweb and 
big data at the 2014 meeting of the Association of American Geographers. 
Panelists were asked to summarize some of the day’s themes and to debate 
how they speak to future directions in the discipline. My reflections are 
organized into seven themes.

Defining the Object of Our Inquiry
It is important to point out that different researchers are referring to very 
different things with the terms “big data” and “geoweb.” This is not nec-
essarily a problem, but I hope that this book has helped to clarify what 
exactly the geoweb is. Words, as signifiers, are able to not just represent 
but also reproduce and enact change in the social world.1

As such, it is crucial to unpack what we mean and what we are trying to 
convey when we refer to the geoweb. Where are the boundaries between 
the web and the geoweb? (I am not sure that I clearly see them.) Where 
are the boundaries between the geoweb and what we might think of as 
the underlying/offline/material geo that seems to underpin, augment, 
or inform it? I’m also not sure I clearly see those boundaries, in part 
because of the ways that place is always transduced: constantly remade 
and reenacted.2 The point here is not that we need to necessarily agree on 
any definitions but rather that we should avoid taking for granted some 
of the assumptions wrapped into these very powerful terms.
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Mixed Methods and Brandolini’s Law
Much effort has gone into arguing for the need for more mixed- methods 
research, for less reliance on big data, and for the nuance and context that 
only qualitative research can provide.3 These are sentiments that I fully 
endorse, but here the so- called fourth law of thermodynamics (i.e., “the 
amount of energy necessary to refute bullshit is an order of magnitude 
bigger than the amount required to produce it”) can potentially provide 
some useful guidance.

In other words our time is not necessarily best spent when focused 
on caricatures that we choose to argue against. How many people are 
actually saying that big data can answer all facets of all societal questions? 
The answer is, surprisingly few. Let’s then move away from arguing for 
the need for small data and mixed methods and instead begin channel-
ing some of that energy into creating, carrying out, and enacting those 
hybrid approaches.

Disciplinary Cross- Pollination
This book illustrates some of the potentials for cross- pollination between 
geography, computer science, information studies, Internet studies, and 
other social sciences. As many other disciplines are having their own 
“spatial turns,” there is much that we can (and should) contribute as 
geographers.

But geographers also need to make sure that we are not reinvent-
ing the wheel. For instance, there is a growing amount of work in 
geography that focuses on crowdsourcing and volunteered geographic 
information.4 But much of this work being carried out by geographers 
unfortunately omits research being done in information studies, psy-
chology, and Internet studies that also is trying to understand moti-
vations for crowdsourcing. More could therefore be done to make 
our disciplinary boundaries a little more porous and allow some of 
that work to cross over to geography and geoweb research (and then 
feed back into it).
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Human and Machine Labor
Conversations about big data often seem to neglect the truly massive 
amount of paid human labor that goes into the filtering, sorting, clean-
ing, manipulating, and managing of it. Big data is often spoken about as 
something that pings around between sensors, data sets, machines, and 
algorithms.

But it is ultimately humans, through digital labor, who are creating 
much of the content that makes up the geoweb.5 It is thus crucial to keep 
focusing on and asking critical questions about the digital sweatshops, 
the micro workers, the click workers, the gold farmers— those laborers 
in the background who are keeping our networks chugging along.6 And 
I hope that we will begin to see more of this work and to remember that 
automation is often an illusion. What should we be asking about those 
millions of workers in the shadows, doing unorganized, low- paid, alienated 
work and making many of our big data ecosystems function?

Privacy and Transparency
Privacy is one of the most pressing issues of our time, and as geographers 
we are unwisely ceding much of the debate on it to computer scientists 
(who tend to be informed on the topic) and to politicians (who don’t). 
Because many privacy implications center on location— its collection, 
its data structures, its precision, and its accuracy— we can ask what we 
should be doing and saying and researching as geographers, to draw on 
our expertise and the strengths of our discipline to make a difference in 
this new world of always- on tracking and monitoring and the datafication 
of everything.

At the same time, how do we also make sure that privacy isn’t used as 
an excuse for the wholesale locking away of social data by large companies 
(meaning that we can’t use those data to address the social and human 
questions that really matter)? There have been many projects that have 
pointed to the value of open geographic data (e.g., Follow the Things, Fair 
Tracing, and Wikichains).7 However, it may be that some of these goals 
stand in direct competition with desires for increased privacy. Where, 



234 Graham

therefore, do we stand on the transparency/privacy spectrum? And what 
should we be doing about it?

Digital Exclusion
One of the most important questions that we can ask as researchers of 
digital information and networks is, What things, what persons, and what 
places are being left out? Castells points to this issue when he says that 
“the cost of exclusion from networks increases faster than do the benefits 
of inclusion in those same networks.”8 This is an area of work that we 
tend to do well as geographers (and it is a set of questions that people in 
other disciplines often seem to miss), but it is only a first step. How can 
we move beyond it? What can or should we do about digital inequalities 
and exclusions? If we establish that the digital layers that augment place 
are inherently uneven, unrepresentative, and imbalanced, what can we do 
with that knowledge? What should we do with that knowledge?

We should also think about the other side of this issue. While there has 
been a lot of focus on sparse data, or contexts where data might not be able 
to capture the complexities of any given situation, what about contexts 
where we have too much data? Some of the chapters in this book guide 
us through methods for dealing with big data, and we need more of this 
sort of work. Let’s have conversations about cluster computing, graph 
databases, agent- based models, and other methods for grappling with 
unmanageable volumes of data. Yes, we always need to remember what 
those data leave out, but unless we want to abandon the whole big data 
project we should also be— critically— trying to figure out what those 
data sets do tell us about society and how they help us to answer the big 
questions that we need to ask.

The Big Questions
Finally, let’s keep our eyes on the prize. Let’s make sure that we are asking 
the questions that matter and not being too driven by just what data are 
available. Let’s make sure our research continues to focus on questions 
about things like inequality, power, voice, control, and human welfare. 
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And I say continue because much of this work is already happening (as is 
evidenced by many of the chapters in this book).

We also can make sure that we are shaping not just the questions being 
asked but also the data being collected. This may mean doing things such 
as always being explicit that there is never any such thing as raw data. Data 
are always socially and humanly constructed and can therefore participate 
in the constructing and shaping of data.

Platforms, algorithms, and the people and organizations that control 
them are also playing an ever more central role in the lives of any Internet 
user. This is because they are making editorial decisions that shape our 
lives.9 Organizations such as Google and Apple and platforms like Wiki-
pedia and Facebook are arbiters of not just what we see and read but of 
what we know about our world and how we navigate through our world.

Therefore, as the geoweb becomes ever more integral to our lives, it 
might be instructive to turn to some words spoken by the late Tony Benn, 
a British Labour Party politician. He famously had a set of five questions 
he said that we should always ask any powerful person: “What power have 
you got? Where did you get it from? In whose interests do you exercise 
it? To whom are you accountable? And how can we get rid of you?”10

Many of the platforms and mediators that we rely on for geographic 
information are for- profit entities that do not necessarily have issues of 
justice, equality, human rights, and peace at the top of their list of concerns. 
We could therefore use moments of reflection to dream up and practice 
radical and democratic alternatives in the geoweb. At the very least we 
should use Tony Benn’s provocations to hold the data intermediaries, sys-
tems, platforms, and algorithms accountable for the power that they wield.

Let’s continue to ask, “What power have you got? Where did you get it 
from? In whose interests do you exercise it? To whom are you accountable? 
And how can we get rid of you?”

Notes
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