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Preface

Semiconductor chip manufacturing, now a $200 billion per year industry, is
carried out in the cleanest manufacturing areas on earth. As measured by the
metric of aerosol particle concentration, chips are manufactured in rooms far
cleaner than surgical operating rooms, because trace contamination can ruin
products and thus can also ruin companies.

In the 1970s and early 1980s, product yield—the number of salable chips
produced divided by the number of chips started through the production line—
among U.S. manufacturers was on the order of 10–15%, while Japanese com-
petitors achieved yields on the order of 60–90% and even higher. One factor
thought to be significant in accounting for this striking difference was the greater
awareness of the importance of contamination control characterizing Japanese
manufacturers. The Japanese model, as detailed in the many Ohmi publications
[1, 2], emphasized the complete elimination of all identifiable contaminants in
the chip manufacturing environment regardless of cost or the absence of a clear,
demonstrated link between these contaminants and yield. The axiom accepted
without proof was that contamination was bad for—and potentially fatal to—
products and had to be eliminated at all costs. The U.S. approach, on the other
hand, often was “show me” before taking corrective action, and, since the link
between contamination and yield is complex and dependent on many variables,
making it difficult to establish clear proof of cause and effect, corrective action
was slower in coming.

Nevertheless, chip yields for mature products in the United States are now
also in the 70–90% range just like those in Japan, without any major change in
contamination control philosophy by either group. Contamination control prac-
tices developed from both viewpoints have converged. However, these practices
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iv Preface

are dynamic and continue to change as chip technology and design rules change.
The perennial contamination control question has now become the adequacy of
today’s control measures for manufacturing the next generation of chips, which
undoubtedly will combine a larger number of components, all having smaller
dimensions, on chips of larger total area. This trend implies chip sensitivity
to smaller particle sizes and contaminant masses at the same time that larger
chip areas must be free of these contaminants. The specter of chip processing
technology and manufacturability being limited by contamination control tech-
nology thus continues to haunt the industry, although the high yields of today’s
production lines show that the state of the art in contamination control has ad-
equately met the contamination challenges of the current mature product lines.
Even so, contamination remains the leading cause of loss in chip yield for these
mature products and always threatens to be even more costly in yield for future
products in the absence of corresponding improvement in contamination control
to match the increased contamination sensitivity of these coming products.

The contamination control technology described in this handbook has pro-
gressed far beyond that of the 1980s and will in turn be superseded by that of
the coming decade. What is presented here is a contemporary snapshot of a con-
tinuously changing discipline/art. Present understanding and practices are both
reviewed in the following sequence:

1. The contamination problem and target control levels (Chapters 1 and 2)
2. Detection/measurement of contamination (Chapters 3–5)
3. Transport and deposition of contamination (Chapters 6–8)
4. Removal of contamination (Chapters 9 and 10)
5. Sources of contamination; contamination prevention (Chapter 11)

Much of the information in this book grew out of a short course sponsored
by the University of California Extension. This short course, offered under the
same title as that of this book, was initially given in April 1995 in Albuquerque,
New Mexico, and was repeated in April 1998 in Austin, Texas. Most of the
chapter authors participated in one or both of these short courses and initiated
their chapter preparation by updating their short course materials. Several of
the chapters, however, were prepared independently of the short course and by
authors who were not part of the short course faculty.

The industrial background of all the material presented is semiconduc-
tor chip manufacturing; indeed, that industry currently has the most demanding
requirements for cleanliness in manufacturing. However, the understanding of
contamination control developed by this leading-edge industry is directly appli-
cable to contamination control in other industries, as is much of the technology.
Presentation of the unprecedented high level of contamination control now rou-
tinely achieved in large semiconductor manufacturing facilities in a format that
facilitates transfer to other industrial applications is one goal of the text. The
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primary audience, however, remains semiconductor manufacturers. This book
seeks to provide them with a summary of the present understanding of contam-
ination issues and the best contamination control practices in the industry and
their justification.
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1
Introduction

Robert P. Donovan
L & M Technologies, Inc., and Sandia National Laboratories,
Albuquerque, New Mexico

I. CONTAMINATION-FREE MANUFACTURING

Contamination-free manufacturing (CFM) means carrying out product manu-
facturing in environments and with processes that do not cause degradation in
product performance or manufacturability attributable to contamination inad-
vertently introduced by these environments or processes. Contaminants by this
definition are any impurities or undesired materials that degrade product perfor-
mance or reliability or adversely affect manufacturability. “Contamination free”
does not necessarily imply immeasurable quantities of any impurities or extra-
neous material on or in the product; it simply signifies that the concentrations
of any of these impurities or extraneous materials are below the threshold of
product impact. These thresholds will vary with product type; a manufacturing
environment and sequence that is contamination free for one product may not be
so for a second product, even one seemingly differing from the first by only mi-
nor changes in function, size, or application. Thus CFM is a moving target, the
measure of adequacy being the performance and reliability of what is produced.

Other definitions of contaminants abound. For some, contamination in
manufacturing includes the presence of unwanted energy sources such as electro-
magnetic fields, mechanical vibration, radioactivity, or static electrical charge, all
of which can adversely affect product performance and manufacturability when
present above certain thresholds. While these energy sources often represent
serious problems that demand solutions, they are not part of the contamination
issues to be discussed in this book. The definition of contamination used in this
book, as given in italic type in the previous paragraph, is more restrictive and
based strictly on some measure of mass—from molecules to films to particles.

1
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The key to manufacturing in a contamination-free mode is to know what
concentrations of what species are tolerable for what products and then to take
those steps needed to ensure that these thresholds are not exceeded. For many
industrial operations, including semiconductor manufacturing, knowledge of the
tolerable thresholds of contamination is imprecise and successful manufacturing
procedures are empirically determined. The chapters that follow will, in fact,
present many empirical manufacturing procedures that have proven successful
in semiconductor manufacturing. They will, however, also discuss present un-
derstanding of why these manufacturing procedures are successful, hopefully
pointing the direction for more systematically developing the methods that will
be required for the contamination-free manufacturing of the coming generations
of products.

II. TYPES OF CONTAMINANTS

The contaminants to be considered in this book are of two general types: particles
and molecular contaminants.

• A particle is a stable or quasistable agglomeration of molecules with
overall dimensions in the range 2 nm to 1 mm.

• An aerosol particle is a particle suspended in air or gas with a set-
tling velocity less than some arbitrary velocity, typically taken to be
0.01 cm/s.

• A molecular contaminant is any contaminant not classified as a par-
ticle such as a single molecule, a small collection of molecules, or a
film.

All contaminants are thus either particles or molecular contaminants. The
latter often condense on surfaces as films or trace deposits. They can be organic,
volatile, and transient, or they can be metallic (elemental metals, metal oxides
or silicides, other) and nonvolatile. In all forms molecular contaminants are,
by definition, damaging to product performance, reliability, or manufacturability
and, like particles, must be controlled to concentrations less than their thresholds
of product impact.

Contaminants are a subclass of a larger class of manufacturing problems
called defects. A defect is any material property, operational error, or environ-
mental condition that degrades product performance or reliability or adversely
affects product manufacturability. Typical properties or conditions making up the
class of defects include structural imperfections, processing errors, or environ-
mentally induced effects such as damage from electrostatic discharges. Defect
Reduction Technology is the term now used in the 1997 NTRS to encompass
all strategies, procedures, and practices designed to reduce the concentration
of any of the large class of defects. Contaminants, however, are the primary
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type of defect to be discussed in detail in this book. Measurement methods are
sometimes unable to distinguish between a contaminant and some other type
of defect, and procedures for removing contaminants will sometimes eliminate
other defects as well or should be designed to do so. Discussion of other defects
or even other process requirements will be included whenever contamination
control procedures must be modified or broadened to accommodate these other
requirements.

III. MANUFACTURING ENVIRONMENTS

Manufacturing environments are highly variable among industries. Contami-
nation-sensitive industries such as semiconductor manufacturing typically use
cleanrooms for manufacturing, and indeed one definition of a precision prod-
uct is a product that requires a cleanroom in order to be successfully manufac-
tured. Cleanrooms are enclosed spaces in which aerosol particle concentration is
controlled by high-efficiency particulate (HEPA) filters or ultra low particulate
(ULPA) filters. Both FED-STD-209E and ISO14644-1 and -2 define classifi-
cation systems based totally on aerosol particle concentration to describe the
quality of air in a cleanroom and specify procedures for measuring only the
concentration of aerosol particles in verifying that the air quality of a given
cleanroom does indeed meet the classification claimed. Molecular contaminants
in the cleanroom air do not affect this classification; their concentration can be
any value and the cleanroom classification remains unchanged. The FED-STD-
209E and ISO 14644-1 cleanroom classifications, restricted as they are to particle
measurements only, are being recognized more and more as misnomers as ap-
preciation of the deleterious consequences of molecular contamination continues
to grow.

Cleanroom air is just one of the product environments to be considered.
However, it applies to the manufacture of a wide spectrum of precision products.
Other common manufacturing environments that products are exposed to include
low-pressure chambers, high-temperature/high-pressure processes, and various
liquid baths. Product contamination can occur during exposure to any of these
environments and the generation, transport, and deposition of both particulate
and molecular contaminants onto products in each of these environments make
up a significant portion of the discussion to be presented.

Every bit as important, of course, are methods and instrumentation for
measuring contaminants. Indeed, progress in contamination control has invari-
ably been preceded by the introduction of improved measurement capability and
instrumentation. This trend continues. This book reviews established measure-
ment methods, as well as promising new approaches which emphasize on-line/
in-line near-real-time performance. The different manufacturing environments
generally require different instrumentation and hardware; and contamination
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measurement is addressed in each of the commonly encountered environments
cited in the previous paragraph, in addition to measurements made directly on
product surfaces which are ultimately the location of most importance. Surface
contamination measurements are, of course, crucial in evaluating the perfor-
mance of contamination removal technology.

The goal of the final chapter of the book is to link the understanding
of contamination developed in the earlier chapters and its implications for the
contemporary semiconductor manufacturing plant where the payoff must occur.
Practices and procedures that are “contamination smart” follow from the basic
framework presented earlier; they are formally summarized in the closing chapter
along with the recognition of serious, outstanding contamination-related problem
areas.

Table 1 Symbols and Units

Parameter Symbol SI unit

Area A meter2 (m2)
Boltzmann constant k 1.38 E-23 joules/kelvin (J/K)
Capacitance C farad (F)
Diameter d meter (m)
Diffusion coefficient D meter2/second (m2/s)
Electric field E volts/meter (V/m)
Electrical current i ampere (A)
Electrical potential V volts (V)
Electrical resistance R ohms (
)
Electrostatic charge q coulomb (C)
Energy E joules (J)
Force F newton (N)
Frequency f hertz (Hz)
Kinematic viscosity ν meter2/second (m2/s)
Length l meter (m)
Mass m kilogram (kg)
Mass density ρ kilograms/meter3 (kg/m3)
Number density c number/meter3 (m−3)
Power P watts (W)
Pressure P pascal (Pa)[N/m2]
Resistivity ρ ohm-meter (
-m)
Temperature T kelvin (K)
Time t seconds (s)
Velocity v meters/second (m/s)
Viscosity µ pascal-seconds (Pa-s)
Volume V meter3 (m3)∗

∗This text also uses the non-SI units: liter (L) and milliliter (mL).
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IV. SYMBOLS/UNITS

The units and symbols of the Système International d’Unites (SI) are used
throughout the book with English equivalents, or other familiar units, inserted
parenthetically in those discussions in which common usage still favors tradi-
tional units. Table 1 lists the symbols used and the SI units for a number of
the more frequently used parameters appearing in the book. The same symbol
is sometimes used to represent different parameters in different chapters or con-
texts. In general, the intended parameter will be clear from the text with which
it appears. In addition, most of the discussions include explicit definitions of the
parameters as they are introduced so that misunderstanding or confusion from
similar symbology should not be a serious problem.

The SI allows easy scaling from the units given in Table 1 by the insertion
of prefixes, which multiply the basic SI unit. A listing of these prefixes is
reproduced in Table 2.

Table 2 SI Prefixes

Prefix Multiplier Symbol

exa 1018 E
peta 1015 P
tera 1012 T
giga 109 G
mega 106 M
kilo 103 k
hecto 102 h
deka 10 da
deci 10−1 d
centi 10−2 c
milli 10−3 m
micro 10−6 µ

nano 10−9 n
pico 10−12 p
femto 10−15 f
atto 10−18 a
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National Technology Roadmap
for Semiconductors
Basis and Alignment∗

David Jensen
Advanced Micro Devices, Inc., Austin, Texas

The need for promoting and extending the science of contamination-free man-
ufacturing (CFM) is directly linked to the defect reduction (DR) requirements
outlined in the National Technology Roadmap for Semiconductors (NTRS) [1].
This chapter is a brief overview of the DR section of the NTRS with particular
emphasis on the technology requirements of CFM and contamination control,
the subjects of this book.

I. NTRS BACKGROUND

The first semiconductor technology roadmap was published in 1993 under the
sponsorship of the Semiconductor Industry Association (SIA) to provide a con-
sensus view of the major problems to be solved and to increase cooperation in
precompetitive semiconductor research and development. The NTRS was moti-
vated by the rapid pace in increasing complexity in semiconductor technology
[1], and the need to concentrate limited research on those developments deemed
most critical to continued growth. Supporting organizations included:

∗Portions of this chapter have been adapted from the “Mapping the Roadmap” series appearing in
the January, March, June, July, and October issues of MICRO Magazine, copyright 1998, used
with permission.
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• National Institute of Standards and Technology
• National Science Foundation
• SEMATECH
• Semiconductor Industry Association
• Semiconductor Research Corporation
• U.S. Department of Commerce
• U.S. Department of Defense
• U.S. Department of Energy

The roadmap was revised in 1994 [2], 1997, and 1999. Each revision takes a 15-
year view of semiconductor technology requirements for research, development,
and manufacturing.

II. DEFECT REDUCTION CROSS-CUT TECHNOLOGY
WORKING GROUP

The most critical factors affecting profitability in leading edge, high-volume,
integrated circuit manufacturing are 1) customer satisfaction, or generally speak-
ing, designs which meet performance, functionality, price, quality, and reliability
requirements, 2) cost control/reduction, and 3) time to market. In today’s inte-
grated circuit marketplace, products that are priced moderately higher because of
higher manufacturing costs associated with low-yielding processes and/or those
that enter the market just months late can dramatically reduce revenue and be-
come the difference between profit and loss. Significant factors affecting both
time to market and cost are the level of defects generated by manufacturing pro-
cesses and the rate at which these defects are reduced. Defects can be defined
in the broadest sense as any actual outcome that deviates from the expected
outcome. Thus defects include contaminants, ineffective control of physical and
electrical parameters, device structure-related issues, process-to-process interac-
tions including geometric effects, and design-process interactions. The chapters
that follow consider just contamination. The NTRS considers all types of de-
fects. Contamination is believed to be the major source of random defect yield
loss in semiconductor manufacturing today. Profitable IC manufacturers under-
stand how big a lever yield (yield ∼= functional chips/total number of chips
completing production) is with respect to ongoing profitability. These compa-
nies are well known for their comprehensive programs in defect reduction (or
yield engineering) and a general philosophy that all operators, technicians, and
engineers must continually work to reduce defect levels. Some manufacturing
facilities even operate under the philosophy that, in part, IC manufacturing is
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the business of defect control and reduction. Based on the critical nature of
defect reduction activities within all aspects of IC design and manufacturing,
the Roadmap Coordinating Group (RCG) of the Semiconductor Industry Asso-
ciation (SIA) elevated Defect Reduction (DR) technology to its own Cross-Cut
Technology Working Group (CCTWG) for the 1997 revision of the SIA National
Technology Roadmap for Semiconductors (NTRS).

III. IMPORTANCE OF DEFECT REDUCTION

In 1996, while analyzing process diagnostics, the VLSI Research, Inc. market
analysis group reported that yield improvement rates were accelerating as evi-
denced by the decreasing time required by the industry to achieve ∼98% DRAM
(Dynamic Random Access Memory) yields [3]. Figure 1 shows this trend.

For these accelerated learning rates to continue, significant improvements
in yield will be necessary early in the life cycle of products, while products are in
research and pilot production. It’s hard to envision near 100% yield on a 1 Gbit
DRAM in its first year of production, without having transferred the product and
associated processes from development to manufacturing at >50% yield, and yet
this is what continued acceleration in yield learning rate implies. Actually, VLSI
Research predicted that yields of ∼90% will be required for the transfer of a
1 G DRAM [3] from development to pilot production. This farreaching goal
will not be realized without significant improvements in yield modeling, defect
detection, defect sources and mechanisms identification, and defect prevention
and elimination—areas addressed in the Defect Reduction section of the 1997
NTRS.

Figure 1 Time duration to achieve 98% yield.
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IV. DEFECT REDUCTION CYCLE

The DR CCTWG roadmap was structured to align with industry typical yield
learning and defect reduction methodology, focusing on four key topics: Yield
Model and Defect Budget (YMDB), Defect Detection (DD), Defect Sources and
Mechanisms (DSM), and Defect Prevention and Elimination (DPE). This cycle
of learning and yield improvement is pictured in Figure 2.

Given the start-up of a new fab or the introduction of a new process or
product, yield targets are typically established to account for time to market,
profitability, and other business factors. From these targets, defect budgets are
calculated through the use of a yield model algorithm. Ultimately, defect budgets
help set control limits for in-line defectivity at each of the critical process steps.
Next, the yield program will focus on detecting defects, or events that lead to
defects, through the use of in-line and in situ monitoring equipment.

Before defects can be eliminated, they need to be sourced and their cre-
ation mechanisms fully understood. In this phase, the yield program will employ
a great deal of modeling and data reduction technologies in conjunction with
all in-line data to not only characterize the defect mechanism, but also attempt
to correlate the defect to some in-line parameter that is typically measured. Fi-
nally then, once a defect source is identified, measures can be taken to prevent
and or eliminate it. The topic of defect prevention and elimination includes the
determination of allowable levels of microimpurities in the manufacturing ma-
terials or the wafer environment. It is in this last section of defect prevention
and elimination that many of the technology requirements that drive CFM sci-
ence are found. For example, 1) Chapters 3 and 4 discuss off-wafer and in situ

Figure 2 Defect reduction cycle.
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measurement technologies which assist in characterizing and reducing levels
of contaminants in critical processing environments (i.e., gases and chemicals);
2) Chapters 6 and 7 review deposition and transport of particulate matter which
must be understood in order to control these contaminants to roadmap levels
necessary for chemicals, gases, water, and air; and 3) Chapters 8–10 deal with
deposition and transport of molecular contaminants which also have levels of
increasing purity as outlined in the roadmap. The yield learning cycle (Fig. 2)
is repeated after yield models are adjusted to account for new yield learnings.

V. KEY MESSAGES RELATED TO CFM

The DR section of the NTRS and the supplemental material described by Jensen
et al. [4] in the MICRO “Mapping the Roadmap” series highlights two key
messages that have significant CFM relevance:

• Contamination control within equipment is paramount to achieve tool
defect densities targeted for 60% first year yield and 85–95% yield in
mature products. The ability to detect these contaminants (particulate
and nonparticulate) within processing environments will be enabled by
developments in the areas of in situ monitoring during process (and
process tool) development and in situ chamber cleaning and defect
“transparent” materials—both believed to require fundamental study
for future technologies. The role of modeling associated with contam-
ination formation, transport, and deposition must be emphasized to
help focus tool defect reduction learnings.

• Order-of-magnitude improvements in the purity of process fluids (gases,
liquid chemicals, and ultrapure water) do not appear to be necessary
over the next two to three technology generations. Fundamental under-
standing of the impact of contaminant(s) on product yield and device
performance is needed to justify the additional improvements in chem-
ical/gas manufacturing, distribution, and control technologies. Today’s
process fluid technologies deliver chemicals/gases of purity that ex-
ceed that measured within processing environments by 2 to 3 orders
of magnitude.

Through the use of advanced test structures and modeling techniques, the
fundamental challenge in the area of process critical materials is to understand
the correlation between impurity concentration and device yield, reliability, and
performance in order to assess whether increasingly stringent contamination
specifications are truly required and to provide early warning of needs for tighter
specifications in those cases where they are warranted.
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VI. CROSS-CUT REQUIREMENTS

DR in the NTRS is considered a cross-cut technology. This means that DR has
relevance in virtually all the other thrusts (e.g., Litho, Interconnect, etc.). The
following is a brief sampling of the some of these cross-cut technology needs
as outlined in the NTRS.

A. Process Integration, Devices, and Structures

Predictive and diagnostic test structures will be necessary to understand the
impact of trace impurity levels (e.g., metallics, ionics, etc.) within input materials
(i.e., water, chemicals, gases, wafers, etc.) and to detect, in-line, very small levels
of contaminants.

B. Front End Processes

The front end of a chip process includes steps in which the active elements
(gate, source, and drain) of a transistor are created and electrical contacts to
these elements are established.

Impurity specifications for critical materials in front end processes need
to be linked to known fault mechanisms so as to achieve economic viability of
raw materials.

Research into particle size distributions below ∼50 nm and into the impact
of particle size upon yield will aid in developing appropriate line monitoring
and yield engineering defect detection tools.

Surface termination control will continue to drive requirements in isolation
technology for front-end-of-line (FEOL) processes. Outgassing from cleanroom
materials, cassettes, pods, filters, etc. and the presence of airborne organic and
ionic species have been shown to degrade device performance and yield. Relating
these sources of contaminants to yield and performance will be necessary to
optimize the insertion of appropriate control technology.

C. Lithography

Control of ambient base gas (ammonia, amines, etc.) concentrations will be
necessary to control neutralization of photogenerated acids. To support this
need, development in chemistry models, nonchemically activated deep ultra-
violet (DUV) resists, and portable, easy-to-use, high-sensitivity detection tools
will be necessary. Continued advancements in molecular filtration, removal and
trapping techniques, as well as wafer isolation technologies, will also aid in
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minimizing the impact of airborne base gases as noted above and in minimiz-
ing lens clouding. Backside particle reduction is necessary for improving focus
requirements. Improved wafer handling (chucks, edge handling, etc.) and back-
side particle detection capabilities will provide the greatest benefit to minimizing
backside particle impact in lithography.

D. Interconnect

Issues with new interconnect materials and structures present problems such as
novel spin-on dielectrics, including bubbles, striations, shrinking, cracking, and
delamination. Implementation of copper interconnect technology will also re-
quire trace-level real-time metrology to establish acceptable copper levels and
copper contamination vectors in the fab and backside to front-side metal con-
tamination transport.

Inherently cleaner tools and processes will be required through effective
particle repulsion techniques such as thermophoresis and avoiding gas phase
particle nucleation in reactors as examples. Better understanding of process
chemistry regimes will be needed to help reduce the rate of residue build-up
on chamber walls and subsequent flaking, thus increasing mean-time-before-
cleaning.

E. Factory Integration

The most critical requirements in factory integration are determining the vari-
ation tolerance of critical process parameters and the interaction between pro-
cesses that could lead to better process control and reduced reliance on end-
of-line inspection. Data on the threshold at which impurities in critical process
fluids impact process (e.g., etch rate, film uniformity) and device performance
(e.g., threshold voltage, gate oxide integrity) can be used to guide in situ sensor
development and help reduce time to high yield by eliminating the source of
defects in advance.

VII. YIELD MODEL AND DEFECT BUDGET

The basis for any advancement or experimentation in CFM is theoretically based
on the assumption that reducing particle or metallic levels will increase yield.
These assumptions are often simulated with the assistance of a yield model capa-
ble of taking into account process flow, defect sensitivities, defect distributions,
product design, etc., in predicting allowable defect budgets for a given process
sequence or a given process tool in the manufacturing process. The yield model
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Table 1 1997 NTRS Defect Budgets at 60% Yield (First Year of Production)

Year of first product shipment 1997 1999 2001 2003 2006 2009 2012
technology generation 250 nm 180 nm 150 nm 130 nm 100 nm 70 nm 50 nm

FEOL Doping 860 376 231 149 70 27 11

Interconnect 1076 471 289 186 87 33 14

Surface prep 1642 718 441 284 133 51 21

Thermal/Thin film 850 372 228 147 69 26 11

BEOL Interconnect 605 265 162 105 49 19 8

Planarization 1418 620 380 245 115 44 18

Surface prep 1718 751 461 297 140 53 22

FEOL/BEOL Lithography 648 284 174 112 53 20 8

Metrology inspection 1195 523 321 207 97 37 15

Wafer handling 30 13 8 5 2 1 0.4

BEOL, back-end-of-line; FEOL, front-end-of-line.



National Technology Roadmap for Semiconductors 15

and defect budget (YMDB) section of the roadmap describes this methodology
and its associated difficult challenges, technology requirements, and potential
solutions.

Here the purpose is simply to reference the defect budget portion of the
YMDB section of the NTRS. Requirements based on the SEMATECH 0.25
µm yield model and follow-up validation activity with SEMATECH member
companies [5] are shown in Table 1. In this table the light screen indicates that
solutions are being developed and the dark screen indicates there is no known
solution.

These targets have been set under the assumption that the critical (“killer”)
particle size is 50% of the minimum dimension of elements on the chip (noted as
the technology generation row in Table 1). For CFM-related activity, then, efforts
to reduce particles which contribute to these budgets can be directly linked to
yield impact through the use of a model. Chapter 11 presents a brief review of
the model and lists the variables which impact particle reduction efforts.

Dance et al. [6] provide a more comprehensive review in the basis for
the yield model and supplementary material for further study in the MICRO
“Mapping the Roadmap” series.

VIII. DEFECT DETECTION

Weber et al. [7] in the MICRO “Mapping the Roadmap” series provide a good
summary and detailed background of the factors which impact defect detection
(DD): The shrinking feature sizes of integrated circuits mandate sensitivity to
smaller defects; throughput requirements increase as semiconductor processes
mature; and more rapid yield learning requires shorter cycles of learning.

The most obvious synergy with CFM is the factor of shrinking feature
size. Integrated circuit feature sizes have been shrinking for more than 30 years,
and the 1997 NTRS expects this trend to continue [1,8]. Circuits with smaller
feature sizes are susceptible to electrical faults induced by smaller defects, re-
quiring defect detection technology to become increasingly more sensitive. Sup-
pliers of defect detection equipment introduce new technology to keep up with
these requirements. For example, suppliers of optically based defect inspection
tools introduce new light sources with shorter wavelengths and optimize the
lens optics for the new physical conditions. This trend is likely to continue
until inspection equipment may need to capture defects so small that optically
based detection will no longer be suitable for the job. Table 2 indicates select
defect detection sensitivity requirements for patterned, unpatterned, and in situ
applications [1]. Here again the light screen indicates solutions being pursued
and the dark screen is an indication of no known solutions for that particular
requirement.
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Table 2 Defect Detection Particle Sensitivity Requirements (1997 NTRS)

Year of first product shipment 1997 1999 2001 2003 2006 2009 2012
technology generation 250 nm 180 nm 150 nm 130 nm 100 nm 70 nm 50 nm

Patterned wafer inspection, PSL spheres at 90% capture, equivalent sensitivity (nm)

Process research and development 83 59 50 43 33 23 17

Unpatterned, PSL spheres at 90% capture, equivalent sensitivity (nm)

Wafer backside 200 200 200 200 100 100 100

Metal film 125 90 75 65 50 35 25

Nonmetal films 83 60 50 43 33 23 17

Bare si 83 60 50 43 33 23 17

In situ particle monitoring

Sensitivity (nm) (@2 : 1 signal/noise ratio) 250 180 150 130 100 70 50

PSL, polystyrene latex.
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Detection of particles on patterned wafers is complicated by the presence
of patterns which can alter the signature of the particles dependent on the local
topography and material characteristics of the pattern. Detection is further exac-
erbated by the presence of normal processing conditions (grains in polysilicon or
metal surfaces) and process variations (film thickness variations), which interact
to increase the background signal and thus reduce the overall signal-to-noise
ratio for the particle. Particles and defects that reside below the pattern surface
are even more difficult to detect as detection energy (photons, electrons, ions,
etc.) must penetrate into these structures and the exiting energy must be of suf-
ficient enough magnitude to exit the structure and then be detected. This is the
problem described in the roadmap as high aspect ratio inspection, a formidable
challenge for particle/defect detection scientists and technologists.

In situ sensors have the potential of measuring defects and contaminants
in real time. Sensors can detect deviations from the normal process conditions
in a chamber and either emit a fault signal or induce automatic corrective action.
Applications for in situ sensors exist in many process tools, and are needed for
detecting more than just particles. Sensors detect many potentially damaging
chemicals, including metal ions that can alter the performance of MOS devices.

IX. DEFECT SOURCES AND MECHANISMS (DSM)

Determining the source of defects and their formation is extremely complex.
Process-borne particles, organics, metallics, etc. are generated off-wafer and the
sourcing of the defects must also encompass knowledge of their transporta-
tion and deposition onto wafer surfaces. Other chapters address detailed models
and fundamentals in particulate and nonparticulate transport and deposition in
various media onto wafer surfaces. However, not all defects can be modeled
as physical remnants on wafer surfaces. Oftentimes upon failure analysis of a
nonfunctional circuit, no physical remnant is visible. Fault sourcing, already a
difficult challenge, will become orders of magnitude more difficult in the fu-
ture. The NTRS [1] predicts that for microprocessors the number of process
steps will increase nearly linearly and the number of transistors in a circuit will
increase exponentially from one process generation to the next over the next
15 years. Accordingly, as minimum feature size decreases from one generation
to the next, killer defect size (or critical size, defined as 1

2 the minimum feature
size) decreases proportionately. To achieve a 60% yield target on a complex mi-
croprocessor in its first year of manufacturing, defect density must also decrease
from one generation to the next.

The challenge is to isolate a shrinking needle in a growing haystack.
The needle is a killer defect, whose size decreases over time. The haystack
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Figure 3 Fault isolation volume and critical particle size versus technology.

is a chip whose volume is constantly expanding, within which the number of
circuit elements grows exponentially. The Fault Isolation Volume is defined as
the product of the number of process steps and the number of transistors. This
volume represents the space within which an electrical fault must be isolated in
order to assign root cause.

Figure 3 illustrates the challenge, by graphically depicting how quickly
the needle shrinks and the haystack expands. When we compute the ratio of
the haystack (Fault Isolation Volume) to the needle (critical size in nm) in the
250 nm generation, we see it is on the order of 108 : 1. By the 150 nm generation,
that ratio will grow to 109 : 1. And by the 50 nm generation, the challenge will
grow by another thousand-fold to 1012 : 1.

Gross et al. [9] provide details of what developments are necessary in
order to meet these sourcing challenges in the MICRO “Mapping the Roadmap”
series.

X. DEFECT PREVENTION AND ELIMINATION (DPE)

As outlined in the NTRS [1] and indicated in Figure 2, means of preventing
and/or eliminating defects can encompass improvements/control of contaminants
in process materials (chemicals, gases water, starting material, etc.), process
equipment, wafer environment control (including airborne molecular contami-
nants), process (parameter) control, and interactions between processes, as well
as interactions between the actual circuit design and individual processes. The
areas of process liquid chemicals, airborne molecular contaminants, and wafer
environment control are most relevant for CFM and topics in this text. Table 3
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indicates a few of these requirements from the DPE section of the NTRS [1]. It
should be noted in contrast to previous technology requirements, this table has
no dark-screened squares, indicating that most of these requirements are either
current state of the art (no screen) or have solutions being pursued (light screen).

The percentage of process steps affected by nonparticulate or molecular
contamination is expected to increase. The roadmap indicates target levels of am-
bient acids, bases, condensables, and metals for specific process steps assuming
the noted exposure times and sticking coefficients.

As noted in sections above, little understanding exists today regarding im-
purity specifications in novel materials such as sputter targets, plating solutions,
CMP slurries, and chemical vapor deposition (CVD) precursors, and future focus
on this is required.

In process liquid chemicals, particle concentrations have been held con-
stant at critical particle size. For these process chemicals, prediffusion clean-
ing requirements drive the most aggressive impurity levels. These levels have
been relaxed compared with the 1994 SIA Roadmap [2] to correspond with the
specification of surface levels of metallics. Some of the NTRS surface prepa-
ration technology requirements are indicated in Table 4. This evolution (FEOL
metallics) shows only a 10× improvement required over the next 15 years.

To detect, to understand, and to eliminate unwanted process interactions,
process monitoring will play a key role in the future. The appropriate sensors
and data must be available, along with an appropriate information management
system to correlate process parameters to upstream/downstream parameters and
yield and provide smart intertool and intratool statistical process control (SPC).

The NTRS also outlines numerous opportunities for potential solutions
in many of these challenging CFM areas. They include a number of topics
described and reviewed in this text:

• In-line trace impurity analytical technology for process critical mate-
rials

• Analytical technology to characterize ultratrace levels of bacteria
• Rapid online analytical technology for ultrapure water systems
• In situ chamber monitoring
• Particle avoidance techniques
• Fundamental understanding of reactor contamination formation, trans-

port, and deposition
• In situ process control
• Affordable, accurate, repeatable, real-time sensors for airborne molec-

ular contaminants (AMC)
• Design and material selection of wafer carriers and enclosures

Fosnight and Jensen [10] provide review and supplementary material in
these topics in the MICRO “Mapping the Roadmap” series.
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Table 3 CFM-Related Technology Requirements from the 1997 NTRS

Year of first product shipment 1997 1999 2001 2003 2006 2009 2012
technology generation 250 nm 180 nm 150 nm 130 nm 100 nm 70 nm 50 nm

Wafer environment control

Critical particle size (nm)a 125 90 75 65 50 35 25

Particle ≥ crit size (/m3)b 27 12 8 5 2 1 1

Airborne molecular contaminants (pptM)c

Litho—Bases (as amine) 1000 1000 1000 1000 1000 1000 1000

Gate—Metals (as Cu, E = 2 × 10−5) 0.7 0.3 0.3 0.2 0.1 0.07 <0.07

Gate—Organics (as MW = 250, E = 1 × 10−3) 300 200 200 100 100 70 50

Process critical materials

Critical particle size (nm)b 125 90 75 65 50 35 25

Liquid chemicalsd

Particles ≥ critical size (/mL) <0.5 <0.5 <0.5 <0.5 <0.5 <0.5 <0.5

HF-, H2O2, NH4OH: Fe, Cu (ppt, each) <500 <250 <200 <150 <100 <50 <50

Other metals (ppt, each) <1000 <500 <400 <300 <200 <100 <100

Bulk ambient gases

N2O2, Ar, H2: H2O, O2, CO2, CH4 (ppt, each) 100–1000 100–1000 <100 <100 <100 <100 <100

Particle ≥ critical size (L) <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 <0.1
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aCritical particle size is based on 1/2 design rule. All defect densities are “normalized” to critical particle size. Critical particle size does not
necessarily mean “killer.”

bAirborne particle requirements are based on deposition velocity of 0.01 cm/s resulting in 1 particle/m2/h for an ambient concentration of 3
particles/m3. Values are back-calculated assuming: the “wafer-handling” defect target, 300 process steps (increasing by 10 per generation), and
a wafer exposure time of 1000 h. As an example, the 250 nm requirement is calculated as (30 particles/m2/step) × (300 steps)/(1000 h) ×
[(3 particles/m3)/(1 particle/m2/h)] = 27 particles/m3.

cIon indicated is basis for calculation. Exposure time is 60 min with starting surface concentration of zero. Basis for lithography is defined
by lithography roadmap. Gate metals and organics scale as surface preparation roadmap metallics and organics, respectively. Salicidation and
contact acids and bases scale as surface preparation BEOL anions and metals, respectively. All airborne molecular contaminants are calculated as
S = E ∗ (N ∗ V/4), where S is the arrival rate (molecules/cm2/s), E is the sticking coefficient (between 0 and 1), N is the concentration in the air
(molecules/cm3), and V is the average thermal velocity (cm/s).

dParticle targets apply at POU, not incoming chemical. Point-of-tool connection chemical metallic targets are based on Epi starting material, sub-ppb
contribution from bulk distribution system 1 : 1 : 5 standard clean 1 (SC-1) and elevated temperature 1 : 1 : 5 standard clean 2 (SC-2) final clean
step. “HF last” or “APM last” cleans would require ∼10× and ∼100× improved purity HF (mostly Cu) and APM chemicals, respectively.
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Table 4 Surface Preparation 1997 NTRS Technology Requirements

Year of first product shipment 1997 1999 2001 2003 2006 2009 2012
technology generation 250 nm 180 nm 150 nm 130 nm 100 nm 70 nm 50 nm

Front end of linea

Light scattersb

DRAM 0.3 0.15 0.1 0.075 0.03 0.015 0.01

Logic 0.75 0.5 0.45 0.4 0.25 0.2 0.15

Particle size (nm) 125 90 75 65 50 35 25

Critical metals (atoms/cm2)c 5 × 109 4 × 109 3 × 109 2 × 109 1 × 109 <109 <109

Other metals (atoms/cm2)d 5 × 1010 2.5 × 1010 2 × 1010 1.5 × 1010 1 × 1010 5 × 109 <5 × 109

Organics/polymers (C atoms/cm2)e 1 × 1014 7 × 1013 6 × 1013 5 × 1013 3.5 × 1013 2.5 × 1013 1.8 × 1013

Oxide residue (O atoms/cm2)f 1 × 1014 7 × 1013 6 × 1013 5 × 1013 3.5 × 1013 2.5 × 1013 1.8 × 1013

Back end of lineg

Particles (cm−2) 0.3 0.15 0.13 0.1 0.06 0.045 0.03

Particle size (nm) 125 90 75 65 50 35 25

Metals (atoms/cm2)h 1 × 1011 5 × 1011 4 × 1011 2 × 1011 1 × 1011 <109 <109

Anions (atoms/cm2)i 1 × 1011 1 × 1011 1 × 1011 1 × 1011 1 × 1011 1 × 1011 1 × 1011

Organics/polymers (C atoms/cm2) 1 × 1014 7 × 1013 6 × 1013 5 × 1013 3.5 × 1013 2.5 × 1013 1.8 × 1013

Oxide residue (O atoms/cm2) j 1 × 1014 7 × 1013 6 × 1013 5 × 1013 3.5 × 1013 2.5 × 1013 1.8 × 1013
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aStarting wafer up to deposition of the premetal dielectric.
bAcceptable gate oxide integrity (GOI) defect densities and a kill ratio of 20% measured postcritical clean; tighter levels may be required
if critical, nongate area is considered.

cDRAM requirement for Ca, Co, Cu, Cr, Fe, K, Mo, Mn, Na, Ni, W measured postcritical clean for a gettered wafer.
dDRAM requirement for Al, Ti, V, Zn (Ba, Sr, and Ta if present in the factory measured postcritical clean for a gettered wafer).
eMeasured postcritical clean including pregate, prepoly, premetal, presilicide, precontact, and pretrench fill.
f Measured premetal, presilicide, and precontact.
gPolysilicide metal dielectric deposition through passivation.
hK, Li, Na, measured postcritical clean.
iCl, N, P, S, F measured postcritical clean. Assumes no fluorinated oxide.
jMeasured postcritical clean of a metallic surface region.
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XI. SUMMARY

This short introduction to the DR technology requirements from the NTRS
by no means encompasses the breadth or depth of opportunity and challenge
for CFM scientists and technologists. After significant advancements have been
made in integrated circuit design and integration, the natural occurrence of both
particulates and nonparticulates is still expected to be a dominant concern for
maintaining high levels of profitable yield within the semiconductor manufac-
turing industry. This chapter should form the basis for the importance of the
fundamental and applied topics that will be covered throughout this text, as
well as motivate the reader to deeper study of the impacts of contaminants,
and the science and technology which describe their formation, transport, and
deposition.
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Off-Wafer Measurement of
Contaminants

Robert P. Donovan
L & M Technologies, Inc., and Sandia National Laboratories,
Albuquerque, New Mexico

All wafer-processing environments invariably include contaminants, some of
which end up on the wafer surface and potentially contribute to product failure.
The areal density of surface contaminants deposited on a wafer following ex-
posure to a contaminated environment depends on, among other variables, the
concentration of contaminants in that environment. A simple model to predict the
areal density of the surface contamination following exposure to a contaminated
environment is

N

A
= cvd t (1)

where

N/A = areal density of contaminants deposited on the wafer surface
(number or mass/area)

c = concentration of the contaminant in the environment surrounding
the wafer (number or mass/volume)

vd = a contaminant deposition velocity (length/time)
t = time of wafer exposure to the environment.

This chapter considers only methods of measuring the variable c. Chapters
4 and 5 discuss measurement of N/A. Chapters 6 to 8 discuss the deposition ve-
locities associated with the various mechanisms whereby particles and molecular
contaminants in wafer-processing environments are transported and deposited on
wafer surfaces (as well as other factors affecting the deposition of contaminants).

27
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I. ANALYZER/SENSOR CATEGORIES

While sensors are typically considered a component of an analyzer (a device
that qualitatively and/or quantitatively separates an unknown into its constituent
parts) or a monitor (a device that quantitates a specific, predetermined com-
ponent), the distinction among these three terms is fuzzy. They are often used
interchangeably in the literature, a practice that will followed be in this chapter.
The chapter emphasis is on measurement methods irrespective of the terms used
to describe the hardware.

Measurement methods can be classified by the relationship between the
sample actually measured and the system being characterized by that measure-
ment. Five general categories are typical [1,2]:

1. Off-line. Discrete samples are withdrawn from the system and shipped/
taken to a laboratory for analysis.

2. At-line. Discrete samples are withdrawn from the system and are im-
mediately analyzed on site.

3. On-line. Analyses are conducted on a system slipstream, which is
discarded.

4. In-line. Analyses are conducted continuously by sensors inserted di-
rectly into the system or into a slipstream that is returned to the
system.

5. Noninvasive. Continuous, in situ analyses of the system are carried
out by sensors external to the system (for example, optically through
a window).

Sample disposition is explicitly incorporated into several of these defini-
tions and is implicit in the others. In categories 1 and 2 the sample evaluated
is invariably lost to the system. The major distinction between category 3 (on-
line sampling from a slipstream) and category 4 (in-line sampling which may
or may not use a slip stream) is sample disposition. In category 4, the sample
remains a part of the system; in category 3, it does not. Sample coupling to the
analyzer, rather than sample disposition, is the property distinguishing category
5 sampling from category 4 sampling.

Most of the sensors/measurement methods discussed in this chapter fall
into categories 1 to 3, although a few belong in category 4 or 5. The measurement
methods discussed in Chapter 4 fall primarily into category 1 or 2. A major
advantage of sensors in categories 3 and higher is speed of response to system
changes and the attendant capability to rapidly provide data for either feedback
or feedforward process control. The scarcity of category 4 or 5 sensors represents
an opportunity for developers of innovative sensors.

The two general contaminant types defined in Chapters 1 and 2 are partic-
ulate contaminants and non-particulate contaminants (molecular contaminants).



Off-Wafer Measurement of Contaminants 29

As the names imply, these categories are mutually exclusive. Not surprisingly
then, the measurement methods for these two contaminant types differ signifi-
cantly and are discussed in separate sections of this chapter.

II. MEASUREMENT OF PARTICLE CONCENTRATION

By far the most common and sensitive instruments for measuring particle con-
centration are those based on light scattering. The strong dependence of the
intensity of light scattering upon particle size, especially submicrometer-sized
particles, makes light scattering a high-resolution method for both sizing and
counting particles. Today’s instrumentation can count single particles with effec-
tive light-scattering diameters as small as 0.05 µm. Light-scattering principles
as reviewed here apply to both off-wafer measurements in a wafer environment
and to the on-wafer measurements discussed in Chapter 4.

A. Basics of Light Scattering

The discussion in this section closely follows that presented by Hinds [3]. Light
scattering is the term used to describe the interaction of a light beam with an
intercepted particle, as sketched in Figure 1. The incident beam approaches the
particle from the left and undergoes the following interactions:

• Absorption. Electromagnetic radiation incident on the particle is con-
verted to other forms of energy, mostly heat.

Figure 1 Light scattering by a particle. (From W. C. Hinds, Aerosol Technology.
Copyright 1982 by John Wiley & Sons, Inc. Reprinted by permission of John Wiley &
Sons, Inc.)
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• Inelastic scattering. Electromagnetic radiation is absorbed by the par-
ticle and reradiated diffusely at a wavelength different from that of the
incident beam but characteristic of the particle composition.

• Elastic scattering. The incident electromagnetic radiation is reflected,
refracted, or diffracted by the particle without change of wavelength—
the kinetic energy and momentum of the scattered light is equal to that
of the incident light.

Elastic scattering is the interaction mode in which today’s optical particle
counters operate and is the primary mode to be discussed in this chapter.

The scattering plane sketched in Figure 1 contains the direction of the
incident beam and the direction of the detector from the particle. The scatter-
ing angle θ is measured in the scattering plane and is the angle between the
direction of the incident beam and the direction of the detected beam. The in-
tensity of both the incident beam and the scattered beam can be separated into
two components: 1) a component perpendicular to the scattering plane and 2)
a component parallel to the scattering plane and perpendicular to the direction
of beam propagation. The scattering problem becomes one of expressing the
intensity components of the scattered beam in terms of the intensity of the inci-
dent beam and those properties of the scattering center that affect the scattering
interaction. Since particle size is one of the primary properties affecting light
scattering, the intensity of the light scattered by a particle can then be used to
deduce the particle size.

The classical solutions to the scattering problem are obtained by solving
Maxwell’s electromagnetic equations with boundary conditions appropriate to
the particle scattering geometry illustrated in Figure 1. Two general solutions
result, each applying to a specific range of particle sizes. Rayleigh scattering
describes the light scattering by a spherical particle of diameter small compared
to the wavelength of the incident light:

I (θ) = I1 + I2 = I0π
4d6

p

8R2λ4

(
m2 − 1

m2 + 2

)2

+ I0π
4d6
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(
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)2

cos2 θ

= I0π
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(
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m2 + 2

)2

(1 + cos2 θ) (2)

where

I (θ) = total intensity of the light scattered in the direction θ

θ = scattering angle, measured in the scattering plane
I1 = intensity component of scattered light perpendicular to the scatter-

ing plane
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I2 = intensity component of scattered light parallel to the scattering
plane and perpendicular to the propagation direction of the scat-
tered beam

I0 = intensity of the incident light beam
dp = diameter of the spherical particle
R = distance from the particle
λ = wavelength of the incident and scattered light
m = index of refraction of the particle

Figure 2 is a polar plot of Eq. (2). Because of the cos2 θ term, the I2
component disappears at a scattering angle of 90◦. The I1 term has no angle
dependence and plots as a circle. Light scattered at an angle of 180◦ (backscat-
tering) has the same intensity as light scattered in the forward direction at 0◦, a
distinctive feature of Rayleigh scattering.

Another notable feature of the Rayleigh scattering equation is the d6
p/λ

4

dependence of the intensity of the scattered light. This strong dependence on
particle diameter predicts high size-resolution for optical scattering. However, it
also implies that signal strength falls off rapidly with decreasing particle size.
Using shorter wavelengths of electromagnetic radiation to illuminate the particle,
on the other hand, greatly increases scattering intensity. The Rayleigh scattering
analyses generally apply to spherical particles with diameters less than 0.1 µm.

Rayleigh scattering also describes light scattering from individual mole-
cules in the air or other wafer environments. While the scattering intensity from
a single air molecule, for example, is too small to be detected, the background
signal from the entire collection of atmospheric air molecules that are illumi-

Figure 2 Dependence of Rayleigh scattering intensities, I1 and I2, upon scattering
angle. (From W. C. Hinds, Aerosol Technology. Copyright 1982 by John Wiley & Sons,
Inc. Reprinted by permission of John Wiley & Sons, Inc.)
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nated in the sampling chamber of an optical particle counter is a primary factor
limiting the size sensitivity of optical particle counters to particles with diame-
ters of 0.05 µm or greater. Molecular scattering dictates small detection volumes
in order to minimize this background scattering signal. Unfortunately, small de-
tection volumes also mean low sample flow rates and poor counting statistics
when particle concentration is low. As it is, even optically detecting particles
with 0.05 µm diameters in air at practical sample flow rates requires nonstan-
dard, clever instrument design. One technique is to divide the total sample flow
into parallel channels so that the volume of each individual detection volume
is much smaller than if all the sample flow passed through a single counting
volume. Assuming a particle appears in only one of the parallel channels allows
detection with a background signal characteristic of the smaller volume, but at
the same time the total sample flow remains the sum of the flows through all
the parallel channels.

Mie scattering, the second general solution to the optical scattering prob-
lem, characterizes light scattering from spherical particles with diameters of the
same order of magnitude as that of the wavelength of the incident electromag-
netic radiation:

I1(θ) = I0λ
2i1

4π2R2
(3)

I2(θ) = I0λ
2i2

4π2R2

where all symbols are the same as in Eq. (2) except that i1 and i2 are the Mie
intensity parameters for scattered light with perpendicular and parallel polariza-
tion, respectively.

The Mie intensity parameters are complex functions of particle size, index
of refraction, and scattering angle so that the compact expressions of Eq. (3)
actually represent much more complicated behavior than the lengthier expres-
sions of Eq. (2). When particle diameter is of the same order of magnitude as
the wavelength of the illuminating radiation, multiple interferences occur among
the various components of the beam within the particle, and the net result is
that the scattering intensity exhibits an oscillatory behavior with both scattering
angle and particle diameter for particles in this size range. Figure 3 illustrates
typical dependence of scattering intensity as a function of scattering angle. It
also shows that for particles with diameters close to the Rayleigh size range, the
Mie expressions of Eq. (3) approach the Rayleigh expressions of Eq. (2); that
is, at the smallest size parameter shown in Figure 3 (α ≡ πdp/λ = 0.8), I1 has
only a small θ dependence, similar to that of I1 in Figure 2 and, for the same
size parameter, I2 in Figure 3 vanishes in the region where θ = 90◦, similar to
the behavior of I2 in Figure 2.
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Figure 3 Dependence of Mie intensity parameters, i1 (solid lines) and i2 (dashed
lines), upon scattering angle. (From W. C. Hinds, Aerosol Technology. Copyright 1982
by John Wiley & Sons, Inc. Reprinted by permission of John Wiley & Sons, Inc.)

Figure 4 shows that Mie scattering intensity also oscillates with size pa-
rameter. For values of α ≥ 6, scattering intensity at any given scattering angle is
not a unique function of particle diameter. An initial reaction to this dependence
is that optical scattering, in spite of its high size-sensitivity and resolution, may
not be a suitable basis for uniquely sizing particles. However, optical particle
counters are designed to collect light scattered over a range of scattering angles,
and this averaging effect results in essentially a monotonic relationship between
particle size and the intensity of the scattered light (Fig. 5). So optical particle
counters, based on light scattering, are indeed the primary analyzers used to size
and count particles in wafer environments and on wafer surfaces.
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Figure 4 Typical dependence of i1 + i2 upon particle diameter. (From W. C. Hinds,
Aerosol Technology. Copyright 1982 by John Wiley & Sons, Inc. Reprinted by permission
of John Wiley & Sons, Inc.)
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Figure 5 Increase of monotonic behavior of scattering cross section at large collection
angles. (From Ref. 4.)

B. Other On-Line Methods of Counting Particles

There are a number of methods for measuring particles that use light scattering
indirectly or differently than in the standard particle counters. One of these is
the aerodynamic particle sizer, which uses a split laser light beam to measure
the time of flight of a particle entrained in a known airflow (Fig. 6). Particles
at rest entering a gas flow require time to accelerate to the velocity of the gas
flow. The time required for the particle to reach 63% of its final velocity is the
particle relaxation time which depends on particle aerodynamic diameter (the
aerodynamic diameter is the diameter of a unit density sphere having the same
settling velocity as the particle) among other variables [Eq. (4)]:

τ = ρpd
2
aCc

18η
(4)

where

τ = particle relaxation time
ρp = particle density, assumed to be 103 kg/m3 (1 g/cm3)
da = particle aerodynamic diameter
Cc = Cunningham slip correction factor [an empirical multiplier > 1, ex-

tending the use of Eq. (4) to particles with diameters < 1 µm in
which size range the Stokes’ law assumptions of continuum flow and



36 Donovan

Figure 6 Schematic of the aerodynamic particle sizer. (Courtesy of G. Sem, TSI Inc.,
St. Paul, MN.)

zero fluid velocity at the particle surface, used in deriving Eq. (4),
begin to break down]. (See Chap. 6, Sec. II.A, for a more detailed
discussion of the Cunningham slip correction factor.)

= 1 +
[

3

2Pda

]
[6.32 + 2.01 exp(−146Pda)]

P = absolute pressure, N/m2

da = particle aerodynamic diameter, µm
η = fluid viscosity, taken to be that of air at 20◦C and 1 atmosphere

= 0.181 × 10−5 N-s/m2

At t = 3τ the inserted particle velocity has reached 99% of the fluid velocity.
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Particle sizing in an aerodynamic particle sizer derives not from the size
dependence of light scattering by the particle but rather from the aerodynamic
properties of the particle. The two branches of the split laser beam are simply
triggers for timing circuits that measure the particle time of flight over a fixed
distance in which the particle is accelerating in a fluid flow. This measured time
is used to calculate a τ value which is related to particle aerodynamic diameter
by Eq. (4). The instrument-measured times are in the micro- to millisecond
range, corresponding to particle aerodynamic diameters in the size range of
0.5–20 µm.

The condensation particle counter (CPC) is an example of an instrument
that uses light scattering as an event counter only rather than a particle sizer and
counter. This instrument incorporates upstream conditioning to grow particles
that are too small to be detected by conventional light-scattering instruments
into larger particles that are easily detected by a simple light-scattering particle
counter. The upstream-conditioning step is to saturate the gas stream with a vapor
at a temperature somewhat above ambient and then cause vapor condensation
on the small particles by passing the stream into a region of temperature below
ambient (Fig. 7). By this modification some CPCs can detect particles as small as
3 nm, more than an order of magnitude smaller than the 50 nm detection limit of

Figure 7 Schematic of a condensation particle counter. (Courtesy of G. Sem, TSI Inc.,
St. Paul, MN.)
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the most sensitive optical particle counter (OPC). However, CPCs have no sizing
capability. All particles that are detected have grown to a size either unrelated or
complexly related to that of the initiating condensation center and so are simply
counted without any sizing information. Additional upstream conditioning is
required to obtain sizing information. Two such conditioning stages are the
differential mobility particle sizer (DMPS) and the particle diffusion battery. The
first uses electrical forces to separate particles according to electrical charge/mass
and the second, particle diffusion. While these devices are widely used by aerosol
technologists, they have had little impact on semiconductor practices and in
cleanrooms and will not be discussed further. Hinds [3] describes these devices
more fully and provides references for additional details.

C. Other Particle-Measuring Methods (Off-Line)

While light scattering underlies the operating principles of most particle-measur-
ing instrumentation used in semiconductor manufacturing, other methods, based
on other principles, do exist. Counting of particles on a filter through which a
known volume of fluid has been passed yields a direct measurement of aerosol
particle number concentration. Similarly, measuring the weight gain of that filter
provides a measurement of aerosol particle mass concentration. Particle number
concentration is the more common unit of concentration used in measuring and
specifying particulate contamination in semiconductor cleanrooms and manu-
facturing environments. Mass concentration is the typical unit used by EPA and
other groups in specifying exposure and emission standards.

Procedures for conducting filter measurements are spelled out in the fol-
lowing standards:

ASTM F25–68 (Reapproved 1995), “Standard Method for Sizing and
Counting Airborne Particulate Contamination in Clean Rooms and Other
Dust-Controlled Areas Designed for Electronic and Similar Applica-
tions” (ASTM, 100 Barr Harbor Dr., West Conshohocken, PA 19428)

FED-STD-209E, “Airborne Particulate Cleanliness Classes in Cleanrooms
and Clean Zones,” Sept. 11, 1992 (General Services Administration,
General Products Commodity Center, Federal Supply Service, 819 Tay-
lor Street, Fort Worth, TX 76102)

In this method the particle concentration c is calculated from Eq. (1) by
measuring the N/A on the filter, knowing the time of exposure t , and setting
the deposition velocity vd equal to the linear flow velocity of the environmental
medium through the filter. This last assignment assumes that all particles in the
flow are captured and retained by the filter, which, for particles of sufficient size
to be counted under a microscope, is a good assumption. While in principle this
method works for particles over a broad size range, both the ASTM Standard
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F25 and the FED-STD 209E explicitly specify that it should be used only for
counting particles greater that 5 µm in diameter, particle counters based on light
scattering being preferred for counting smaller particles.

A related method is that employing an impactor to collect particles from
an environment by depositing them on a stub for insertion into a scanning
electron microscope (SEM) or on another surface suitable for counting by any
of various other techniques. The SEM method allows the counting of particles
smaller than what is possible with an optical microscope and relies on particle
capture by the mechanism of inertial impaction (Chap. 6, Sec. III). Flow from the
environmental medium being sampled is constricted through a nozzle or orifice
with the flat collection surface of the SEM stub placed perpendicular to the flow
immediately downstream of the nozzle exit (Fig. 8). This positioning allows the
fluid to flow around the stub, but the inertia of many of the particles entrained in
the fluid causes them to strike and adhere to the stub where they can be counted
and examined under the SEM. Particles with aerodynamic diameters as small
as 0.2–0.3 µm can be captured and counted by the impactor method. When
operated at subatmospheric pressures, the cutoff diameter for particle collection
is even lower.

SEM samples can also be collected electrically in a point-to-plane electro-
static precipitator. This device captures particles by the mechanism of electro-
phoresis—the drift of electrically charged particles in an electric field [see
Chap. 6, Eq. (16)]. A sharpened electrode, protruding into the aerosol flow

Figure 8 Cross section of an inertial impactor. (From W. C. Hinds, Aerosol Technology.
Copyright 1982 by John Wiley & Sons, Inc. Reprinted by permission of John Wiley &
Sons, Inc.)



40 Donovan

opposite the SEM collection stub, both charges the aerosol particles to be col-
lected and creates an electric field to drift those charged particles toward the
SEM stub where they are captured (Fig. 9). Even for particles which have just
been “neutralized” by passing through a radioactive cell, electrophoretic forces
become dominant in the submicrometer particle size range. At the high levels of
particle charge achievable in a corona discharge, electrical forces also dominate
the transport of much larger particles.

Finally, particle samples can also be collected by settling plates—plates
or SEM stubs placed with collection surfaces perpendicular to the gravitational
force. In the absence of significant convective flow (still air), the deposition
velocity of unit density particles larger than 0.2–0.3 µm is dominated by grav-
itational settling and is simply the terminal settling velocity of the particle. By
equating the Stokes drag force on a spherical particle to the gravitational force
on the particle, the terminal velocity becomes:

VT = τg (5)

Figure 9 The point-to-plane particle precipitator. (From W. C. Hinds, Aerosol Tech-
nology. Copyright 1982 by John Wiley & Sons, Inc. Reprinted by permission of John
Wiley & Sons, Inc.)
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where

VT = terminal velocity of a particle attributable to gravitational settling
τ = particle relaxation time
g = gravitational acceleration constant

A major advantage of all off-line particle measurement methods that con-
sist of collecting particle samples is that the particle sample is retained and avail-
able for detailed analyses, including composition, unlike those on-line methods
that simply capture a light-scattering signal from a passing aerosol stream. This
latter approach is the common method used in monitoring. For troubleshooting,
however, the off-line methods that retain the sample are usually more valuable
even though they are not the preferred routine monitoring method. Both scanning
and transmission electron microscopy are powerful tools in the postcollection
analyses of particles on filters [5].

Sample collection technique is especially important in the measurement
of airborne bacteria. Gravitational settling, filtration, impaction, or impingement
don’t always yield the same results [6]. Selecting the “best” sampling method
depends on matching the collection mechanism to the environment from which
the sample is being drawn. Fragmentation of bacteria by an energetic collection
mechanism can distort the size distribution. Damage to bacteria during collec-
tion can adversely affect the accuracy of subsequent counting methods. Keeping
the bacteria alive between collection and counting is often an important con-
sideration. A gelatin membrane filter avoids desiccation losses and minimizes
many sampling errors [6].

D. Novel Methods for Measuring Particles

Aerosol mass spectrometers cannot only count particles but can also analyze par-
ticle composition. These instruments operate by ablating particles in a pulsed
laser beam, forming ion fragments which are then mass-analyzed. Such an in-
strument can both count and analyze aerosol particles but the mass analyzer
requires subatmospheric pressure. Aerosol particles with diameters as small as
10 nm have been analyzed by laboratory versions of this type of instrument [7].

A related technique, capable of operating at atmospheric pressure, that
has also shown submicrometer particle detection capability in the laboratory,
is particle pyrolysis followed by surface ionization [8,9]. The method consists
of impacting a particle on a hot filament which dissociates it. The composition
of many particles is such that at least some of the dissociated molecules will
be ionized by contact with the filament surface. These ionized species are then
detected and counted in an appropriate downstream stage such as an electrometer
or a mass spectrometer (Sec. III).
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While no commercial instrument based on particle pyrolysis is used in the
semiconductor industry at present and indeed the impact of the lone commercial
version of the laboratory prototype on industrial practice in general has been
minor, it is mentioned here because it is a particle-measuring method based on
the conversion of particles into molecular contaminants, the other major contam-
inant type of manufacturing concern. Particle pyrolysis followed by detection
of molecular fragments implies that the metrology for molecular contaminants
is more sensitive than that of particles. In principle this type of conversion ex-
tends the detection range for contaminants from that of single particles to that
of single ions!

E. Environmental Constraints on Particle Measurements

Detection of particles by light scattering can be adapted to all common pro-
cessing environments, including atmospheric pressures, high and low pressures,
and liquids; and indeed, instrumentation that uses light scattering for particle
measurement in all these environments is commercially available.

1. Particle Measurement at Atmospheric Pressure

The initial application of light scattering to count and size particles was, not sur-
prisingly, an optical particle counter designed to operate in benign atmospheric
pressure environments—the ambient air either inside or outside a cleanroom—
and near atmospheric pressure environments made up of inert or other process
gases such as nitrogen or oxygen. This application remains a major use for
optical particle counters, verification of particulate contamination levels in a
cleanroom per FED-STD-209E [10] or ISO 14644-1 [11] being prime examples
of this application.

Two general types of optical particle counters are available: the basic opti-
cal particle counter (OPC) and a higher resolution instrument often referred to as
a particle spectrometer [4]. Various OPC configurations are available commer-
cially, Figure 10 illustrating two extremes. The forward scattering configuration
takes advantage of the increased scattering intensity associated with Mie scat-
tering; the 90◦ scattering angle configuration sacrifices scattering intensity for
reduced background noise.

The basic OPC typically counts and classifies particles into two, four, or
eight size bins between 0.1 and 5 µm. Particle size is determined by matching the
intensity of light scattered by the particle to that scattered by a polystyrene latex
sphere (PSL) of known diameter. Particle size is thus expressed in terms of the
diameter of a PSL sphere that scatters the same light intensity as the particle—the
so-called equivalent optical scattering diameter of the particle. Initially the most
common light source was the 633 nm line of a helium-neon laser. Semiconductor
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Figure 10 OPC scattering configurations. (From Ref. 12.)

laser diodes (780 nm) have now become popular because of their reliability,
ruggedness, and low cost. Shorter wavelength argon ion lasers (458 nm) are
also being used in order to capitalize on the enhanced scattering intensity at the
shorter wavelengths [Eq. (2)].

Flow rates between 0.28 and 28 liters/min (0.01 and 1 cfm) are available in
off-the-shelf optical particle counters. High flow rates reduce the sampling time
required to obtain statistically significant counts within state-of-the-art clean-
rooms and other low-concentration volumes. Low flow rates are needed when
sampling high-concentration sources. Otherwise the counter saturates, miscount-
ing and distorting the size distribution. Typical maximum recommended particle
concentrations to preserve less than 10% coincidence loss in an OPC are in
the 104–106 particles/cm3 (105–107 particles/ft3) range, depending on sampling
volume and flow rates.

A particle spectrometer classifies a particle distribution into eight, sixteen,
or even more size bins, taking advantage of the huge dependence of light scatter-
ing from small particles upon particle diameter [a sixth-power dependence in the
Rayleigh scattering regime, see Eq. (2)] to achieve fine particle size resolution.
Spectrometers achieve the greatest size sensitivity among the family of optical
scattering instruments but also operate at the lowest flow rates—as low as 0.06
liters/min (0.002 cfm). They are well suited for measuring the size distributions
of particles emitted by highly concentrated sources. They are not well suited for
characterizing cleanrooms or other low concentration sources and hence are not
generally used to monitor manufacturing environments.

The condensation particle counter (CPC) extends the size range over
which aerosol particles can be counted to as low as 3 nm but at the cost of
losing sizing information—all particles are counted but not classified into size
bins, since the CPC achieves its lower size detection limit by increasing the size
of each particle to the range easily detected by an OPC. Butanol is the typical
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working fluid for CPCs designed to operate in inert environments, including
air (Fig. 7). For reactive environments, inert working fluid CPCs are also on
the market [13,14]. Alternatively, McDermott [15] has developed a diluter tube
based on nonturbulent mixing of an inert gas with the reactive gas. This added
inert gas dilutes the reactive gas species without diluting the aerosol particle
concentration in the laminar streamlines of the tube. The dilution of the reactive
gas is by diffusion of the inert gas molecules into the particle streamlines and
the simultaneous outdiffusion of the reactive gas molecules. No turbulent mix-
ing occurs. The more massive aerosol particles do not appreciably diffuse out of
their streamlines, and thus an accurate measurement of the particle concentration
in the reactive gas can be made by feeding the undiluted particle streamline into
an inert gas CPC.

The maximum gas flow rates through both the inert and the reactive gas
CPC instruments now commercially available are typically 2.8 liters/min (0.1
cfm), an order of magnitude lower than what is available with OPCs. This re-
duced flow rate is a distinct disadvantage in monitoring the low aerosol particle
concentrations typical of contemporary cleanrooms—collecting a statistically
significant sample requires an order of magnitude more time. However, as prod-
uct sensitivity to particles in the 5–50 nm size range increases, the importance
of the CPC increases, since it remains the only commercially available particle
counter capable of on-line detection of particles in this size range. In addition,
particle concentrations often exhibit an inverse power law dependence on par-
ticle size so that the particle concentrations to be measured in the 5–50 nm
range are usually higher than those in the >50 nm range, partially (or totally)
compensating for the lower flow rate penalty.

2. Particle Measurement at Subatmospheric Pressures

In situ particle monitors (ISPMs) is the name now generally assigned to those
light-scattering instruments that are located within processing environments and
are used to measure particle concentrations in vacuum-processing equipments
and other low-pressure systems. Light scattering principles, as described in Sec-
tion II.A, apply at subatmospheric pressures as well as at atmospheric pressures.
What does change at these lower pressures is control of the sample entering the
scattering region of the particle counter. At lower pressures, little or no aero-
dynamic flow control is available to convect a representative aerosol sample
into a scattering chamber for counting and sizing. The usual mode of ISPM
operation is one of letting whatever particle transport mechanisms are present
in the environment being monitored bring the particles from their point of entry
into the environment or their point of generation within the environment to the
detection region of the ISPM. Since these particle transport mechanisms are
generally complex and not fully analyzed for most subatmospheric processing
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environments, obtaining a realistic, representative sample most often depends
upon imperfect “engineering judgment” for optimal ISPM location. In addition,
the placement of the ISPM cannot interfere with the process operation.

A common site chosen for locating an ISPM is in the vacuum pump
line. Even here, however, the area in which particles are counted and sized is
typically only a small fraction of the pump line cross section. Unfortunately,
particle flows in the pump line are not well mixed so that even in this loca-
tion delivering a representative sample to the ISPM is not assured. In addition,
the pump line is removed from the wafer location where the measurement of
particle concentration is of highest value. Nonetheless relative changes in the
particle concentration at an arbitrary fixed location in the pump line or other
in situ location can provide useful process information. Significantly improved
equipment design and process operation have already resulted from the real-time
in situ measurements provided by ISPMs.

While accurate measurements of particle concentration within subatmo-
spheric processing equipment remain elusive because of the problems discussed
in the previous two paragraphs, progress is being reported in understanding and
controlling the uncertainties in particle transport that confound the measure-
ments. For example, researchers at the University of Minnesota have developed
aerodynamic lenses that operate at 1 torr (130 Pa) and can focus particles from
any point in an exhaust flow of that pressure into well-defined narrow beams
that can be directed into the detection region of an ISPM [16]. Incorporation of
such lenses into ISPMs would appear to significantly upgrade the quality of the
data generated by these already useful monitors. Bear in mind, however, that
the performance of such aerodynamic lenses deteriorates as operating pressures
decrease below 1 torr.

Using optical fibers to introduce the primary light beam into the subatmo-
spheric processing chamber and to collect the scattered light signal allows the
sensitive optical components to be located external to the process and thus not
subject to incompatible processing environments [17]. This configuration also
increases monitoring options by making it possible to sample a large number
of internal equipment sites by inserting multiple fibers. Fiber flexibility enables
sampling of locations that would be inaccessible or just marginally accessible
using the standard ISPM hardware.

3. Particle Measurement at Above Atmospheric Pressures

The measurement of particles at above atmospheric pressures, in high-pressure
gas flows, for example, has been addressed by noninvasive optical scattering
instruments that use one window for admitting an interrogating laser beam into
the high-pressure region of interest and a second window for detecting the
signal optically scattered by any intercepted particles. Since focusing of the
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particle flow stream is usually not part of the arrangement, the question of
collecting a representative sample arises here, even as it does for sampling at
subatmospheric pressures: How representative is the particle concentration in
the region sampled of the particle concentration in the total sample? (This same
noninvasive configuration can also be used at subatmospheric pressures.)

The background signal from optical scattering by molecules increases with
the increasing molecular densities of above atmospheric pressures. Thus, OPCs
operating at above atmospheric pressures cannot detect particles as small as
OPCs operating at atmospheric pressures because of the higher background
signal at the higher pressures. Nonetheless, particles as small as 0.1 µm can
be detected at pressures up to 3000 psi (21 MPa), although the higher pressure
ranges [above 1000 psi (7 MPa)] operate at flow rates on the order of 15–20
cm3/min. The noninvasive design of these monitors makes them compatible with
measuring particles in toxic and flammable gases as well as the inert gases.

Measurements of the concentrations of particles inside of commercial,
high-pressure gas cylinders are not compatible with in situ optical technolo-
gies. The common technique for making such measurements is to draw a gas
sample from the cylinder through a critical orifice, reducing the gas pressure
to levels compatible with optical-based particle counters that operate at or near
atmospheric pressure. OPCs and CPCs are the typical particle counters used in
this measurement. Both counters typically report high concentrations of parti-
cles in gas samples drawn from cylinders whose pressure exceeds about 500 psi
(3500 kPa)—even when the gas sample is passed through a high-quality par-
ticle filter placed between the cylinder and the orifice! The particles evidently
form downstream of both this filter and the expansion orifice. In experiments
attempting to understand the particle formation mechanism, Reents et al. [18]
used a novel, customized ultrasensitive particle analysis system (USPAS), sim-
ilar to that described previously in Section II.D, to both count particles and
analyze their composition. This analytic instrument vaporized emitted particles
in a high-intensity laser beam and mass-analyzed the fragments in a time-of-
flight mass spectrometer (TOF/MS) (see Chap. 5). Their USPAS was capable
of measuring and analyzing particles as small as 2 nm. Reference 18 iden-
tified the lubricants used in cylinder construction as the source of the parti-
cles but did not unambiguously clarify the mechanism of the gas-to-particle
conversion.

The 1997 NTRS identifies the continuous, in-line detection of particles in
high-pressure, process gases at their point of use as a “significant challenge,”
made more difficult by the need to make such measurements with low-cost
sensors compatible with multipoint monitoring in corrosive gases. Suppliers
of process gases continue to address these measurement problems. Reference
19 reviews the status and capability of the state of the art in making high-
pressure/low-pressure particle measurements in process gases.
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4. Particle Measurement in Liquids

Particle counting in liquids can be conducted by either optical scattering or
light extinction. Light extinction refers to measurements of reductions in the
light collected by a detector aligned with the primary beam but on the opposite
side of the particle path from the source—in the forward direction at which the
scattering angle is 0◦. Light extinction follows the Lambert-Beer law:

I

I0
= exp(−σeL) (6)

where

I = light intensity reaching the detector
I0 = intensity of the incident light
σe = particle extinction coefficient
L = path length of the light beam traversing the particle beam

Light extinction is, loosely, the complement to light scattering. The inci-
dent light beam illuminating a region containing particles subdivides into com-
ponents as follows after passing through the particle beam:

Incident beam → light absorbed + light scattered out of the detector path

+ light transmitted without interaction

Light extinction measures the last component only. In the absence of any scat-
tering center, the light intensity reaching the detector is the same as that of the
incident beam. When a particle or a collection of particles is inserted into the
beam path between the incident beam and the detector, the light reaching the
detector is reduced by that scattered out of the beam and away from the detector
and that absorbed by the particles. Light that is forward-scattered by particles in
the incident beam can be reduced to negligible contributions by optical designs
that allow only parallel, unscattered light to pass through an aperture placed
immediately in front of the detector.

Extinction methods are most appropriate for particles larger than 1 µm
in diameter. For submicron particles, optical scattering remains the preferred
technique, as with the measurement of aerosol particles, and is the optical design
that will be discussed here.

A basic difference between the design of a light-scattering counter for
particles in liquids and that for particles in air is the relationship between the
cross-sectional areas of the light beam and the particle beam. In aerosol instru-
ments the light beam is larger than the aerodynamically focused particle beam
and, by suitable design and selection of components, all particles in the particle
beam can be made to pass through a nearly uniformly illuminated scattering
region, even when the light beam has a Gaussian intensity distribution. This
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desirable design feature means that similarly sized particles scatter with similar
light intensities and are thus similarly counted and classified. In liquids, the lack
of a suitable hydrodynamic focusing capability means that the particle flow must
be defined by tube walls or other material interfaces. With this configuration,
having the light beam larger than the particle beam means that the liquid-wall
interface is also illuminated and scatters light to the detector, introducing signif-
icant background noise into the measurement. This contribution to background
noise increases the size of the smallest particle that can be detected using this
type of design.

One way to eliminate this undesirable interference is to focus the light
beam into a spot size smaller than the cross-sectional area of the particle flow
(Fig. 11, in situ). A penalty thereby incurred is that the intensity of light scat-
tered by a given particle depends on where it passes through the nonuniform
light beam. Sophisticated dual detector coincidence techniques exist to reject the
signals from particles passing through the edges of the light beam [4]. However,
the more commonly used instruments in the industry, called in situ monitors
by one prominent manufacturer of optical particle counting instruments (not
the same as the ISPMs discussed earlier as particle counters for insertion into
processing equipment operating at subatmospheric pressures), ignore these dif-
ferences and simply accept the miscounting introduced because of light beam
nonuniformity in the scattering region. These monitors overcount large particles

Figure 11 Particle counters for liquids: volumetric designs versus in situ designs.
(From Ref. 4.)
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and undercount small particles. Since concentrations of small particles are in-
variably greater than those of the larger sized particles in virtually all liquids,
the counting of the large particles that pass through the beam edge as small
particles partially compensates for the reduced sampling volume in which ac-
tual small particles are counted. Thus, in spite of their neglect of the spatial
variation of beam intensity, in situ particle monitors produce surprisingly good
agreement with in situ spectrometers when measuring high quality UPW [4].
When measuring water containing significant concentrations of particles larger
than 0.2 µm, however, particle monitors exhibit significant counting and sizing
errors [20].

Instruments that retain the aerosol counter configuration in which the spot
size of the light beam is larger than that of the confined particle beam are
still commercially available for counting particles in liquids. They are called
volumetric counters (Fig. 11)—in principle they sample the entire volume of
the particle beam passing through the counter and thus can count a statistically
significant number of particles in a given size range in less time than an in situ
counter which counts the particles in just a fraction of the particle beam passing
through the counter [21]. However, in situ counters can count particles as small
as 0.05 µm, while the size detection limit of volumetric samplers is on the
order of 0.1–0.2 µm because of the previously mentioned wall-liquid interface
contribution to the background signal level.

Scattering intensity also depends upon the difference in the indices of
refraction between the scattering center—the particle—and the liquid media
[Eqs. (2) and (3)]. Typically, this difference is less in liquid media than in gases
so the scattering signal from any given particle is reduced in liquids compared
to gases [22]. Nonetheless, commercial in situ OPCs can detect particles as
small as 0.05 µm in water and 0.065 µm in corrosive liquids. The volume flow
rates at which these sensitivities are achieved are relatively low, the state-of-
the-art instrument now operating at a flow rate of 0.25 mL/min. Thus a counter
background noise level of 1 count/4 min contributes 1 mL−1 to the reported
particle concentration, a value of the same order of magnitude as the actual
particle concentrations in many ultrapure waters.

Volumetric OPCs that do not have detection limits as low as the in situ
instruments but sample at larger volume flow rates (for example, a detection
limit of 0.1 µm at a flow rate of 50 ml/min) may represent a better choice for
characterizing water with low-particle concentrations and where the limited size
sensitivity is not critical [21].

The ISPMs that have proven valuable in many equipment environments
have also been used in the liquid baths of wet benches, measuring particle
concentration in the near vicinity of product wafers [23]. The data so collected
can be used to optimize bath performance and provide improved understanding
of the dynamics of the cleaning and rinsing mechanisms involved.
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5. Bacteria Measurement in Water

Bacteria constitute a special particulate problem in UPW systems in that unique
measurement methods are used for counting them rather than an OPC even
though many bacteria are optically detectable. The problem is that the OPC
cannot at present distinguish between bacteria and any of the more numerous,
other types of particles in the typical water sample. Special methods, sensitive
only to bacteria, are needed. All measurements of bacteria are off-line, since no
on-line method exists.

The traditional method for measuring bacteria in water is given in ASTM
F-1094 [24]. This method consists of passing water through a 0.45 µm mem-
brane filter, which is subsequently placed on an agar medium and incubated
for 24 h at 35◦C. The number of colony-forming units (cfu) are counted and
reported as a density (cfu/ml) based on the volume of water passed through the
filter, typically 1 liter. Results depend somewhat upon culturing temperature,
time, and nutrient concentration so that all types of bacteria are not detected
and repeatable results are not always observed.

Epifluorescence microscopy [25] is also an ASTM method (F-1095;
Ref. 26) for measuring bacteria in water. The method requires passing a
known volume of the test water through a predarkened membrane filter and
staining the filter with acridine orange (N,N,N ′, N ′-Tetramethyl-3, 6-acridine-
amine monohydrochloride). Bacteria cells, both viable and nonviable, adsorb
the dye and fluoresce under appropriate excitation, making them countable with
an epifluorescence microscope. The method can be completed, start to finish,
in 1 h. Since this epifluorescence method counts both dead and living bacteria
as well as nonculturable bacteria and some other extraneous detritus (organic
debris from microorganisms), it typically yields bacteria concentrations higher
than the traditional culturing methods (ASTM F-1094). While the epifluores-
cence method is technique dependent, its speed makes it probably the most
commonly used method for monitoring bacteria in water at present.

A modified fluorescent method [27] uses carboxy fluorescein diacetate
(CFDA) to detect esterase activity in viable cells. CFDA itself is nonfluorescent
but is hydrolyzed by cellular esterase activity into a luminescent fluorescein,
which emits light when appropriately irradiated. Only live bacteria exhibit es-
terase activity so the CFDA method does not count dead cells. Osawa et al.
[27] postulated that the CFDA method also counts “injured” bacteria—bacteria
that are alive and survive some sterilization treatments even though they are
unable to form the colonies that the culturing method requires for counting. The
CFDA method can thus be used in conjunction with other methods of counting
bacteria, each with its own bacteria responsiveness, to identify the sensitivities
and effectiveness of various sterilization methods.
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Alternative methods of measuring the concentration of bacteria in water
have also been developed. One such method is the ATP (adenosine triphosphate—
C10H16N5O13P3) monitor [28]. ATP is a product of bacteria, which can be de-
tected by a reaction with lucifern and oxygen in the presence of luciferase, and
Mg2+ to yield a luminescent product whose intensity is proportional to the bac-
teria present. To make this measurement, a sample is collected on a filter as
in the ASTM methods. This sample then serves as the source of ATP for the
bioluminescent reaction.

Still another alternative technique is based on the polymerase chain re-
action (PCR) [29]. This method detects DNA molecules that are characteristic
of bacteria, living or dead. The detection technique depends on separating the
double strands of the DNA into single strands and resynthesizing each by intro-
ducing a primer molecular chain to form two DNA molecules. This sequence
of doubling the initial DNA by separating and replicating each strand can be
repeated to achieve large amplification of the starting numbers, simplifying de-
tection by gel electrophoresis. In this method water samples are collected on a
filter as with the other methods of measuring bacteria. The filter is then placed
in the appropriate solutions and environments for the sequence of steps in the
amplification process to be carried out. The method requires about 6 h, including
detection following the amplification sequences. In spite of its relatively rapid
speed of response by traditional bacteria-measuring standards, this method is
not yet widely used.

III. MEASUREMENT OF MOLECULAR CONTAMINANTS

In an operational sense, molecular contaminants are any contaminants not de-
tected by a particle counter, implying that different measurement methods must
be used to quantify them. Failure of a molecular cluster (a particle) to be de-
tected by a particle counter implies that the cluster consists of too few molecules
for detection, so one property of a detector of molecular contamination must be
sensitivity to a smaller number of molecules than are found in a particle and,
ideally, sensitivity to a single molecule.

The major environments considered in this section are atmospheric air,
low-pressure processing chambers, high-pressure gases, and liquids. Off-line
measurement technology for molecular contaminants is more advanced and com-
plete and is discussed first. On-line measurement of molecular contamination,
however, is growing in importance and capability, especially in liquids. Some
on-line instrumentation is commercially available and more is in development.
This section reviews both commercial and developmental on-line instrumenta-
tion.
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A. Off-Wafer/Off-Line Measurement of Molecular
Contaminants

1. Airborne Molecular Contaminants at Atmospheric Pressures

Detection limits in the ppt range are now routinely reported in the analyses
of airborne molecular contaminants at atmospheric pressure [30–32]. The tech-
nique typically consists of passing an air sample through appropriate adsorbing
tubes, or bubbling the air through sorbing solutions or concentrating the ana-
lytes from the sample on other surfaces, all of which retain the contaminants
for later laboratory analyses [33]. Environmental sampling time can be hours
or even days, depending on the analyte concentration. In the off-line analyt-
ical laboratory, gas chromatography/mass spectroscopy (GC/MS) is generally
used to analyze organic contaminants [34], although other measurement methods
are also used [30]. Inductively coupled plasma spectroscopy/mass spectroscopy
(ICP/MS) is the most common technique now used for analyzing inorganics,
including most trace metals; ion chromatography and, more recently, capil-
lary electrophoresis are the methods of choice for analyses of ions collected in
solutions.

This type of sampling technology for cleanroom air has been shown to be
compatible with remote sample collection followed by laboratory analyses far
removed in location from the sampling site. Samples collected from overseas
sites, for example, have been successfully analyzed in Japan, using a portable
sampling kit developed to preserve sample integrity over long-distance trans-
port [32].

2. Description of Analytical Instrumentation

The gas chromatograph of a GC/MS system is a fractionating column which
separates species but may not uniquely identify the compounds. A mass spec-
trometer downstream of the GC column can generally provide unambiguous
species identification. Detection limits for common organic contaminants found
in a cleanroom range from less than 1 ppm by weight to sub-ppb concentra-
tions. The ICP/MS measurement consists of aerosolizing the liquid sample into
an argon plasma which vaporizes, dissociates, and ionizes dissolved solids in the
sample [35]. These species are then separated and analyzed in a mass spectrom-
eter of either quadrupole or magnetic sector design, the latter having superior
mass resolution but greater cost and complexity. Table 1 lists reported detection
limits for some trace metals in air when analyzed by ICP/MS.

Ion chromatography (IC), or ion-exchange chromatography, is a liquid
chromatographic method that can be used to determine dissolved ionic species
in solutions. It is a fractionation method in which there is an interchange of
ions between an insoluble stationary phase and ions in a liquid mobile phase.
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Table 1 Detection Limits for Trace
Metals in Air, Measured by ICP/MS

Detection limit
Analyte (ng/liter of air)

Aluminum (Al) 0.003
Boron (B) 0.02
Calcium (Ca) 0.1
Chromium (Cr) 0.001
Copper (Cu) 0.003
Gold (Au) 0.002
Iron (Fe) 0.02
Lead (Pb) 0.002
Magnesium (Mg) 0.001
Manganese (Mn) 0.001
Molybdenum (Mo) 0.002
Nickel (Ni) 0.002
Sodium (Na) 0.002
Tin (Sn) 0.001
Zinc (Zn) 0.002

Source: Balazs Analytical Laboratory, 252 Hum-
boldt Court, Sunnyvale, CA 94089-1315.

The technique was first developed as a laboratory instrument in the early 1970s.
However, with continued improvement in detector and column sensitivities, pre-
concentration pumps, and automation, ion chromatography has been used for
both off-line and on-line analyses since 1984 [36]. Detection limits for anions
and cations are in the ppb to ppt range, depending on the sample matrix. Run
time is typically about 20 min. With a wide range of customized columns avail-
able, multicomponent analyses can be performed in a single run.

Capillary electrophoresis (CE) is an analytical technique is which ions
are separated out of a sample matrix based on their electrophoretic mobility—a
liquid phase analog to ion mobility spectroscopy. First introduced in 1990 [37],
this technique has gained acceptance as an alternative technique to IC for on-
line applications. This is due to its relative simplicity and speed, low cost, and
reduced solvent consumption. The sample solution is introduced into one end
of a capillary column filled with electrolyte. Ions in the sample solution migrate
under an electric field that is imposed across the column and are detected using
UV absorption [38]. CE has been used to detect both anions and cations in
solution in the low ppb to ppt range in an analysis time of less than 5 min. The
measurements reported by CE analyses correlate well with those of IC analyses
on the same samples, and the two techniques exhibit similar detection limits in
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routine analyses. However, preconcentration columns, when used, allow IC to
achieve higher sensitivity [39].

3. Off-Line Measurements at Above Atmospheric Pressures

Sampling and measurement methods used at atmospheric pressures are adapt-
able to high-pressure sources as well. Passing the sample through an absorbent
tube for subsequent desorption into an analytical instrument is aided by the
high pressure. High pressure also makes it possible to collect high-pressure
grab samples that can be discharged directly into an analytical station, such
as an atmospheric pressure ionization mass spectrometer (APIMS), without the
need for the absorption/desorption cycle. However, the concentrating action of
the sorption processes often makes an absorption/desorption cycle worthwhile,
especially for the measurement of trace concentrations of contaminants.

4. Off-Line Measurements of Molecular Contaminants
in Liquids

The most common liquid environment encountered in semiconductor processing
is that of ultrapure water (UPW). Molecular contaminants typically measured in
off-line analyses of UPW samples are dissolved silica, total silica, trace metals,
anions, cations, and total organic carbon (TOC).

Silica exists in both soluble and insoluble forms in UPW. Total silica is
the sum of the two forms. Dissolved silica is usually measured by a spectropho-
metric method called the molybdate blue technique. Silicate ions react with
ammonium molybdate in acidic solution to form yellow dodecamolybdosilicic
acid. A reducing agent such as ascorbic acid reduces the dodecamolybdosilicic
acid to molybdenum blue, which is measured by absorbance at a wavelength
in the range of 810–860 nm. The detection limit of this method is estimated
to be 0.5 ppb SiO2. Total silica can be measured by ICP/MS, ICP/AES, or the
colorimetric method just described, after dissolving all the insoluble silica in
the sample with HF [40]. The colorimetric method is recommended for total sil-
ica concentrations less that 10 ppb; the less complicated ICP/AES and ICP/MS
methods are suitable for concentrations greater than 10 ppb [40]. Insoluble silica
is taken to be the difference between the total silica as measured by one of these
three total silica methods and the dissolved silica measured by the colorimetric
method.

Most trace metals ions are measured by ICP/MS, although atomic absorp-
tion and atomic emission spectroscopy are also used for certain metals. The
masses of calcium, iron, and potassium match those of various argon-based
ions formed in the plasma, so graphite furnace atomic absorption spectroscopy
(GFAAS) is used for measuring those elements. A cold plasma technique shows
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promise of making even those three elements amenable to analysis by IC/MS
[41]. When measured by ICP/MS, detection limits for many elements in water
are now in the low-ppt concentration range (Table 2), and for process chemicals
in the sub-ppb concentration range [32]. Anions and cations in water and liquids
are usually analyzed by ion chromatography [42], but ICP/MS is also used [43].
Off-line analyses of TOC in water are often carried out by a high-temperature
(∼700 C) oxidation of the water followed by nondispersive infrared detection
(NDIR) of the CO2 thereby generated from the organics in the sample. With
suitable modifications this method also applies to the measurement of TOC
in selected processing chemicals [44]. An alternative technique for measuring
TOC in water, also used for on-line monitoring (Sec. B, below), relies on either
chemical oxidation of the organics in a persulfate solution or an ultraviolet pho-
tocatalytic oxidation, or a combination of both. Changes in water conductivity

Table 2 Detection Limits for Trace Metals in Ultrapure Water, Measured by ICP/MS

DL DL DL
Element (ppb) Element (ppb) Element (ppb)

Aluminum (Al) 0.003 Indium (In) 0.001 Samarium (Sm) 0.002
Antimony (Sb) 0.002 Iridium (Ir) 0.002 Scandium (Sc) 0.01
Arsenic (As) 0.005 Iron (Fe) 0.02 Selenium (Se) 0.02
Barium (Ba) 0.001 Lanthanum (La) 0.001 Silicon (Si) 0.5
Beryllium (Be) 0.003 Lead (Pb) 0.003 Silver (Ag) 0.001
Bismuth (Bi) 0.001 Lithium (Li) 0.002 Sodium (Na) 0.007
Boron (B) 0.05 Lutetium (Lu) 0.001 Strontium (Sr) 0.001
Cadmium (Cd) 0.003 Magnesium (Mg) 0.002 Tantalum (Ta) 0.004
Calcium (Ca) 0.2 Manganese (Mn) 0.002 Tellurium (Te) 0.005
Cerium (Ce) 0.001 Mercury (Hg) 0.02 Terbium (Tb) 0.001
Cesium (Cs) 0.001 Molybdenum (Mo) 0.004 Thallium (Tl) 0.006
Chromium (Cr) 0.004 Neodymium (Nd) 0.001 Thorium (Th) 0.003
Cobalt (Co) 0.001 Nickel (Ni) 0.004 Thulium (Tm) 0.001
Copper (Cu) 0.003 Niobium (Nb) 0.001 Tin (Sn) 0.005
Dysprosium (Dy) 0.001 Osmium (Os) 0.002 Titanium (Ti) 0.002
Erbium (Er) 0.001 Palladium (Pd) 0.002 Tungsten (W) 0.005
Europium (Eu) 0.001 Platinum (Pt) 0.009 Uranium (U) 0.002
Gadolinium (Gd) 0.001 Potassium (K) 0.1 Vanadium (V) 0.003
Gallium (Ga) 0.001 Praseodymium (Pr) 0.001 Ytterbium (Yb) 0.001
Geranium (Ge) 0.002 Rhenium (Re) 0.003 Yttrium (Y) 0.001
Gold (Au) 0.003 Rhodium (Rh) 0.001 Zinc (Zn) 0.005
Hafnium (Hf) 0.006 Rubidium (Rb) 0.001 Zirconium (Zr) 0.005
Holmium (Ho) 0.001 Ruthenium (Ru) 0.002

Source: Balazs Analytical Laboratory, 252 Humboldt Court, Sunnyvale, CA 94089-1315.
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is typically the method used to measure the CO2 generated in such instruments
rather than NDIR.

Using ICP/MS, Balazs Analytical Laboratories [45] reports the detection
limits and recoveries listed in Table 3 for metals in 49% HF. Table 4 lists similar
measurement capabilities from Balazs for metals in 70% nitric acid.

B. On-Line Measurements of Molecular Contaminants

Ideally, on-line analyzers imply real-time or near real-time measurements with-
out the transport or preparatory steps required by off-line measurements. Real-
time or near-real-time instruments for monitoring contaminants in processing
environments remain limited in number, but their availability is growing in re-
sponse to the need for improved contamination control in process environments
whether at atmospheric pressure, below atmospheric pressure, above atmospheric
pressure, or in liquids.

Table 3 Detection Limits and Percent Recoveries for Trace Metals in 49% HF,
Measured by ICP/MS

DL DL
(ppb) Recovery (ppb) Recovery

Element (ng/g) (%) Element (ng/g) (%)

Aluminum (Al) 0.1 114 Magnesium (Mg) 0.1 117
Antimony (Sb) 0.01 99 Manganese (Mn) 0.05 94
Arsenic (As) 0.5 ∗ Molybdenum (Mo) 0.01 91
Barium (Ba) 0.01 109 Nickel (Ni) 0.01 91
Beryllium (Be) 0.01 102 Niobium (Nb) 0.05 93
Boron (B) 0.2 82 Potassium (K) 0.3 112
Cadmium (Cd) 0.01 90 Silver (Ag) 0.05 107
Calcium (Ca) 0.5 118 Sodium (Na) 0.1 98
Chromium (Cr) 0.01 89 Strontium (Sr) 0.01 105
Cobalt (Co) 0.005 88 Tantalum (Ta) 0.05 84
Copper (Cu) 0.01 85 Thallium (Tl) 0.05 97
Gallium (Ga) 0.005 94 Tin (Sn) 0.01 96
Germanium (Ge) 0.01 90 Titanium (Ti) 0.1 ∗
Gold (Au) 0.5 ∗ Vanadium (V) 0.01 88
Iron (Fe) 0.3 91 Zinc (Zn) 0.5 80
Lead (Pb) 0.01 114 Zirconium (Zr) 0.05 99
Lithium (Li) 0.005 104

Source: Balazs Analytical Laboratory, 252 Humboldt Court, Sunnyvale, CA 94089-1315.
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Table 4 Detection Limits and Percent Recoveries for Trace Metals in 70% HNO3,
Measured by ICP/MS

DL DL
(ppb) Recovery (ppb) Recovery

Element (ng/g) (%) Element (ng/g) (%)

Aluminum (Al) 0.05 97 Lithium (Li) 0.005 94
Antimony (Sb) 0.01 104 Magnesium (Mg) 0.05 100
Arsenic (As) 0.05 109 Manganese (Mn) 0.01 107
Barium (Ba) 0.01 93 Molybdenum (Mo) 0.01 98
Beryllium (Be) 0.01 111 Nickel (Ni) 0.01 108
Boron (B) 0.2 114 Niobium (Nb) 0.05 100
Cadmium (Cd) 0.01 105 Potassium (K) 0.3 95
Calcium (Ca) 0.5 109 Silicon (Si) 10 ∗
Chromium (Cr) 0.01 98 Silver (Ag) 0.01 129
Cobalt (Co) 0.005 108 Sodium (Na) 0.05 102
Copper (Cu) 0.02 106 Strontium (Sr) 0.01 95
Gallium (Ga) 0.005 100 Thallium (Tl) 0.05 97
Germanium (Ge) 0.01 105 Tin (Sn) 0.01 98
Gold (Au) 0.2 ∗ Vanadium (V) 0.01 95
Iron (Fe) 0.3 103 Zinc (Zn) 0.05 96
Lead (Pb) 0.01 93 Zirconium (Zr) 0.01 81

Source: Balazs Analytical Laboratory, 252 Humboldt Court, Sunnyvale, CA 94089-1315.

1. On-Line Measurements at Atmospheric Pressures

Many of the traditional off-line methods of measuring molecular contaminants
can be adapted to on-line operation. Typically some form of concentration is
built into the on-line configuration which slows the instrument response time
but often not critically. For example, ion mobility spectrometry (IMS) has been
demonstrated to be capable of rapid on-line measurements of a wide variety of
molecular contaminants in cleanrooms [46,47] and other environments includ-
ing continuous emissions into the ambient air from industrial sources (Table 5).
During the summer of 1997, IMS was evaluated at the Albuquerque (New Mex-
ico) International Airport as a screening device for detecting residues of explo-
sives on airline passengers. It proved to be sensitive, selective, and fast in this
role and a promising candidate to replace or supplement the less discriminating
metal detectors now in use. In spite of its design’s incorporating a concentrator,
it was able to sample emissions from passengers in about 12 s from booth entry
to exit. Reducing the total sampling time to 3–4 s is now the goal for such
equipment.
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Table 5 Gases Detectable by Ion Mobility Spectroscopy∗

Toluene diamine (TDA) Organophosphorus compounds
Dinitrotoluee (DNT) Illicit drugs
Trinitrotoluene (TNT) Pesticides
Toluene diisocyanate Phenol
Methylene bis phenyl Ethyl ether
Isocyanates (MDI) Pyridine
Vinyl acetate Piperidine
Tetrahydrofuran (THF) Hydrogen cyanide (HCN)
Formaldehyde Hydrogen bromide
Acrylonitrile Hydrochloric acid (HCl)
Cyclohexanone Benzyl chloride
Acetone Nitric acid (HNO3)
Ketones Iodine (I2)
Halogenated compounds Acetic acid

Acetonitrile
Nitro-compounds, explosives Ammonia (NH3)

Hydrogen sulfide
Amines Chlorine dioxide
Esters Bromine
Chlorine Hydrogen fluoride (HF)
Sulfur dioxide Sulfur trioxide
Aldehydes

∗Typical limits of detection (1 ppb).
Source: Molecular Analytics, LLC, 25 Loveton Circle, Sparks, MD 21152-
1123.

An IMS ionizes the molecular species to be detected and then separates
the ions formed by drifting them in an electric field against the aerodynamic
drag of a controlled gas flow. Figure 12 shows a gas sample containing analytes
A, B, and C entering the ionization chamber where an easily ionized reactant
gas R assists in the ionization of the sample species. The shutter grid peri-
odically opens to admit the now ionized sample gas and the reactant gas into
the drift region. The drift velocity of each ionized species depends on its ion
mobility and the aerodynamic drag of an external gas flow opposing the ion
drift. Quantitation is by an electrometer placed at the far end of the drift region
which measures ion current as a function of time following the opening of the
shutter grid. The time for one scan is on the order of milliseconds and scans can
be repeated rapidly. Sensitivities are in the low ppb range for many cleanroom
molecular contaminants. A major advantage of this technique is that it operates
at atmospheric pressure unlike most other high-resolution/high-sensitivity ana-
lyzers such as mass spectrometers. IMS has been in use for about 25 years but
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Figure 12 Ion mobility spectrometer. (From Ref. 48.)

mostly in specialty niche applications such as detection of explosives, drugs,
and more recently, specialized industrial emissions [49]. Growing recognition
of the versatility and capability of IMS, however, suggests a larger market with
an increasing number of suppliers and applications.

IMS, along with chemiluminescence and ion chromatography, has been
used to monitor molecular contaminants in photolithographic areas [50]. Am-
monia, various amines, and other molecular bases degrade chemically amplified
photoresists and need to be controlled in such areas. Of these three techniques,
Kishkovich [50] preferred the chemiluminescent technique for monitoring DUV
facilities, although he reported the detection limit of each of these measurement
methods to be less than 1 ppb, well within the required sensitivity for monitoring
such photolithographic areas.

Chemiluminescence is a technique that depends on light emission as a
product of a chemical reaction—in the application discussed here a chemical
reaction between NO and ozone. It is a well-established EPA test method for
oxides of nitrogen. Kishkovich’s chemiluminescent detector includes a catalytic
reaction chamber that converts all nitrogen-containing species in the sample
gas, except N2, into NO. An upstream scrubber removes any basic compounds
from a portion of the sample flow stream. This scrubbed portion of the sam-
ple is chemiluminescently measured separately from the unscrubbed portion of
the sample, allowing the detector to separate the basic species from the other
nitrogen-containing species.



60 Donovan

In principle, infrared adsorption, mass spectrometry, and gas chromatog-
raphy methods can all also be configured to operate on-line at atmospheric
pressure. Some commercial instrumentation employing these measurement tech-
niques is available. For example, Table 6 lists the published detection limits in
the absence of interfering species for a commercial, on-line FTIR spectrometer.
However, apparatus cost and, in some cases, size and complexity makes the
on-line use of such instrumentation in semiconductor processes the exception
rather than the rule, although recognition of the value of having on-line moni-
toring of processes is growing [51] and improved performance continues to be
reported [52].

X-ray fluorescence (XRF) (Chap. 5) is also the basis for on-line monitoring
of metals, either as particles or as dissolved species in solution. A slipstream
from the process passes through a filter as a method of concentrating metallic
particles; an ion exchange membrane concentrates the dissolved metallic species.
Detection limits depend upon sampling time and sampling flow rate but can

Table 6 Reported Detection Limits for a Commercial FTIR Cell in
the Absence of Interferences

5 min 1 s
measurement measurement

Standard gases

Carbon monoxide CO 6 ppb 100 ppb
Carbon dioxide CO2 0.8 ppb 15 ppb
Water H2O 10 ppb 170 ppb
Sulfur dioxide SO2 3 ppb 51 ppb
Nitric oxide NO 17 ppb 300 ppb
Nitrous oxide N2O 7 ppb 120 ppb
Nitrogen dioxide NO2 2 ppb 34 ppb
Hydrogen chloride HCl 7 ppb 120 ppb
Methane CH4 3 ppb 50 ppb

Other gases

Ammonia NH3 2 ppb 36 ppb
Hydrofluoric acid HF 1 ppb 17 ppb
Benzene C6H6 0.7 ppb 12 ppb
Toluene C7H8 5 ppb 85 ppb
Xylene C8H10 5 ppb 85 ppb
Formaldehyde H2CO 3 ppb 50 ppb

Source: On-line Technologies, Inc., 87 Church St., East Hartford, CT 06108.
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be sub ppb in many practical applications. Fluid flow ceases while the XRF
measurement is made but the measurement is rapid so that the off-line time
is short.

2. On-Line Measurements at Subatmospheric Pressures

Residual gas analyzers (RGAs) are mass spectrometers, usually of quadrupole
(QMA) design, that can be incorporated into low-pressure processing equipment
for the in-line measurement of gaseous composition within the chamber. These
analyzers have been used to monitor molecular contaminants, such as moisture
[53], in processing chambers and hence to detect leaks, measure outgassing,
adjust reactant concentrations, and optimize process parameters [54–57]. Ver-
sions exist that are compatible with corrosive environments. Typical operating
pressures are 10−4 torr (10−2 Pa) or lower, although optional features, such
as differential pumping, can raise the operating pressure by 1 to 2 orders of
magnitude.

RGAs are typically calibrated with nitrogen at a pressure of 10−6 torr
(10−4 Pa). Sensitivity for other gases is different and has been shown to vary
among RGAs [58].

Optimum operation probably varies with application. Users must be aware
of both the properties of the RGA and its interactions with the specific environ-
ments and detection problems it is being used to monitor [59].

Moisture measurements at pressures between those limiting RGAs and
atmospheric pressure have been made by tunable diode laser absorption spec-
troscopy (TDLAS). McAndrew et al. [56,57] describe TDLAS as complemen-
tary to RGA because of its preferred operation at pressures above 10−3 torr and
hence its superior suitability for process-monitoring in this pressure range which
is typical of many processing steps. They report a detection limit for moisture
in nitrogen of 100 ppb but note that the unit can be used in “more aggressive”
process environments. They used TDLAS as an in situ monitor of moisture to
reduce purge times in process equipment, enhancing equipment utilization. This
technique has also been used to monitor deposition rates in physical vapor de-
position equipment and seems capable of real-time measurement of flux levels
in molecular beam epitaxy processes [60].

Improved on-line sensors for measuring trace concentrations of both oxy-
gen and water vapor continue to be developed. For example, the resonant elec-
tron attachment method “exploits the fact that the cross section for electron
dissociative attachment is largest at the target resonance energy, giving a much
higher detection sensitivity and enabling lower concentrations to be measured”
[61]. Both oxygen and water vapor molecules form O− ions under electron
bombardment, each very efficiently at its own resonant electron energy (6.8 eV
for oxygen and 10.5 eV for water vapor). The O− so formed is then separated
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by a quadrupole mass analyzer and counted in a channel multiplier. Detection
limits for both oxygen and water vapor are calculated to be in the sub-ppt range
[61]. However, the QMA limits this method to environments substantially below
atmospheric pressure (<10−5 torr).

3. On-Line Measurements at Above Atmospheric Pressures

Measurement of molecular contaminants at high pressure is important for as-
suring the quality of process gases used in semiconductor processing. As in
subatmospheric process equipment, a universal molecular contaminant in pro-
cess gases in the seemingly benign species, water vapor. Even trace quantities
of water can induce undesired chemical reactions with other constituents in
a process gas and can alter the surface properties of product wafers in pro-
cess. The state-of-the-art instrument for measuring the concentration of water
vapor in high-pressure gases is an atmospheric pressure ionization mass spec-
trometer (APIMS) plumbed into the gas delivery system. Such instruments can
detect low-ppt concentrations of water vapor on-line. Unfortunately APIMS are
expensive and thus relatively few in number. They are not a routine on-line
instrument.

Ion mobility spectrometry (IMS), an atmospheric technique previously de-
scribed, can be adapted to the detection of molecular contaminants in high-
pressure gases. It has been shown to detect sub-ppb concentrations of water,
oxygen, carbon dioxide, carbon monoxide, and methane in argon and nitro-
gen gases [48]. The sensitivity and cost of this analyzer make it an attractive
alternative to APIMS.

FTIR spectroscopy can also be used to measure water vapor on-line at
low-ppb concentrations in high-pressure gases, including high-purity hydrides
(ammonia, silane, phosphine, etc.) [62] and hydrogen chloride and hydrogen
bromide [63]. This approach to the measurement of trace water vapor in hydrides
is nondestructive and does not decompose the hydrides.

Solid state devices are becoming available for low-cost monitoring of con-
taminants such as water vapor in high-pressure process gases. A quartz crystal
microbalance (QCM) with a barium coating on its surface has detected water
vapor in nitrogen at concentrations less than 1 ppb and with response times on
the order of minutes [64]. This design can operate as an in-line sensor.

Electrolytic sensors, generating a current proportional to the partial pres-
sure of water in a gas, also claim the detection of single-digit ppb concentrations
of moisture at above atmospheric pressures [65]. Currents in an electrolytic sen-
sor can be self-generated as in a galvanic cell or the sensing can be based on
the magnitude of the current flowing under a constant external bias, the poten-
tiometric method [66]. The sensor described in Ref. 65 is of the latter type.
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Its initial response times—the time to first clear indication of a 5 ppb moisture
intrusion—was reported to be on the order of 5 min. Instrument response to this
5 ppb moisture challenge reached 50% of final value in about 15 min.

Impedance-based sensors, using aluminum oxide or other moisture sensi-
tive materials whose electrical impedance varies with the concentration of the
analyte in the environment to which the sensor is exposed, operate in-line and
span the full range of pressures found in processing environments. Detection
limits are in the low-ppb range and response times, on the order of 5–10 s.

Development of improved on-line, in-line moisture sensors in gases re-
mains a goal of considerable importance and activity [67–70].

Oxygen, too, is a contaminant in certain processing environments and spe-
cialized sensors are available for measuring its presence. For example, sensors
based on the reduction of oxygen in an electrochemical cell can operate over
the full spectrum of processing pressures—from subatmospheric to supraatmo-
spheric. Sensitivities range from low-ppb concentrations to as high as 25%. Ther-
moparamagnetic sensors for oxygen extend the detection range to 100% oxygen
atmospheres, although oxygen would not generally be considered a molecular
contaminant in such oxygen-rich environments.

4. On-Line Measurements in Liquids

The most common on-line measurements used to monitor molecular contamina-
tion in UPW are resistivity/conductivity, TOC, dissolved silica, and nonvolatile
residue. Oxygen in UPW is also of interest to some users [71]. In feed waters
and spent rinse waters, turbidity, pH and oxidation-reduction potential (ORP)
are useful measurements. The resistivity cell, the pH cell and the ORP cell are
usually in-line (in situ) monitors; the others are on-line instruments, drawing a
slipstream from the UPW system for the measurements.

Commercially available analyzers based on ion chromatography can mea-
sure ions on-line [72]. Customized ICP/MS configurations for on-line measure-
ment of metallic contaminants in liquids have been reported [73]. On-line mea-
surements of these species, while not yet widespread, are becoming more com-
mon.

The resistivity (ρ)/conductivity (σ ≡ 1/ρ) cell is typically a concentric
electrode configuration made of an appropriate nonreactive metal such as tita-
nium or monel which can be inserted directly into the UPW system for nonde-
structive measurements of resistivity/conductivity. The resistivity of the water is
measured by applying an ac voltage (ac minimizes polarization effects) between
the electrodes and measuring the current

ρ = VA

Iw
(7)
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where

ρ = resistivity
V = applied voltage
w = electrode separation
I = measured current
A = electrode area

w/A is called the cell constant and for cells used to measure the resistivity of
high purity water is typically ∼0.1–0.01 cm−1.

Resistivity depends strongly on temperature so an accurate temperature
probe, such as a platinum resistor, must also be part of the cell. The resistivity
measurement provides a measure of ionic purity. In UPW at 25◦C, the contribu-
tion of impurity ions to the conductivity is less than that of the H+ and OH− ions
of the water. Since impurity ions do not make a measurable contribution to con-
ductivity, this quality water is called “intrinsic.” The resistivity of intrinsic water
at 25◦C is 18.2 M%-cm (conductivity = 0.055 µS/cm). Measurements made
by the cell at operating water temperatures are usually converted to equivalent
25◦C readings for easy comparison with intrinsic water.

The cell for measuring the pH of water is also an in-line device immersed
directly in the primary UPW system. It operates by measuring the potential dif-
ference between a pH-sensitive electrode and a reference electrode, which is not
pH sensitive. The pH-sensitive electrode develops an electrochemical potential
directly related to the H+ activity of the water. Traditional pH-sensitive elec-
trodes are thin-walled glass bulbs through which H+ must permeate to make
electrical contact with a buffer solution connected to a metal wire on the in-
side of the bulb. The design of the reference electrode, however, is the greater
challenge [74].

An ORP cell has similar construction.
TOC, often referred to as total organic carbon, is actually total oxidizable

carbon, since all measurement methods rely on the oxidation of the organic car-
bon constituents, not all of which are necessarily oxidized with equal efficiency
or even oxidized at all. TOC analyzers measure the CO2 generated by the ox-
idation of the organic carbon and deduce the TOC concentration in the liquid
from the measured CO2 concentration.

One method of measuring TOC is to acidify the water stream with H3PO3
in order to drive the pH below 3–4 and shift the total inorganic carbon (TIC)
equilibrium, all of which is already oxidized, toward CO2 [75]. This CO2 is
separated from the water stream by passing through a semipermeable membrane
and is swept away in a dry oxygen flow. The carbon remaining in the now
oxygen-saturated water sample is all organic carbon, which is oxidized by an
UV lamp, again forming CO2. This organic-derived CO2 is also separated from
the water stream by another semipermeable membrane. It enters an IR cell,
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which measures the CO2 concentration. Appropriate algorithms then deduce the
TOC concentration in the water stream that generated that concentration of CO2.
Similar NDIR-based methods have been the primary off-line laboratory method
for measuring TOC in water but have not traditionally been used in on-line TOC
analyzers.

The most common method for the on-line measurement of TOC in water
streams uses the change in electrical conductivity of the water brought about
by the addition of the CO2 produced by an oxidation step. When operated in
a batch mode, the analyzer draws a water sample into an oxidation chamber,
seals the chamber, measures the water conductivity, and then photooxidizes
the organics in the sample by flooding the chamber with UV, perhaps in the
presence of a titania photocatalyst. The ions created by the oxidation reaction
change the conductivity of the water, which is continually measured throughout
the oxidation cycle. The end of the oxidation cycle is determined by stability
criteria in the conductivity measurement that are incorporated into the analyzer
software. The increase in water conductivity brought about by the oxidation
is a measure of the oxidizable carbon in the water sample. In an alternative
design, the change in conductivity is measured after a fixed time in the UV
reactor without regard to achieving stability. This approach allows for more rapid
responses but the calibration becomes species dependent since the oxidation
rate varies with species, as does the conductivity of intermediate species formed
during the UV oxidation reaction chain. Both of these analyzers measure TOC
directly in the water sample, unlike the indirect-measuring designs discussed
next.

An alternative TOC analyzer that relies on electrical conductivity mea-
surements features a different configuration—a configuration in which the CO2
conductivity change is measured indirectly. This analyzer also uses phosphoric
acid to reduce the pH of the water sample to low values, assuring that virtu-
ally all oxidized carbon present will be present as CO2. The water stream is
then subdivided into two separate streams only one of which is photooxidized
by UV, aided at high TOC concentrations (>1 ppm) by the addition of ammo-
nium persulfate. As before the product of the oxidation of the acidified water
in both streams is CO2. The CO2 in each water line passes through a sepa-
rate semipermeable membrane into separate ultrapure water lines, one for each
stream, isolated from the sample water by the membrane (Fig. 13). It is the con-
ductivity change of these isolated, intrinsic waters that measures total inorganic
carbon (TIC) in the nonphotooxidized water line and total carbon (TC) in the
photooxidized line. The concentration difference between the two streams is the
TOC (= TC minus TIC).

A major advantage of the indirect measurement design is the capability
of measuring TOC in conductive and impure water streams, since noncarbon
conductive species that raise the background conductivity of the sample water do
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Figure 13 Schematic of one type of contemporary TOC analyzer. (Courtesy of Sievers
Instruments, Inc., Boulder, CO.)
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not interfere with the indirect measurement of conductivity made in an isolated
pure water source that is coupled to the water sample only by the transport of
CO2 through the isolating membrane or other medium. Direct measuring TOC
analyzers are limited to measuring the TOC of just high-purity waters (resistivity
>0.1–1 M%-cm).

GC and GC/MS systems are also available for on-line measurement of
some organics. These instruments can identify specific organic compounds rather
than just TOC. Analytes can be concentrated by a purge-and-trap sampling
arrangement in which organics are first purged from the sample water by a gas
and then adsorbed on a suitable surface from that gas. Subsequently, the adsorbed
organic species are desorbed into the GC or GC/MS analyzer. Response times of
such measurements are longer than that of the TOC analyzers just described, but
their speciation capability can be useful in pinpointing sources of TOC spikes
or excursions in concentration and for general troubleshooting.

As in the off-line method (Sec. III.A), on-line measurement of dissolved
silica is by the molybdate blue method. The forms of silica detected by this
method include monomeric silica, silicic acid, and most likely some polymeric
silica. Colloidal silica is not measured. The on-line instrument draws sample
water from a slipstream, using a peristaltic pump to move the sample and the
needed reagents through the analyzer. Spectrophometric measurements, after the
addition of ascorbic acid forms the blue-colored solution, are compared with sim-
ilar measurements made earlier in the measurement cycle on the reagent blank
at the same wavelength. Response time for this type of on-line measurement is
on the order of 8 min and detection limits are about 1 ppb. Phosphates can be
an interferent and should be eliminated prior to the measurement if present in
concentrations exceeding 50 ppb.

Measurements of nonvolatile residue, traditionally called residue after
evaporation (RAE), can now also be made on-line, using a nonvolatile residue
monitor (NRM) which solves the problem of measuring this type of molecu-
lar contaminants in liquids by adopting an aerosol particle measurement tech-
nique. The NRM aspirates a sample water stream into a spray of fine water
droplets. The water and volatile components of each droplet readily evaporate
in a downstream dryer stage, leaving only the nonvolatile constituents of each
droplet behind as a small aerosol particle. The aerosol stream is then analyzed
by a CPC (Sec. III.A) to obtain the particle concentration in the aerosol stream.
Aerosol particle concentration is converted to nonvolatile residue concentration
by calibration curves prepared from solutions of potassium chloride. Figure 14
schematically illustrates the NRM configuration [76].

The NRM detects particles, bacteria, silica, ionic impurities, and non-
volatile or semivolatile organics. It is a sensitive measure of nonvolatile residue
and is now the basis of an ASTM standard for the measurement of RAE [77].
However, it does not identify the species dominating or contributing to any
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Figure 14 Nonvolatile residue monitor. (Courtesy of D. Blackford, Fluid Measure-
ment Technologies, Inc., Vadnais Heights, MN, and Particle Measurement Systems, Inc.,
Boulder, CO.)

given measurement. This lack of composition specificity has made it difficult
for operators of UPW systems to find a role for the instrument in spite of its
acknowledged high sensitivity. No one yet bases a control decision on the NRM
reading. It remains a solution looking for a problem.

A potential role for the NRM is to take advantage of the varying temper-
atures that can be selected to dry the water droplets generated by the atomizer.
This feature allows the temperature of the heated air entering the drying column
(Fig. 14) to be changed so that species that are completely volatilized at the
highest temperature (120◦C) may not be volatized when the heated air enters
the drying column at a lower temperature, say 45◦C. A temperature signature,
based on nonvolatile residue measured at two or more temperatures, is postulated
to be a means of identifying “semivolatiles” in UPW systems.

Instrumentation exists for the on-line measurement of ionic contaminants
in water, based on ion chromatography [42,78]. Using components similar to
those of the off-line apparatus, real-time configurations can detect ionic con-
centrations in the ppt range and perform automatically with minimal operator
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attention. Measurement times, however, can be on the order of an hour. This
technique also applies to the measurement of ionic contaminants in other pro-
cessing liquids.

Ion selective electrodes are a lower cost but somewhat less sensitive
method of measuring ionic contaminants on-line. These sensors are devices
which measure the voltage difference between an ion-sensitive electrode and
a reference electrode which is indifferent to the concentration of the ion be-
ing sensed—its potential is independent of the ion concentration. The Nernst
equation predicts this voltage difference to vary logarithmically with ion con-
centration:

E = E0 −
(
RT

nF

)
lnQ = E0 −

(
0.059

n

)
log10 Q

where

E = measured potential difference between the electrodes
E0 = standard potential of the half-reaction at the ion-sensitive electrode
R = gas constant 8.314 × 103 J/kmole · K
T = temperature = 298 K
n = number of electrons exchanged in the half reaction
F = Faraday constant = 9.649 × 107 C/kmole
Q = ratio of the product concentrations to the reactant concentrations

= [product]/[reactant]

ASTM methods, such as D2791 for sodium (n = 1) [79], describe the
technique. With sub-ppb detection capability, sodium ion selective electrodes
can provide an early indication of breakthrough of the ion exchange resins in a
UPW system.

Ion-sensitive field effect transistors (ISFETs) are also now commercially
available which are faster and more rugged than the traditional ion selective
electrodes [80]. ISFETs are field effect devices fabricated without a gate elec-
trode but with a chemically sensitive coating in the gate region that adsorbs the
ion(s) of interest. Detection of these ions is by the change they induce in the
source to drain current of the ISFET.

Measurement of dissolved oxygen in UPW can be made electrochemically.
The basic sensor design is one in which the water stream containing the dis-
solved oxygen passes by an oxygen-permeable membrane. The dissolved oxygen
diffuses through the membrane into an electrolyte and is electrochemically re-
duced at the cathode. The voltage between the anode and cathode is from an
external source and is constant in a polarographic cell so that the observed cur-
rent flow is a measure of the oxygen concentration reacting at the cathode and
hence of the dissolved oxygen concentration in the water sample. Galvanic cells
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having no external potential but electrodes made of suitably selected dissimilar
materials can also be used to measure dissolved oxygen in water [81].

Identification of contaminating species in liquids by fast-responding, on-
line instrumentation is growing in importance. One promising approach to ob-
taining such instrumentation is to adapt established off-line measurement meth-
ods into on-line configurations. A gas chromatograph/flame ionization detector
(GC/FID) combination, configured for direct injection of 0.5 µL water samples,
has performed well in on-line operation [82,83]. Response times <30 s and
sensitivities below 30 ppb have been reported in water for mixtures of polar
organics including acetone and isopropanol. However, no commercial product
yet exists.

Ion mobility spectroscopy, already recognized and used in atmospheric
sampling, is another candidate for adaptation to on-line sampling of water [84].
This technique is rapid and sensitive and has been demonstrated to be capable
of detecting organic contaminants of interest in UPW systems. It is particularly
sensitive to ethylene glycol, a contaminant not readily analyzed by the GC/FID
approach described in the preceding paragraph.

5. Detection of Metallic Contaminants in Hydrofluoric Acid

Metallic molecular contaminants in liquid-processing chemicals constitute a
threat to device performance (Chap. 10). Metallic cations of high-oxidation po-
tential, such as silver, copper, and gold, readily deposit on oxide-free silicon
surfaces by displacement plating [85]. This phenomenon can be used to quan-
tify trace concentrations of these metallic ions in hydrofluoric acid solutions by
measuring the open circuit voltage of a specially prepared silicon electrode im-
mersed in the solution and a suitable reference electrode [86]. Detection limits
at ppt concentrations of silver ions have been reported. However, the technique
cannot identify the type of metal producing the detected voltage. No commercial
hardware yet exists for making this measurement.

Anions in HF have been measured at the low-ppb levels by using two ion
chromatographs in series [72,87]. The first IC separates the anions of interest
from the F− anion matrix, and the second performs the analytical separation. By
thus reducing the fluoride interference, chloride, sulfate, nitrate, and phosphate
in 24.5% HF become detectable at concentrations of 10 ppb or less in 3–4 min
fractionation time.

IV. CONCLUSIONS

Measurement technology must of necessity precede advances in processing tech-
nology and so it is with advances in contamination control in semiconductor
processing. Happily, at least some of today’s contemporary measurement tech-
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nology for contaminants in wafer environments is adequate for the needs of the
semiconductor industry as outlined in the 1997 National Technology Roadmap
for Semiconductors (NTRS) (Chap. 2). The usual caveats regarding the un-
certainties associated with the NTRS forecasts apply—in most instances the
relationship between product yield/reliability and environmental contamination
is not known so that the target values specified in the NTRS are estimates
at best.

Measurement technology, both off-line and on-line, is adequate for aerosol
particle measurement in benign gaseous environments. Particle composition,
however, is not readily available on-line and would be useful. Instrumentation
for on-line identification of particle composition has been reported in various
laboratory experiments but off-the-shelf commercial instrumentation for such
determinations is not yet available. Particle counting in reactive gases lags the
desired capability, as defined in the NTRS. The working fluids now available
in CPCs restrict their use to compatible environments, ruling out CPC measure-
ments in some specialty gases. Particle measurements in liquids, even UPW,
rely primarily on OPCs, which are unable to detect particles smaller than about
0.05–0.07 µm. Corrosive liquids and liquids with indices of refraction closer to
that of the particles to be detected further limit the detection capability of the
present instrumentation.

Off-line analytical technology for measuring molecular contaminants in
air and water samples has improved dramatically in sensitivity and sampling
methodology over the past decade. Off-line capability exists for measuring trace
concentrations of contaminants below most of the aggressive target values con-
tained in the NTRS. On-line measurements, however, are not as advanced. In
particular, measurement technology for meeting the NTRS targets for in-line,
real-time detection of TOC, silica, metals, and nonvolatile residue in UPW at
concentrations below 0.01 ppb is not now available. Indeed, resistivity remains
one of the few UPW parameters now routinely measured by in-line instrumenta-
tion. On-line measurement technology for TOC and nonvolatile residue in UPW
is close to or even at the desired sensitivity but does not yet meet the desired
response times.
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Optical systems that perform on-wafer measurement of particles have become
one of the most important process control tools available to semiconductor man-
ufacturers and the IC industry. They give the process owner information neces-
sary to determine whether or not a specific process is under control, and so are
ultimately significant contributors to yield-increasing strategies. It follows that
the functional requirements of these systems depend on which process in the
production cycle they support. Thus, during process development, a system with
high throughput is not as important as a system with high-detection sensitivity
and classification capability. On the other hand, a system employed to monitor
a production line must have a throughput compatible with that line, without
sacrificing sensitivity to those defects that are yield limiting [1]. The manner in
which this trade-off between speed and sensitivity is accomplished is what dis-
tinguishes different commercial inspection systems from one another. However,
regardless of the individual approaches, all such systems are based on the same
physical principles. They are all concerned with the detection and classification
of wavelength- or subwavelength-sized defects using light scattering in an envi-
ronment that includes a large scattering surface (the wafer) and possibly other
light-scattering features intentionally incorporated onto the wafer surface (e.g.,
circuit patterns). In this chapter we focus on the physical foundations underlying
the operation and design of a generic on-wafer inspection system.

The results presented here are primarily based on work that has been
performed over the last five years at Arizona State University. Most of this work
has been funded through the Consortium for Metrology of Semiconductor Nano-
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defects, a university/industry research partnership dedicated to precompetitive
research and development related to in-line detection and characterization of
defects in the semiconductor wafer manufacturing and processing industries.

I. BRIEF DISCUSSION OF GENERAL METHODS

The methods available to measure defects on wafers are generally classified as
off-line or in-line depending on the process step they serve. Off-line tools address
multiple-process requirements and typically involve single-use monitor wafers.
These off-line measurement methods include x-ray fluorescence, resistivity mea-
surements, and most optical unpatterned wafer defect detection systems. In-line
methods fall generally in the category of metrology instruments, and measure
such parameters as film thickness, pattern-to-pattern overlay, and critical dimen-
sioning. When an in-line measurement instrument is integrated into the process
tool itself, the system is referred to as an on-line system. When the coupling
between the measurement instrument and the process tool is so tight that it can
dynamically adjust the tool’s performance in real time, the system is referred
to as an in situ sensor [2]. As in Chapter 3, the methods available to gauge the
number and type of defects on wafers range from the chemical (in situ residual
gas analysis) to the optical (film thickness sensors and laser-scattering detectors)
and beyond (x-ray and electron beam scattering). Our emphasis in this chapter
will be strictly on the optical methods. It is acknowledged that ever-shrinking de-
vice sizes, and the increasing size of wafers, may eventually demand the higher
resolution achievable with electron beam and ultraviolet-based systems.

The problem of the optical detection and classification of particles on
wafers shares many of the characteristics of the particle measurement problem
in air and fluids discussed in Chapter 3. In particular, optical particle counting
and methods analogous to particle spectroscopy for particles on a surface are
at present the premier approaches for fast and effective wafer inspection. The
most significant differences between particle measurements in space and mea-
surements on a surface lie in the topology and the environment. With regard to
topology, the on-wafer problem is strictly a two-dimensional problem. However,
the reduction in complexity in going from three-dimensional volume sampling
to two-dimensional area scanning is more than offset by the requirement to in-
spect the entire wafer at rates of the order of 50 to 100 wafers per hour. With
regard to the environment, the differences are 1) the inherent assumption that
the process to be inspected is almost under control, and therefore the number of
surface particles per square millimeter is assumed to be small, and 2) the fact
that on-wafer particles are always in the vicinity of a large surface that affects
the optical interaction. Thus, on-wafer particle measurement is more than just a
Mie scattering problem.
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Optical detection and classification methods for on-surface measurements
can be categorized in various ways: If the emphasis is placed on the mode of
acquisition of the light scattered by the defect, the natural separation is bright-
field versus dark-field systems. Roughly, bright-field systems are high-speed
microscopes, using the same aperture to collect both reflected and scattered
light. Dark-field systems avoid the reflected (also referred to as specular) light
and concentrate on the scattered light. Dark-field systems may illuminate and
collect the scattered light from a variety of angles of incidence. Whereas bright-
field systems can detect and classify simultaneously, directly measuring the size
of any defect their optics can resolve, dark-field systems can detect defects
much smaller than the resolution spot size. Defect classification in the case of
dark-field systems is then based on the angular distribution and strength of the
scattered light.

Another natural separation of optical methods is based on the way collected
data are processed. An imaging system illuminates the area to be inspected and
then reconstructs an image onto a camera [TDI (time delay integrator) or CCD
(charge coupled device)]. A scanning system “paints” the surface with a laser
beam and collects the light with a few (usually one) detectors [PMT (photo
multiplier tube) or photodiode]. The assumption of a few particles per square
millimeter allows the use of scanning laser beam spots measured in millimeters,
which consequently can operate with very high wafer throughput. At the same
time, focusing the laser beam down to a few micrometers allows the detailed
inspection of isolated particles for characterization of individual signatures. For
a very thorough discussion of the details, and pros and cons of each of these
systems, the reader is directed to Ref. [1].

Regardless of the specific implementation, all optical on-wafer detection
and classification methods rely on the ability to discriminate the scattering prop-
erties of the defect from the scattering properties of the background surface. That
background may be smooth or rough, and need not be a bare surface but in fact
may be a patterned wafer surface (such as a DRAM array). The scattering de-
fect may not be an actual particle but a subsurface void in the bulk silicon
[also known as a COP (crystal originated pit), typically octahedral in shape
and about 100 nm across]. And in general, the nature of the contaminants may
range from smooth dielectric objects (PSL calibration spheres) to rough and
inhomogeneous process byproducts (such as metal or grit residues from CMP
processing). Therefore, we are interested in the optical scattering from arbitrarily
shaped, inhomogeneous, possibly anisotropic, and usually dispersive objects in
the presence of a dielectric (also possibly lossy) surface.

Because we are always interested in the smallest detectable object (below
the resolution limit of the optics), the focus is on the dark-field approach in its
most general form. The fundamental question is: Can we, by collecting as much
of the scattered light as possible, determine, from the distribution of that light, the
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size, location, and composition of the scatterers? Or, rephrasing the question into
its most practical form: How should an inspection system be arranged to extract
enough information from the scattered light to allow the user to detect, size,
and classify the defect on the wafer? To the degree that the scattering problem
can be analyzed and the results translated into useful inspection guidelines,
to that degree the science of on-wafer inspection is advanced. The balance of
this chapter is dedicated to the development of the theoretical approach to this
problem and its experimental confirmation.

II. BACKGROUND OF THE THEORETICAL APPROACH

The ability to predict the scattering behavior of particles on surfaces is critical
to the development of the inspection approaches that will be required to detect
yield-limiting defects in the next generation of semiconductor wafer devices.
Sensitivity to scatterers below 100 nm in size, and as small as 30 nm, is the
goal to be met within the next 6 years. Because real semiconductor surfaces are
never perfect, smooth, infinite half-spaces, sensitivity to scatterers in nonideal,
clustered environments is the crucial issue for on-line applications of these tech-
niques. In particular, the detection and classification of particles in the presence
of a circuit pattern on the wafer, or the discrimination of one defective via within
an array of vias, are timely problems whose solutions have immediate applica-
tions.∗ In order to solve these problems, the inspection tools must be designed
to account for all the scattering phenomena expected to occur. Rigorous and
practical computation methods to quantify those phenomena are required.

The rigor of the computation method determines the confidence level that
we give to its solutions and the degree to which we trust it as we push it beyond
the envelope of our experimental experience. The practicality of the computa-
tional method determines how widespread its use becomes. A practical method
is a method that can be utilized by university researchers as well as by indus-
try instrument developers. Rigor is usually associated with the exactness with
which the computational method satisfies the physical equations governing the
phenomena, in this case Maxwell’s equations. Practicality is a combination of
ease of conceptual understanding, simplicity in modeling of arbitrary configu-
rations, and speed of execution.

Various authors have addressed the problem of light scattering by a particle
on a penetrable surface. The most successful analytic solution of this problem

∗A via is a cylindrical conductive path or interconnection between different conductive layers inside
a substrate. At several points during the manufacturing of an integrated circuit, these vias appear
as cylindrical holes or metal rods connecting the surface of the substrate to one or more subsurface
features.
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(that is, with a minimum of simplifying assumptions) is that of Assi [3]. In
his approach, the Mie formalism is extended to include a planar surface. Re-
peated transformations from the spherical vector wave functions representing
the scattering from the sphere, to a plane wave spectrum whose interaction with
the planar surface can be expressed in closed form, allow the solution of the
problem (Fig. 1).

Inhomogeneous particles could be modeled as concentrically layered
spheres. However, the limitation of the method to spherical, or nearly spher-
ical particles, leaves most realistic defects outside of its domain of rigorous
validity. Therefore, a method which allows for the modeling of irregular and
inhomogeneous scatterers is preferred.

The method we use is the natural extension of the Purcell-Pennypacker
method as developed by Draine and Flatau [4–5]. It is implemented at ASU in
the computer code DDSURF. The discrete dipole approximation (DDA) is also
known in the electrical engineering literature as the volume integral equation
method in the frequency domain, and it can be traced to its two-dimensional
version in the work of Richmond [7]. It is formally based on the equivalence
principle and the Stratton-Chu formulation [8]. This formulation states that the
total electromagnetic fields outside a bounded region of space containing sources
is completely and uniquely described by the tangential values of those fields on
the surface of the bounding region. For the purpose of any calculation, the
structure of the sources inside the volume is unimportant, and they can be
replaced by equivalent sources on the surface of the volume given by

�Ke = n̂ × �H, �Km = −n̂ × �E (1)

Figure 1 The Mie-Weyl formalism can be extended to include the interaction with a
dielectric substrate through transformations from the plane wave spectrum to the spherical
wave spectrum.
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where n̂ is the surface normal, �E and �H are the total electric and magnetic
fields, and �Ke and �Km are the equivalent electric and magnetic surface current
densities.

If we now imagine an inhomogeneous dielectric body under electromag-
netic illumination, dissected into small subregions, it follows that the fields
radiated by any subregion onto the rest of the body can be obtained from the
equivalent sources on the surface of that subregion. If we further imagine doing
this with all the subregions except one, we end up replacing the volume of the
body with an array of sources, all of which are radiating in free space [9]. This
radiation goes in every direction of space. In particular, it impinges on the single
dielectric subregion that has not been removed (see Fig. 2).

Such an isolated material subregion, illuminated by the total field produced
by all the other sources, will also scatter radiation in all directions of space.
However, if the isolated subregion is assumed to be a sphere of radius electrically
small compared to the internal (and the external) wavelength, λ, of the radiation
impinging upon it (that is, r � λ/ε0.5, where ε is the highest of the relative
dielectric constants of the subregion or the medium), its scattering properties
are particularly simple. It radiates like an elementary dipole. This is the key
concept of the DDA method. The assumption of smallness guarantees that the
total electric field over the subregion sphere is nearly uniform or at worst slowly
varying, and this allows the use of the electrostatic case to derive the strength
of the induced dipole moment. This is given by

�p = α �Etot (2)

where �p is the induced vector dipole moment, �Etot is the total vector electric field
incident on the subregion (that is, the total from all other subregion sources plus

Figure 2 In the discrete-dipole approximation, the body of the scattering object is
discretized into spherical subregions (a), which in turn are replaced by equivalent sources
(b), to determine the total field at every point of the body.
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the original illuminating field), and α is the polarizability, which in the Clausius
Mossotti approximation takes the form:

α = 3 dV ε0(ε − 1)

ε + 2
(3)

where dV is the differential volume occupied by the subregion, ε0 is the per-
mittivity of free space, and ε is the relative dielectric constant of the subregion.
In practice, the body is usually dissected into elementary cubes, cut along the
axes of a Cartesian coordinate system. Then the volume of the spherical region
is taken to be equal to the elementary volume dx ∗ dy ∗ dz (with dx usually =
dy = dz). Since the volume of the elementary spherical region is 4πr3/3, this
results in the spherical regions with radii r greater than dx/2 that slightly over-
lap their nearest neighbors. This overlap does not significantly affect the validity
of the results until the permittivity ε becomes very high (of the order of 50 or
higher).

The dipole field radiated by the illuminated (isolated) subregion exists
everywhere in space, including, in particular, every other subregion in the body.
Because in the frequency domain we have a steady state solution, this field
must have been part of the total field that illuminated every other subregion,
and contributed to their total internal field and therefore to the magnitude of the
sources with which we replaced those subregions in the first place. That is to
say, if we repeat the process of leaving an isolated subregion of the body intact
while replacing every other subregion with their equivalent sources, across the
entire dielectric body, we quickly realize that the �Km and �Ke of every subre-
gion must all be summarized by the elementary dipole moments of Eq. (2),
evaluated at each particular subregion. The entire system of dipole sources
interacting with each other as a result of being excited by an external illu-
minating field must form a self-consistent system of equations of the type in
Eqs. (2) and (3), in which every dipole in turn reacts to the total field imping-
ing upon it. Because every dipole is “coupled” to every other dipole in the
body, the DDA method is also known as the coupled dipole method (CDM).
The elegance of the DDA method comes from the inherent simplicity of this
formulation.

Using the DDA method, the problem in the presence of an adjacent sub-
strate is not very different from that of a particle in free space. The field radiated
by every dipole must simply include the effect of the dielectric half-space rep-
resenting the substrate. This can be done by replacing the free-space Green
function∗ with the Green function for the case of an arbitrary dipole at a height

∗The Green function, or Green’s function, is defined by P. M. Morse and H. Feshbach, Methods of
Theoretical Physics, Part I, McGraw-Hill, 1953, p. 791, as follows: “To obtain the field caused by
a distributed source calculate the effects of each elementary portion of the source and add them
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h over a penetrable half-space [10]. It is customary to separate the resulting
Green function into a “direct” component identical with the free-space term,
and a “reflected” component which is the rest of the solution. The term reflected
must be taken with a grain of salt, because in the near field it includes not only
reflected waves but also all the surface waves and evanescent fields∗ excited on
the substrate by the near field of the dipole. In the far field, the reflected term
tends asymptotically to the reflected field that would be expected from Fresnel’s
equations.†

It can be shown that the solution to the system of simultaneous equations
connecting N subregions of the body to each other through their respective polar-
izabilities, in the presence of the original illuminating field, rigorously satisfies
Maxwell’s equations as long as the subregions are electrically small enough.
For further discussions on the foundations of the DDA method and comparisons
with other computational scattering methods, the reader is directed to Refs. 11
and 12.

III. THE DDA METHOD FOR SCATTERING FROM
PARTICLES ON DIELECTRIC SUBSTRATES

For every dipole in the body, let

P i = αiEtot,i (4)

so that at a dipole i the dipole moment P i is related to the total electric field
present at the dipole Etot,i , by the dipole polarizability αi . The total electric
field at each dipole is the summation of the field incident from the beam, the
field present by direct interaction between the dipoles, and the dipole fields
“reflected” from the surface:

Etot,i = Einc,i + Edirect,i + Ereflected,i (5)

all. If G(r | r0) is the field at the observer’s point r caused by a unit point source at the position
r0, then the field at r caused by a source distribution ρ(r0) is the integral of Gρ over the whole
range of r0 occupied by the source.” The function G is called the Green function.∗Surface waves are electromagnetic waves that remain bound, or attached, to a dielectric boundary
and travel along it at a speed slower than the speed of light. Evanescent fields are electromagnetic
fields that exist in the immediate neighborhood of a material discontinuity, incapable of carrying
power away from the discontinuity but which nevertheless can interact with objects near that
discontinuity.

†The equations governing the transmission and reflection of plane electromagnetic waves from plane
dielectric boundaries (cf. J. A. Stratton, Electromagnetic Theory, McGraw-Hill, 1941, pp. 492ff).
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Note that in this formulation, a dipole never sees its own self-field, and no
questions about singularities in the free space Green function arise. Substituting
(5) into (4) gives

(αi)
−1P i − Edirect,i − Ereflected,i = Einc,i (6)

The purpose of formulating Eq. (6) as shown is to place all the unknown variables
on the left-hand side and isolate the only known input, the incident field, on the
right side. The Edirect,i field is the free-space interaction between the dipoles
through the free-space dyadic Green function Gij .

Edirect,i = k2
0

ε0

∑
j 
=i

Gij · P j (7)

The interaction term due to the surface is written

Ereflected,i =
N∑

j=1

(
Sij + k2

2

ε0

k2
1 − k2

2

k2
1 + k2

2

G
I

ij

)
· P j (8)

where k1 and k2 are the wave numbers for the particle and the surface, respec-
tively, and the image dyadic Green function is defined as

G
I

ij ≡ −Gij · IR with IR = exex + eyey − ezez (9)

where ex , ey , ez are the unit vectors along the coordinate axes. The Sommerfeld
integrals Sij , in Eq. (8), are computed numerically using a procedure due to
Lager and Lytle [13].

Now, to obtain the simultaneous solution of this set of equations for N

dipoles we represent them as a matrix equation:

(B + A + R)P = Einc (10)

where B is the diagonal matrix containing the inverse of the polarizabilities of
every subregion (which in the most extreme case are all different from each
other and anisotropic):

B = diag (a−1
1x , a−1

1y , a−1
1z , . . . a−1

Nx, a
−1
Ny, a

−1
Nz) (11)

Matrices A and R contain the direct and the reflected interactions between N

arbitrarily polarized elements in three dimensions and therefore consist of N2

3 × 3 submatrices.

A =




A11 · · · A1N
...

...

AN1 · · · ANN


 R =




R11 · · · R1N
...

...

RN1 · · · RNN


 (12)
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The submatrices are defined in the appendix of Schmehl et al. [14]. The matrix
equation thus connects N 1 × 3 vector dipole moments in every subregion of
the object to the N 1 × 3 incident electric field vectors in every subregion of
the object.

P = [P 1 · · · PN ]T and Einc = [Einc,1 · · · Einc,N ]T (13)

where the exponent T means the transpose. Since the goal is to determine the
dipole moments induced by the incident field, Eq. (10) is solved by casting it
in the form:

P − (M)Einc (14)

where the matrix M is the inverse of the matrix (B + A + R). And now a
known matrix operates on a given incident field to obtain the unknown dipole
moments. Because of the smallness requirement placed on each subregion, the
number of subregions required to represent a realistic particle easily exceeds
1000, making the direct inversion of the matrix impractical. Iterative methods
are therefore needed to solve Eq. (10). The success of such methods will de-
pend on the number of elements, the symmetry of the overall matrix, and on
how “well-conditioned” the matrix is. Tenuous particles in which the internal
and scattered fields are fractions of the external field lead to well-conditioned
matrices. Particles with regions of high index of refraction (or even metallic
regions) lead to “ill-conditioning” problems, because the fields they scatter and
their internal fields can be comparable to the external driving fields.

Complex conjugate gradient (CCG) methods have been used to perform
this iteration efficiently in the case of particles in free space [15]. In such meth-
ods an initial guess for P is inserted into Eq. (10) and successively improved
by evaluating the degree of satisfaction of the equation. The disagreement in the
form of a residual field is used to drive the next iteration step toward a closer ap-
proximation and, eventually, the exact solution. In theory, the conjugate gradient
method should converge in less than 3N steps. Practical iteration methods set
convergence criteria as a tolerance level (typically <10−3) for the mean ratio of
the residual field to the incident field strength, and then seek to reach this level in
at most 100 iterations. Once the matrix equation is self-consistent to better than
this level, the problem is said to be solved. Because the evaluation of Eq. (10)
involves matrix products, and matrix products can be done efficiently using the
fast Fourier transform (FFT) method, iteration methods are frequently coupled
with an FFT algorithm. If every dipole is located on a regular Cartesian grid,
it is easy to see that the interaction terms connecting any two dipoles reoccur
all over the matrix at least N times and as many as 8N times. This repetition
by symmetry distinguishes the special kind of matrices called circulant matrices
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and it makes them particularly well suited for FFT implementation. For particles
in free space, this threefold symmetry leads to the use of a three-dimensional
FFT.

For the problem of particles on a surface, one axis (the z axis) is lost from
the symmetry but two still remain, and so a two-dimensional FFT can still be
used. However, the presence of the surface introduces another difficulty. In the
absence of a surface, the matrices A and B of Eq. (10) are highly symmetric
and amenable to inversion by CCG. The surface introduces matrix R, which
is highly unsymmetric. The result is that the CCG method becomes slow to
converge as the index of refraction of the subregions increases. It has been
found that the quasiminimal residual method (QMR) is a robust alternative to
CCG iteration [16]. In numerical experiments with a 500 nm silicon sphere of
complex refractive index 3.88-j0.23, illuminated with 632.8 nm light, analyzed
in free space, it is found that both QMR and CCG converge, with QMR reaching
a given level of accuracy 2 to 10 times faster than CCG. However, when the
particle is on a silicon surface, CCG diverged, while QMR still converged to a
solution. The CPU time to a given accuracy on the silicon surface with QMR
was 2 to 4 times slower than for the particle in free space, also using QMR.
Clearly, high-refractive-index surfaces make the matrix harder to invert.

In the cited example, the electrical size of the silicon sphere was 3 wave-
lengths in diameter. This is typical of the size of problem addressable with
DDSURF at present: approximately 3 electrical wavelengths at indices of re-
fraction of the order of 4. For lower index (lower contrast), the object can be
larger. For higher index (the case of metals), the object must be smaller.

Once the problem is solved, we have a vector describing the internal
dipole moments at every subregion inside the object. The total scattered field
is the vector sum of the far-field radiation from each of these dipoles. In the
presence of the surface these fields include a direct part and a reflected part.
These could be obtained from the Green function of the dipole in the presence
of the dielectric half-space by taking the limit as the observation point goes to
infinity. However, this is not necessary because by the reaction theorem [9] the
field transmitted by a dipole to a unit detector at infinity is identical to the field
received by that dipole from a unit source at infinity. The fields from a unit
source at infinity are simply plane waves interacting with the surface through
the well-known Fresnel coefficients. Thus,

Esca(r) = k2
0

exp (ik0r)

4πr

N∑
j=1

(15)

×
{

exp (−ikscarj )[(P j · e1)e1 + (P j · e2)e2]+
exp (−ikscarj )[RTM(P j · e1)e1 + RTE(P j · e2)e2]

}
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with RTM and RTE being the Fresnel coefficients for TM polarization (also
known as p—parallel to the plane of incidence) and TE polarization (also known
as s—perpendicular to the plane of incidence) respectively, and e1 and e2 are
the unit vectors in the θ and ϕ directions of spherical coordinates.

The far-field irradiance is defined as

Isca = EscaE
∗
sca (16)

From this we define the differential scattering cross section as the power scattered
into a unit solid angle in a given direction of space:

dCsca

d,
= lim

,→0

(
Csca

,

)
≈ IscaA

Iinc(A/r2)
= r2Isca

Iinc
(17)

with A as the area of the detector, and , the solid angle spanned by that detector.
The differential scattering cross section is the signature of the scatterer. Its

pattern of maxima and minima as a function of θ and ϕ over the two-dimensional
surface of the far-field hemisphere constitute the sum total of the information
available to us for detecting, sizing, and classifying the defect under inspection.
Since in general the far-field scattered from an object is the Fourier transform
of the currents induced on that object, it is intuitively clear that there is enough
information in the far-field differential scattering cross section to reconstruct
the object. This is true even though, due to the lack of phase information, we
cannot perform a rigorous inverse Fourier transform. It is true because we have
available extra information; namely, we can determine the dependence of the
differential scattering cross section on angle of incidence and polarization of the
incident light.

The importance of these extra degrees of freedom cannot be overempha-
sized. The scattering from a particle on a dielectric surface is strongly dependent
on these parameters because the Fresnel reflection coefficients for the surface
are strong functions of the same. In particular, for p polarization, from normal
incidence to above the Brewster angle, the total electric field on the surface of
the wafer is a maximum at the surface and tends to twice the strength of the
incident field. For s polarization, the surface field tends to zero. Therefore, p

polarization strongly excites small particles on a surface. However, s polariza-
tion becomes useful as an adjunct to p when the surface is covered by a film.
In that case it can be shown that the combination of s and p polarizations into
circular polarization is relatively insensitive to the interference induced by the
film [1]. s polarization is also useful by itself because it excites the transverse
dimensions of the object more strongly than p polarization.

Thus, the real question is not whether we can reconstruct the object with all
this information. Rather, what is the minimum amount of information required to
reconstruct the important parameters of the object? And, second, how do those
requirements change in the presence of realistic substrates and other scatterers?
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IV. APPLICATION EXAMPLES

To emphasize the difference between the scattering phenomena of particles on
a surface and particles in free space, it suffices to consider the case of PSL
spheres on a silicon wafer. This case is extensively used in the industry as the
basis for the calibration of wafer scanners. In fact, when scanning instruments
report the size of a defect it is not a real physical size but the “PSL equivalent”
size, that is, the size of a PSL sphere that would scatter the same amount of
light. The classic work in this area is that of Liu et al. [17]. They describe the
system used by the older Tencor Surfscan-4000, and then proceed to compare
the instrument’s reported particle sizes and cross sections with independently
determined values. The reader is directed to this excellent article for all the
details. Here we concentrate on the scattering cross section as reported by the
instrument in Figure 5 of Ref. 17, reproduced here as Figure 3a.

The figure shows the measurement results for PSL spheres on a silicon
wafer ranging in size from 0.26 to 2 µm under 633 nm illumination. In addition
to the measurements, six calculated results using a full-wave axisymmetric solu-
tion to Maxwell’s equation implemented on a Cray supercomputer are reported,
plus two curves representing two approximate models based on combining Mie
theory with the Fresnel coefficients. (No more supercomputer calculations were

Figure 3a Measured scattering cross section for PSL spheres (open circles) illuminated
near normal incidence with 633 nm light, as reported by Liu et al. [17]. The resonant
nature of the scattering cross section is evident. Black circles show the results of six
fullwave calculations confirming the results. The solid and dashed curves represent two
simplified models proposed in the reference.
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made because of the large amount of time each calculation took.) The most
significant features of the results reported are: 1) The measured data show high
peaks and deep nulls in the scattering cross section that cannot be replicated
by the approximate models, the typical error being as high as a factor of 4
near the peaks and a factor of 7 near the nulls. 2) By contrast, the six super-
computer results appear to be typically within 10% of the measured data. The
significance of the observations above should not be underestimated. Most com-
putational electromagnetics codes used in the electrical engineering community
are expected to agree with experimental results within fractions of a decibel.∗
Without such stringent requirements, the computational methods become of lit-
tle use in trying to extrapolate beyond experimental knowledge to obtain new
results or design new inspection approaches. The failure of the simple Mie-
based models of Liu et al. [17] to correctly describe the resonance properties of
a particle on a surface stem from the omission of the effect of the surface on
the near field of the particle. The surface effectively makes the particle appear
almost twice as large (because of its image), moving the first resonance from
the simple models’ prediction of 1.0 µm diameter down to about 0.5 µm. This
can be readily confirmed today using DDSURF. Figure 3b shows our results
for this case.

These calculations were not performed on a supercomputer but rather on an
Alpha workstation running at 500 MHz. The average calculation, which makes
no assumption of axial symmetry, takes less than a minute, and the results
are very close to the supercomputer results and the measured data shown in
Figure 3a.

In Figure 3b we also report the results for fictitious PSL cubes. An effective
diameter was assigned to them based on their volume. These data highlight the
role that the particle’s shape plays on the scattering cross section and therefore
on the size an inspection tool would assign it. Next we consider one of the
most challenging and practical applications of an on-wafer inspection system:
the contaminated patterned wafer.

Whereas an unpatterned wafer surface scatters most of the energy imping-
ing upon it in the forward specular direction, the patterns on the wafer (circuit
traces) scatter energy in all directions of space. Thus the pattern on a wafer con-
tributes its own signature to the map of the differential scattering cross section.
Out of this background we need to detect the presence of contaminants. When
the pattern on the wafer is repetitive and large compared to the illuminating
beam, optical Fourier filtering techniques can be used to subtract out the pat-
tern. However, when the pattern is irregular or consists of isolated features, the
subtraction will have to be done by software that recognizes the characteristic

∗One decibel of error would be equivalent to a 25% error in the evaluation of the scattering cross
section.
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Figure 3b Scattering cross section as calculated by the program DDSURF for PSL
spheres (black dots) illuminated near normal incidence with 633 nm light, for the range
examined by Liu et al. [17]. The resonant nature of the scattering cross section is ev-
ident. Fictitious PSL cubes (open squares) of comparable volumes are also included to
demonstrate the effect shape has on the cross section. The effective diameter is equal to
the actual diameter for the spheres and to a volume equivalent diameter for the cubes.

scattering of the features and can subtract them from the total signature, in order
to locate and identify the scatterer.

Consider the situation of Figure 4. A PSL sphere models a contaminant in
the neighborhood of a rectangular silicon dioxide line feature (a), in the neigh-
borhood of a line pair (b), and in the neighborhood of a corner feature (c). The
contaminant sphere is 482 nm in diameter, while the features are approximately
270 nm in thickness. The substrate is silicon and the illuminating wavelength is
632.8 nm incident at 45 degrees from normal.

The differential scattering cross section for each of these cases is displayed
in Figures 5 to 7, as it would be seen on a plane inclined 45 degrees to the normal,
perpendicular to the specular reflected beam, and centered on that beam. We
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Figure 4 Simulation of the contaminant-near-a-pattern-feature problem. A 482 nm
PSL sphere simulates the contaminant near (a) a line feature, (b) a line pair feature, (c) a
corner feature.

examine this plane because it is well known that particles on a surface scatter
most strongly in the forward direction, close to the specularly reflected field.
This is particularly true as their dimensions grow, and is understandable from
the observation that the strong forward scatter expected from Mie theory must
reflect off the surface and travel in the same direction as the reflected incident
beam. Figure 5a shows the irradiance on that plane for the line feature alone.
Figure 5b shows the effect of inserting the contaminant. Similarly Figures 6a
and 7a show the scattering from the line pair and corner features alone, while
Figures 6b and 7b show the effect of the contaminant. The periodicity of the
fringes that develop on the observation plane is a strong function of the distance
between the particle and the feature. The magnitude of the fringes is a function
of the strength of the particle scattering signature, which is itself a function of
particle size and composition [18].

Similar experiments have led to the observation that the apparent size
of a standard PSL calibration sphere is affected by its proximity to a pattern
line. When the PSL sphere is located on top of a line, near one of its edges,
it has the largest apparent size. This is to be expected based on electrostatic
considerations: At the top edge of a feature, the electric field is a maximum and
thus the induced dipole moment on the sphere is a maximum.

The capability to model dielectric objects of arbitrary composition and
shape above the substrate translates directly into the modeling of subsurface de-
fects. The Sommerfeld integral terms in the equations are essentially the same as
in the above surface case except the dipoles are in the optically denser medium.
The Clausius Mossotti definition of the polarizability [Eq. (3)] becomes

α = 3 dV ε0(εparticle − εmedium)

εparticle + 2εmedium
(18)
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Figure 5 Irradiance distribution on the observation plane perpendicular to the specular
beam for the case of Figure 4a: (a) for the line feature alone; (b) with the contaminant
1 µm away.
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Figure 6 Irradiance distribution on the observation plane perpendicular to the specular
beam for the case of Figure 4b: (a) for the line pair alone; (b) with the contaminant 0.6
µm away.
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Figure 7 Irradiance distribution on the observation plane perpendicular to the specular
beam for the case of Figure 4c: (a) for the corner feature alone; (b) with the contaminant
3 µm away.
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where it is clear that if the subsurface defect has a lower dielectric constant than
the substrate medium, its dipole moment will be negative. Regardless of the sign
of the dipole moment, any amount of contrast between a defect region and the
surrounding space leads to scattered radiation. Thus, both a contaminant on the
surface and a void (COP) near the surface will appear as scattering objects in a
wafer scanner. This is one of the critical issues in unpatterned wafer inspection.
Whereas contaminants above a certain size are clearly yield-limiting defects,
COPs buried a certain depth below the surface may not be. To discriminate
between the two types of scatterers is paramount in the quality assurance of the
bare semiconductor wafer.

A rigorous simulation of the electromagnetic scattering problem can help
in developing strategies to effect this discrimination. Because the COP, or bulk
void, problem is similar to the via problem, much can be gained from inspecting
the scattering from the relatively simple cylindrical geometry of a via. Consider
the geometry of Figure 8, a cylindrical hole in silicon dioxide (n = 1.46),
600 nm in diameter, 732 nm deep, illuminated with 488 nm light at 70 degrees
from normal.

Figure 9 shows the differential scattering cross section in the principal
plane for both s (a) and p (b) polarization. The scattering from this large sub-
surface void is stronger toward the negative angles, that is, forward scatter, just
as it would be for a large particle on top of the surface. However, as will be
seen below, small voids mostly scatter in the direction of the surface normal.

 

 

 

 

 

 
 

  

Figure 8 A cylindrical hole in SiO2 serves as a test base for understanding the scat-
tering from subsurface voids and vias.
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Figure 9 Differential scattering cross section in the principal plane of the large cylin-
drical hole of Figure 7, illuminated at 70 degrees off the normal: (a) s polarization, (b)
p polarization. Negative angles are in the forward scatter direction.
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Note that for this case the s-polarized scatter is stronger than the p-
polarized scatter, which is opposite to the behavior exhibited by particles above
the surface. This is very significant and is a clue that can be used to distin-
guish particles from subsurface voids. However, the physics of the scattering
mechanism must be understood, to derive useful inspection guidelines. As we
mentioned before, the Fresnel coefficients play a large part in all the phenomena
associated with a surface. Figure 10 shows the Fresnel reflection coefficients for
a silicon dioxide surface (a) and for a silicon surface (b), at 488 nm. For a
given index of refraction, both s and p polarizations reflect equally strongly at
normal incidence to the surface. However as the angle of incidence becomes
increasingly shallow, the s polarization reflects more strongly while p polariza-
tion reflects more weakly. At the Brewster angle the p-polarization reflection
goes to zero and the beam completely penetrates the surface.

Associated with the strength of the reflection there is a phase shift in the
reflected wave. For s-polarization, the strong reflected wave flips 180 degrees
relative to the incident beam, resulting in cancellation of incident and reflected
wave near the surface. For p polarization, the only component of the electric
field that flips is the tangential one, leaving the normal component unchanged
and resulting in a field that is mostly vertical (perpendicular to the surface) and
of magnitude roughly equal to the magnitude of the incident beam plus that of
the (generally weak) reflected beam. p polarization produces a stronger vertical
field at the surface of the substrate than was present in the incident beam while
s polarization produces a weaker horizontal field. However, once we cross the
Brewster angle, the p polarization also experiences a 180 degree flip and its
reflection coefficient climbs rapidly. The result is that past the Brewster angle
the p-polarized field on the surface is weaker than the field in the incident beam
until it vanishes at grazing incidence.

From the standpoint of the electric currents (polarization currents in the
case of dielectrics) associated with the total field interacting with the surface,
we can also develop some physical guidelines: The electric currents are there
to support the tangential components of the fields. Because, off the normal,
p polarization tends to be mostly vertical, it carries with it a small surface
current whose vector direction is aligned with the plane of incidence. On the
other hand, s polarization, being all transverse to the plane of incidence, is also
wholly tangential to the surface and therefore carries with it a large surface
current perpendicular to the plane of incidence.

Therefore, particles above the surface get polarized strongly by the vertical
field of p-polarized waves, and generally their scattering cross section is greater
with p than with s polarization. However, a void on and under a surface is
involved in an entirely different mechanism. The mouth of the void, which
breaks the surface, interrupts the surface currents. The body of the void under
the surface interacts with the part of the incident wave that penetrates through the
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Figure 10 Absolute value of the Fresnel reflection coefficients as a function of angle
of incidence for a plane wave impinging on a half-space of (a) silicon dioxide, (b) silicon.
The solid line is for s polarization, the dashed line for p.
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surface. This means that for a large void, as the via in Figure 9, the interruption of
large s-polarized surface currents becomes a major contributor to the scattering.
This effect is exacerbated by the fact that in the example the incident beam
is beyond, but close, to the Brewster angle for SiO2. Thus the p-polarized
wave is highly penetrating, and it tends to cross any air-dielectric boundary
with very little scattering. The net result is that, even though s polarization
does not penetrate the surface as well as p, it actually scatters more strongly
from the large void than p polarization. The difference is of the order of a
factor of 10.

If, however, we had a small void, say a 65 nm cylindrical hole, in a high
index of refraction material, like silicon, and we illuminated it at the same 70
degree incidence (which is close to but not yet at the Brewster angle), we get
entirely different results. Figure 11 shows that most of the (weak) scattering is
nearly perpendicular to the surface and that p polarization is slightly stronger
than s.

In this case, since we are not yet at the Brewster angle and the mouth
of the void is small, the p-polarization scattering gets a slight edge over the
s polarization. It is interesting to note in comparing Figures 11a, a 50 nm deep
hole, and 11b, a 100 nm deep hole, that the scattering is nearly independent
of the depth of the hole. This is true for both polarizations for very different
reasons. For p polarization, the proximity to the Brewster angle again makes
the radiation very penetrating. Even after refraction at the surface, its angle of
incidence is close to the Brewster angle when measured relative to the vertical
sides of the hole. As a result, the p-polarized wave passes through the hole
almost unscattered. The s-polarized wave reflects so strongly at the surface that
it has almost no energy left to penetrate down to the base of the hole and scatter
from there.

The above examples serve to illustrate the wealth of insight a rigorous
and practical computational code like DDSURF can bring to the problem of
defect scattering in the presence of a surface. Many other applications are being
considered at present. For instance, taking into account the roughness of a real
wafer surface is not impossible. All that would need to be done for that case is
to place “bumps,” of the same material as the substrate and of the appropriate
size, randomly around the scattering scene we wish to study. It can be argued
from electromagnetic theory that a bumpy surface will tend to enhance sur-
face wave effects. Thus, in addition to the well-known surface spatial spectrum
noise around the specularly reflected beam [19], we expect to find enhanced
near-field coupling between particles on the surface. The Fresnel coefficient dis-
cussion above suggests that if the scattering from the roughness of the surface
needs to be avoided at all cost, we will end up illuminating our wafer with
the highly penetrating p polarization near the Brewster angle. Then the surface,
bumps included, becomes nearly transparent, and all that scatters is the particle
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Figure 11 Differential scattering cross section from a small cylindrical hole (65 nm
diameter) in silicon, illuminated at 70 degrees off normal: (a) for 50 nm depth; (b) for
100 nm depth.



104 Díaz et al.

under test. Configurations in which the surface has film layers also occur in
real applications and involve more complex Green functions, which can support
tightly bound surface waves. The capability to model these configurations is
being added to DDSURF.

In summary, in this section we have demonstrated the application of a
computational electromagnetics method to the simulation of the scattering from
practical defects on a realistic surface. Through numerical experimentation of
this type, a variety of strategies can be explored to obtain guidelines for the
design of the next generation of on-wafer inspection equipment. These guidelines
can range from the optimal angle and polarization of illumination for a particular
type of defect to a catalog of the salient scattering signatures of typical defects
of interest. These guidelines, then, provide the answer to our original question:
What is the minimum amount of information required to perform the functions
of detection, sizing, and classification of defects on wafer surfaces? The final
task left to do is to support the computational method with experimental results.
This is the subject of the next section.

V. ANGLE RESOLVED SCATTERING MEASUREMENTS

In order to obtain experimental confirmation of the numerical model, it is im-
perative to characterize the features under test as accurately as possible before
measuring their scattering cross section. A combination of optical microscope,
scanning electron microscope (SEM), and atomic force microscope (AFM) is
used for this purpose. The optical microscope is primarily used to view sample
areas and ensure that undesired particle contaminants are not present prior to
testing.

In conjunction with the Semiconductor Research Corporation (SRC), ASU
designed a special test wafer with a variety of “typical” silicon dioxide pattern
features, onto which “contaminant” PSL spheres were deposited. The Joel 840
SEM was used to verify the particle shapes and relative size. Figure 12a is an
example of one structure shape located on the ASU/SRC die. This micrograph
is for one of the lines with a defect near the feature. The SEM micrographs
allow verification of the sample, but do not provide the accurate data required
for modeling since sample charging leads to some ambiguity in exact feature
size, especially for smaller-sized particles and features. Figure 12b shows the
same feature measured with the AFM. From this image, the feature size was
determined to be 1 × 2 µm with a thickness of 0.28 µm. This thickness was
also verified on a Digital Instrument NanoScope E. These values were used as
input parameters for modeling.

Figure 13 shows the setup for the ASU scatterometer. The equipment
consists of a laser (HeNe or Argon Ion), polarizer (for selection of s or p polar-
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Figure 12 (a) SEM and AFM image of feature and contaminant PSL sphere on the
ASU/SRC die; (b) AFM image of feature alone.

ization), a beam splitter to provide a beam power reference, and focusing optics.
Spot sizes as small as 6.5 µm may be achieved, giving the ASU scatterometer
the capability to measure the differential scattering cross section from individual
contaminants and features. The sample is mounted to an xy translation stage
which allows movements as small as 1 µm.

The conventional approach with this setup is to position a single (PMT
or photodiode) detector in the far field and scan it over θ , ϕ, to measure the
differential scattering cross section. In this approach there is a trade-off among
1) maximizing the detector aperture (which increases gain but also sensitivity to

Figure 13 ASU scatterometer setup for measurement of differential scattering cross
section.
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ambient noise), 2) reducing the angular resolution by integrating many angles in
one measurement, and 3) the effect of these two parameters on scanning time.
An alternative to this conventional detector arrangement is one that combines
the gain advantage of integrating the signal over various angles, while preserv-
ing the scan speed and the angular resolution necessary to recognize scattering
signatures. This unique detector is known as a ring-wedge detector (Fig. 14).
Since the signature of scatterers is displayed in the θ , ϕ dependence of the
scattered light, the detector is divided into 64 sections of rings and wedges.
Of these, the 32 rings measure angle resolved scatter in the θ direction, while
the 32 wedges measure angle resolved scatter in the ϕ direction. The area of
the rings increases as a function of the radius. The wedge area is approxi-
mately the same for all wedges. The figure shows a sketch of the detector
and its typical mounting position. It is usually located 8.2 mm from the sam-
ple, thus providing a range of mean scattering angles from approximately 0.6
to 62.7 degrees off the specular beam. The center of the detector serves as a
beam dump for the strong reflected specular beam. Even so, the proximity of
the specular beam saturates the first nine rings, and they are not used during
measurements.

To compare experiment with theory, the scattered irradiance calculated
from DDSURF was integrated over the appropriate regions of space to simulate
the signature that the ring wedge detector would see. Figure 15 shows a compar-
ison of predicted vs. measured integrated differential scattering cross sections
as read by a ring wedge detector for an isolated 482 nm PSL sphere on a Si
surface. Figure 15a is for the ring region; Figure 15b is for the wedge region.
The numerical predictions correspond well with the experimental measurements.
The error bars on the experimental values are a 3σ distribution of the results
found by repeating the experiments five times.

Figure 14 Location (a) and front view (b) of ring-wedge photodetector.
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Figure 15 Comparison of calculated (line) and experimental (dots) differential scat-
tering cross section as measured by the ring-wedge detector for a 482 nm PSL sphere
on Si, with 632.8 nm illumination at 45-degree incidence: (a) rings; (b) wedges.
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Next we show the same comparison for the cases shown earlier in Figures 4
to 7. Ring data are presented first. Figures 16a, 17a, and 18a show the ring data
for the differential scattering cross section for the line feature, line pair feature,
and cornered feature, respectively, when no contaminant is present. Figures 16b,
17b, and 18b are the corresponding differential scattering cross sections when
a contaminating particle is introduced. Good agreement is found between the
experimental results and the numerical predictions.

The corresponding wedge data is presented in Figures 19 to 21. As with
the ring data, good agreement is found between the experimental results and
the numerical predictions by DDSURF. Most of the results here are very close
to, or lie within, the experimental error. Introduction of the particle contaminant
has a significant effect on the dCsca/d, variation in the wedge data in the form
of a “bump” in the signature, dependent on the position of the contaminant.

VI. BRIEF LIST OF INDUSTRY RESOURCES

This section is a brief and incomplete list of commercially available on-wafer
inspection equipment, circa 1999. Most manufacturers consider their particular
implementation of the principles discussed in this chapter to be proprietary
information. Therefore, few technical details can be gleaned from their product
literature. One notable exception is Candela Instruments, which gives a very
detailed description of their particular approach (see www.candela-inst.com).

The manufacturers we are most familiar with are:

• ADE. With reported capability to detect 60 nm particles on epitaxial
Si.

• Applied Materials. Supply both optical and SEM tools. Their images,
obtained by “fusing” the information from various detector types, high-
light defect characteristics that a single instrument could not detect.
They report the use of bright-field and dark-field techniques.

• Candela Instruments. Applied to magnetic disk inspection, uses both
p- and s-polarized light, collected at specular and scattered directions,
to detect film thickness, carbon wear, and particle contamination.

• Inspex. Imaging as well as scanning equipment. Their imaging systems
boast 20 nm resolution for defect classification. The scattering systems
use oblique dark-field illumination and image subtraction to detect
100 nm defects at 60 wafers per hour.

• KLA-Tencor. Utilize proprietary bright-field and double dark-field tech-
nology. The use of Nomarsky objectives in the bright-field optics pro-
vides an added phase discrimination capability.
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Figure 16 Calculated (line) and measured (dots) ring data for the configuration of
Figure 4a: (a) line feature only; (b) line feature with contaminant.
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Figure 17 Calculated (line) and measured (dots) ring data for the configuration of
Figure 4b: (a) line pair only; (b) line pair with contaminant.
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Figure 18 Calculated (line) and measured (dots) ring data for the configuration of
Figure 4c: (a) corner feature only; (b) corner feature with contaminant.
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Figure 19 Calculated (line) and measured (dots) wedge data for the configuration of
Figure 4a: (a) line feature only; (b) line feature with contaminant.
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Figure 20 Calculated (line) and measured (dots) wedge data for the configuration of
Figure 4b: (a) line pair only; (b) line pair with contaminant.
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Figure 21 Calculated (line) and measured (dots) wedge data for the configuration of
Figure 4c: (a) corner feature only; (b) corner feature with contaminant.
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VII. CONCLUSION

In this chapter we have reviewed the foundations of on-wafer particle detec-
tion technology. Applied as a quality assurance tool at various points along the
semiconductor wafer and device production cycle, this technology is a significant
contributor to the growth of the industry. The inspection problem it addresses
is in essence the same as the one addressed in every other chapter of this book.
In the drive toward contaminant-free manufacturing, contaminants must be de-
tected, sized, and identified, with reliability and speed. Only then can their source
be identified and reduced or eliminated. Because of the ever-shrinking size of
semiconductor devices (defect detection goals as low as 30 nm), this inspection
problem will always be pushing the resolution edge of the present inspection
tools. Economics will drive the inspection tool manufacturers toward improving
the sensitivity of those present systems until the laws of physics win out and
we are forced to switch to illumination sources capable of smaller wavelengths.

When the size of the objects to be detected falls below the resolution
limits of conventional optics, we are forced to resort to inspecting the scattered
light. It turns out that even in the presence of a large scattering background
(the wafer surface), there is enough information in the scattering signature of
objects to locate, size, and identify them. The task at hand is to determine the
most efficient way to use that information in order to attain realistic production
inspection goals in the 50 to 100 wafers per hour range. We have shown that
the scattering phenomena can be accurately modeled for defects of arbitrary
shape and compositions, on or under the surface of the wafer. The results of
this modeling tool (DDSURF) have been experimentally verified by differential
scattering cross-sectional measurements made with single particles on patterned
and unpatterned surfaces.
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I. INTRODUCTION

To keep pace with the increasing demands of high-technology industries, equip-
ment manufacturers must strive to improve product throughput and reduce con-
tamination. The emphasis on contamination-free manufacturing (CFM) contin-
ues within the manufacturing environment through the use of cleanrooms and
the practice of contamination-free procedures. In a typical production process,
analytical tools are required to monitor the process in order to optimize product
yields. The production yield enhancement cycle illustrated in Figure 1 involves
the interaction of analytical tools to inspect the quality of incoming material,
to monitor the production activity, and to qualify the outgoing material. These
analytical tools may be used in-line, on-line, or off-line for material inspections
to ensure CFM and for failure analyses to determine the original cause of the
contaminant that is causing a particular failure. It is important to understand,
through modeling and simulation, which parameters can improve product yield.
It is also important to systematically identify these parameters within the pro-
cess system and to control, and preferably reduce/eliminate, these parameters by
identifying their root cause. To verify that CFM is being maintained in a pro-
duction process these parameters must be monitored using a statistical process
control (SPC) sample.
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Figure 1 Typical product yield enhancement cycle in industry. Interaction between the
production process and analytical monitoring tools is key to optimizing the production
yield.

In this chapter we focus on common analytical techniques (acronyms for
measurement methods are listed in Table 1) used to characterize on-wafer mea-
surement of molecular contaminants. A molecular contaminant, as defined in
Chapter 1, is any contaminant not classified as a particle, such as a single
molecule, a small collection of molecules, or a film. Reducing molecular con-
tamination (and particles) that may occur inadvertently during the production
process is important because it can be detrimental to overall product perfor-
mance. The key is to know what concentrations of which species are tolerable
for a product or process.

Common contaminants can be considered as particles, native oxides, or-
ganic films, mobile ions, and elemental metals. The appropriate analytical tech-
niques to characterize them are summarized in Figure 2. Accurate characteri-
zation of molecular contaminants requires the correct measurement technique,
together with careful experimental design and data analysis to eliminate ran-
dom and systematic errors. When selecting the analytical technique for a spe-
cific application, it is important to recognize and differentiate the limitations
of the technique from the limitations of the instrument itself. Very often a cor-
rect analytical technique is used but inconclusive results are obtained because
of instrument limitations from an outdated detector/source or data reduction
system.
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Table 1 Acronyms of Measurement Methods

Acronym Measurement method

AES Auger Electron Spectroscopy
FE-AES Field Emission AES
AFM Atomic Force Microscopy
EDS Electron Dispersive X-Ray Spectrometry
ESCA Electron Spectroscopy for Chemical Analysis
FTIR Fourier Transform Infrared Spectroscopy
GCMS Gas Chromatography Mass Spectrometry
HIBS Heavy Ion Backscattering
IMS Ion Mobility Spectrometry
SEM Secondary Electron Microscopy
FE-SEM Field Emission SEM
SIMS Secondary Ion Mass Spectrometry
TEM Transmission Electron Microscopy
TOF-SIMS Time-of-Flight SIMS
TXRF Total Reflection X-Ray Fluorescence
VPD Vapor Phase Decomposition
XPS X-Ray Photoelectron Spectroscopy

The analytical needs for on-wafer measurements of molecular contami-
nants are shown in Table 2, the 1997 National Technology Roadmap for Semi-
conductors. The time scale is from 1997 to 2012 for technology generation from
250 to 50 nm. The requirement for particle analysis size decreases from 75 to
15 nm. FE-AES using a thermal field emitter can provide spatial resolution of
15 nm routinely during elemental analysis of particles. TOF-SIMS is limited
to 100 nm spatial resolution. The contamination limit for surface Al, Ti, and

Figure 2 Illustration of molecular contaminants on a silicon wafer and appropriate
analytical techniques to monitor them.
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Table 2 Metrology Technology Requirements from the 1997 National Technology Roadmap for Semiconductors

Year of first product shipment 1997 1999 2001 2003 2006 2009 2012
technology generation 250 nm 180 nm 150 nm 130 nm 100 nm 70 nm 50 nm

Particle analysis area 75 60 50 45 35 25 15
(on patterned wafers)
(nm)

Surface detection limits 5 × 109 2.5 × 109 2 × 109 1.5 × 109 1 × 109 5 × 108 ≤5 × 108

(Al, Ti, Zn)/Ni, Fe, Cu, Na, Ca) 5 × 108 4 × 108 3 × 108 2 × 108 1 × 108 ≤108 ≤108

(atoms/cm2)
Dopant concentration precision 5% 5% 4% 4% 3% 2% 2%

(integrated dose)
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Zn decreases from 5 × 109 atoms/cm2 to ≤5 × 108 atoms/cm2. In addition, the
contamination limit for surface Ni, Fe, Cu, Na, and Ca decreases from 5 × 108

atoms/cm2 to ≤108 atoms/cm2. SurfaceSIMS with a detection limit in the 108–
109 atoms/cm2 region is well positioned to provide this analytical need. Dopant
concentration (integrated dose) precision requirements of 5 to 2% can be rou-
tinely achieved by SIMS, AES, and XPS (sometimes called ESCA). SIMS is
the standard method for implant dose matching with a precision of ≤1%. The
accuracy of the dopant concentration depends on the reference material used for
quantification.

Section I provides an overview of many analytical techniques. In Sec-
tion II we discuss the main considerations for selecting an appropriate analyti-
cal technique. Sections III to VI review common surface analytical techniques
with good detection sensitivity to characterize molecular contaminants. SIMS
(Dynamic SIMS, SurfaceSIMS, and TOF-SIMS), TXRF, HIBS, and VPD are
reviewed. Sections VII and IX discuss analytical issues of surface metal and
surface organic contamination, respectively.

II. FUNDAMENTALS OF ANALYTICAL TECHNIQUES

A wide range of analytical techniques is used to characterize molecular contam-
inants. Many of the techniques involve a primary beam of electrons, photons, or
ions to probe the sample. The primary beam acts as an excitation source and in-
teracts with the material in some way. Figure 3 illustrates the general principles
of selected techniques. In some techniques, such as FTIR and TEM, changes

Figure 3 Schematic diagrams of the principles of common analytical techniques show-
ing the excitation source and detected species. AES and ESCA/XPS require ancillary ion
sputtering for depth profiling.
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induced in the beam (energy, intensity, and angular distribution) are monitored
after the interaction. The analytical information is then derived from the obser-
vation of these changes. In other techniques the information used for analysis
comes from electrons, photons, or ions that are ejected from the sample during
primary beam bombardment. In most cases several related quantum processes
are occurring more or less simultaneously and the analytical technique is focused
on one particular aspect. For example, XPS analyzes the photoelectrons that are
emitted from the sample after excitation by x-rays. In AES, the incident electron
ejects a K-shell electron, for example. In accordance with quantum theory an
electron of higher energy, such as an L-shell electron, fills the K-shell vacancy.
Energy loss by this L-shell electron during this process result in the ejection of
another L-shell electron that is called an Auger electron.

III. CHOOSING THE APPROPRIATE TECHNIQUE

The selection of an analytical technique for on-wafer measurement of molecular
contaminants depends on the specific application. We must first ask ourselves:

• What concentrations of which species are tolerable for a product or
process?

Only when we can answer this question can we begin the selection process.
Another consideration is:

• What is the cost of the analysis and what is the turnaround time?

In general, the cost of an analysis increases with lower detection sensitivity,
improved depth resolution, and improved spatial resolution (i.e., analysis of a
small area). This is because the analytical instruments that can provide these
specifications are generally more expensive. If you don’t need the best detection
sensitivity, for example, then don’t request it. To illustrate this point, Dynamic
SIMS is widely used in the semiconductor industry because of its excellent
detection sensitivity, in the parts-per-million/billion range. However, it is rarely
used in the hard drive industry because the contamination level requirements are
less restrictive. Other relevant questions are:

• Is the contamination elemental or organic?
• At what depth is the contamination?

To address detection sensitivities, Figure 4 shows selected analytical tech-
niques on a plot of detection ranges (in units of ppm or atom/cm3) vs. analytical
area. The families of microscopic techniques, such as AFM, SEM, and TEM,
are placed outside of this plot because they exhibit only one of these parameters.
These techniques have excellent spatial resolution but provide no information
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Figure 4 Plot showing the detection range and analytical area of selected techniques.
The ideal technique is one with the lowest detection sensitivity and the smallest analytical
area. An inhibitor is the physical limitation of insufficient atoms available to measure.

on the concentration of contaminant present on surfaces. The techniques shown
inside the plot provide information relating to detection sensitivity and spatial
resolution. The best/ideal technique is one that can provide information with
the lowest detection limit from the smallest analysis area. Unfortunately, there
is a physical limitation due to insufficient atoms available for detection. Sam-
pling depth is therefore an important parameter of detection range and analytical
area.

In the past few years, significant improvements have been made by instru-
ment manufacturers to improve specifications. For example, FE-AES can analyze
particles as small as 10 nm in diameter. This is a significant improvement to
0.2 µm analysis area with conventional AES in an imaging mode. Also, modern
micro-XPS instruments can operate with 10 µm lateral resolution compared to
600 µm to 2 mm by conventional XPS instruments. If the application need is
for small area analysis, there is no better technique than FE-AES. However, if
organic or chemical state information is required from a small area, techniques
such as XPS and TOF-SIMS are the primary choice, despite their limitation to
submicrometer area analysis. In general, there is no definitive analytical tech-
nique for all applications because more than one technique is often required
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to determine the original source of the contaminant. Each analytical technique
shown in Figure 4 plays a key role in characterizing molecular contaminants.

Surface sensitivity and depth of analysis must also be considered. Applica-
tions of AES and XPS, as surface sensitive techniques, are well known because
they have been established for well over 20 years. Their detection sensitivities
are typically in the order of parts-per-thousand or atom % range. However, to
evaluate the performance of contamination removal technology, this detection
sensitivity is often too poor to be useful. In this chapter, we focus our attention
on surface analytical techniques that provide detection sensitivities 2 orders of
magnitude or more better (i.e., lower) than AES and XPS. Figure 5 compares the
detection sensitivities of several surface analytical techniques. Detection limits
are shown in units of atoms/cm3 and, for comparison, in areal density units
of atoms/cm2. If the application is to monitor a 256 MB DRAM process line
for elemental metals below 1010 atoms/cm2, then analytical techniques such as
SurfaceSIMS, TXRF, and TOF-SIMS are required.

Figure 5 Detection limits of selected surface analytical techniques.
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Figure 6 Sampling depths of surface analysis techniques.

Figure 6 shows the analysis depth of AFM, TOF-SIMS, VPD-AAS, TXRF,
and SurfaceSIMS. The sampling depth of TXRF is typically 3–5 nm, while
SurfaceSIMS can depth profile to 20–50 nm. TXRF and SurfaceSIMS mea-
surements almost always agree to within a factor of 2 when carefully prepared
control samples are analyzed, and indicate that no overall relative calibration
errors exist between the techniques [1]. However, discrepancies can occur from
a number of physical causes that are related to their sampling depths. For exam-
ple, SurfaceSIMS analysis of an ion implanted silicon wafer can given higher
concentrations for tungsten than TXRF. This is because the tungsten has been
energetically driven into the wafer during the ion implantation process (i.e.,
coimplanted with the primary species of interest) beyond the sampling depth of
TXRF. The TXRF measurement provides only a partial sampling of the total
tungsten present at the near surface of the wafer.

IV. VAPOR PHASE DECOMPOSITION

Vapor phase decomposition (VPD) is a wet chemistry process used specifically to
collect molecular contaminants in native oxide films on silicon. Figure 7 shows
the steps involved in the process. In principle, the VPD process preconcentrates
the surface impurities on the wafer surface using a HF droplet. The first step
is to decompose the native oxide on the silicon wafer using HF (hydrofluoric
acid) vapor. This is typically carried out in a Lucite box. The decomposition
step leaves the surface in a highly chemophilic state. A HF droplet, typically
100 µl in volume, is then pipetted onto the surface and scanned in various
directions and patterns to gather the contaminants from the entire wafer surface.
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Figure 7 Sample preparation steps of vapor phase decomposition (VPD).

The chemophilic condition of the surface ensures the droplet adheres to the
wafer surface during the scanning process.

After VPD sample preparation, a trace element analytical technique is
required to analyze and quantify the contaminants in the droplet. Common an-
alytical techniques are AAS and ICPMS. Alternatively, the droplet may be left
to dry and the residue analyzed by TXRF. The droplet residue must be local-
ized in a well-defined area that is smaller than the TXRF detector aperture. An
improvement in TXRF detection sensitivity is observed that corresponds to the
ratio of wafer surface and TXRF detection areas. A serious drawback of VPD-
TXRF is the thickness of the residue, proportional to the concentration of the
collected impurities, because it can result in adsorption of the x-ray and lead
to inaccurate quantification. A description of VPD-TXRF is given by Neumann
and Eichinger [2].

Although VPD has many virtues, there are several caveats to the procedure.
Complete scanning of the droplet on the wafer surface is difficult to confirm.
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Automated scanning systems exist and typically consist of the systematic move-
ment of the scanning collection solution droplet across the entire wafer surface.
For manual scanning, the analyst must be skillful in order to achieve proper
collection and complete wafer surface coverage. With either scanning method
inherent problems exist. They include sample preparation precision, total surface
coverage, wafer-edge contamination, and actual sample loss. With the advent of
300 mm wafers, manual scanning of the wafer surface will become even more
difficult. There are now several commercially available scanners in the market-
place offering a variety of configurations ranging from semiautomated to fully
automated.

The collection efficiency is dependent on the solubility and electrochemical
potential of the metallic impurity in the solvent with respect to silicon (−0.86 V).
The recovery rates of selected elements are shown in Table 3. Careful recovery
experiments are required for accurate quantification. Iron is a common contam-
inant, a component of stainless steel, introduced during processing of VLSI or
ULSI devices. For the purpose of performing VPD, it has been generally as-
sumed that the surface Fe chemistry is an oxide when Fe is deposited from
a SCl cleaning solution. With this assumption, the most appropriate chemistry
to remove this surface Fe would be dilute HF. However, studies by Pirooz [3]
showed that the presence of boron, for example, in p+ wafers, probably results
in surface Fe forming Fe-B pairs which can affect the VPD recovery rate of
surface Fe. The results of the Pirooz study are shown in Table 4. The important
part of the results, for our discussion here, is the poor recovery of surface Fe by
the last HF step on the p+ wafer surface compared to the p− wafer surface, a
factor 8× difference. SurfaceSIMS would have obtained a more correct surface
Fe value with a detection limit superior to TXRF.

Table 3 Estimated Recovery of
Trace Metals from Bare Silicon
Wafers Analyzed by VPD-ICPMS

Element Recovery (%)

Al 98
Cr 98
Fe 110
Mo 87
Na 104
Ti 95
V 98
W 78
Zn 104
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Table 4 Surface Iron Concentration Levels Measured by TXRF Remaining on p−
and p+ Silicon Wafers After Cleaning Process Steps (in 1010 atoms/cm2) [3]

SC1 SC1 + H2SO4 + HNO3 SC1 + H2SO4 + HNO3 + HF

p− wafer 60 30 10
p+ wafer 180 320 80

Another difficulty associated with VPD is the possibility of inadvertently
adding contamination from the HF droplet itself. The VPD process requires a HF
droplet to be deposited onto the wafer surface; the droplet may be considered a
“contaminant” and must be of ultrahigh purity so as not to contribute impurities
to the wafer surface. Additional problems include the VPD collection, which
assumes that the surface contamination is distributed homogeneously on the
wafer. In reality this distribution can vary by 1 order of magnitude from the
edge to the center of the wafer. Particles, if present, are also indiscriminately
collected during the VPD process and will lead to incorrect results. Furthermore,
VPD is limited to applications for unpatterned wafers because it is difficult to
scan the droplet over a specific device region. This is consistent with the basic
principle of VPD in that it requires a large collection surface area to enhance
its detection sensitivity.

V. SECONDARY ION MASS SPECTROMETRY

A. Overview

The term SIMS encompasses two broad categories of analysis differentiated
primarily by the amount of the analyzed sample that is removed during the
analysis measurement:

1. Dynamic SIMS (high-current density sputtering: many atomic layers
of the sample are consumed)

2. Static SIMS (low-current density sputtering: less than a monolayer of
sample consumption)

Figure 8 introduces common terminology used to describe different aspects
of SIMS. The historical relationships that exist among the different general
categories of SIMS, types of SIMS instrumentation, and specific subsets of
SIMS analytical techniques are also shown.

B. Dynamics SIMS

Dynamic SIMS is commonly used for in-depth monitoring of molecular con-
taminants in very thin (≤100 Å) films. Applications of SIMS include mon-
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Figure 8 Secondary ion mass spectrometry family tree.

itoring Na, K, Li, Fe, Ni, Cr in SiO2 films, and elemental and atmospheric
contaminants in metal oxide and silicide thin films. Excellent general treatises
on SIMS are available [4,5]. SIMS is an ion-sputtering depth-profiling tech-
nique that erodes the sample surface, typically from depths of about 5 nm to
>100 µm, at rates of <1 nm/s to >40 nm/s. The two most common primary
ion-bombarding species used in Dynamic SIMS are O+

2 and Cs+. The selection
of the primary ion depends on whether the molecular contaminant to be analyzed
favors the formation of positive or negative secondary ions (electropositive, EP,
or electronegative, EN). Oxygen bombardment increases the yield of positive
ions (e.g., Groups I–III and transition metals), while cesium bombardment in-
creases the yield of negative ions (e.g., Groups IV–VII). In general, the selection
rule is that the ion yield of positive ions is governed by the ion potential (IP)
of the element, and the ion yield of negative ions is governed by the electron
affinity (EA).

The most common ion mass separation systems used in Dynamic SIMS
instruments are based on either double-focusing magnetic mass analyzers (Mag-
netic Sector SIMS) or quadrupole mass filter analyzers (Quadrupole SIMS). The
strength of a magnetic sector instrument lies with its adjustable mass resolving
power (M/�m as high as 8000), good detection sensitivity due to inherently
high transmission, and fast sputtering rate. Magnetic sector instruments can
distinguish most interferences that may result from combinations of molecular
contamination with a variety of matrix surfaces. For example, Magnetic SIMS
can easily resolve 56Fe from 28Si2; both species have the same nominal mass
of 56. High-mass resolution is crucial for achieving the best detection limit for
iron in silicon-type materials.
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With Quadrupole SIMS, mass separation is achieved with a quadrupole
mass filter, comprised of four cylindrical electrodes and associated RF circuitry.
Mass selection requires proper programming of the electrode DC potentials and
radio frequency potential. At predetermined potentials, an ion of desired mass
can pass through the system, while unwanted masses undergo an oscillating
trajectory of increasing amplitude perpendicular to the major axis. Unwanted
masses ultimately collide with one of the electrodes or the vacuum wall of
the spectrometer. The advantage of this spectrometer for molecular contaminant
characterization is the ease of independent control of the primary beam energy
and incident angle. This instrument feature allows very thin films (≤10 nm) to
be measured with minimal “knock-on” or broadening artifact from the SIMS
bombardment. The necessity to use the lowest primary beam energy (≤500
eV) for near-surface measurement has led to the application of ULE SIMSTM

(ultra-low-energy SIMS). In addition, the data point acquisition density with
time is higher with quadrupole instruments than magnetic sector instruments.
This is because of the fast peak switching times associated with the quadrupole
instrument design.

C. SurfaceSIMS

SurfaceSIMS has emerged in recent years as an important application of Dy-
namic SIMS for process monitoring of molecular contaminants. It is frequently
used to evaluate the performance of contamination removal technology such
as postchemical mechanical polishing (CMP) cleaning, and to certify equip-
ment. The strength of SurfaceSIMS lies in its excellent detection sensitivity,
typically 109 atoms/cm2, and depth-related information, to distinguish surface
and energetic molecular contaminants. Charles Evans & Associates (California)
developed the practical application of SurfaceSIMS, in an attempt to provide
reproducible and accurate quantification of Na, K, Al, and Fe on silicon wafer
surfaces. Continued development of new analytical procedures has led to mea-
surement of a wide range of surface impurity elements, with detection limits of
108 atoms/cm2 for specific elements [6].

SurfaceSIMS was developed to overcome the changing sputter ion yield,
associated with the transient region at the near surface, during the initial sput-
tering process. SurfaceSIMS measurements are made using an oxygen primary
ion beam on a magnetic sector mass spectrometer with the utilization of oxygen
flooding. In principle, with oxygen flooding, the silicon surface is saturated with
adsorbed oxygen and the secondary ions are emitted from a fully oxidized sur-
face. The ion yields are therefore independent of the depth to which the primary
oxygen ion is implanted into the sample during the initial sputtering process. As
a result, accurate quantification can be made from the sample surface, which is
not possible using conventional SIMS.
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The effectiveness of SurfaceSIMS to overcome the low-ion yields of the
surface transient region is illustrated in Figure 9. This figure shows depth profiles
of aluminum on silicon acquired by conventional SIMS and SurfaceSIMS. A
steady state of the surface composition with sample atoms is observed only by
SurfaceSIMS. This is indicated by the constant silicon signal. The results by
conventional SIMS show dramatic changes in ion yield of silicon to a depth of
about 15 nm. In this so-called “transient” region, where the ion yield is changing,
it is not possible to quantify the molecular contaminants that are present on the
sample surface.

Figure 9 A comparison of SurfaceSIMS and conventional SIMS depth profiles. Oxy-
gen flooding with SurfaceSIMS effectively eliminates the near surface transient yield
variations observed by conventional SIMS.
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Table 5 SurfaceSIMS Detection Limits of Selected Elements
on Silicon

Detection limit Detection limit
Element (1010 at/cm2) Element (1010 at/cm2)

Li 0.001 Ca 0.05
B 0.1 Cr 0.01
C 100 Fe 0.05
Na 0.01 Ni 1
Mg 0.1 Cu 1
Al 0.05 Mo 0.1
P 1 Ta 1
K 0.01 W 0.2

Table 5 shows the detection limits for selected elements on silicon. Surface-
SIMS complements TXRF by detecting the low-Z elements such as Li, Na, K,
and Al, and by providing valuable depth distribution of molecular contaminants.
In-depth profiling of molecular contaminants is necessary to identify contami-
nation that has been energetically or thermally driven into the substrate.

An ASTM spoke-wheel SIMS round robin study using silicon substrates
with different surface Na, K, and Al levels was completed in 1996 [7], following
the ASTM Test Method F 1617 [8]. Ten laboratories participated. SIMS results
are compared to VPD-AAS determinations in Table 6. The SIMS results are
mean values of the laboratories and it is interesting to note that they agree

Table 6 Summary of VPD-AAS and SIMS Results for
Round-Robin Samples (in 1010 atoms/cm2)

Sample Technique Al Na K

A VPD-AAS 3, 3 15, 10 8, 7
SIMS 3.5 11 7.8

B VPD-AAS 8, 7 29, 32 23, 22
SIMS 9.4 34 24

C VPD-AAS 25, 22 115, 121 92, 92
SIMS 29 112 82

E (blank) VPD-AAS ND, ND 4, 0.6 2, 0.1
SIMS 0.8 0.7 0.4

Note: Two measurements were made by VPD-AAS. SIMS results are an aver-
age of 7 measurements. ND = not detected.
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well with the VPD-AAS results. This agreement for carefully prepared control
samples is very encouraging since there are no NIST standard reference materials
for surface metal contamination. ASTM Consensus Reference Materials for Na,
Al, and K on silicon were used. The significance of this round robin study was
threefold:

• It is clearly possible to make acceptable Na, Al, and K quantitative
measurements on the surface of silicon wafers in conventional SIMS
laboratories (which are most often not cleanrooms) as long as the
laboratory follows the ASTM procedure.

• It is possible to make surface Al measurements down to the 1010–1011

atoms/cm2 range with both magnetic sector (high-mass resolution) and
quadrupole (low-mass resolution) SIMS instruments. This hold true as
long as the quadrupole instrument uses an energy filter in the secondary
ion mass detection scheme to remove the C2H3 and 11B16O. However,
to detect surface Al below 1010 atoms/cm2 range, a magnetic sector
mass spectrometer is required.

• Although the areal density values in atoms/cm2 are accurate by Sur-
faceSIMS, the actual depth profile acquired during SurfaceSIMS may
not be accurate. This is because cascade mixing, impurity diffusion,
and thermodynamically driven segregation affect the depth location of
the contamination in the near-surface region. For example, Cu atoms
segregate quickly to a SiO2/Si interface. So during depth profiling by
SurfaceSIMS, where an oxygen-rich altered layer is formed just be-
neath the analytical surface, Cu will segregate to beneath the sputter-
ing surface resulting in a “snow plow” effect of Cu. The depth profile
therefore shows a distribution of Cu extending for many nanometers
beyond where the Cu was originally present.

D. Time-of-Flight Secondary Ion Mass Spectrometry

Time-of-flight secondary ion mass spectrometry (TOF-SIMS) is the premier
technique of Static SIMS. When operating in the Static SIMS mode, very little
material (typically less than a monolayer) is removed from the sample surface
during the course of an analysis measurement. Applications of TOF-SIMS in
the semiconductor industry are currently less than for Dynamic SIMS, but are
expanding rapidly.

Traditional Static SIMS in the early 1960s used quadrupole mass filter
instruments. However, in the late 1980s, time-of-flight SIMS (TOF SIMS) was
introduced whereby mass separation is achieved by measuring the time of flight
from the sample surface to the detector. TOF-SIMS rapidly acquired the rep-
utation as the most sensitive Static SIMS instrumental configuration. Modern
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TOF-SIMS instruments have excellent sensitivity, high working mass range and
mass resolution, and imaging capability. TOF-SIMS applications include finger-
printing of organic contamination on surfaces, small particle characterization,
and survey analysis of surface metal contamination.

The basic concept of TOF-SIMS is relatively simple. A pulsed primary
ion beam bombards the sample surface, causing the emission of pulses of atomic
and molecular secondary ions and neutrals. The secondary ions are then elec-
trostatically accelerated into a field-free drift region with a nominal kinetic en-
ergy. Since lighter ions will have higher velocities than the heavier ones, they
will arrive at the detector at the end of the drift region earlier than the higher
masses. The mass separation is therefore obtained by measuring the flight time
from the sample surface to the detector [9]. Since different ion types arrive
sequentially at the detector, the operating conditions may be chosen such that
virtually all of the secondary ions produced by each primary ion pulse of a
given polarity are detected and recorded in the mass spectrum. Efficient col-

Figure 10 TOF-SIMS mass spectrum of 56 amu. The high-mass-resolution capability
of TOF-SIMS clearly resolves eight mass peaks.
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lection and detection of secondary ions, together with the short primary ion
pulses, minimizes the ion beam-induced damage of the sample and results
in a very surface sensitive technique for molecular contaminants (organic or
metallic).

TOF-SIMS has several advantages for the measurement of organic con-
tamination. It has very good sensitivity for low levels of contaminants and for
low volatility or thermally unstable contaminants that can be difficult to measure
by desorption techniques. The high-mass resolution capability of the mass spec-
trometer can provide unambiguous identification of chemical species. Figure 10
shows the mass spectrum of 56 amu (atomic mass unit). Eight mass peaks are
clearly resolved with 28Si2 and 56Fe as the two most prominent peaks. The rel-
ative integrated counts of Fe, when normalized to the integrated counts of Si2,
provide a representation of the relative Fe concentration on the wafer surface
[10]. It can be seen from Figure 11 that the normalized Fe surface concentration
determined by TOF-SIMS correlates rather well with the TXRF measurements
within the experimental efforts. Semiquantitative analysis of metal impurity con-
centrations on silicon wafers thus appears to be feasible under conditions where
the complete native oxide layer is analyzed.

TOF-SIMS can compare the levels of contamination from different regions
on the same wafer since the ions detected are coming from specific, identifiable

Figure 11 Linear relationship of Fe surface concentration determined by TXRF and
normalized Fe intensity (Fe/Si2) by TOF-SIMS. The approximate analysis depth for the
TOF-SIMS is 5 nm.
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regions of a wafer [11]. Figure 12 shows TOF-SIMS spectra of a wafer that has
been stored in a wafer box at 80◦C. Using a 200 mm stage, the whole wafer
was analyzed at the center and edge. The results indicate traces of polyethylene
glycol at the wafer edge from contact with a wafer box.

Quantification of organics is a more complicated issue, due to the very
large number of diverse organic materials that may be encountered in an indus-
trial setting. However, it has been shown that TOF-SIMS is inherently quanti-
tative if suitable steps are taken to control the variables involved, such as sub-
strate homogeneity, primary ion beam energy, and raster size. Recent work also
points to a way for indirect quantitative analysis of nonvolatile and semivolatile
residues by TOF-SIMS utilizing a SAW (surface acoustical wave) device [12].
The SAW acts as a microbalance and can quantify the amount of material that de-
posits on its surface. The device containing the organic contamination can then
be directly analyzed by TOF-SIMS to chemically characterize the residue on
the SAW.

Figure 12 Whole wafer analysis by TOF-SIMS of a wafer stored at 80◦C in a wafer
box. Wafer edge contamination is clearly observed from contact with the wafer box.
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Figure 13 TOF-SIMS analysis results of a wafer surface using a cold stage and without
using a cold stage.

The most important limitation of TOF-SIMS, other than limited quantifi-
cation at this time, is the effect of the UHV conditions of the instrument. The
standard UHV conditions of the TOF-SIMS analysis mean that more volatile
compounds present on wafers are often removed from the sample before it is
measured [13]. Figure 13 shows that by using a cold stage during the analysis
this problem can be mitigated.

VI. TOTAL REFLECTION X-RAY FLUORESCENCE

Total reflection x-ray fluorescence (TXRF) is a well-established surface anal-
ysis technique. It is a survey technique yielding results for multiple elements
in a single measurement with advantages of being an accurate, sensitive, and
nondestructive measurement. TXRF can detect medium- and high-Z elements
(sulfur to uranium) at very low concentration levels on silicon wafers. TXRF
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is sensitive to particulate, surface, or near-surface (≤5 nm) molecular contam-
inants, particularly transition metal contaminants. Routine detection limits on
silicon wafers with a Technos TREX 630T (300 mm wafer handling capabil-
ity), using a W rotating anode x-ray source, is approximately 1010 atoms/cm2

or better. TXRF has proved to be particularly effective in the determination of
molecular contaminants after cleaning processes. A comprehensive description
of this technique is given in ASTM document, F 1526-94 [14]. The strengths
and weaknesses of the TXRF technique are summarized in Table 7.

In the TXRF technique, a well-collimated x-ray beam impinges upon an
optically flat substrate at an angle less than the critical angle for total external
reflection. Typical operating angles, measured with respect to the surface, are
between 0.08 and 0.11 degree. The incident beam penetrates the silicon wafer
approximately 3–5 nm, causing the trace impurities present to fluoresce with a
characteristic energy. A Si(Li) detector obtains the spectra of these fluorescent
x-rays. The detection area is large relative to other techniques discussed here,
typically 10 mm, which improves sensitivity at some sacrifice of lateral resolu-
tion. The surface concentrations of the impurities may subsequently be quantified
using the appropriate calibration. Quantification for TXRF is straightforward, as
long as the distribution of contamination is known. The fluorescence signal from
impurity atoms depends on whether the impurity is present as a thin film on the
sample surface, a thick residue, embedded in the matrix, or a subsurface layer.
Particles ≥100 nm in diameter on the sample surface respond as a residue. In-
correct choice of the quantification factor can cause an error of up to 5× in
quantified data.

Precision of TXRF measurement varies with source power, beam intensity,
and areal density of the element measured. A properly adjusted TXRF instru-
ment can measure matrix elements with approximately 1% variation. For trace
elements near the detection limit, 1σ relative standard deviation is limited by
Poisson statistics and may be greater than 100%. To achieve long-term repro-
ducibility of results, a statistical process control (SPC) sample should be mea-
sured at frequent intervals to monitor instrument stability. One sigma variation of
15–20% for measurements made over a period of months to years is expected

Table 7 Advantages and Disadvantages of TXRF

Strengths Weaknesses

Survey analysis Cannot detect low-Z elements (e.g., Li, Na, K, Al)
Quantitative No depth distribution information
Nondestructive 10 mm lateral resolution
Full wafers Require polished surface

(200 mm and 300 mm)
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for a sample at the 1013 atoms/cm2 level, where Poisson statistics have little
effect. At this time, there are no worldwide standards for TXRF, and each labo-
ratory must find suitable reference materials [15]. Residues, microdroplets, spin
coating, or contaminated baths are commonly used to prepare reference wafers.
Calibration is usually by VPD-AAS, RBS, HIBS, and/or round-robin studies.
ISO Working Group TC209/WG2 has been created to determine appropriate
methods, procedures, and controls for TXRF measurements and calibration.

In 1989, Penka and Hub [16] reported how the detection limit for a par-
ticular x-ray series (e.g., Kα) typically increases with decreasing Z. For constant
instrumental parameters, the interference-free detection limits vary over 2 orders
of magnitude and are a function of the atomic number of the element. Table 8
shows the practical detection limits for TXRF. Often spurious peaks of Fe Kα

and Ni Kα appear in TXRF spectra [17]. The intensity of the spurious peak varies
with the changes in incident azimuth angle. The origin of this phenomenon is
impurity specific and exists along the path of the x-rays. This phenomenon can
influence the accuracy of trace level analysis of impurities. The incident azimuth
must be selected so as to be off the Bragg condition of the primary beam. Best
detection limits are achieved for measurement of transition metals on polished
silicon wafers. Lower detection limits can be achieved with synchrotron TXRF
but this is not commercially viable.

1. Synchrotron TXRF (SR-TXRF)

TXRF utilizing a synchrotron source has the potential to lower detection limits
for selected transition metals by 2 or 3 orders of magnitude. A detection limit

Table 8 TXRF Practical
Detection Limits
(in 1010 at/cm2)

S 20
Cl 10
Ca 10
Ti 3
Mn 0.4
Fe 0.4
Ni 0.4
Cu 0.3
Zn 0.5
Sn 8
As 3
Au 5
Br 4
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for Ni of 3×108 atoms/cm2 has been reported [18]. The synchrotron source has
a higher brightness than conventional sources, almost complete linear polariza-
tion, and produces an x-ray flux that is several orders of magnitude higher than
that of conventional sources used in TXRF. This results in improved signal-to-
background ratio. The tunability of the synchrotron source can be used to extend
the analytical range and maximize excitation for a given element. Excitation of
a given x-ray line or peak is possible only if the beam has a higher energy; ex-
citation is most efficient if the energy gap between exciting and excited x-rays
is small. It is possible to tune the primary beam to maximize the excited flu-
orescence signals. However, the consequences of the increased photon flux to
the sample are that major improvement in detectors will be necessary and that
our basic understanding of background-forming mechanisms needs to be in-
creased [19]. While SR-TXRF holds great promise for achieving lower de-
tection limits by improving signal-to-background ratio, the general unavail-
ability of synchrotron sources may be a bar to commercial viability of the
technique.

VII. HEAVY ION BACKSCATTERING SPECTROMETRY

Heavy ion backscattering spectrometry (HIBS) is an attractive technique be-
cause it is inherently quantitative and does not suffer from matrix effects [20].
In theory, HIBS should offer superior sensitivity for heavy elements compared
to TXRF and avoid the quantification challenges in SurfaceSIMS. In 1995 an
evaluation [21] was completed of the HIBS analytical capability at Sandia Na-
tional Laboratories, New Mexico. The HIBS experiments focused on answering
a series of questions. The conclusion drawn from the experimental results follow.

1. Detection Limit of HIBS

The practical HIBS detection limits are about 5 × 1010 atoms/cm2 for a single
transition metal, 2 × 1010 atoms/cm2 for Br, 1 × 1010 atoms/cm2 for Sn, and
3 × 109 atoms/cm2 for heavy elements such as Pb. It should be noted that there
are few wafers where it would be actually possible to reach these detection
limits because of the presence of interfering elements such as Br and As.

2. HIBS Mass Resolution for Multiple Elements

The HIBS mass resolution was far worse than expected, not being able to resolve
Cr, Fe, Ni, and Zn, unless the element is present at high concentration. Typically,
the concentrations of all transition metals are summed and listed under one
element such as Fe or Zn. Mass resolution is even worse for heavier elements,
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so if an unknown heavy element is detected it is always called Pb, but it could
be Au, W, Ta, Pt, etc.

3. HIBS as a Calibration Method for TXRF

Excellent agreement was obtained between the HIBS results and TXRF results
when the sample contained a single impurity. For example, for some samples
TXRF and HIBS agreed to within 2% for Cr at 8 × 1012 atoms/cm2. For Cr
at 3 × 1011 atoms/cm2, HIBS and TXRF differed by 20%, but it should be
noted that, at 3 × 1011 atoms/cm2 Cr, the HIBS spectrum is quite noisy and this
may be the source of the difference here. HIBS and TXRF differed by 35% for
Sn at 5 × 1011 atoms/cm2. Part of this difference may be due to the spectral
interferences in TXRF with Sn and K.

4. HIBS to Determine TXRF Accuracy and Sensitivity for Sn

HIBS detected Sn on several of the samples, but only one of them had sufficient
Sn to be detected by TXRF. For this wafer, HIBS was 36% higher than TXRF.
HIBS detected Sn at 8 × 1010 atoms/cm2 on a wafer that showed no Sn by
TXRF, so the stated detection limit of 9 × 1010 atoms/cm2 for TXRF appears
to be about right. HIBS also detected Sn at 2.5 × 1011 atoms/cm2 on a Fe-Spin
sample that is used as a reference material for SurfaceSIMS.

5. HIBS Utility for Wafer Backside Measurement

HIBS was performed on the backside of two wafers. On one wafer HIBS gave
much higher W concentrations than TXRF. It is not clear if this difference is due
to calibration problems (unlikely), or due to a TXRF or HIBS artifact associated
with the wafer roughness. Good agreement was obtained for Br on the backside
of the second wafer. Br was the only element that HIBS could detect that TXRF
also detected. This would tend to support a good calibration for TXRF-Mo, and
an artifact affecting the measurement of W on the first sample.

6. HIBS Capability for Measuring Near the Edge of a Wafer

HIBS was able to measure to within 2 mm of the edge of a 150 mm wafer with
no artifacts being observed. When the beam was centered on the edge of the
wafer (one-half of the beam being off the wafer), then transition metal signals
along with Sn and Pb were detected from the metal wafer holder. In the case
of a 200 mm wafer, the goniometer could only get to within 2 mm of the edge
and could go no further.
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7. Reproducibility of HIBS

The samples containing 3 × 1012 atoms/cm2 Cr, 3 × 1011 atoms/cm2 Br, and
1 × 1010 atoms/cm2 Sn were measured on 3 days of experiment. The 3σ RSDs
of 6, 58, and 43% were calculated for Cr, Br, and Sn, respectively. Raw counts
for Cr, Br, and Sn were approximately 4700, 630, and 90, respectively, and the
background beneath the Cr, Br, and Sn peaks were about 580, 170, and 110.
This indicates good day-to-day reproducibility for the measurement, at least over
a 3-day time frame.

In summary, HIBS works equally well on polished wafer surfaces, or on
rough backsides. Whole wafers up to 200 mm can be measured, as can wafer
pieces. The analysis area is a square 4×4 mm. Wafers can be analyzed to within
2 mm of the edge, with no adverse effect. Analysis of wafer backsides may be
one area where HIBS could have a unique use.

The Sandia HIBS system cannot seriously compete with TXRF for the
analysis of transition metals due to its lack of sensitivity and severe problems
with mass resolution. It could be useful for experiments involving specific heavy
elements such as Sn, W, and Pb, where the purpose of the experiment is focused
on that element, and another technique such as TXRF is used to look for other
elements. Even though HIBS is more sensitive than TXRF for heavy elements,
SurfaceSIMS can also measure these heavy elements with similar sensitivity and
far superior mass resolution. HIBS does not have a useful depth resolution to
distinguish a molecular contaminant in the top 3 mm regime from a contam-
inant, say 8 mm, deeper. The lack of mass resolution for HIBS means that it
cannot positively identify heavy elements that are detected, and there are often
interference between ubiquitous elements, such as Br and As, and the element
of interest, such as Sn. The conclusion is that HIBS (at Sandia) is not a vi-
able survey or problem-solving technique but is useful as a calibration tool for
generating standards.

VIII. ANALYTICAL ISSUES FOR SURFACE
METAL CONTAMINATION

In a production cycle, yield loss is mainly due to particles and metal contam-
ination. Reliability issues are still primarily affected by metal contamination.
Notorious impurity elements from chemicals and processing that can be dele-
terious to silicon devices are Fe, Ni, Cu, Ca, and Al. Consequences that may
arise from molecular contamination are:

• Surface metals introduced during ion implantation affect the electrical
properties of the ultrashallow source drain and results in a shift in
junction depth.
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• Transition metal residues remaining on the surface of a wafer after
chemical cleaning result in grown-in defects and affect the GOI (gate
oxide integrity). Usually there is a correlation between surface metal
concentration and OISF (oxidation-induced stacking faults).

• Elemental metal contamination degrades device performance. For ex-
ample, excess reverse-bias currents in pn junctions and storage-time
degradation in MOS circuits can be caused by electrically active stack-
ing faults.

• Metals segregation into the gate oxide during growth degrades break-
down voltage of the junction, resulting in a large current flow from the
drain to the substrate.

The 1997 NTRS analytical requirements for critical contaminants are
≤5 × 109 atoms/cm2 (refer to Table 2). These concentration levels are typi-
cally 1 order of magnitude below the contamination limit requirements. Table 9
shows the critical surface metal densities for starting materials and surface prepa-
ration with technology generation. VPD-AAS is commonly used today for Fe,
but many practitioners do not claim a 2.5 × 109 atoms/cm2 detection capabil-
ity. There is interference for VPD-ICPMS from ArN, ArO, and ArOH resulting
in a detection limit of 3 × 1010 atoms/cm2 with a 200 mm wafer. In practice,
TXRF can detect 4 × 109 atoms/cm2. TOF-SIMS can theoretically detect Fe
below 2.5×109 atoms/cm2 but calibration procedures have not been adequately
developed. Today, SurfaceSIMS can be used for Fe down to 8×108 atoms/cm2.

SurfaceSIMS and VPD-ICPMS (200 mm wafer) can detect Ni at 5 × 109

atoms/cm2. TOF-SIMS quantification is still an open issue. The detection of Cu
at 5 × 109 atoms/cm2 is questionable for VPD-ICPMS. Presently, VPD-ICPMS
can detect 1 × 1010 atoms/cm2 with a 20 mm wafer, SurfaceSIMS can detect
5 × 109 atoms/cm2, and TXRF can detect 3 × 109 atoms/cm2 with the new
generation detector. Subsequently, there is a technology gap for detecting Cu
at 2 × 109 atoms/cm2 and lower. Calcium is important because of its effect
on gate oxide reliability. However, a Cl-containing oxidation removes the Ca
and its negative effects on the gate oxide. VPD-ICPMS can detect Ca at the
5 × 109 atoms/cm2 level. Consistent measurements at 1 × 109 atoms/cm2 are
very difficult. SurfaceSIMS can detect Ca at 5 × 108 atoms/cm2.

Detection of surface Al down to about 4×109 atoms/cm2 can be achieved
by VPD-ICPMS, 150 mm wafer with a collection sample volume of 0.5 mL,
operating in a single-element mode. SurfaceSIMS can detect 5×108 atoms/cm2.
The VPD approach provides one average number (this can be a disadvantage)
for the entire wafer and may include dissolved particulates. The SurfaceSIMS
has the advantage of providing lateral distribution information, avoiding the
contribution from particles, and is independent of the impurity chemistry, unlike
the VPD technologies.
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Table 9 Surface Metal Densities for Starting Materials and Surface Preparation from the 1997 National Technology Roadmap
for Semiconductors∗

Year of first product shipment 1997 1999 2001 2003 2006 2009 2012
technology generation 250 nm 180 nm 150 nm 130 nm 100 nm 70 nm 50 nm

Critical surface metals ≤2.5 × 1010 ≤1.3 × 1010 ≤1 × 1010 ≤7.5 × 109 ≤5 × 109 ≤2.5 × 109 ≤2.5 × 109

Starting materials (atoms/cm2)
Analytical tools 1, 2, 3 1, 2, 3 1, 2, 3 1, 2, 3 1, 2, 3 2 2

Critical surface metals ≤5 × 109 ≤4 × 109 ≤3 × 109 ≤2 × 109 ≤1 × 109 ≤109 ≤109

Surface preparation (atoms/cm2)
Analytical tools 1, 2, 3 1, 2 1, 2 1, 2 2 2 2

Other surface metals (atoms/cm2) ≤1011 ≤1011 ≤1011 ≤1011 ≤1011 ≤1011 ≤1011

Analytical tools 1, 2, 3 1, 2, 3 1, 2, 3 1, 2, 3 1, 2, 3 1, 2, 3 1, 2, 3

∗Table also shows analytical tools capable of measuring metals to required detection levels.
Critical surface metals: Fe, Ca, Co, Cu, Cr, K, Na, and Ni.
Other surface metals: Al, Ti, V, and Zn.
Analytical tools: 1 = TXRF, 2 = SurfaceSIMS, 3 = VPD-ICPMS.
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IX. ANALYTICAL ISSUES FOR ORGANIC
CONTAMINATION

Organic contamination has not in the past been treated with the same scrutiny as
metal contamination. The effect of organic contamination on device processing
remains ambiguous, although some examples and recent studies of the effects
are as follows:

• Significant amounts (1015 atoms/cm2) of hydrocarbon can cause seri-
ous degradation of MOS (metal-oxide-semiconductor) devices grown
on hydrogen passivated, HF cleaned <100 > Si [22].

• Gate oxides exposed to the cleanroom ambient perform poorer than ox-
ides without such exposure [23]. This was a startling observation since
cleanrooms were supposed to be clean. Cleanrooms have been designed
to remove particulate contamination, with less thought given to the out-
gassing properties of the materials used to construct the rooms. Wall
materials, window materials, floor and ceiling materials, and air filters
all have organic components. Even delivery systems for liquids and
gases, bottles, cleanroom garments, and especially the plastic boxes
used to hold wafers are all potential sources of volatile contaminants.

• Degradation of gate oxide integrity [24] has been detected by electri-
cal measurements when wafers were intentionally contaminated with
the antioxidant butylated hydroxytoluene (BHT) in the presence of a
nitrogen atmosphere.

• Room temperature oxide growth rate of HF-etched (hydrophobic) Si
wafers is retarded by the presence of surface organics [25].

• Unbonded areas or bubbles at the interface have been observed during
Si wafer bonding [26]. The cause was attributed to hydrocarbon con-
tamination originating in storage in plastic boxes and from exposure
to controlled amounts or organic vapors.

Published studies to date suggest the form of the organic is not as im-
portant as the total carbon atoms/cm2. The analytical needs to detect carbon at
1013 atoms/cm2 can be met today using, for example, XPS well below the NTRS
target concentration of 1014 atoms/cm2. In selecting the analytical technique for
organic contamination measurement, it is important to note the differences be-
tween the outgassing products and what is ultimately deposited on wafers. At
the same time, identifying a contaminant as simply containing certain elements
is not sufficient, because specific compounds or classes of compounds will ad-
here to surfaces preferentially and will produce different effects depending on
subsequent processing. In addition, more specific information can be valuable
for tracing contaminants to their sources in order to reduce or eliminate them.
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There are a number of analytical techniques available ranging from tradi-
tional wet chemical analysis to advanced surface analysis. The most commonly
used techniques to evaluate organic contamination on semiconductor surfaces are

• GS-MS
• IMS
• TOF-SIMS
• XPS
• FTIR

These techniques can be classified into two groups. The first, covering
GC-MS and IMS, includes methods that detect contaminants after desorption
from a surface. These techniques take advantage of the volatility of the organic
by measuring the material outgassing from a surface under controlled conditions.
The desorption is typically induced thermally. IMS has the advantage of very
high sensitivity that makes it possible to detect the small amounts of material that
can affect device performance. A practical advantage of GC-MS is its presence
in many laboratories.

In the second group, which includes TOF-SIMS, XPS, and FTIR, the
surface of the material is analyzed directly. The advantage of this approach is a
higher sensitivity to less volatile polar or high molecular weight contaminants.
This can also be important when reactions occur on a surface, for example,
when salts form from volatile organic amines and anions such as sulfates. A
disadvantage of direct analysis is that there is no separation step, so spectra
obtained from the wafer contain data from all of the compounds detected.

X. CONCLUSION

In this chapter we reviewed the capabilities of several analytical techniques to
characterize molecular contaminants. The techniques were surface sensitive with
extremely low detection capability. We discussed the important parameters that
need to be taken into consideration when making a decision on which technique
to use. Individual analytical techniques were described to provide a better un-
derstanding of the technique, before entering into a more in-depth discussion
of analytical issues relating to metal and organic contamination measurements.
Beyond these factors, availability and cost are also important to consider when
selecting a technique for a particular application.

In general, no single analytical technique can provide the answer to a con-
tamination problem. Each situation will dictate the choice of technique that is
most appropriate. For the analysis of metal contamination, the analytical tech-
niques are well established and entrenched in product yield improvement pro-
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grams. In the analysis of organic contamination, the choice can be complicated
because the effects of different contaminants are only beginning to be under-
stood.
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Transport and Deposition of
Aerosol Particles

Anthony S. Geller and Daniel J. Rader
Sandia National Laboratories, Albuquerque, New Mexico

This chapter reviews the theoretical models available to describe particle trans-
port in typical semiconductor processing environments. Recent or classic refer-
ences have been provided wherever possible for additional background. In all
of the discussion that follows, particle concentrations are assumed to be low
enough so that the influence of the particle on fluid transport can be neglected;
particle-particle interactions are also neglected. Under this assumption, the fluid
and thermal fields are calculated first (in the absence of particles), and then used
as input for subsequent particle transport calculations. The theoretical underpin-
nings for both the Lagrangian approach (where individual particle trajectories
are calculated) and the Eulerian approach (where the particle concentration field
is modeled as a continuum) are presented. The strength of the Lagrangian formu-
lation is in predicting particle transport resulting from external forces including
particle inertia; but the current implementation cannot describe the chaotic effect
of particle Brownian motion (i.e., particle diffusion) on particle transport. On
the other hand, the Eulerian formulation can describe particle transport resulting
from applied forces and particle diffusion, but the current implementation cannot
account for particle inertia.

This chapter begins with a discussion of noncontinuum effects which play
a key role in the transport of small particles at low pressure. Next follows a de-
scription of the Lagrangian particle transport equation, which basically describes
how a particle responds when external forces are applied to it. Brief summaries
of some of these forces (which are likely to be important inside a semiconduc-
tor process tool) are also included. The concept of particle relaxation time is
then introduced, which leads to a discussion of particle deposition velocity. The
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chapter includes a description of the Eulerian particle transport equations, for
predicting diffusion contributions to particle deposition and concludes with a
detailed analysis of particle transport in a parallel plate reactor as an illustration
of the utility of these models.

I. NONCONTINUUM CONSIDERATIONS

In the following discussion, frequent mention will be made of the continuum and
free molecular regimes. These terms are used here to distinguish between the two
limiting cases characterizing the nature of the particle/gas interaction.1 In the
continuum limit (large particles or high gas pressures), the gas surrounding the
particle appears as a continuous fluid and traditional continuum fluid dynamics
apply—such as the Navier-Stokes equations for fluid motion. In the free molec-
ular limit (small particles or low gas pressures), however, the discrete nature of
the gas becomes important and individual molecule/particle collisions must be
considered. Discrimination between these two regimes is made by comparing
the particle diameter to the gas mean free path (which is defined as the aver-
age distance a molecule travels between collisions with other gas molecules); a
dimensionless parameter known as the Knudsen number is commonly used for
these comparisons:

Kn = 2λ

dp
(1)

where

λ = gas mean free path (cm) = µ/(φρc)

dp = particle diameter (cm)
µ = gas viscosity (g cm−1 s−1)
ρ = gas density (g/cm3) = PM/RT (for ideal gas)
c = mean thermal velocity of the gas molecules (cm/s) = (8RT/πM)1/2

R = universal gas constant (8.31451 · 107 g cm2 s2 K−1 mol−1)
M = gas molecular weight (g/mol)
P = gas pressure (dyne/cm2 or g cm−1 s−2) (1 atm = 760 torr = 1.01325

· 106 dyne/cm2)
T = gas temperature (K)

1The flowfield entraining the particle can also be either molecular or continuum in nature. In this
case, discrimination between the two flow regimes is made by comparing some characteristic
length associated with the reactor geometry to the gas mean free path. For example, a Knudsen
number for the flowfield could be defined by replacing the particle diameter in Eq. (1) with a
characteristic reactor length scale. For small particles, it is frequently the case that the flow regime
can be considered continuum while the fluid-particle interaction is characterized as free-molecular.
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Also, φ is a dimensionless parameter that depends on the kinetic-theory model
used to define the gas mean free path: in this work the value φ = 0.491 has been
adopted [1]. At atmospheric pressures, the mean free path is typically less than
0.1 µm. Gas mean free path is inversely proportional to pressure at constant
temperature; for example, the mean free path in air is 0.674 µm at 76 torr,
6.74 µm at 7.6 torr, and 67.4 µm at 760 mtorr at 296 K. Thus, for low-pressure
applications, the Knudsen number for submicron particles can be large.

A large Knudsen number (say, >10) corresponds to the free-molecular
regime, while a small Knudsen number (say, <0.1) corresponds to the continuum
regime. Typically, verified theoretical expressions are available in the literature
for the forces acting on particles in both the continuum and free-molecular
limits. Unfortunately, theoretical force expressions are difficult to formulate in
the transition regime that lies between the continuum and free-molcular regimes
(particle size of the order of the mean free path, Kn = 1). Instead, interpolating
or correlating functions are used which go to both the continuum and free-
molecular expressions in the limit and match experimental data (if available) in
between.

II. LAGRANGIAN PARTICLE EQUATION OF MOTION

In the Lagrangian approach to particle transport, particle Brownian motion is
neglected and individual particle trajectories (position and velocity as a func-
tion of time) are determined by integrating the following system of ordinary
differential vector equations:

dxp
dt

= Vp (2)

mp

dVp

dt
= FD + FG + FT + FE +

∑
Fi (3)

where xp is the particle position vector, Vp is the particle velocity vector, mp is
the particle mass, and FD , FG, FT , FE , and Fi are the fluid-drag, gravitational,
thermophoretic, electric, and any additional forces (diffusiophoresis, wall drag,
etc.) acting on the particle. The forces explicitly listed in Eq. (3) are those
of greatest interest in analyzing parallel-plate tools (Sec. VI); additional forces
can be added linearly as needed. A review of these forces follows. A brief
review of the forces used in this report follows (for greater detail see Refs. 2–4).
Because of the low pressures (typically less than 100 torr) and small particle sizes
(diameters typically less than 1 µm) of interest in semiconductor processing,
particles are usually sufficiently smaller than the gas mean free path, λ, so that the
free-molecular limit of the various force expressions apply. The free-molecule
assumption is well justified for particle Knudsen numbers (Kn = 2λ/dp) larger
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than 10, and is acceptable (accurate within about 20%) for Knudsen numbers
as small as 2. For Knudsen numbers less than 2, force expressions that extend
into the transition or continuum regime should be used.

A. Fluid-Particle Drag Force

A particle moving at a velocity different from the surrounding gas will expe-
rience a gas resistance or fluid-drag force. A great deal of research has been
devoted to describing fluid drag; only a brief review of this body of literature is
reported here. For a rigid sphere of diameter dp moving at constant velocity Vp

through a fluid with local velocity U and viscosity µ, the drag force is given by
(e.g., see Friedlander [5, p. 105])

FD = −3πµdp
C(Kn)

(Vp − U) · CD(Rep)
Rep
24

(4)

where CD(Rep) · Rep/24 is a non-Stokesian correction for fluid inertial effects
and C(Kn) is a slip correction factor for noncontinuum effects. A fairly simple
correlating equation for the non-Stokesian correction has been suggested by
Turton and Levenspiel [6]:

CD(Rep)
Rep
24

= 1 + 0.173Re0.657
p + 0.01721 · Rep

1 + 16,300 · Re−1.09
p

(5)

where the particle Reynolds number is given as

Rep = ρdp|Vp − U|
µ

(6)

and

|Vp − U| = [(up − u)2 + (vp − v)2 + (wp − w)2]1/2 (7)

and u, v, and w are the x, y, and z components of velocity for the fluid
(no subscript) and the particle (subscript p). This correlation applies for par-
ticle Reynolds number up to about 200,000. Note that only moderate particle
Reynolds numbers (say 10 at most) are expected for most semiconductor pro-
cess applications, so that the far right terms in Eq. (5) are small compared to
unity. In fact, for submicron particles in typical processing environments, the
slip-corrected Stokes drag law [Eq. 4] with CD(Rep)· Rep/24 = 1 can generally
be used with negligible error.

It has already been explained that, for small particles or at low gas pres-
sures (large value of Kn) the continuum approximation eventually breaks down
and the molecular nature of the gas must be considered. Cunningham [7] was the
first to propose that a correction factor (called the Cunningham or slip correction



Transport and Deposition of Aerosol Particles 153

factor), C(Kn), be included in Eq. (4) to account for noncontinuum effects. The
functional form first suggested by Knudsen and Weber [8] is in common use:

C(Kn) = 1 + Kn
[
α + β · exp

(
− γ

Kn

)]
(8)

where α, β, and γ are parameters that depend on the nature of the gas-particle
interaction at the particle surface, and so are affected by both gas composition
and particle surface roughness. For example, Ishida [9] used a Millikan apparatus
to determine the coefficient α for oil-drops in nine common gases. His results
were recently reevaluated by Rader [10] using modern, more accurate values for
the electric charge and gas properties; the corrected values for α are given in
Table 1.

Based on theoretical considerations [11] and experimental data [12], Rader
[10] recommends that the expression α + β = 1.647 can be used to accurately
calculate β for most gas and particle-surface combinations; β values calculated
by this formula using Ishida’s measured values for α are given in Table 1. The
choice of the third constant, γ , is more difficult as there are no theoretical
techniques for estimating it, and as complete data for empirically determining it
are limited. Rader [10] fit the available data for air, carbon dioxide, and helium
and found γ values of 0.78, 0.92, and 2.0, respectively. For other gases, Rader
[10] suggests γ = 0.85. Note that the correlation for the slip correction factor
given by Eq. (8) is not very sensitive to the value of γ used. In fact, only small
errors typically result if the slip factor is calculated using the fitted constants for
oil-droplets in air (α = 1.207, β = 0.440, and γ = 0.78) for different gases or

Table 1 Gas Properties. Density, Viscosity, Molecular Weight, Mean Free Path, and
Slip Correction Constants (for oil drops) for Nine Common Gases at T0 = 296.15 K
and P0 = 760 torr

µ0 M ρ0 λ0 α β γ

Gases (poise) (g/mol) (g/cm3) (µm) (–) (–) (–)

Air 183.47(-6) 28.966 1.192(-3) 0.0674 1.207 0.440 0.78
Ar 224.80(-6) 39.948 1.645(-3) 0.0703 1.227 0.420 —
He 197.11(-6) 4.003 0.165(-3) 0.1943 1.277 0.370 2.00
H2 88.61(-6) 2.016 0.826(-3) 0.1240 1.141 0.506 —
CH4 110.75(-6) 16.043 0.661(-3) 0.0545 1.154 0.493 —
C2H6 93.37(-6) 30.069 1.251(-3) 0.0333 1.254 0.393 —
i-C4H10 75.06(-6) 58.123 2.406(-3) 0.0193 1.186 0.461 —
N2O 147.88(-6) 44.013 1.818(-3) 0.0493 1.207 0.440 —
CO2 148.12(-6) 44.010 1.823(-3) 0.0438 1.150 0.497 0.92

Source: Ref. 10.
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for particles of different surface roughness. A plot of the C(Kn) against Kn is
given in Fig. 1 using these constants. Note that C(Kn) approaches unity in the
continuum limit, and approaches (α + β)Kn in the free molecule limit.

Fluid-Drag Force: Assumptions and Practical Considerations. All of the
above formulas assume solid, homogeneous, spherical particles, while real parti-
cles may be far from spherical in shape (flakes, rods, deformed droplets, etc.) and
may be porous or inhomogeneous in composition. These variations from ideality
can result in particle rotation, modifications to the drag law, etc. Two methods
are commonly used to account for nonsphericity: the use of an equivalent di-
ameter or the correction of the drag law with a dynamic shape factor. Hinds
[2] and Fuchs [13] provide discussion of both of these approaches. Techniques
are becoming available for more accurately modeling the transport of certain
classes of nonspherical particles (including flakes, rods, chains of spheres, etc.),
but these greatly increase the complexity of the problem.

In adopting Eq. (4), resistance terms resulting from fluid inertia (e.g.,
the virtual mass and Basset history integral terms) have been neglected, which
has been shown [13,14] to be a reasonable approximation for aerosol particles
(where the particle density is much larger than the fluid density) at particle
Reynolds numbers not exceeding a few hundred. The uncertainty in Eq. (4)
becomes greater at higher Reynolds numbers, but high Reynolds numbers are
not expected in semiconductor applications.

Figure 1 Slip correction factor. Dependence of the slip correction factor on particle
Knudsen number (solid line). The free molecule limit for the slip correction factor is also
shown (dotted line).
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Equation (4) strictly applies to the uniform (nonaccelerating), straight-line
motion of a sphere in a quiescent fluid. Often, however, the drag on an accel-
erating particle in a nonuniform flow field is needed. Fuchs [13, Chap. 3] and
Clift et al. [14, Chap. 11] review the issues related to the nonuniform recti-
linear motion of aerosol particles. Although it will introduce some inaccuracy,
the instantaneous drag acting on an accelerating particle can be estimated with
the above constant-velocity drag expression with the fluid and particle velocities
taken as their local, instantaneous velocities.

Strictly speaking, the combination of the slip C(Kn) and non-Stokesian
[CD(Rep) · Rep/24] corrections in Eq. (4) as a product is on flimsy grounds.
Henderson [15], for example, presents a correlation that adds the corrections.2

Unfortunately, there is little or no data available for Re ∼ 1 where slip is appre-
ciable, so the proper formulation can’t be decided. For typical semiconductor
process environments, however, particle Reynolds numbers are likely to be low
so that the non-Stokesian correction is near 1 and Eq. (4) is likely to be quite
satisfactory.3 Thus, in the rest of this work, the slip-corrected Stokes drag law
[Eq. (4) with CD(Rep) · Rep/24 = 1] will be used.

Continuum Regime Limit. In the continuum limit (large particles and/or
near-atmospheric process pressures) and assuming non-Stokesian effects can be
neglected, Eq. (4) for the gas resistance reduces to Stokes law (e.g., see Hinds
[2], p. 41):

FD,continuum = −3πµdp(Vp − U) (9)

The continuum regime drag force is seen to be directly proportional to particle
size and to the velocity difference between the particle and the gas; it is indepen-
dent of process pressure (the dependence of fluid viscosity on pressure is very
weak) and depends on temperature only through the temperature dependance of
viscosity.

Free Molecular Regime Limit. In the free-molecular limit (small parti-
cles and/or low process pressures) and assuming non-Stokesian effects can be
neglected, Eq. (4) for the gas resistance reduces to the following free-molecular
result (similar to that originally derived by Epstein [16]) in the limit of large
Kn:

FD,molecular = − 3πφ

2(α + β)
ρcd2

p(Vp − U) (10)

2C is removed from Eq. (4) and the expression 1/C replaces “1” as the first term on the right-hand
side of Eq. (5).

3In practice, non-Stokesian effects can be neglected when the particle Reynolds number is less than
about 0.3.
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As in the continuum limit, free-molecular drag force is directly proportional
to the gas-particle velocity difference. Unlike the continuum result, however,
free-molecular drag shows a much stronger (squared) dependence on particle
diameter. Another difference is that free-molecular drag is directly proportional
to process pressure (through the fluid density term). Temperature dependencies
arise implicitly through the fluid density and the mean gas velocity.

B. Gravitational Force

The gravitational force acting on a spherical particle is given by Hinds [2, p. 42]:

FG = π

6
d3
p(ρp − ρ)g (11)

where ρp and ρ are the particle and gas density, respectively, and g is the
gravitational acceleration vector. The gas density is typically much smaller than
the particle density, and can be neglected in Eq. (11). The gravitational force is
independent of the gas mean free path.

C. Thermophoretic Force

Because of the thermophoretic force, particles suspended in a gas with a tem-
perature gradient will migrate in the direction opposite to the gradient, i.e.,
away from hot regions and toward cold regions. This phenomena results in the
preferential deposition of particles on a cold wall, and explains the appearance
of a particle free zone near a hot wall. A formulation for the thermophoretic
force on a spherical particle was developed by Talbot et al. [17] in a review of
thermophoresis:

FT = −3πµdpνKT · ∇T
T

(12)

where

KT = 2Cs[kg/kp + Ct · Kn]
[1 + 3Cm · Kn][1 + 2 · kg/kp + 2Ct · Kn] (13)

and where ∇T is the temperature gradient in the gas, T is the mean gas tem-
perature about the particle, ν = µ/ρ, kg and kp are the gas and particle ther-
mal conductivities,4 and Ct , Cs , Cm are the thermal creep coefficient, tempera-
ture jump coefficient, and velocity jump coefficient, respectively (Cs = 1.147,
Ct = 2.20, and Cm = 1.146 are recommended by Batchelor and Shen [19]). Tal-
bot et al. [17] compared their correlation with other experimenters’ data over a

4For polyatomic gases, Talbot et al. [17] recommend the use of the “translational” thermal conduc-
tivity, which is given by simple kinetic theory as kg = 15

4 µR/M .
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wide range of Knudsen numbers, and found it agrees with available experimental
data to within 20%.

Continuum Regime Limit. In the continuum limit of small Kn the ther-
mophoretic force approaches:

FT ,continuum = −6πµ2dp · Cskg

kp + 2kg
· ∇T
ρT

(14)

which depends on temperature, pressure, gas and particle thermal conductivities,
and is proportional to particle diameter.

Free Molecule Regime Limit. In this limit Eq. (12) approaches the limit
first derived by Waldmann and Schmitt [19]:

FT ,molecular = −π

2
φµcd2

p · ∇T
T

(15)

Note that in this limit the thermophoretic force is proportional to diameter
squared and is independent of the particle thermal conductivity.5

D. Electrostatic Force

A charged particle suspended in a region with an electric field E will experience
a force (Hinds [2, p. 286]):

FE = npeE = qE (16)

where np is the number of elementary charge units e (4.803 × 10−10 esu in
cgs) on the particle giving a total charge q. This equation is deceptively simple,
in that the determination of either the charge on the particle or the surrounding
electric field can be exceedingly challenging (experimentally or theoretically).
In a plasma tool, for example, np and E will change with time and position and
may not be independent.

III. INERTIAL EFFECTS

Using the particle fluid-drag force relationship [Eq. (4) with CD(Rep) ·
Rep/24 = 1], the particle force balance of Eq. (3) can be rewritten:

τ
dVp

dt
= U − Vp + C(Kn)

3πµdp

(
FG + FT + FE +

∑
Fi

)

= U − Vp + Vt
G + Vt

T + Vt
E +

∑
Vt
i (17)

5The gas conductivity does play a role, but has been eliminated from Eq. (15) by the expression in
footnote 4.
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where we have introduced a particle response or relaxation time

τ = ρpd
2
pC(Kn)

18µ
(18)

and the particle deposition velocity Vt
i which is discussed below in Section IV.

Particles characterized by small relaxation times respond rapidly to changes in
the flow or in the applied forces, while particles with large relaxation times
respond slowly to such changes. For large relaxation times, particle transport is
dominated by particle inertia.

A. Nondimensionalization

It is often convenient to nondimensionalize Eqs. (2) and (17). For this purpose,
a characteristic length and velocity must be specified. For example, for parallel-
plate geometry (see Fig. 5), we could chose the interplate separation S as the
characteristic length, and the magnitude of the mean face velocity U0, as the
characteristic velocity, for which Eqs. (2) and (3) become:

d x̃p
dt̃

= Ṽp (19)

St
dṼp

dt̃
= Ũ − Ṽp + (Ṽt

G + Ṽt
T + Ṽt

E +
∑

Ṽt
i (20)

where x̃p = xp/S, t̃ = tU0/S, Ṽp = Vp/U0, Ũ = U/U0, and Ṽt
i = Vt

i /U0
where Vt

i is the particle deposition velocity described below. We have also
introduced the particle Stokes number, St, a dimensionless quantity defined as

St = τU0

S
= ρpd

2
pC(Kn)U0

18µS
(21)

where τ is the particle relaxation time. The Stokes number is a convenient
measure of the importance of particle inertia in a specific reactor; for small
St, inertial effects can be neglected, while for large St inertial effects must be
considered. Physically, the Stokes number can be interpreted as the ratio of the
particle stopping distance6 to the characteristic length of system. The continuum
and free molecule limits of St are as follows.

Continuum Regime Limit.

Stcontinuum = ρpd
2
pU0

18µS
(22)

6The particle stopping distance, τU0, is defined as the distance a particle would travel before
stopping if injected into a quiescent fluid at an initial velocity of U0.
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Free Molecule Regime Limit.

Stmolecular = α + β

9φ
· ρpdpU0

ρcS
= 0.373 · ρpdpU0

PS
·
(
πRT

8M

)1/2

(23)

IV. DEPOSITION VELOCITY

The manipulation of Eq. (3) into Eq. (17) resulted in the derivation of the particle
deposition velocity, Vt

i , which is the particle velocity at which the ith force
(neglecting all others) acting on the particle exactly balances the fluid drag force
retarding the motion. At this balance point, the particle acceleration vanishes
and the particle would move at a steady (or terminal) velocity—the deposition
velocity. The time required for the particle to reach the deposition velocity is
short for particles characterized by small particle response times (small Stokes
numbers). For small Stokes numbers, particle inertia can be neglected and the
acceleration term on the left-hand side of Eq. (17) can be dropped, so that
particle velocity can be expressed as

Vp = U + Vt
p = U + Vt

G + Vt
T + Vt

E +
∑

Vt
i (24)

where the net particle deposition velocity is obtained by summing over all ex-
ternal forces, that is,

Vt
p = Vt

G + Vt
T + Vt

E +
∑

Vt
i = C(Kn)

3πµdp

(
FG + FT + FE +

∑
Fi

)
(25)

Equations (24) and (25) show that, neglecting inertia, the particle will move with
the fluid velocity plus the vector sum of the individual deposition velocities from
all of the applied external forces. In the absence of any external forces (and
having neglected particle diffusion), a noninertial particle will exactly follow
flow streamlines. For isothermal flow between horizontal, parallel plates, all the
Vt
i are constant and are directed normal to the plates. Expressions are given

below for the deposition velocities for each of the forces listed in Section II.

A. Gravitational Deposition Velocity

The deposition velocity for a spherical particle settling under gravity can be
found from Eqs. (4) and (11) with buoyancy and non-Stokesian effects neglected:

Vt
G = ρpd

2
pgC(Kn)

18µ
(26)
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Although the form of the gravitational force is the same in both the continuum
and free molecule regime limits, expressions for the two deposition velocity
limits differ due to the differing drag law contribution:

Continuum Regime Limit.

Vt
G,continuum = ρpd

2
pg

18µ
(27)

Free Molecule Regime Limit.

Vt
G,molecular = α + β

9φ
· ρpdpg

ρc
= 0.373 · ρpdpg

P
·
(
πRT

8M

)1/2

(28)

Note that the settling speed of a particle in the free molecule limit varies directly
as particle diameter and inversely with pressure, while in the continuum limit
the settling speed varies as diameter squared and is independent of pressure.

Example. The gravitational deposition velocity for a unit density spher-
ical particle as a function of particle size is shown in Fig. 2 for six different
process pressures in argon at 293 K. For pressures below 100 torr and particle
diameters below 1 µm, note that the lines are parallel and straight with a slope

Figure 2 Gravitational deposition velocity. Dependence of the gravitational deposition
velocity on particle diameter for six process pressures (argon at 293 K, particle density
ρp = 1 g/cm3).
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of one, as predicted by the free molecule regime limit. Thus, for most of the
pressures and particle sizes of interest in semiconductor processing, the free
molecule regime limit, Eq. (28), can be used to predict particle settling rates,
greatly simplifying calculations.

B. Thermophoretic Deposition Velocity

The thermophoretic deposition velocity resulting from the balance of thermo-
phoretic and drag forces (neglecting non-Stokesian effects) alone can be found
by equating Eqs. (4) and (12):

Vt
T = −KT C(Kn)

µ ∇T
ρT

= −KT C(Kn)
µR ∇T
PM

(29)

Interestingly, the deposition velocity given by Eq. (29) depends on particle di-
ameter only implicitly through the slip correction factor and KT ; specifically,
in both the large and small particle limits the thermophoretic velocity becomes
independent of particle size.

Continuum Regime Limit.

Vt
T ,continuum = 2Cskg

kp + 2kg

µ ∇T
ρT

= − 2Cskg

kp + 2kg

µR ∇T
PM

(30)

The continuum limit for thermophoretic deposition velocity does not depend on
particle size.

Free Molecule Regime Limit. In the free-molecular limit, the thermopho-
retic deposition velocity reduces to

Vt
T ,molecular = −Cs(α + β)

3Cm

µ ∇T
ρT

= −Cs(α + β)

3Cm

µR ∇T
PM

= −0.549
µR ∇T
PM

(31)

which is the same result as given by Waldmann and Schmitt [19]. The free
molecule limit is independent of particle size and gas/particle thermal conduc-
tivities. The numerical constant 0.549 in the final equality is very general as the
sum α + β is nearly constant for most gases and particle surfaces.

Example. The thermophoretic deposition velocity for a spherical particle
as a function of particle size and pressure is shown in Fig. 3 for an assumed
temperature gradient of ∇T = 1 K/cm. For the calculations, the ratio of gas
to particle thermal conductivities was taken as kg/kp = 0.001, representative
of a metal particle suspended in argon (the thermophoretic deposition velocity
is not very sensitive to this ratio). Even for this small temperature gradient,
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Figure 3 Thermophoretic deposition velocity. Dependence of the thermophoretic de-
position velocity on particle diameter for six process pressures (argon at 293 K, kg/kp =
0.001, ∇T = 1 K/cm).

the deposition velocity can become large at low pressures. For pressures below
100 torr and particle diameters below 1 µm, note that the deposition velocity
becomes independent of particle diameter and inversely proportional to process
pressure, as predicted for the free molecule regime limit. Thus, for most of the
pressures and particle sizes of interest in semiconductor processing, the free
molecule regime limit, Eq. (31), can be used to predict particle thermophoretic
deposition rates. Because of the simple relationship of deposition velocity to
pressure and ∇T , calculating the deposition velocity for other pressures and
temperature gradients is easily done in the free molecule regime limit.

C. Electric Deposition Velocity

The deposition velocity for a spherical particle moving under an applied electric
field is given by

Vt
E = C(Kn)

3πµdp
· qE (32)

Although the electrical force is independent of process conditions such as tem-
perature and pressure, these quantities enter the expression for deposition veloc-
ity through the drag-law contribution.
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V. EULERIAN FORMULATION

While the Lagrangian (particle tracking) method predicts particle transport by
considering single particle motion, the Eulerian formulation predicts particle
transport by viewing the particle concentration field as a continuum. In this
case, the solution of the particle transport problem becomes very much like that
posed by the flow field; i.e., there is one continuous equation for particle mass
(concentration) conservation and one continuous equation for particle momen-
tum (velocity) conservation for each particle size. Particle transport by diffusion
(Brownian motion) is naturally included in this formulation. A great simplifica-
tion is obtained if particle inertia is neglected; i.e., it is assumed that the particle
instantaneously reaches the deposition velocity where drag and imposed forces
are in balance.7 In this case, the particle momentum equation is no longer
needed, and only the particle continuity equation for particle concentration n

(particles/cm3) remains [13,20]:

∂n

∂t
+ U · ∇n = ∇ · D ∇n− ∇ · (Vt

pn)+0 (33)

where D (cm2/s) is the Stokes-Einstein particle diffusion coefficient (discussed
below) and 0 (# cm−3 s−1) is a particle source/sink term to account for parti-
cle generation/consumption. The net deposition velocity, Vt

p, appearing in Eq.
(33) is the same one discussed previously. Although we will not make further
use of the fact, it is interesting to note that Eq. (33) is applicable to either
the Brownian motion of an individual particle or to the diffusion of a particle
cloud taken from the continuum point of view [13, p. 191]. For a single parti-
cle, n is interpreted as the probability of finding a particle at position (x, y, z)

at time t given that the particle was initially located at position (x0, y0, z0)

at time t0. Thus, although semiconductor applications are likely characterized
by very low particle concentration levels, the continuum approach can still be
applied if we continue to associate the particle concentration with a probabil-
ity distribution (for example, we may find particle concentrations less than 1
cm−3, which is acceptable from a probabilistic point of view). For boundary
conditions, it is assumed that particles which contact the wall stick and are
thus instantly removed from the gas, so that the concentration n equals zero at
all walls.

Only one-way coupling between the fluid flow and particle concentration
fields is used in this work; i.e., the flow field is coupled to particle transport

7The requirement that the characteristic time for particle diffusion is much longer than the particle
relaxation time, t � τ , is also essential to the development of the basic equations of particle
transport by Brownian motion (see Fuchs [13], Sec. 35).
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through the velocity field U which appears in Eq. (33), while the influence
of the particle phase upon the flow is neglected. In practice, the flow field is
calculated first (in the absence of a particle phase) and the resulting velocity
field is supplied to Eq. (33) as a known solution.

A. Particle Diffusion Coefficient

A more complete discussion of the Stokes-Einstein particle diffusion and its
derivation is available in any aerosol text (e.g., Hinds [2, chap. 5]). The diffusion
coefficient for a spherical particle is

D = kT C(Kn)

3πµdp
(34)

where C(Kn) is defined by Eq. (8). The validity of Eq. (34) rests on several
assumptions: 1) The particles move independently of one another and 2) the
movements of a particle in consecutive time intervals are independent [2]. The
latter assumption is met only if the condition t � τ holds true; in other words,
the expression for the diffusion coefficient given in Eq. (34) is only valid for
observation times much longer than the particle relaxation time.

Continuum Regime Limit. The continuum regime limit for the diffusion
coefficient is

Dcontinuum = kT

3πµdp
(35)

which is inversely proportional to particle diameter and independent of pressure.

Free Molecule Regime Limit. In the free-molecule limit, the diffusion
coefficient reduces to

Dmolecular = α + β

3φ

(
RT

2πM

)1/2
kT

Pd2
p

(36)

which is inversely proportional to particle diameter squared and pressure.

Example. The particle diffusion coefficient for a spherical particle as a
function of particle size and pressure is shown in Fig. 4 for a temperature of
293 K. For pressures below 100 torr and particle diameters below 1 µm, note
that the lines are parallel and straight with a slope of negative 2, as predicted
for the free molecule regime limit. Thus, for most of the pressures and particle
sizes of interest in semiconductor processing, the free molecule regime limit,
Eq. (36), can be used to calculate the particle diffusion coefficient.
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Figure 4 Diffusion coefficient. Dependence of the particle diffusion coefficient on
particle diameter for six process pressures in argon at 293 K.

B. Nondimensional Formulation

For generality, Eq. (33) can be nondimensionalized by choosing a characteristic
length (taken here as S, the distance between the showerhead and wafer, Fig. 5),
velocity (taken here as U0, the mean inlet velocity of the flow at the showerhead,
Fig. 5), and concentration (n0 = 0h/U0, the trap source strength divided by
inlet velocity. For steady state, and assuming a constant diffusion coefficient,
Eq. (33) can be written [20]

Ũ · ∇ñ = 1

Pe
∇2ñ− ∇ · (Ṽt

pñ)+ 1 (37)

where the Peclet number (the ratio of convective to diffusive transport) is de-
fined as

Pe = SU0

D (38)

The continuum regime limit for the Peclet number is

Pecontinuum = 3πµdpSU0

kT
(39)
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Figure 5 Parallel-plate reactor geometry. Schematic of the reactor geometry assumed
in this work: (a) top view of a showerhead and (b) side view of a parallel-plate reactor.

which is proportional to particle diameter. Thus, in the continuum limit, the
Peclet number can be used as a dimensionless particle diameter.

In the free-molecule limit:

Pemolecular = 3φ

α + β

(
2πM

RT

)1/2 Pd2
pSU0

kT
(40)

which is proportional to particle diameter squared and to pressure. In the free-
molecular limit, the square root of the Peclet number can be used as a dimen-
sionless particle diameter.
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In standard problems of species mass transfer, the Peclet number would
be sufficient to completely characterize the problem for a given geometry and
flow field. For particles, however, the presence of a deposition velocity term [the
second term on the right-hand side of Eq. (37)] means that the Peclet number no
longer uniquely specifies the solution and a dimensionless deposition velocity
ratio must also be considered:

Ṽt
p = Vt

p

U0
(41)

VI. PARTICLE TRANSPORT AND DEPOSITION IN A
PARALLEL-PLATE REACTOR

To illustrate an application of the particle transport models, this section analyzes
particle transport in an enclosed, parallel-plate reactor geometry characteristic
of a wide range of single-wafer process tools. The axisymmetric geometry we
consider consists of uniform flow exiting a showerhead separated by a small gap
from a parallel susceptor, as shown in Figure 5. The wafer would rest on the
susceptor, but for the present analysis the wafer is assumed to be thin enough to
be ignored. The showerhead consists of a material (usually a metal or ceramic)
through which a large number of holes are drilled (see Fig. 5a). As one major
function of the showerhead is to evenly distribute the flow across its face, the
holes are usually made very small in diameter and are very numerous (hundreds
to thousands for an 8 in. wafer process tool). Ideally, a showerhead would pro-
duce a flow characterized by a mean axial (or face) velocity that does not vary
in the radial direction; such flow uniformity is needed to accomplish uniform
deposition or etching of the wafer surface. In practice, however, commercial
showerheads are typically designed empirically to improve process parameters
(such as uniformity); the resulting showerhead designs often create nonuniform
flow fields which compensate for other system deficiencies—such as radial tem-
perature or reactive species gradients. Various flow fields can be obtained by
manipulation of showerhead hole sizes, numbers, and positions.

One common feature of showerhead design is that the area available to the
flow is constricted inside the showerhead; consequently, the velocity of the gas
inside the holes of the showerhead is much larger than the face velocity in the
gap below. Particles originating upstream of the showerhead and suspended in
the flow can be dramatically accelerated while passing through the showerhead,
so that at the exit of the showerhead particle velocities much larger than the
fluid face velocity are possible. Depending on conditions, particle acceleration
by the showerhead can lead to inertia-enhanced particle deposition on the wafer
below [21]. Thus, a complete description of particle deposition on a wafer in a
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parallel-plate reactor must include a description of particle transport through the
showerhead as well as an analysis of particle transport in the interplate region.

No attempt is made here to analyze particle generation mechanisms; for
the present discussion, particles are assumed to originate either 1) upstream
of the showerhead with a known concentration or 2) from a specified position
between the plates with a fixed number or at a known generation rate.

The determination of particle transport in a reactor must always begin with
a determination of the fluid flow and temperature fields. Particle concentrations
are assumed to be low enough to allow a dilute approximation, for which the
coupling between the fluid and particle phases is one-way. The fluid/thermal
transport equations can be solved either analytically or numerically neglecting
the particle phase. The resulting velocity and temperature fields are then used as
input for the particle transport calculations.8 In all of the present work isothermal
flow is assumed, although small temperature differences are allowed to drive
particle thermophoresis. Both analytic and numerical solutions of the flow field
are presented.

To provide a single parameter that can be used to compare particle deposi-
tion among many cases, a particle collection efficiency is defined as the fraction
of particles that deposit on the wafer. Particles are presumed to either enter the
reactor through the showerhead (uniformly spread between r = 0 and RW ), or
to originate in a plane parallel to the wafer. The latter case would correspond
to particles being released from a plasma trap upon plasma extinction; in this
case the particles are initially assumed to be uniformly spread radially between
r = 0 and RW at some distance h from the wafer. Analytic expressions for
collection efficiency are presented for the limiting case where external forces
control deposition (i.e., neglecting particle diffusion and inertia).

Particle transport is predicted using both a Lagrangian approach (where
individual particle trajectories are calculated) and an Eulerian approach (where
the particles are modeled as a continuum phase). The strength of the Eulerian
formulation is in predicting particle transport resulting from the combination
of applied external forces (including the fluid drag force) and the chaotic ef-
fect of particle Brownian motion (i.e., particle diffusion), although the current
implementation cannot account for particle inertia. In particular, the Eulerian
formulation cannot accommodate particle acceleration effects within the show-
erhead, and is therefore restricted to particle transport in the interplate region.
The Eulerian formulation yields an analytic description of particle deposition
for the case where the flow field between the plates can be approximated ana-
lytically with a creeping-flow assumption and where the particles are assumed
to originate from a planar trap located between the plates. The Lagrangian for-

8The dilute mixture approximation is certainly valid for simulations of commercial semiconductor
process tools, as the particle concentrations are typically controlled to very low levels.
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mulation can account for inertia-enhanced deposition resulting from particles
which originate upstream of the showerhead and which are accelerated while
passing through it. The problem is treated in two steps: 1) within a showerhead
hole and 2) between the showerhead and susceptor.

A. Fluid Transport Equations

In both of the domains considered (flow within the showerhead and between
two parallel plates), the geometry will be axisymmetric. With constant fluid
properties, and incompressible, laminar, steady flow, the governing equations
for axisymmetric flow are the conservation of mass:

∂u

∂z
+ 1

r

∂

∂r
(rv) = 0 (42)

and conservation of momentum:
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where u and v are the axial and radial components of the fluid velocity, P is
the pressure, ρ is the fluid density, and µ is the fluid viscosity [22, p. 85].

Boundary conditions are needed to complete the problem specification. In
all of the following, no-slip (zero velocity) conditions are taken at all solid walls
(i.e., on the showerhead, susceptor, and walls of the showerhead holes), zero
radial velocity is assumed along the centerline, and zero traction is assumed at all
outflows. For the two flow domains, specific boundary conditions and methods
for solving the governing equations are discussed in greater detail below. Note
that for convenience, a different coordinate system is used for describing the
flow through a showerhead hole than in the region between the parallel plates
(see Fig. 5b).

The generality of the present results are improved if the fluid equations
are solved in nondimensional form. Because there are two domains of interest,
there are two choices for a characteristic length and velocity. For flow in the
showerhead holes, the hole diameter djet and the magnitude of the mean veloc-
ity U jet are used as the characteristic length and velocity, for which the tube
Reynolds number is defined as Rejet = ρU jetdjet/µ. For the flow between two
plates, the interplate separation S and the magnitude of the mean face velocity
U0 are the appropriate choices, and the interplate flow is then characterized by
a separate Reynolds number: Re = ρU0S/µ.
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1. Flow Field in the Showerhead Holes

The idealized geometry and the coordinate system for fluid and particle transport
in the showerhead holes is shown in the insert in Figure 5b. As seen, z is taken
as increasing in the direction of flow (toward the wafer), so that all fluid and
particle axial velocities considered in this part of the solution are positive.

The flow in the showerhead holes is assumed laminar with parallel stream-
lines, thereby neglecting any axial variations in velocity. For laminar flow in a
tube with a uniform inlet velocity, however, it is well known that a fully de-
veloped parabolic velocity profile develops over an entrance length given ap-
proximately by 0.04 djet Rejet [5]. For many showerheads this entrance length is
much less than the hole length (showerhead thickness) and so may be safely ne-
glected; for thin showerheads, however, this may not be the case. In the present
analysis, we consider two limiting velocity profiles that meet the above assump-
tions: 1) plug flow (constant velocity profile) and 2) fully developed laminar
flow (parabolic velocity profile). For laminar flow, the velocity profile anywhere
along the hole will fall somewhere between these two limiting cases. In case 1,
the velocity is constant throughout the tube and, for incompressible flow, is
equal to the mean velocity in the hole, U jet = 4Q/(Njetπd

2
jet), where Q is the

total gas volumetric flow rate through the showerhead and Njet is the number of
individual holes in the showerhead. By mass conservation it can be shown that
the ratio of the mean axial velocity in a hole and the face velocity is the ratio
of the showerhead area to the total hole area:

U jet

U0
= Ashowerhead

7Ajet
= D2

W

Njetd
2
jet

(44)

For case 2, fully developed laminar flow in a tube is given by

Ujet(r) = 2U jet

[
1 −

(
r

ajet

)2
]

(45)

where r is the radial distance from the tube centerline and ajet is the radius of
the hole. The maximum velocity for parabolic flow is twice the mean velocity
and occurs on the centerline.

2. Fluid Transport Between Parallel Plates

Both analytic and numerical techniques have been used to calculate the fluid
flow between the showerhead and susceptor. For both methods we assume axi-
symmetric, incompressible, constant property, laminar, steady flow between two
parallel plates (Fig. 5b). The flow enters through the showerhead (z = S) and is
assumed to spread immediately, so that the inlet boundary condition is assumed
to be a unfiorm axial velocity, −U0, with zero radial velocity. Both the radial
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and axial components of velocity vanish at the lower plate (z = 0). The analytic
approach assumes that the plates are infinite in the radial direction and that the
Reynolds number is small; the numerical technique is used for finite plates and
is valid for higher Reynolds numbers. The numerical technique is relied on here
to define the conditions over which the simpler analytic solution is valid.

The assumption of constant-property flow requires further comment. Al-
though the numerical methods used here can solve for coupled fluid-thermal
transport, we have not used this capability in the present analysis. For cases
where temperature differences are large or where more accurate solutions are
needed for a specific application, the reader is advised to solve the coupled
fluid-temperature problem. A modest temperature gradient is allowed to drive
particle thermophoresis (the magnitude of all particle deposition velocities will
be calculated using fluid properties evaluated at the susceptor temperature).

Under the above assumptions, the flow between the plates is entirely de-
termined by the geometry and the Reynolds number Re = ρU0S/µ. For the
range of conditions encountered in semiconductor reactor processes, the associ-
ated Reynolds numbers are typically less than 1, and seldom greater than 10. For
small Reynolds numbers, viscous effects dominate fluid inertial effects and the
“creeping flow” or Stokes flow regime is encountered; it is this regime that allows
an analytic solution. The numerical method used for calculating the fluid veloc-
ity field was the commercial fluid dynamics analysis code FIDAP (Version 7,
Fluid Dynamics International, Evanston, Illinois). The numerical technique was
used to calculate flow fields for Reynolds numbers up to 8.

With fixed values for plate separation (S = 1), mean inlet velocity (U0 =
1), and fluid viscosity (µ = 1), the fluid density ρ was varied to obtain flow
field solutions for Reynolds numbers between 1 and 8. The FIDAP option of
solving the Stokes flow equations (Re = 0) was also used. The results of these
calculations are given in Fig. 6, which shows axial and radial velocity profiles
at r = 1 for Re = 0, 1, 2, 4, and 8 as a function of the dimensionless axial
coordinate z/S. Note that all velocities have been normalized by the magnitude
of the inlet velocity U0, and that the radial velocity is also normalized by radius.
For Re = 0, the radial velocity profile is found to be parabolic and symmetric
around z/S = 0.5. As the Reynolds number increases, the symmetry vanishes
and the maximum in the radial velocity moves closer to the plate (z/S = 0).
Variations in the axial and radial velocity profiles are seen to be quite small for
Reynolds numbers less than 2. As in previous work in a similar geometry [23],
it was found that the flow was quasi-1-D: the axial velocity is independent of
radius, while the radial velocity is found to scale with radius such that v/r is
independent of radius.

An analytic simplification is gained if the flow between the plates can
be approximated as a quasi-1-D stagnation point flow. Terrill and Cornish [24]
give an asymptotic solution to the problem of axisymmetric, laminar, incom-
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Figure 6 Flow field results for various Reynolds numbers, Re. Axial (a) and radial
(b) velocity profiles for Re = 0, 1, 2, 4, and 8 calculated on a refined (30 elements)
mesh. (r/S = 1 for all curves.)

pressible, constant property and steady flow between two coaxial infinite paral-
lel disks with constant injection across the disks (a uniform gas inlet velocity
across the showerhead). Under these assumptions, a similarity solution reduces
the 3-D Navier-Stokes equations to a system of ordinary differential equations;
for low Reynolds numbers, these equations can be solved with a power series
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in Reynolds number [24]. The first two terms of their asymptotic expansion
(translated into the present problem definition) are

ũ(z̃) = u(z̃)

U0
= 2z̃3 − 3z̃2 + Re

70
(2z̃7 − 7z̃6 + 18z̃3 − 13z̃2)

ṽ(r̃, z̃) = v(r̃, z̃)

U0
= r̃

[
3z̃ − 3z̃2 − Re

70
(7z̃6 − 21z̃5 + 27z̃2 − 13z̃)

] (46)

where z̃ = z/S and r̃ = r/S. These two equations exactly satisfy all boundary
conditions. The quasi-1-D nature of the result is clearly seen as the axial velocity
is independent of radius, while the radial velocity scales linearly with radius.

In the limit of vanishingly small Reynolds number, Eq. (46) reduces to
a symmetric, parabolic profile for radial velocity, in excellent agreement with
the Stokes flow solution (Re = 0) obtained by FIDAP (this limit has also been
previously reported [25].

Equation (46) does a very good job of approximating the axial velocity
profile—agreeing with FIDAP solutions to better than 1% for Reynolds numbers
less than 4, and to better than about 4% for Reynolds numbers up to 8. The
success of Eq. (46) in predicting radial velocity is not nearly so good. Although
the error is better than 1% for Re < 1, the maximum observed error quickly
grows, reaching 15% for Re = 4 and 70% at Re = 8. As can be seen, the
largest errors are found near the showerhead (z/S = 1), where the magnitude
of the radial velocity is quite small. Thus, although the relative error is quite
large, the absolute error is small. In any case, our treatment of the region near
the showerhead is only approximate because we have neglected the effect of the
discrete jets issuing from the showerhead. Strictly from a fluid velocity point
of view, Eq. (46) provides a very good approximation of the flow for Reynolds
numbers less than 2, and a reasonable approximation up to a Reynolds number
of 4.

3. Summary: Fluid Flow Analysis for the
Parallel-Plate Geometry

This section has defined the parallel-plate geometry which will be used to ap-
proximate the flow inside a showerhead-type etch or CVD reactor. The accel-
eration of the gas flow as it passes through the showerhead will later be found
to play a key role in enhancing particle deposition by particle inertia; for this
reason, solutions for flow within the showerhead holes have been presented. The
two limiting cases which were considered, plug and fully developed parabolic
flow, should bracket the range of flows likely to be encountered in semiconduc-
tor applications. Laminar, incompressible, constant-property flow between two
infinite, parallel plates was used to approximate the interplate flow in real reac-
tors which are certainly more complicated. Reynolds number and edge effects



174 Geller and Rader

were discussed, and an analytic solution was found that should provide a fairly
accurate description of the flow for Reynolds numbers less than about 4 when
the plate separation is much smaller than the overall system radial dimension.
Variable temperature effects have not been considered.

B. Particle Collection Efficiency

Particle collection efficiency is defined as the fraction of particles present in the
interplate region that deposit on the wafer. The collection efficiency is introduced
to provide a single parameter that can be used to compare particle transport and
deposition results among many cases. Note that the use of collection efficiency
side-steps the important issue of the particle source term. Thus, while the present
transport analysis addresses the question of the fraction of gas-borne particles
that deposit on the wafer, a prediction of the number of particles that deposit on
the wafer additionally requires a clear understanding of the controlling particle
generation mechanisms. In practical terms, the present analysis helps identify
strategies for reducing the probability that particles are transported to and deposit
on a wafer; a complete strategy for reduction of total particle-on-wafer counts
also requires that particle source terms be understood and controlled.

Three particle-source scenarios are considered: 1) a continuous source of
particles entering the interplate region through the showerhead with known con-
centration (such as for contaminated process gases), 2) a discrete number of
particles that are originally trapped between the plates (such as by a plasma) but
are subsequently released (such as at plasma extinction), and 3) a continuous
source of particles which are created between the plates at a known generation
rate (such as by particle nucleation). General collection efficiency expressions
for these cases are defined below. In addition, analytic expressions are provided
for the limiting case where external forces control particle deposition—i.e., both
particle inertia and Brownian motion are neglected. In the absence of particle
inertia and Brownian motion, Robinson [26] has shown that particle concentra-
tion is constant along particle trajectories if 1) the flow is incompressible and 2)
the external forces acting on the particle are all divergence free. For the infinite
parallel-plate geometry with constant-property flow, the flow is clearly incom-
pressible and the second condition is met for the gravitational and Coulombic
electric particle forces (which are each constant between the plates).

1. Particles Entering Through the Showerhead

For this case, collection efficiency is defined as the fraction of particles enter-
ing the interplate region through the showerhead (between r = 0 and RW ) that
deposit on the wafer. These particles are presumed to originate upstream of the
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showerhead and are assumed to be evenly distributed across the showerhead. Par-
ticle acceleration through the showerhead will be considered in Section VI.C.1.
The present Lagrangian formulation accounts for the coupling between parti-
cle inertia and external forces in determining particle transport in the interplate
region. The calculation of a collection efficiency with a Lagrangian technique
requires the determination of the critical radius, Rcrit , which is the starting radial
position (at the showerhead) of a particle that follows a trajectory that leads it to
deposit at the edge of the wafer, RW (see Fig. 7). All particles starting closer to
the centerline will deposit on the wafer, while those starting farther out will exit
the reactor. For a uniform concentration across the showerhead, the collection
efficiency, η, can be written as

η =
(
Rcrit

RW

)2

=
(
Ri

Rf

)2

(47)

In general, the critical trajectory must be found by a trial-and-error method.
The second equality of Eq. (47) is a simplification that only applies under our
quasi-1-D approximation. In this case, all the factors that influence particle
deposition (e.g., axial fluid velocity profile, the particle initial velocity, and
particle axial deposition velocity) are independent of radial position; thus, the
question of whether a particle will hit the wafer must not depend on its initial
radial position, Ri (although the radial position at which the particle hits the
wafer, Rf , will depend on Ri). It can be shown for our quasi-1-D case that
the ratio Ri/Rf is independent of initial radial position. Thus, efficiency in the

Figure 7 Critical trajectory. Diagram of a critical trajectory for a particle which starts
at the showerhead at radial position Rcrit and deposits at the wafer edge RW .
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Lagrangian framework is calculated by starting the particle at a particular radial
position (Ri = 1) and calculating its trajectory to determine the radial position
of contact with the wafer9 ; the efficiency is then (Ri/Rf )

2 = (1/Rf )
2 as given

in Eq. (47). The total number of particles depositing on the wafer is the product
of efficiency times the total flux of particles entering through the showerhead.

External Force Limit. For the case where external forces control particle
deposition (neglecting inertia, interception, and diffusion), Rader et al. [27,28]
used a Lagrangian analysis to obtain the following expression for deposition
efficiency in isothermal, quasi-1-D parallel-plate flows:

η =
(
Rcrit

RW

)2

=
(
Ri

Rf

)2

= |V t
p|

|V t
p| + U0

V t
p ≤ 0 (48)

where V t
p is the z component of the net particle deposition velocity (the resultant

of all external forces in the axial direction).10 For net deposition velocities
greater than zero (net external force pushing particles away from the wafer), no
particle deposition on the wafer is predicted (although it will be shown later that
particle inertia or diffusion can cause deposition even in this case). Equation (48)
provides a lower bound for particle deposition, as inertial and diffusional effects
can only increase deposition from what is predicted. Interestingly, as the particle
net deposition velocity is typically much smaller than the fluid entrance velocity,
Eq. (48) predicts that (in the absence of inertia and diffusion) the particles which
land on the wafer originate from near the reactor centerline.

That Eq. (48) is independent of the flow field (consider that the flow
Reynolds number does not appear) can be more easily understood by applying
Robinson’s [26] result (as discussed above). Neglecting diffusion and inertia, the
concentration over the lower plate must equal the inlet concentration, n0. The
rate at which particles deposit on the lower plate becomes |V t

p|n0πR
2
W , while

the rate at which particles enter through the showerhead is (|V t
p| +U0)n0πR

2
W .

Taking the ratio of these expressions gives the same efficiency as Eq. (48) (see
also Ref. [29]). Similar results, including Eq. (48), were found by Ramarao and
Tien [30] for plane-stagnation flow.

Interception effects were neglected in Eq. (48), which implies that a parti-
cle is collected only when its center of mass reaches the wafer surface. A better
assumption is that particle collection occurs when the particle comes within one

9In the event that the particle axial velocity becomes zero, or begins to move away from the wafer,
then the trajectory calculation is terminated and the efficiency is set to zero.

10When inertia is neglected, the particles enter the reactor with the mean gas velocity so that
Vp0 = −U0. Also, note that U0 is the magnitude of the face velocity, and so is positive.
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particle radius (rp = dp/2) of the wafer surface.11 The derivation of Eq. (48)
can be easily modified to include interception, with the following result:

η =
(
Rcrit

RW

)2

=
(
Ri

Rf

)2

= |V t
p| + |u(z = rp)|

|V t
p| + U0

V t
p ≤ |u(z = rp)|

(49)

Note that particle collection is now expected in the absence of external forces
(or even for weak repulsive forces); the physical interpretation is that collection
occurs when the flow brings the particle within one particle radius of the wall.
The inclusion of interception also has the effect that Eq. (49) (unlike the previous
equation) depends on the flow field through the term u(z = rp). Because the gas
velocity one particle radius away from the wafer is typically vanishingly small,
interception effects are generally neglected in the following discussion, and Eq.
(48) is used.

2. Particle Traps/In Situ Nucleation

Another source of wafer contamination is from particles that start somewhere
between the plates, and are subsequently transported to the wafer. For example:
1) particles generated in situ by nucleation and 2) particles that are originally
trapped between the plates during a plasma process, which are subsequently
released at plasma extinction. While the plasma is on, contaminant particles
generally accumulate in specific regions of the radio frequency (RF) discharge.
Roth et al. [31] first used laser light scattering to observe that particles accumu-
late near the bulk plasma-sheath boundary in these discharges. Sommerer et al.
[32] and Barnes et al. [33] first proposed that particle transport in the discharge
is dominated by two forces: electrostatic and viscous ion drag. The electrostatic
force accelerates negatively charged particles toward the center of electroposi-
tive plasmas, while viscous ion drag accelerates particles in the direction of net
ion flux (generally toward plasma boundaries). Particle “traps” occur in regions
where the sum of forces acting on the particle vanishes. In many cases these
traps are approximately planar and parallel to the plates [34]; a schematic of a
planar trap is shown in Fig. 8, where the particles are uniformly distributed at a
distance h above the lower plate. Only planar traps are considered in this work,
although a variety of other trap structures (rings, domes, etc.) are well known
in the literature. For any trap structure more complicated than an infinite plane,
the problem becomes inherently 2-D, which is beyond the scope of the present
analysis.

11The inclusion of particle interception effects is somewhat overkill, as we have neglected wafer
surface roughness/structure which is likely characterized by dimensions similar to particle sizes.
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Figure 8 Trap schematic. Diagram of particles in a planar trap located a distance h

from the lower plate; a critical trajectory is also shown for a particle which starts at radial
position Rcrit and deposits at the wafer edge RW .

At the end of the process step, the discharge is extinguished and the
plasma-induced forces responsible for particle trapping are assumed to dissipate
rapidly (compared to particle transport times) in the afterglow. In this work,
we assume that the charged particles are rapidly neutralized after the plasma
extinction and can therefore be treated as neutral particles as experimentally
observed by Jellum et al. [35], Shiratani et al. [36] and Yeon et al. [37].12

Under the assumption of rapid neutralization, the particles are released from
the traps and can deposit on the wafer as a result of external forces, inertia,
or Brownian motion (diffusion). To analyze the extent of deposition, both the
Lagrangian and Eulerian formulations have been used. Although the physical
interpretation of efficiency (fraction of particles starting in the trap that end up
on the wafer) is the same for both approaches, the methods of calculating the
efficiency are quite different.

Efficiency for the Lagrangian Formulation. In the Lagrangian formula-
tion, Brownian motion is neglected and calculation of particle trajectories is
determined from the coupling between particle inertia and external forces. Con-
sequently, the determination of a collection efficiency reduces to the determina-
tion of a critical trajectory just as defined in Eq. (47), except that the particle
starting position is now at axial position h and the particle initial velocity is
assumed to be zero. As before, it can be shown for our quasi-1-D case that

12However, a recent study by Collins et al. [38] suggests that some particles might retain a few
residual charges (positive or negative) in the afterglow.
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the ratio Ri/Rf is independent of initial radial position within the trap. Thus,
efficiency in the Lagrangian framework is calculated by starting the particle at
a particular radial position (Ri = 1) in the trap (z = h) and calculating its tra-
jectory to determine the radial position of contact with the wafer; the efficiency
is then calculated by Eq. (47).

Efficiency for the Eulerian Formulation. For small particles and/or at low
pressure, the effects of Brownian motion on particle transport must be consid-
ered. Brownian motion results from random variations in the force exerted on
the particle by background-gas molecular bombardment, and gives rise to parti-
cle diffusion along concentration gradients. Also, Brownian motion implies that
particle trajectories are no longer deterministic; i.e., identical particles started
at the same initial location with the same initial conditions will not follow the
same path through the reactor. In this case, an Eulerian formulation of particle
transport is used, in which the particles are treated as a continuum or cloud
and the particle concentration field is calculated (inertia is neglected). Particle
deposition is determined in terms of a particle flux at the wafer’s surface, J0
(# cm−2s−1), which is calculated from the surface concentration gradient (where
particle interception is neglected):

J0 = Ddn

dz

∣∣∣∣
z=0

(50)

where n is the particle concentration and D is the particle diffusion coefficient.
Note that a general expression for particle flux would include both a diffusional
term, given by Eq. (50), and a deposition-velocity term, given by nṼ t

p. In Eq.
(50) only the diffusional term is shown because, under our assumption that
particle concentration vanishes at surfaces, the deposition-velocity contribution
must also vanish at the susceptor. Thus, even when external forces are controlling
deposition, a thin boundary layer must exist near the susceptor wherein the
concentration drops from the free-stream value to zero at the susceptor’s surface.
The particle collection efficiency is then calculated as the ratio of particle flux to
the wafer divided by the particle source term (number of particles being released
from the trap).

Equation (50) can be extended to account for particle interception by
evaluating the concentration derivative at rp (instead of zero):

J0 = Ddn

dz

∣∣∣∣
z=rp

(51)

External Force Limit. As in the previous section, an analytic result can
be derived for deposition efficiency in the limiting case where external forces
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control particle deposition (particle inertia, interception, and diffusion are all
neglected):

η =
(
Rcrit

RW

)2

=
(
Ri

Rf

)2

= |V t
p|

|V t
p| + |u(z = h)| V t

p ≤ 0 (52)

which is the same as Eq. (48) except that the gas axial velocity at the trap
location replaces the mean gas velocity in the denominator. For net deposition
velocities greater than zero (net external force pushing particles away from the
wafer), no particle deposition on the wafer is predicted. Equation (52) provides
a lower bound for particle deposition, as inertial and diffusional effects can
only increase deposition from what is predicted. As expected, the collection
efficiency tends toward unity as the particle trap moves closer to the lower plate
(h → 0) because the axial gas velocity must approach zero at the plate surface.
For particles which ultimately deposit on the wafer, Eq. (52) also can be used
to determine the radial position on the wafer at which particles are collected—
Rf —based on starting position r = Ri and z = h. As discussed in the previous
section, particles which deposit on the wafer are those which start nearest to
the reactor centerline. It should be noted that both the Eulerian and Lagrangian
collection efficiencies defined above must tend to Eq. (52) in the limit when
particle diffusion, inertia, and interception effects are all negligible.

Equation (52) can be extended to include particle interception as in the
previous section:

η =
(
Rcrit

RW

)2

=
(
Ri

Rf

)2

= |V t
p| + |u(z = rp)|

|V t
p| + |u(z = h)| V t

p ≤ 0 (53)

As before, particle collection is now predicted in the absence of (or for weak)
external forces, and is seen to depend on the flow field through flow velocity
terms in both the numerator and denominator. Both the Eulerian and Lagrangian
collection efficiencies defined above must tend to Eq. (53) in the limit where
particle diffusion and inertial effects are negligible.

3. Diffusion-Enhanced Deposition from Traps or
In Situ Nucleation

One difference between these two particle-source scenarios is that the source
term resulting from nucleation is continuous, while the source term for a plasma-
trap release is a transient event characterized by the number of particles in the
trap at the time of release. In either case, the particles of interest are likely to
be quite small and chamber pressures may be low, so that the effect of particle
Brownian motion must be considered. Although these very small particles are
not currently considered to reduce yield, the trend toward smaller feature sizes
on integrated circuits is continually reducing the size of a killer defect. Thus,
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the industry will inevitably be faced with the need to understand the role of
diffusion in particle transport and deposition.

The analysis of this section closely follows the previous work of Peters
et al. [20] who investigated the diffusive deposition of particles onto disks in
an infinite stagnation point flow (such as for a wafer exposed to the downward
flow in a cleanroom). In their work, Peters and coworkers assume axisymmetric
viscous stagnation point flow, while in this work an analytic asymptotic result
for flow between two axisymmetric infinite parallel plates is used. Peters et al.
also used different particle concentration boundary conditions than in this work:
particle concentration was assumed to be zero at the disk and to approach a
constant infinitely far away from it. Here the two plates are considered per-
fectly absorbing (vanishing particle concentration), and a planar particle source
is assumed to be located somewhere between them.

Problem Definition. We assume the geometry shown in Figure 9: axisym-
metric flow between two infinite, parallel plates (a showerhead and a susceptor)
separated by a distance S. The effect of jetting out of the showerhead holes
is neglected, so that the flow is assumed to be uniformly distributed across
the bottom of the showerhead with velocity −U0. The flow is assumed to be
isothermal (constant gas properties), steady, laminar, incompressible, and viscous
such that the quasi-1-D analytic result, Eq. (46), can be used.

As discussed, Eq. (46) is reasonably accurate for flow Reynolds numbers
less than about 4 based on comparison to more accurate numerical finite-element
simulations.

The particles are assumed to enter the domain at a steady volumetric rate
0 (# cm−3 s−1) from a planar source located a distance h from the suscep-

Figure 9 Geometry. Diagram of parallel, infinite-plate geometry with particles in a
planar trap located a distance h from the lower plate.
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tor. Although this description adequately applies to a continuous source such
as particle nucleation, it is not immediately obvious that a steady state anal-
ysis is applicable to the transient case where a finite number of particles are
simultaneously released from a trap at time t = 0. Analysis of the governing
equations reveals that the particle collection efficiencies from the steady state
and transient problems are in fact the same under the following conditions: 1)
steady flow field, 2) infinite parallel-plate (1-D) domain, 3) radially uniform
distribution of initial particle positions for the transient problem, and 4) radially
uniform particle source for the steady state problem. To confirm this contention,
particle transport calculations using the present steady state Eulerian approach
have been compared with the Brownian dynamics simulations (BDS) of Choi
et al. [39]. Choi and coworkers solved the Langevin equation directly using a
massively parallel numerical Lagrangian particle tracking model which included
a fluctuating Brownian force; transport calculations were presented for particles
that were initially distributed in planar traps in a parallel-plate geometry similar
to that assumed here. The BDS method is inherently transient in nature, in that
a large number of particles were initially distributed uniformly throughout the
trap, and their trajectories followed in time until the particles either deposited on
a plate or left the calculation domain. For comparison with the present approach,
Brownian dynamics simulations were performed with the analytic velocity field
given by Eq. (46). As expected, BDS results for particle collection efficiency
were in excellent agreement with the steady state Eulerian formulation presented
here. Thus, the analytic result for particle collection efficiency given below ap-
plies equally well for a steady state particle planar source as for the case of a
cloud of particles released from a planar trap.

Solution of the Eulerian Particle Transport Equation. Neglecting particle
inertia, the Eulerian expression for particle concentration, n (#/cm3), is Eq. (33)
which is reproduced here:

∂n

∂t
+ U · ∇n = ∇ · D ∇n− ∇ · (Vt

pn)+0 (54)

where D (cm2/s) is the Stokes-Einstein particle diffusion coefficient, 0 (# cm−3

s−1) is the particle source term, and Vt
p is the net deposition velocity vector.

Consistent with our flow assumptions, the concentration field is assumed to be
steady and one-dimensional (depending only on axial position). Also, for isother-
mal flow, the diffusion coefficient and particle deposition velocity are constant.
With these assumptions and simplifications, Eq. (33) may be rewritten as

u
dn

dz
= Dd2n

dz2
− V t

p

dn

dz
+0 (55)

In Eq. (55), V t
p is the z component of the net deposition velocity vector and

u is the axial velocity field given by Eq. (46). For boundary conditions, the
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assumption of perfectly absorbing walls is made which implies that the particle
concentration is zero at both the upper and lower plates, i.e., n(z = 0) =
n(z = S) = 0.13 Note that by assuming an absorbing surface at the showerhead
we are neglecting the showerhead holes, but this is reasonable as the holes
typically account for only a few percent of the total showerhead surface.

For this analysis, the particle source is assumed to be infinitely thin so
that

0 = 0hδ(z − h) (56)

where 0h (# cm−2s−1) is a constant area source term and δ (cm−1) is the
Dirac delta function. Although the following derivation also could be followed
for a finite-thickness source term, the resulting analytic expression for particle
collection efficiency would be much more complicated than that given below.

To nondimensionalize Eq. (55), the appropriate characteristic length and
velocity scales are S and U0, respectively. A characteristic particle concentration,
n0, can be defined based on the particle source strength and gas inlet velocity:

n0 = 0h

U0
(57)

Using these definitions, Eq. (55) becomes

ũ
dñ

dz̃
= 1

Pe

d2ñ

dz̃2
− Ṽ t

p

dñ

dz̃
+ δ(z̃ − h̃) (58)

where ñ = n/n0, ũ = u/U0, z̃ = z/S, Ṽ t
p = V t

p/U0, Pe = SU0/D, and

h̃ = h/S. As discussed above, the solution for the dimensionless concentration
is completely determined by the dimensionless groups Pe, h̃, Ṽ t

p, and Re (which
enters implicitly as ũ depends on Reynolds number).

After defining a dimensionless concentration gradient

G̃ = dñ

dz̃
(59)

Eq. (58) can be rewritten as

dG̃

dz̃
− Pe(ũ+ Ṽ t

p)G̃ = −Peδ(z̃ − h̃) (60)

The solution to Eq. (60) is

G̃ = G̃0 exp(A)− exp(A)
∫ z̃

0
Pe δ(z̃ − h̃) exp (−A) dz̃ (61)

13Deposition by interception, due to the finite size of the particle, is neglected. To account for
interception requires that the boundary conditions be given as n(z = rp) = n(z = S − rp) = 0
where rp is the particle radius.
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where

A(z̃) = Pe

[
1

2
z̃4 − z̃3 + Re

70

(
1

4
z̃8 − z̃7 + 9

2
z̃4 − 13

3
z̃3
)

+ Ṽ t
pz̃

]
(62)

and G̃0 is the dimensionless concentration gradient at the lower plate, z̃ = 0.
Note that G̃0 is frequently referred to as the Sherwood number, Sh (see, for
example, Ref. 20). To determine G̃0, apply the boundary conditions ñ(z̃ = 0) =
ñ(z̃ = 1) = 0 after integrating Eq. (59):∫ 1

0

dñ

dz̃
dz̃ =

∫ 1

0
dñ = 0 =

∫ 1

0
G̃ dz̃ (63)

Solving Eq. (63) for G̃0 gives

G̃0 =
(

Pe ·
∫ 1

h̃

exp

(
Pe

{
1

2
(t4 − h̃4)− (t3 − h̃3)+ Re

70

×
[

1

4
(t8 − h̃8)− (t7 − h̃7)+ 9

2
(t4 − h̃4)− 13

3
(t3 − h̃3)

]

+ Ṽ t
p(t − h̃)

})
dt

)/

(∫ 1

0
exp

{
Pe

[
1

2
t4−t3+ Re

70

(
1

4
t8−t7+ 9

2
t4− 13

3
t3
)

+Ṽ t
pt

]}
dt

)

(64)

Particle Collection Efficiency. The particle collection efficiency is found
as the ratio of particle flux to the lower plate divided by the total number of
particles entering the reactor:

η =
AwDdn

dz

∣∣∣∣
z=0

Aw

∫ S

0
0hδ(z − h) dz

=
D0h

SU0

dñ

dz̃

∣∣∣∣
z̃=0

0h

= G̃0

Pe
(65)

where Aw is area in the rθ plane. Thus, an analytic result for the particle col-
lection efficiency is given by Eqs. (64) and (65)—although the solution requires
numerical quadrature. The dependence of the collection efficiency on the four
dimensionless groups, Re, h̃, Ṽ t

p, and Pe, is clearly shown in Eqs. (64) and
(65). For comparison to previous work in the literature, the particle collection
efficiency defined by Eq. (65) can also be expressed as the ratio of the Sher-
wood to Peclet numbers, η = Sh/Pe. The use of collection efficiency as the
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dimensionless number characterizing the deposition process is preferred to the
Sherwood number for this application for two reasons: 1) Determination of the
collection efficiency is also straightforward for Lagrangian formulations to be
applied to showerhead-enhanced inertial deposition in which critical trajectories
can be calculated, and 2) efficiency is a commonly accepted concept within the
semiconductor industry (e.g., yield). In practical terms, an efficiency of unity
indicates that all particles in the chamber are depositing on the wafer, while an
efficiency of zero indicates that no particles are depositing on the wafer.

Particle Flux. The particle deposition rate on the wafer is found as the
product of collection efficiency times the number of particles released from the
trap (or generated by nucleation):

J0 = Ddn

dz
= D0h

SU0

dñ

dz̃

∣∣∣∣
z̃=0

= 0h

G̃0

Pe
= 0hη (66)

When the nature of the source term 0h is not known, the best strategy for re-
ducing the number of defects on a wafer is to choose conditions that inhibit
particle transport to the wafer, i.e., minimize the collection efficiency. One po-
tential weakness of this strategy is if process conditions selected to reduce the
collection efficiency result in a corresponding increase in the particle generation
rate; this possibility is certainly of concern for particle nucleation.

4. Nondimensional Results

This section presents calculations of particle collection efficiency using numeri-
cal quadrature of Eqs. (64) and (65) based on a fourth-order Runge-Kutta tech-
nique with automatic error control. Both local and global error control parame-
ters can be set, and convergence tests showed that the resulting integrals were
unchanged in the fifth place when these parameters were set to 10−10. Efficiency
is found to be a function of four dimensionless parameters: Re, h̃, Ṽ t

p, and Pe (a
fifth—the interception parameter dp/S—is neglected in this work). Calculations
of particle collection efficiency versus Peclet number are shown in Fig. 10 for
creeping flow (Re = 0) for three attractive forces (characterized by Ṽ t

p = −0.1,

−0.5, and −1.0), for no external force (Ṽ t
p = 0), and for three repulsive forces

(Ṽ t
p = 0.1, 0.5, and 1.0). Plots are shown for three different trap heights, where

the particles are trapped: 1) near the wafer (h/S = 0.1), 2) midway between the
wafer and showerhead (h/S = 0.5), and 3) near the showerhead (h/S = 0.9).

Efficiency Intermediate Peclet Numbers. Although the small- and large-
Pe asymptotic limits for the collection efficiency are well described by analytic
expressions, the shape of the collection efficiency curves for intermediate Peclet
numbers can be quite complex and requires the full numerical integration of
Eqs. (64) and (65). For example, while the efficiency-curve transition between
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Figure 10 Efficiency versus Pe for various deposition velocities. Figures show calcu-
lated efficiencies for particles starting in traps at (a) h/S = 0.1, (b) h/S = 0.5, and
(c) h/S = 0.9.
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the small- and large-Pe asymptotic limits is generally monotonic (e.g., Fig. 10a
for Ṽ t

p > 0 or Fig. 10c for Ṽ t
p < −0.5), in some cases there may be a local

minimum (e.g., Fig. 10a for Ṽ t
p = −0.1) or maximum (e.g., Fig. 10c for Ṽ t

p =
−0.1). The exact shape of the efficiency curve depends on the magnitudes of the
three parameters, h̃, Ṽ t

p, and Pe, and although the interaction among them can
be complex, a few simple observations can be made. First, moving the particle
trap away from the wafer (i.e., increasing h̃) always tends to lower the collec-
tion efficiency. Although this effect is most notable for low or intermediate Pe
values where diffusional effects are strong, it is also true for large Pe values
where deposition is controlled by external forces. The latter claim is supported
by noting that gas velocity at the trap location, ũ(h̃), increases with increasing
distance from the wafer so that collection efficiency decreases. Trap manipula-
tion can be accomplished in practice under some conditions. For example, in
plasma processing, the trap location is determined by process parameters such
as pressure, rf power, and flow rate; while these parameters may be fixed during
etch by process requirements, they could be adjusted to manipulate the particle
trap location just prior to plasma extinction. Similarly, trap position when parti-
cle nucleation is present could be controlled by pressure, wall temperature, flow
rates, or chemistry selections.

Second, reducing the dimensionless attractive external force or increasing
the dimensionless repulsive force always lowers the collection efficiency. This
trend is clearly evident in Figure 10 for intermediate and large Peclet numbers,
although the benefit becomes less significant at low Pe where diffusion dominates
deposition. It is interesting to note that for attractive forces such as gravity
(wafer facing up) or thermophoresis (wafer cooler than the surrounding gas),
the dimensionless deposition velocity increases as pressure is decreased (for
constant U0). In this case, the tendency toward processing at lower pressures
ultimately must lead to an increase in the fraction of particles which end up on
the wafer. If a process recipe is selected that maintains the wafer warmer than its
surroundings, however, the velocity resulting from this repulsive external force
will increase with decreasing operating pressure (for constant U0) and thereby
reduce the fraction of particles depositing on the wafer.

To explore the effect of Reynolds number on collection efficiency, calcu-
lations were made for Reynolds numbers of 0 and 8 using the analytic approxi-
mation for the flow field given in Eq. (46)14 ; the results are shown in Figure 11.
As shown, even this relatively large variation in Re (spanning the Re range of
the majority of low-pressure commercial tools) produces only modest variations
in the collection efficiency. Reynolds number effects are most apparent in the

14Note that Re = 8 is beyond the range over which the analytic approximation was found to be
accurate, but the analytic result is used here beyond its range to qualitatively investigate any
Reynolds number dependencies.
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Figure 11 Efficiency versus Pe for various Reynolds numbers. Figures show calculated
efficiencies for Re = 0 and 2 (h/S = 0.5).

large-Pe limit for attractive forces. This effect can be quantified by noting that
1) the large-Pe efficiency limit of Eq. (52) depends on gas velocity at the trap
location, ũ(h̃), and 2) the value of ũ(h̃) changes from −0.5 at Re = 0 to a
value of −0.625 at Re = 8. This 25% increase in ũ(h̃) associated with Re being
increased from 0 to 8 leads to an approximately 25% decrease in collection ef-
ficiency for a weak attractive force, i.e., |Ṽ t

p| � |ũ(h̃)|. As Ṽ t
p is increased to a

magnitude comparable to ũ(h̃), this effect diminishes; for example, for Ṽ t
p = −1

the efficiency for Re = 8 is only 8% less than for Re = 0.
For small Peclet numbers, the effect of Reynolds number vanishes for

all values of the external force. In this case, particle transport by diffusion
dominates convective transport, so that the collection efficiency is decoupled
from the details of the flow field. Figure 11 also shows that Reynolds number
effects are negligible in the presence of repulsive external forces; although this
conclusion is true in an absolute sense, Reynolds number effects do become
important in a relative sense for larger Peclet numbers where the collection
efficiency becomes small. For example, for Ṽ t

p = 1.0 and Pe = 15, the collection

efficiency for Re = 8 (η = 3.18 ·10−3) is approximately 50% larger than that for
Re = 0 (η = 2.11 · 10−3). While such differences may not be detectable at low
particle concentrations, the difference in the number of particles depositing on
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the wafer may become quite large when particle concentrations are high—such
as is typical of systems in which particle nucleation is occurring.

5. Dimensional Results

This section presents several example calculations of collection efficiency in
dimensional terms when gravity and diffusion act simultaneously. The solution
scheme described in the previous section is again used here, except that the
dimensional inputs are first converted into the required nondimensional groups
before the numerical integrations are performed. The particle diameter replaces
the Peclet number as the independent variable in all of the following. All of the
examples assume a 200 mm diameter susceptor with a showerhead-to-wafer gap
of 2.54 cm. For these calculations, a baseline process is taken as argon flowing
at a mass flow rate of 1000 sccm (standard cubic centimeters per minute) at a
pressure of 1 torr and temperature of 300 K. Constant gas properties are assumed
(isothermal flow) along with a particle density of 1 g/cm3. The Reynolds number
for these conditions is 0.984, which indicates viscous dominated flow and is
well inside the range for which the analytic flow field expression can be used.
In the following examples, trap height, pressure, flow rate, and pressure are
individually varied about the baseline value. Note that these parameters may
not be independent; for example, trap height may depend on both pressure
and gas flow rate. Finally, the section concludes with a demonstration of the
reduction in deposition that can be obtained by introducing a force that opposes
deposition, such as heating the wafer relative to the showerhead to take advantage
of thermophoretic protection.

Trap Height Effects. Plots of calculated particle collection efficiency as
a function of particle size are shown in Figure 12 for dimensionless trap heights
of 0.1, 0.3, 0.5, 0.7, and 0.9. All of the curves exhibit a minimum near 0.1 µm,
with increasing efficiency for both smaller and larger sizes. This shape has
commonly been reported in previous deposition studies: for example, see Fig-
ure 3 of Ref. 40 which shows the net stagnation-point deposition velocity based
on additivity of convective-diffusion, electrostatic, and gravitational velocities.
In Figure 12, the increase in efficiency below 0.1 µm is associated with in-
creasing diffusional deposition, while the increase in efficiency above 0.1 µm
is associated with increasing gravitational deposition. Note that in the present
geometry the diffusional branch does not increase without bound, but instead
asymptotically approaches the highly diffusive limit η → 1 − h̃. As seen in
Figure 12, however, this limit is not quite achieved even for particles as small
as 0.001 µm. As expected based on the previous discussion in nondimensional
terms, the trapping height plays a key role in net particle deposition. Clearly, it
is always advantageous to manipulate the particle trap to a location as far from
the wafer as possible. It is clear from Figure 12 that as the size of IC-killing
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Figure 12 Efficiency vs. particle diameter and trap position (isothermal case). Col-
lection efficiencies for particle transport over a 200 mm wafer including gravitational
settling and diffusion for dimensionless trap locations of 0.1, 0.3, 0.5, 0.7, and 0.9 (S =
2.54 cm, Q = 1000 sccm of argon, P = 1 torr, T = 300 K, Re = 0.98, and particle
density of 1 g/cm3).

particles shrinks below 0.1 µ that particle collection efficiencies will climb as a
result of increased particle diffusion.

Pressure Effects. Plots of calculated particle collection efficiency as a
function of particle size are shown in Figure 13 for reactor pressures of 1, 10,
100, and 760 torr. For these calculations the mass flow rate is held constant at
the baseline value of 1000 sccm, and the trap height is assumed to be 1.27 cm
which is exactly half-way between the wafer and showerhead. As before, all
of the curves show the characteristic “U” shape resulting from the combination
of deposition from convective-diffusion and gravitational settling. It is evident,
however, that the diffusional branch of the efficiency curves are independent
of pressure for this example. This result is explained by considering that the
Peclet number (which along with geometry completely specifies the convective-
diffusive problem) depends on the ratio of inlet gas velocity to the particle
diffusion coefficient, and that both of these quantities are inversely proportional
to pressure at a constant mass flow rate. The pressure dependence of the diffu-
sion coefficient is evident in the free molecule limit given in Eq. (36), which
applies at low pressures and for small particle size. The velocity used in scaling
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Figure 13 Efficiency vs. particle diameter and pressure (isothermal case). Collection
efficiencies for particle transport over a 200 mm wafer including gravitational settling
and diffusion for reactor pressures of 1, 10, 100, and 760 torr (S = 2.54 cm, Q = 1000
sccm of argon, h = 1.27 cm, T = 300 K, Re = 0.98, and particle density of 1 g/cm3).

the problem, U0, is the linear gas velocity at the reactor pressure, and for a
presumed constant mass flow rate this also must scale inversely proportional
to pressure. Thus, the collection efficiency resulting from particle diffusion is
nearly independent of pressure for a fixed gas mass flow rate.

The branch of the efficiency curve resulting from gravitational settling is
also seen to be independent of pressure below 10 torr. This result is explained
by considering the limiting expression for external-force dominated deposition,
which depends only on ũ(h̃) and Ṽ t

p. The term ũ(h̃) is independent of pressure
as it depends only on trap position and Reynolds number [see Eq. (46)], and, as
at constant mass flow rate the Reynolds number is independent of pressure. In
the free molecule limit given by Eq. (28), the gravitational deposition velocity,
Ṽ t
G, varies inversely with pressure so that its ratio to the inlet velocity, Ṽ t

p, must
also be independent of pressure. Thus, all of the terms describing the collection
efficiency are independent of pressure in the particle free molecule limit. As
pressure increases above 10 torr and for particles larger than 1 µm, however,
the free molecule limit for the settling velocity no longer applies and the full
expression of Eq. (26) must be used. As the particle mean free path decreases,
the inverse pressure dependence of the dimensional settling velocity diminishes,
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until the continuum regime limit equation (27) is reached which is independent
of pressure. As V t

p becomes independent of pressure, Ṽ t
p becomes proportional to

pressure, resulting in the marked increase in collection efficiency with pressure
as seen in Figure 13 for larger particles and at higher pressures.

Mass Flow Rate Effects. Plots of calculated particle collection efficiency
as a function of particle size are shown in Figure 14 for argon mass flow rates
of 10, 100, and 1000 sccm. For these calculations the reactor pressure is held
constant at the baseline value of 1 torr, and the trap height is assumed to be
1.27 cm (half-way between the wafer and showerhead). As before, all of the
curves show the characteristic “U” shape resulting from the combination of
deposition from convective-diffusion and gravitational settling. These results
show that the collection efficiency is a strong function of gas mass flow rate
except for very small particle sizes, for which diffusion dominates and all curves
must tend toward the same limit. Note that the point at which the diffusion-
dominated limit is achieved varies with mass flow rate: for the lowest flow rate
of 10 sccm the limit (η = 0.5) is reached for particles less than about 0.01
µm, while at the highest flow rate of 1000 sccm the collection efficiency is still

Figure 14 Efficiency vs. particle diameter and flow rate (isothermal case). Collection
efficiencies for particle transport over a 200 mm wafer including gravitational settling
and diffusion for gas mass flow rates of 10, 100, and 1000 sccm (argon, S = 2.54 cm,
h = 1.27 cm, T = 300 K, P = 1 torr, 0.01 < Re < 0.98, and particle density of
1 g/cm3).
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below the limit for 0.001 µm. Thus, a significant reduction in particle collection
efficiency can be achieved by increasing the mass flow rate at constant pressure.
The effect of mass flow rate on the actual number of particles depositing on the
wafer is less obvious. For example, consider the case in which the mass flow rate
is increased from 100 to 1000 sccm. Although the collection efficiency drops
by approximately a factor of 10, the flow increases by a factor of 10, so that if
the number of particles entering the domain scales with flow rate, then the total
number of particles depositing on the wafer should be about the same for the
two flow rates. If, however, the number of particles present is independent of
the flow rate, then increased flow rates should reduce the number of particles
on the wafer.

For calculations where pressure is fixed, it should be noted that the Rey-
nolds number increases proportionately with mass flow. However, even at the
highest flow rate considered, 1000 sccm, the Reynolds number is less than 1
and the analytic flow approximation is excellent.

Effect of Thermophoresis. This final section explores the role of ther-
mophoresis in determining particle collection efficiency. For these calculations
the showerhead temperature has been held constant at 300 K, and the wafer
temperature varied to produce a temperature gradient that drives thermophoretic
deposition. To accommodate our assumption of constant properties, only small
temperature differences are considered. Plots of calculated particle collection
efficiency as a function of particle size are shown in Figure 15 for wafer tem-
peratures of 280, 290, 300, 310, and 320 K. The baseline conditions described
above are used for all of these calculations: reactor pressure 100 mtorr, argon
mass flow rate of 1000 sccm, wafer-to-showerhead gap of 2.54 cm, and the
trap height is assumed to be 1.27 cm. A particle of density of 1 g/cm3 was
assumed, and the ratio of the gas to particle thermal conductivity was taken as
0.02 to approximate a fused silica particle. As before, all of the curves show
the characteristic “U” shape resulting from the combination of deposition from
convective-diffusion and external forces, where the net external forces contains
contributions from both gravitational and thermophoretic forces. The minimum
collection efficiency for the case of thermophoretic protection (wafer hotter than
showerhead) becomes vanishingly small and so is not shown; note, however,
that thermophoretic protection the collection efficiency never reaches absolute
zero, even with thermophoretic protection, as there always is some contribution
from diffusion/convection.

A key result of these calculations is that even modest temperature dif-
ferences can lead to dramatic changes in collection efficiency. For example,
deposition is nearly eliminated in the 0.1–1.0 µm range when the wafer is kept
only 10–20 degrees warmer than the showerhead. On the other hand, the collec-
tion efficiency increases by an order of magnitude when the wafer temperature is
decreased 10 degrees as compared to the isothermal case. In addition, when the
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Figure 15 Efficiency versus particle diameter and wafer temperature. Collection effi-
ciencies including gravity, thermophoresis, and diffusion for wafer temperatures of 280,
290, 300, 310, and 320 K (200 mm wafer, 1000 sccm argon, S = 2.54 cm, h = 1.27
cm, Tshowerhead = 300 K, P = 100 mtorr, and particle density of 1 g/cm3).

wafer temperature is kept below the showerhead temperature, the depth of the
collection efficiency minimum at about 0.1 µm becomes shallower; this results
from the fact that the thermophoretic deposition velocity is nearly independent
of particle diameter as indicated by Eqs. (30) and (31). These calculations clearly
demonstrate the importance of keeping the wafer warmer than its surroundings
at all times.

6. Summary: Diffusion-Enhanced Deposition

This section explored particle deposition resulting from external forces and
Brownian motion in a parallel-plate geometry characteristic of a wide range
of semiconductor process tools. The need to properly account for diffusion-
enhanced particle deposition becomes increasingly important as the semicon-
ductor industry moves toward smaller feature sizes and becomes concerned
with smaller-sized particles. Particle transport was modeled using the Eulerian
approach of Section V, so that the continuum convective-diffusion equation was
solved for particle flux. One strength of the Eulerian formulation is in predicting
particle transport resulting from the combination of applied external forces (in-
cluding the fluid drag force) and the chaotic effect of particle Brownian motion
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(i.e., particle diffusion), although the current implementation neglected particle
inertia. Furthermore, particles were assumed to originate in a planar trap located
between the plates, and only transport in the interplate region was considered
(showerhead acceleration was neglected). Flow between infinite parallel plates
was assumed as described by the quasi-1-D creeping flow approximation, where
the showerhead was treated as a porous plate.

The key result of the analysis of this section was the derivation of ex-
pressions for the particle collection efficiency—which is the fraction of trapped
particles which end up on the wafer. An analytic, integral expression was derived
that gives the particle collection efficiency as a function of four dimensionless
parameters: Re, h̃, Ṽ t

p, and Pe (a fifth—the interception parameter dp/S—was
neglected). The first parameter, the Reynolds number, completely specifies the
flow field under the present assumptions. The second parameter, the dimension-
less trap height, h̃ = h/S, specifies the position of the particle source term. The
influence of external forces enters through the third parameter, the dimensionless
particle deposition velocity, Ṽ t

p = V t
p/U0, which is defined as the z component

of the net deposition velocity. The fourth parameter is the particle Peclet num-
ber, Pe = SU0/D, which is a measure of the relative importance of particle
Brownian motion. In the free-molecular limit the Peclet number is proportional
to diameter squared, so that Pe1/2 can be thought of as a dimensionless particle
size.

Numerical quadrature of Eqs. (64) and (65) using a fourth-order Runge-
Kutta technique was used to calculate particle collection efficiency in terms of the
controlling dimensionless parameters. Initial calculations showed the numerical
results to be in good agreement with the various analytic limits, providing con-
fidence in the current implementation. In general, the highly diffusive limit was
approached for Peclet numbers less than about 0.1, while the nondiffusing limit
was essentially reached for Peclet numbers larger than ∼102 or ∼103 depending
on the strength of the external force and the initial particle trapping position.
For intermediate Peclet numbers, the shapes of the collection efficiency curves
were often found to be complex; for example, some conditions gave efficiency
curves which showed local minima or maxima. Despite this complexity, a few
simple observations were made: moving the particle trap away from the wafer
(i.e., increasing h̃) always lowered the collection efficiency as did reducing the
attractive external force or increasing the repulsive force. Finally, calculations
made for Reynolds numbers of 0 and 8 showed only modest variations in parti-
cle collection efficiency, suggesting that this parameter plays only a minor role
over the range likely to be encountered in realistic processing environments.

Example calculations of collection efficiency were presented in dimen-
sional terms for one representative set of process conditions (200 mm wafer,
showerhead-to-wafer gap of 2.54 cm, mass flow rate of 1000 sccm argon, 1 torr,
300 K). In all cases, the efficiency curves exhibited a minimum near 0.1 µm,
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with increasing efficiency for both smaller and larger sizes. Trapping height was
found to play a key role in deposition, and in all cases it was advantageous
to manipulate the particle trap to a location as far from the wafer as possi-
ble. Trap manipulation can be accomplished in practice under some conditions.
For example, in plasma processing, the trap location is determined by process
parameters such as pressure, rf power, and flow rate; while these parameters
may be fixed during etch by process requirements, they could be adjusted to
manipulate the particle trap location just prior to plasma extinction. Similarly,
trap position when particle nucleation is present could be controlled by pressure,
wall temperature, flow rates, or chemistry selections.

At constant mass flow rate, collection efficiency was found to be inde-
pendent of pressure for the low pressures and small particle sizes of interest.
At constant pressure, collection efficiency was found to decrease significantly
with increasing mass flow rate. Thus, from a particle transport point of view,
reduction of particle-on-wafer counts could be obtained by increasing the mass
flow rate in a process, assuming particle concentration varies inversely with mass
flow rate rather than remaining independent.

Another key result was that even modest temperature differences can lead
to dramatic changes in the collection efficiency of 0.05–1.0 µm particles due
to the thermophoretic force. For example, deposition is nearly eliminated when
the wafer is kept only 10–20 degrees warmer than the showerhead. On the other
hand, the collection efficiency increases by an order of magnitude when the
wafer temperature is decreased 10 degrees below the showerhead temperature.

Caution is suggested in implementing any of these strategy since the effect
on the particle source term is not known.

C. Inertia-Enhanced Deposition

The use of a showerhead restricts the area available to the flow inside the
showerhead; consequently, the velocity of the gas inside the holes is much
larger than the face velocity in the gap below. Particles originating upstream of
the showerhead and suspended in the flow can be dramatically accelerated while
passing through the showerhead, so that, at the exit of the showerhead, particle
velocities much larger than the fluid face velocity are possible. Depending on
conditions, particle acceleration by the showerhead can lead to inertia-enhanced
particle deposition on the wafer below. Thus, a complete description of particle
deposition on a wafer in a parallel-plate reactor must include a description of
particle transport through the showerhead as well as an analysis of particle
transport in the interplate region.

This section explores the role of inertia-enhanced deposition using the
Lagrangian particle transport formulation given in Section II. The strength of
the Lagrangian formulation is in predicting particle transport resulting from the
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combination of applied external forces and particle inertia; the current imple-
mentation does not account for particle diffusion. The problem is separated into
two domains in which particle and fluid transport are determined: 1) within a
showerhead hole and 2) between the showerhead and susceptor.

1. Particle Transport in the Showerhead Holes

Particles are assumed to be evenly distributed across the showerhead hole inlet
and to enter with zero radial velocity and with an initial axial velocity equal to
the face velocity U0. The particle will immediately see a fluid velocity Ujet(r),
and will either be accelerated or deaccelerated by fluid drag depending on the
magnitude of Ujet. Because of inertia, however, the particle will require a finite
time to respond. In particular, the particle will accelerate to Ujet only if the show-
erhead hole is sufficiently long or the particle sufficiently small. In practice, the
particle velocity at the exit of the showerhead, Vp0, will fall somewhere between
U0 and Ujet, depending on the relative magnitudes of these two velocities, the
showerhead thickness, and the particle relaxation time τ .

Assuming fully developed flow at the inlet and neglecting lift forces, the
particle will remain at its initial radial position while in the tube; consequently,
the axial fluid velocity driving the particle through the tube will also remain
constant during the traverse. For plug flow, all particles will be accelerated by
the same fluid velocity, U jet, independent of radial starting position. For fully
developed parabolic flow, the local fluid velocity for each particle will depend
on its starting position; particles near the wall will be slowed by drag, while
particles near the centerline will be significantly accelerated. For parabolic flow,
the assumption that the particles are evenly distributed (i.e., that the particle
flux is constant) across the tube inlet is based on the assumption that the fluid
entrance length is so short that particles do not have time to migrate radially as
the flow is developing.15

The problem of a particle of given initial velocity experiencing a step-
function change in the local fluid velocity is a classic problem. Although the
problem could be solved in dimensional form, it is convenient for matching
with the second part of this analysis if we solve the nondimensionalized particle
equations of motion, Eqs. (19) and (20). As stated previously, we choose the
mean chamber axial velocity U0 as the characteristic velocity and the interplate
spacing S as the characteristic length scale. External forces are assumed negli-
gible compared to the large drag forces encountered in the showerhead holes.
Given a particle of Stokes number St entering the hole with initial velocity U0,

15An alternative assumption is that the particles follow streamlines, in which case the particle
concentration is constant across the tube inlet so that the local flux of particles through the tube
depends on radial position.
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and an axially constant fluid velocity Ujet(r), Eqs. (19) and (20) can be solved
analytically for the particle velocity at the showerhead exit, z = L:

L

S
= Ujet

U0
t̃ + St

(
Ujet

U0
− 1

)(
e−t̃/St − 1

)
(67)

Vp0

U0
= Ujet

U0
−
(
Ujet

U0
− 1

)
e−t̃/St (68)

The solution procedure is as follows: 1) Calculate Ujet/U0, L/S, and St from
process and particle parameters, 2) solve Eq. (67) for the dimensionless time t̃ ,
and 3) use t̃ in Eq. (68) to solve for the dimensionless particle velocity at the
showerhead exit. Equation (67) must be solved iteratively; for this purpose we
use a Newton root-finding technique.

Some complexity has been added to Eqs. (67) and (68) by our use of
one characteristic length and one characteristic velocity for both the showerhead
and parallel-plate domains. An interesting result is found if L and Ujet (natural
choices for characterizing transport through the showerhead) are substituted for
S and U0 as the characteristic length and velocity. With the appropriate redefi-
nitions of the nondimensional terms, a set of equations similar to Eqs. (19) and
(20) can be derived that depend on the jet Stokes number, which is related to
our earlier definition by

Stjet = τUjet

L
= St

Ujet

U0

S

L
(69)

Using the same assumptions and initial conditions as above, we can derive a set
of equations analogous to Eqs. (67) and (68) that are independent of L/S, that
is, Vp0/Ujet = f (Ujet/U0, Stjet). In addition, the functional dependence on the
velocity ratio Ujet/U0 is very weak (entering only as a result of the assumption
that the initial particle velocity is U0), and vanishes for the limiting case where
Ujet/U0 � 1 (which includes the case where the particle initial velocity is zero).
In this limiting case, the ratio of the showerhead-exit velocity of the particle to
Ujet depends only on the jet Stokes number. This result suggests plotting the
results of Eqs. (67) and (68) as Vp0/Ujet against Stjet, such as shown in Fig. 16.
As can be seen, the dimensionless particle velocity at the exit of the showerhead,
Vp0/Ujet, is reasonably insensitive to the velocity ratio when Ujet/U0 > 10.

Thus, the analysis of particle transport in the showerhead domain is com-
plete: given the three inputs U jet/U0, L/S, and St (and particle initial radial
position to determine Ujet(r) for parabolic flow), we can calculate the dimen-
sionless velocity Vp0/U0 at which the particle exits the showerhead. Interest-
ingly, both the mean velocity ratio and the length ratio depend only on reactor
geometry; process conditions such as temperature, pressure, or flow rate enter
only through the Stokes number. Thus, for a given Stokes number, the extent of
particle acceleration in the showerhead is entirely determined by hardware and
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Figure 16 Acceleration of particles through showerhead. Dimensionless velocity of
particles exiting showerhead tubes, Vp0/Ujet , as a function of jet Stokes number, Stjet ,
for a range of velocity ratios (Ujet/U0 = 2, 5, 10, 50, and 100).

is thus a characteristic of a specific tool design. Finally, in moving to the calcu-
lation of particle trajectories between the plates, the sign of the particle velocity
Vp0/Ujet must be switched to account for the different coordinate systems used
in the two domains (see Fig. 5b and inset).

2. Particle Transport Between Parallel Plates

In this section, a Lagrangian formulation is used to calculate particle trajectories
in the interplate region using both numerical FIDAP and analytic solutions of
the flow field. Under the present assumptions, four dimensionless parameters
uniquely determine particle transport in the inter-plate region: Re, St, V t

p/U0,
and Vp0/U0 (a fifth, the interception parameter dp/S, is neglected in this sec-
tion). The first parameter, the Reynolds number, completely specifies the flow
field for the infinite parallel-plate geometry—as demonstrated in the analytic
low-Re approximation to the flow field given in Eq. (46). For a finite-plate
geometry, the aspect ratio is also needed to specify the flow. The second param-
eter, the particle Stokes number, is used in this work as a dimensionless particle
diameter—as suggested by the free molecule limit Eq. (23). The influence of
external forces enters through the third parameter, the dimensionless particle
deposition velocity, which parameterizes the forces via the z component of the
net deposition velocity, V t

p. The fourth parameter, the dimensionless particle ve-
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locity at the showerhead exit, is determined by the strength of the showerhead
acceleration effect as described in Section I above. Initially, however, Vp0/U0
will be taken as an independent variable; later we discuss the coupling of the
showerhead and parallel-plates domains.

The effect of the these dimensionless parameters is shown in Figure 17,
where particle collection efficiency is plotted against Stokes number for Re =
8. For Figure 17a, an initial dimensionless particle velocity Vp0/U0 = −1 is
assumed (no particle showerhead acceleration), while in Figure 17b the initial
velocity is taken as −100 (substantial showerhead acceleration characteristic of
commercial reactors). In each plot the influence of external forces is explored by
varying the deposition velocity: curves for V t

p/U0 = −0.5, −0.1, −0.01, 0, 0.1,
and 1.0 are shown. Negative values of the deposition velocity correspond to an
external force directed toward the wafer (attractive, enhancing deposition), while
positive values correspond to an external force directed away from the wafer
(repulsive, inhibiting deposition). Several important features of these plots will
now be explored.

First, inertial effects lead to particle deposition even in the absence of
external forces as shown by the curves for V t

p/U0 = 0 in Figure 17. In this
case there is a critical Stokes number, Stcrit , below which no deposition oc-
curs. At Stcrit there is a sharp jump in efficiency, which then increases toward
unity with increasing St. The jump is steeper, higher (approaching unit collec-
tion efficiency), and occurs for a much smaller Stcrit in the case with substantial
showerhead acceleration than when the particles enter with the fluid face ve-
locity. This effect is discussed in greater detail below. As seen in Figure 17,
particle inertia can also lead to deposition even when an external force is push-
ing particles away (V t

p/U0 > 0). The extent of external force “protection” is
significantly reduced for large initial velocities: compare the Vp0/U0 = 0 and 1
curves in Figure 17a and b.

Second, when an external force is directed toward the wafer (V t
p/U0 < 0),

particle deposition occurs at all values of the Stokes number. In the small-St limit
(negligible particle inertia), the collection efficiency should tend to Eq. (48) for
external forces that can be described by a potential; this trend is clearly evident
in Figure 17. For example, for V t

p/U0 = −0.5, Eq. (48) predicts an efficiency
of 1/3 which is the observed asymptote of the appropriate curves in Figure 17a
and b. The presence of an attractive external force smooths the shape of the
efficiency curves for large attractive forces; however, when the magnitude of the
attractive force is small (e.g., V t

p/U0 = −0.01), the efficiency still exhibits a
sharp increase in the neighborhood of Stcrit (from the no-force case). The rise
in efficiency near Stcrit is much steeper for high initial particle velocities.

Finally, in the large-St limit, the collection efficiency must approach unity
for all cases. That is, for large enough Stokes numbers, particle inertia leads
to straight trajectories and complete deposition independent of the details of
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Figure 17 Efficiency versus Stokes number for various deposition velocities for Re =
8. Solid lines are calculated using an analytic flow field and a Runge-Kutta integrator,
while the symbols are calculated using numerical flow solutions and the FIDAP parti-
cle tracking post-processing routines. (a) Particle dimensionless initial velocity of −1;
(b) particle dimensionless initial velocity of −100.
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the flow field, the external forces, or particle initial velocity (assuming it is not
zero). This limit is approached in all of the calculations shown in Figure 17.

Asymptotic Limit of Critical Stokes Number. An interesting result is sug-
gested by Figure 17b for the case of no external force: as the particle initial
velocity becomes large, the collection efficiency tends toward a step function
which jumps from zero to unity at a critical Stokes value equal to the inverse
of the dimensionless initial particle velocity. To confirm this result, a series of
calculations were made to explore the dependence of the critical Stokes number
on initial particle velocity in the absence of an external force. These results are
shown in Figure 18, where Stcrit is plotted as a function of Vp0/U0 for fluid
Reynolds numbers of 0, 4, and 8. For a given value of Vp0/U0, particles with
St < Stcrit (below the line) will exit the reactor, while particles with St > Stcrit
(above the line) will impact. The effect of Reynolds number is negligible for
large values of Vp0/U0; in fact, for Vp0/U0 > 10 the three Re curves approach
the same asymptotic limit. For large values of Vp0/U0 particle inertia dominates
deposition and the details of the flow field become unimportant. Inspection of
the large initial-velocity asymptotic limit reveals the following relationship:

Stcrit → U0

Vp0
(70)

Figure 18 Critical Stokes number versus particle dimensionless inlet velocity. Values
of the critical Stokes number were calculated using the analytic approximation to the flow
field for Reynolds numbers of 0, 4, and 8. One set of curves applies for no external force
(V t

p/U0 = 0), the other set applies for a strong force resisting deposition (V t
p/U0 = 1).
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A simple explanation of this limit is readily illustrated by rearranging Eq. (70) to
give StcritVp0/U0 = τVp0/S = 1, which states that impaction occurs when the
particle stopping distance based on its initial velocity Vp0 equals the showerhead-
to-wafer gap.16

Figure 18 also shows the variation of the critical Stokes number when a
large external force opposing deposition is applied (V t

p/U0 = 1). Although the
value of Stcrit is greatly increased for small Vp0/U0 (compared to the case with
no external force acting), all curves approach the same asymptote, Eq. (70),
in the limit of very large initial particle velocity. The Stcrit value for a large
external force was found to be ∼4% higher than without an external force for
Vp0/U0 = 100. As noted above, the influence of Reynolds number on Stcrit is
greatly reduced when a repulsive force is acting.

Thus, for no, or repulsive, external forces, a great simplification results
for large values of the initial particle velocity (say for Vp0/U0 > 100): the
collection efficiency can be closely approximated by a step function (from zero
to unity) at a critical Stokes number calculated by Eq. (70). When an attractive
force is present, the concept of a critical Stokes number breaks down, as there
is some deposition at all Stokes numbers. Even in this case, however, a sharp
increase in efficiency near Stcrit is stil seen (such as shown in Fig. 17b).

3. Coupled Transport: Nondimensional Results

In this section, showerhead-enhanced inertial deposition is explored by coupling
the transport of particles through the showerhead and in the interplate region. The
procedure is as follows: 1) For given values of Ujet/U0, L/S, and St, calculate
the dimensionless velocity of the particle exiting the showerhead, Vp0/U0, using
Eqs. (67) and (68); and then 2) using Vp0/U0 as the initial particle velocity, and
the parameters Re, St, and V t

p/U0, integrate the particle trajectory between the
plates to determine the particle collection efficiency. Thus, the coupled particle
transport problem (for an infinite parallel-plate geometry and under the present
assumptions) is completely specified by five independent dimensionless param-
eters (note that Vp0/U0 is dependent). Efficiency results from these coupled
calculations should look qualitatively like those shown in Figure 17, although
some variations are expected as the initial particle velocity is no longer fixed
but depends on the degree of particle acceleration through the showerhead.

It is valuable at this point to clarify the use of the jet velocity to face
velocity parameter Ujet/U0, which is the local fluid velocity that a particle
experiences while passing through a showerhead hole. For the assumption of
plug flow through the showerhead, Ujet/U0 = U jet/U0 = Ashowerhead/7Ajet,
where U jet is the mean velocity in the tube. In the plug-flow case, Ujet/U0 must

16A further implication of Eq. (70) is that for large values of Vp0/U0 a more appropriate choice
for the characteristic velocity in defining particle Stokes number would have been Vp0.
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always be larger than unity and is constant across each showerhead tube cross
section. In commercial reactors, values of U jet/U0 are seldom less than 20, and
can range up to several hundred. The other limit considered in this work is
parabolic flow through the showerhead holes. In this case, Ujet/U0 is function
of both the area ratio and the radial starting position of the particle in the
showerhead tube. For example, a particle starting on the tube centerline would
experience a fluid velocity twice the mean, so that Ujet(r = 0)/U0 = 2U jet/U0.
Because the fluid velocity must vanish at the tube wall, jet velocity to face
velocity ratios less than 1 are possible for the parabolic case for particles starting
near the wall. In the following, results are parameterized with the most general
form Ujet/U0.

Critical Stokes Numbers. One set of coupled efficiency calculations is
shown in Figure 19, which plots efficiency vs. Stokes number for jet-to-face ve-
locity ratios of 0.1, 1, 10, 100, and 1000. For these calculations, the showerhead
thickness was assumed equal to the plate gap (L/S = 1) for the case of Re =
0 and no external forces acting (V t

p/U0 = 0). The critical Stokes number (the
smallest St for which collection occurs) is found to decrease with increasing
values of Ujet/U0. This result is not surprising: as Ujet/U0 increases the particle

Figure 19 Effect of jet-to-face velocity ratio. Efficiency versus Stokes number for
Ujet/U0 = 1, 10, 100, and 1000 including coupling between showerhead and interplate

transport (for this calculation L/S = 1, Re = 0, V t
p/U0 = 0, and rp/S = 1 × 10−7).



Transport and Deposition of Aerosol Particles 205

velocity at the showerhead exit (Vp0/U0) must also increase, and we have shown
in Section 2 above that increasing values of Vp0/U0 lead to smaller values for
Stcrit (see Fig. 18). In particular, we have shown in the limit of large Vp0/U0
that Stcrit → U0/Vp0. It is interesting to note that, for coupled transport, the
large Ujet/U0 limit of Stcrit is not U0/Ujet, but a slightly higher value (e.g.,
for Ujet/U0 = 100, Stcrit = 0.01237). This difference is explained by the fact
that, because of inertia, the particle can’t accelerate to the jet velocity before
exiting the showerhead (i.e., Vp0/U0 ≤ Ujet/U0); consequently, a larger Stokes
number is required to initiate deposition. In the slow-jet limit, say Ujet/U0 < 1,
the critical Stokes number becomes less sensitive to the particle inlet velocity,
although the shapes of the efficiency curves can be quite different (e.g., compare
the curves for Ujet/U0 = 0.1 and 1). Here, the details of the efficiency curve
result from a complicated interplay among the parameters. Overall, reducing the
value of Ujet/U0 (more and/or larger showerhead holes) increases Stcrit—with
the favorable result of increasing the minimum size for which inertial effects
lead to particle deposition on the wafer.

The showerhead thickness also plays a role in determining the magnitude
of the critical Stokes number. The effect of showerhead thickness is presented in
Figure 20, in which collection efficiency is plotted against St for L/S = 0.1, 0.5,

Figure 20 Effect of showerhead thickness. Efficiency versus Stokes number for L/S
= 0.1, 0.5, 1, and 2 including coupling between showerhead and interplate transport (for
this calculation Ujet/U0 = 100, Re = 0, V t

p/U0 = 0, and rp/S = 1 × 10−7).
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1, and 2 (for Ujet/U0 = 100, Re = 0, and V t
p/U0 = 0). For large L/S values,

there is sufficient time in the showerhead for the particle to accelerate to the
jet velocity (Vp0/U0 → Ujet/U0), which by Eq. (70) gives the asymptotic limit
Stcrit → U0/Ujet. As seen in Figure 20, this limit is approached for L/S > 2. For
very thin showerheads, the particles spend only a short time in the showerhead,
and will exit the showerhead with a velocity much less than the jet velocity. In
this case, larger Stokes numbers are needed to initiate deposition—as seen in
Figure 20 for the curves with L/S = 0.1 and 0.5. Based on these results, Stcrit
can be increased (and inertial deposition reduced) by reducing the dimensionless
showerhead thickness L/S.

Grand Design Curves. If the effect of a repulsive force is neglected, the
value of Stcrit (for a given flowfield) is determined solely by the values of Ujet/U0
and L/S. Interestingly, both of these parameters are geometrical in nature. The
geometric interpretation of L/S is obvious (the ratio of showerhead thickness
to interplate gap), while that for Ujet/U0 requires some explanation. Under the
assumption of plug flow within the showerhead holes, it has already been shown
that Ujet/U0 = U jet/U0 = Ashowerhead/7Ajet where U jet is the mean velocity
in the tube. Thus, in the plug-flow limit the velocity ratio is completely spec-
ified by the number and size of the showerhead holes and by the diameter of
the showerhead—purely geometric properties of the showerhead. Under the as-
sumption of parabolic flow, the radial starting position of the particle within the
showerhead hole must also be considered, but this is another geometrical pa-
rameter. Thus, for a specific flowfield and neglecting external forces, the critical
Stokes number is uniquely specified by chamber and showerhead geometry (and
possibly an assumed particle starting position), and is independent of process
parameters (e.g., gas temperature, pressure, or flow rate).

This simplification leads to the idea of the grand design curves, which
give critical Stokes number as a function of the velocity ratio Ujet/U0 for vari-
ous dimensionless showerhead thicknesses L/S. An example of a grand design
curve over a wide range of these two parameters is shown in Figure 21 for Re
= 0 and V t

p/U0 = 0. The qualitative trends are consistent with earlier discus-
sion: the critical Stokes number decreases with increasing values of Ujet/U0 and
L/S. The curves for all values of L/S intersect at Ujet/U0 = 1, which corre-
sponds to the case for which the particle enters (and exits) the showerhead at
the same velocity. Variations in Stcrit with L/S become small for dimensionless
showerhead thicknesses larger than about 2; in this case, the particle has had suf-
ficient time to accelerate to near the gas velocity, so that making the showerhead
longer has little effect. For velocity ratios less than 1, the critical Stokes number
is essentially independent of velocity ratio and the dimensionless showerhead
thickness. For large velocity ratios, the curves in Figure 21 for different L/S
values become parallel with a slope of unity—suggesting that in this limit Stcrit
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Figure 21 Grand design curve. Grand design curve for estimating the critical Stokes
number based on showerhead parameters (for this calculation Re = 0, V t

p/U0 = 0, and

rp/S = 1 × 10−7).

becomes proportional to U0/Ujet. As shown, the value of Ujet/U0 at which this
asymptotic limit is reached depends on L/S: for thick showerheads the linear
limit is achieved at much smaller velocity ratios than for thin showerheads.

For design applications, the grand design curves are used with the parame-
ters Ujet/U0 and L/S to find the critical Stokes number for the proposed reactor
geometry. To minimize particle deposition on the wafer, it is desirable to choose
parameters that give as large a critical Stokes number as possible, as increasing
Stcrit increases the minimum size at which inertial deposition begins. Based on
Figure 21, larger values of Stcrit are obtained by decreasing Ujet/U0 (use more
and/or larger showerhead holes) or by decreasing L/S (use a thin showerhead or
a large interplate gap). Introducing a force that opposes deposition (such as by
heating the wafer relative to the showerhead) will always help, but as discussed
above, the effect is fairly small under realistic conditions. Once Stcrit has been
determined, the corresponding particle critical size, dp,crit , can be found from
Eq. (21). Note that although the critical Stokes number depends only on geo-
metric parameters, the critical particle diameter depends on geometric, process,
and particle parameters. Thus, particle density and gas pressure, temperature,
type, and flow rate all play a role in determining dp,crit . The effects of process
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Figure 22 Efficiency versus Stokes number for various deposition velocities. Collection
efficiencies for fully coupled particle transport for V t

p/U0 values of −0.5, −0.1, −0.01, 0,

and 1 (for this calculation Re = 0, L/S = 1, and Ujet/U0 = 100, and rp/S = 1×10−7).

parameters on showerhead-enhanced inertial deposition are discussed in a later
section.

External Forces. Although particle deposition only occurs for St > Stcrit
for repulsive or zero external forces, inertial deposition will always take place
when the net external forces are attractive. To demonstrate this behavior, parti-
cle collection efficiencies calculated using fully coupled particle transport (i.e.,
including showerhead acceleration) are shown for various values of the external
force in Figure 22 (for Re = 0, Ujet/U0 = 100, L/S = 1). The results are
very similar to those in Figure 17b, which gives efficiency for a fixed particle
inlet velocity (Vp0/U0 = 100) instead of the present case where the shower-
head exit velocity is calculated based on showerhead parameters.17 The large
and small Stokes limits are the same: for small St inertial effects vanish and
the efficiency must tend to Eq. (48), while for large St inertia dominates and
efficiency must tend to unity. At intermediate values of St there are some dif-
ferences. For example, it is seen that the critical Stokes number for the coupled
analysis is slightly larger than for the case where Vp0/U0 is held constant; as

17Note that although Re = 8 in Figure 17b and Re = 0 in Figure 22, Reynolds number effects are
small.
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discussed above, for a finite-length showerhead the particle velocity at the show-
erhead exit must be slightly less that Ujet/U0, so that a larger Stokes number
is needed to initiate inertial deposition. Note that the case of constant V t

p/U0

(i.e., V t
p/U0 is independent of particle size or Stokes number) corresponds to

the physically meaningful situation in which a thermophoretic force is acting
(as the thermophoretic deposition velocity is independent of particle diameter).
For other external forces—such as gravity—the net deposition velocity will not
be a constant but will vary with particle diameter (and hence with St).

Parabolic Profile. For fully developed parabolic flow in the showerhead
hole, the gas velocity varies with radial position within the hole as given by
Eq. (45); in this case the local velocity experienced by a particle in a shower-
head hole depends on its radial starting position and the mean velocity U jet [as
given by Eq. (44)]. For example, a particle starting on the hole centerline will
experience the highest local gas velocity (2U jet), while particles starting near the
hole wall will experience much lower velocities. As the amount of acceleration
the particle experiences within the showerhead depends on the local gas velocity,
the particle collection efficiency must vary with particle radial position within
the showerhead hole. Thus, the calculation of the net collection efficiency for the
parabolic flow case requires integrating the local efficiency radially across the
showerhead hole. Assuming that the particles are uniformly distributed across
the showerhead hole (i.e., that the flux of particles across the tube cross-section
is constant), the net efficiency is

ηnet(St) = 2

R2
jet

∫ Rjet

0
η[Ujet(r),St]r dr (71)

The numerical integration of Eq. (71) is computationally expensive, as each
evaluation of the integrand η[Ujet(r), St] requires a coupled calculation of the
particle acceleration through the showerhead [with local gas velocity Ujet/(r)]
along with the corresponding numerical integration of the particle trajectory
between the two plates. The integration of Eq. (71) is further complicated by the
fact that, in some cases, efficiency can change significantly with small changes
in St or Ujet(r). In the present work an adaptive Gauss integration scheme with
automatic error control has been used to evaluate Eq. (71).

An example of a net efficiency curve for a parabolic velocity profile is
shown in Figure 23 for the case where there is no external force (Re = 0,
U jet/U0 = 100, L/S = 1, and V t

p/U0 = 0). For comparison, efficiency curves
are also shown for plug flow (where all the particles experience the mean ve-
locity) and for the hypothetical case where all of the particles experience the
centerline velocity (essentially a plug flow moving at twice the mean velocity).
These three curves show three interesting effects. First, the critical Stokes num-
ber for the centerline case is approximately one half that for the plug flow case;
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Figure 23 Efficiency versus Stokes number for parabolic showerhead profile (no ex-
ternal force). Collection efficiencies for fully coupled particle transport for particles ex-
periencing the showerhead hole centerline and mean velocities (plug flow assumption),
and integrated over the parabolic velocity profile in the showerhead holes in the ab-
sence of external forces (Re = 0, L/S = 1, V t

p/U0 = 0, and Ujet/U0 = 100, and

rp/S = 1 × 10−7).

this result is explained by the fact that the critical Stokes number is inversely
proportional to jet velocity in the limit of large values of Ujet/U0 (i.e., doubling
the local showerhead gas velocity halves Stcrit).18 Second, the efficiency curve
for the parabolic case approaches unity much slower than either of the plug flow
curves. This is expected, as particles located near the tube wall experience very
low local velocities; for some region very close to the wall, particles actually
deaccelerate while passing through the showerhead. Note that although this slow
approach to complete collection is favorable from a defect reduction point of
view, it is not of practical significance because in this large Stokes regime the
majority of particles entrained in the flow would still be deposited.

Third, the critical Stokes number for the parabolic case is the same as for
the centerline case. The smallest particles deposited are those experiencing the
highest velocity in the showerhead hole; thus, for parabolic flow inertia-enhanced
deposition begins with those particles moving along the showerhead-hole cen-

18The critical Stokes number becomes less dependent on the velocity ratio for small Ujet/U0.
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terline. The slope of the parabolic case is not as steep as for the centerline case
because few particles are contained in the small-area region near the centerline,
whereas in the centerline case we have assumed all of the particles are mov-
ing at the centerline velocity. The centerline case therefore serves as a limit of
the smallest Stokes value for which inertial enhancement to deposition becomes
important in parabolic flow. In fact, the centerline case serves as a lower limit
for all laminar flow conditions in the tubes, since even for developing flow the
maximum velocity in the tube will always be less than 2U jet. Thus, the most
conservative practice for predicting the effects of inertia-enhanced deposition in
real reactors is to use Ujet/U0 = 2U jet/U0 as the characteristic velocity ratio in
the grand design curves.

The present results show that, for parabolic flow in the showerhead, the
best practice for determining net efficiency is to perform the full integration
of Eq. (71). However, since this calculation can be computationally expen-
sive, the following approximations are suggested: for attractive external forces
(say, V t

p/U0 < −0.01), use the mean velocity approximation, otherwise (say,
V t
p/U0 > 0) use the more conservative centerline approximation.

4. Coupled Transport: Dimensional Results

The two approaches to reduce inertia-enhanced particle deposition are19: 1) de-
sign equipment with as large a value of Stcrit as possible, and 2) select process
conditions that give as high a value of dp,crit as possible. Based on our previous
analysis, the only three ways to increase Stcrit is to design for minimum U jet/U0
and/or L/S, and to apply an external force that opposes deposition. To minimize
U jet/U0, very porous showerhead designs are needed to reduce the constriction
of the flow [decrease the area ratio given by Eq. (44) by either increasing the
number or the size of holes]. The ratio L/S can be reduced by reducing the
showerhead thickness or by increasing the showerhead-to-wafer gap. Intuitively,
a short showerhead thickness reduces the time available to accelerate the particle,
and a large showerhead-to-wafer gap provides the particle more opportunity to
slow down. Finally, an opposing external force could be used to inhibit inertial
deposition such as by keeping the wafer warmer than the showerhead to take
advantage of thermophoresis but remember that the opposing force typically had
a fairly weak effect on reducing inertia-enhanced deposition.

Once a hardware design is fixed, Stcrit is fixed, but it is still possible to
minimize inertial deposition by selecting process conditions that give as high
a value of dp,crit as possible. Based on the free molecule definition of Stokes
number in Eq. (23), we can see that low face velocities U0 and large showerhead-
to-wafer gaps S are preferred. Mean gas velocities can be reduced by reducing

19It is impossible to eliminate inertial effects, as one can always imagine a particle large enough
so that it will impact.
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mass flow rates (at constant pressure) or by operating at higher pressures (for
a fixed mass flow rate). As seen in Eq. (23), operating at higher pressures also
directly increases dp,crit . Thus, for a constant mass flow rate, a twofold increase
in pressure produces a fourfold increase in dp,crit (one factor of 2 directly from
the pressure reduction, and an additional factor of 2 from lowering the face
velocity).20 Recall that Eq. (23) strictly applies to particles in the free molecular
limit (small sizes and/or low pressures) which is a reasonable assumption for
the pressure and particle size regimes in typical semiconductor manufacturing
reactors.

An example of particle collection efficiency as a function of particle size is
shown in Figure 24 for a hypothetical 200 mm (diameter) reactor characterized
by an argon flow rate of 1000 sccm (standard cubic centimeters per minute)
through a showerhead 2.54 cm thick with 1000 holes of diameter 0.0635 cm
with a showerhead-to-wafer gap of 2.54 cm. The flow is assumed isothermal and
a particle density of 1 g/cm3 used. These reasonable physical parameters give
the dimensionless quantities L/S = 1, U jet/U0 = 99.2, and Re = 0.984; the
dimensionless deposition velocity varies with size according to the expression for
gravitational settling velocity, Eq. (26). Efficiency curves are shown for reactor
pressures (i.e., pressure between the two plates) of 0.5, 1.0, 2.0, and 10 torr. For
pressures less than 2 torr, inertial enhancement to deposition is clearly evident
by the abrupt jump in efficiency from nearly zero to unity in the vicinity of a
critical size. As seen, this critical size is a strong function of pressure, with an
approximately fourfold decrease in the critical size for a twofold decrease in
chamber pressure. For chamber pressures above about 10 torr inertial effects no
longer contribute to deposition; the increase in efficiency for increasing particle
size seen in Figure 24 for the P = 10 torr case results because the gravitational
deposition velocity increases with size.

The same reactor geometry and process conditions have been used to cal-
culate the effect of thermophoresis on collection efficiency as shown in Fig. 25.
The showerhead temperature has been held constant at 300 K while the wafer
(lower plate) temperature is made colder (280 K), isothermal (300 K), or hotter
(320 K). Fairly modest temperature differences have been used in accordance
with our isothermal (constant gas properties) assumption for flow calculations,
but small temperature differences are allowed to drive particle thermophoresis.
The isothermal case shows that, for small particle sizes, deposition decreases
with decreasing size because the gravitational deposition velocity is decreasing.

20For higher pressures and/or larger particle diameters the quadratic relationship between pressure
and critical diameter fails as the free molecule expression for Stokes number given by Eq. (23)
becomes inaccurate. In the continuum limit the particle relaxation time becomes independent of
pressure and proportional to diameter squared, so that a fourfold pressure increase would result
in a twofold increase in dp,crit . Thus, the influence of pressure on dp,crit is most pronounced in
the free molecule regime.
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Figure 24 Efficiency versus particle diameter and pressure (isothermal case). Col-
lection efficiencies for fully coupled particle transport assuming plug flow through
the showerhead hole for reactor pressures of 0.5, 1.0, 2.0, and 10. torr (Re = 0.98,
L = S = 2.54 cm, U jet/U0 = 99.2, Q = 1000 sccm argon, T = 300 K, and particle

density of 1 g/cm3).

When the wafer temperature is less than the showerhead temperature, ther-
mophoresis acts to increase deposition compared to the isothermal case. Al-
though the differences become small for sizes larger than dp,crit (about 1.5 µm),
the thermophoretic contribution is clear in the small-particle limit where the ef-
ficiency approaches a constant.21 Heating the wafer relative to the showerhead
eliminates all small-particle deposition as the thermophoretic resistive force over-
whelms the attractive gravitational force. The critical diameter at which inertial
effects dominate is shifted to a slightly larger size than for the isothermal case,
although the shift is fairly small since the effect of an external force on Stcrit is
fairly weak. By using thermophoretic protection and by designing a reactor with
a sufficiently large dp,crit , particle deposition can be mitigated over the particle
size range of interest.

21Since the thermophoretic deposition velocity is independent of particle diameter [Eq. (31)] while
the settling velocity is proportional to diameter, for small particles thermophoretic deposition
dominates and the efficiency becomes constant.
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Figure 25 Efficiency vs. particle diameter and wafer temperature (with thermophore-
sis). Collection efficiencies for fully coupled particle transport assuming plug flow
through the showerhead hole for wafer temperatures of 280, 300, and 320 K (Re =
0.98, L = S = 2.54 cm, U jet/U0 = 99.2, Q = 1000 sccm argon, P = 1 torr,

Tshowerhead = 300 K, and particle density of 1 g/cm3).

The two previous examples highlight two important points: 1) Inertia-
enhanced deposition becomes dramatically more important at low pressure, and
2) thermophoretic protection coupled with careful control of inertial effects can
significantly reduce particle deposition. Dimensional calculations could also be
used to demonstrate all of the effects reported in Section VI.C.3, however, be-
cause of the wide variability in reactor geometry and particle and process pa-
rameters, only these two examples are presented.

VII. CHAPTER SUMMARY AND PRACTICAL GUIDELINES

This chapter reviewed the basic phenomena controlling particle transport and
the underlying general equations with an emphasis on conditions encountered
in semiconductor process tools (i.e., subatmospheric pressures and submicron
particles). The discussion included expressions for the following particle forces:
fluid drag, gravity, thermophoresis, and electrophoresis. The concepts of par-
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ticle deposition velocity and stopping distance were introduced, and issues of
continuum vs. free-molecular particle transport were outlined. Particle concen-
trations were assumed to be low enough to allow a dilute approximation, for
which the coupling between the fluid and particle phases is one way. In this
case, the fluid/thermal transport equations can be solved either analytically or
numerically neglecting the particle phase; the resulting velocity and temperature
fields were then used as input for the particle transport calculations. Isothermal
flow was assumed, although small temperature differences were allowed to drive
particle thermophoresis; both analytic and numerical solutions of the flow field
representative of a parallel plate geometry were presented. Particle collection
efficiency was defined as the fraction of particles present in the interplate region
of the reactor that deposit on the wafer. Particles were presumed to either enter
the reactor through the showerhead (uniformly spread between r = 0 and RW ),
or to originate in a plane parallel to the wafer. The latter case corresponds to
particles being released from a plasma trap upon plasma extinction or being
formed in a nucleation process; in this case, the particles are initially assumed
to be uniformly spread radially between r = 0 and RW at some distance h from
the wafer. Analytic expressions for collection efficiency were presented for the
limiting case where external forces control deposition (i.e., neglecting particle
diffusion and inertia).

Particle transport in the parallel-plate geometry was predicted using both
the Lagrangian approach (where individual particle trajectories are calculated)
and the Eulerian approach (where the particles are modeled as a cloud). The
Eulerian formulation yielded an analytic, integral description of particle depo-
sition for the case where the flow field between the plates can be approximated
analytically. The strength of the Eulerian formulation is in predicting particle
transport resulting from the combination of applied external forces (including
the fluid drag force) and the chaotic effect of particle Brownian motion (i.e.,
particle diffusion), although the current implementation cannot account for par-
ticle inertia. In particular, the Eulerian formulation cannot accommodate particle
acceleration effects within the showerhead, and is therefore restricted to particle
transport in the interplate region.

The need to properly account for diffusion-enhanced particle deposition
becomes increasingly important as the semiconductor industry moves toward
smaller feature sizes and becomes concerned with smaller-sized particles. Based
on the Eulerian analysis, the following guidelines are intended to help tool
operators and designers reduce particle deposition when diffusional effects are
important:

• Keep traps as far from the wafer as possible.
• Take advantage of repulsive forces, such as by thermophoretic protec-

tion gained by keeping the wafer warmer than the showerhead.
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• Reduce attractive forces.
• For a specific pressure, use as high a mass flow rate as possible.

The strength of the Lagrangian formulation is in predicting particle trans-
port resulting from the combination of applied external forces and particle inertia,
although the current implementation cannot account for particle diffusion. It is
the Lagrangian formulation that can properly account for inertia-enhanced depo-
sition resulting from particle acceleration in the showerhead. The problem was
treated in two steps, in which both particle and fluid transport were determined:
1) within a showerhead hole, and 2) between the showerhead and susceptor. For
fluid and particle transport in the showerhead, approximate analytic expressions
were derived based on a few assumptions. The output of this first step was the
particle velocity at the exit of the showerhead, as a function of showerhead
geometry, flow rate, and gas and particle properties. The particle showerhead
exit velocity was next used as an initial condition required for particle transport
between the plates. The output of the second step was a prediction of particle
collection efficiency by the susceptor (wafer), as a function of showerhead-exit
particle velocity, the plate separation, flow rate, and gas and particle proper-
ties. Based on the Lagrangian analysis, two approaches were identified to help
tool operators and designers reduce particle deposition when inertial effects are
important: 1) design equipment with as large a value of Stcrit as possible, and
2) select process conditions that give as high a value of dp,crit as possible.
Based on this analysis, Stcrit is determined primarily by reactor and showerhead
geometry. Only three methods were identified for increasing Stcrit.

• Decrease the showerhead velocity ratio U jet/U0 by increasing the num-
ber of and/or enlarging the size of the showerhead holes.

• Decrease the showerhead thickness ratio L/S by making the shower-
head very thin or the interplate gap large.

• Apply an external force that opposes particle deposition (such as keep-
ing the wafer warmer than the adjacent gas).

Given a specific hardware design (and corresponding Stcrit), inertial deposition
can be reduced by selecting process conditions that give as high a value of dp,crit
as possible. Based on the free molecule limit of Stokes number, the following
general guidelines are offered to increase the critical diameter (for a given Stcrit):

• Increase the gap between the showerhead and wafer.
• Use low mass flow rates.
• Raise chamber pressure.
• Use a high molecular weight gas.

The previous recommendations specifically pertain to reducing particle depo-
sition given an assumed dominant deposition mechanism; note that one set of
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guidelines (e.g., for inertia) may conflict with those intended to reduce deposi-
tion by other mechanisms (e.g., gravity or diffusion). In order to reduce particle
deposition in real tools, it is up to equipment designers/operators to first identify
the dominant deposition mechanism so that an effective improvement strategy
can be identified. Note that the guidelines given above are not intended to replace
detailed calculations (using the proper analysis with the actual process condi-
tions), but to provide the user with a general feel for inherently clean practices.
In addition, equipment designers should be aware that while these recommenda-
tions should improve particle performance, the effect of any changes on process
performance must also be investigated.
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Particulate Deposition in
Liquid Systems

Deborah J. Riley
Advanced Micro Devices, Inc., Austin, Texas

Liquid-based processing (i.e., cleaning, etching, developing) is prominent in
modern microelectronics fabrication facilities. These liquid processes can often
prove to be significant sources of wafer contamination. Wet cleaning is especially
problematic due to the large number of wet cleaning steps that are utilized to
fabricate a completed device; while film deposition operations contribute more
particles per process step than wet cleaning, the use of multiple cleaning steps
during fabrication makes exposure of wafers to liquid cleaning solutions the top
defect contributor in the cleanroom [1].

Once particles deposit onto a wafer surface, subsequent removal of the
particulate matter can prove to be extremely difficult (see Chap. 9); for that
reason, avoidance of contamination is an important goal to any facility seeking
maximized yield. To prevent or minimize contamination as much as possible,
it is crucial that a wet process engineer have a strong understanding of liquid-
phase particle deposition levels and mechanisms in cleanroom solutions. Armed
with a strong understanding of particle deposition behavior, an engineer can
make intelligent decisions regarding process behaviors (which chemistries should
be suspect when particle counts jump?), process monitoring decisions (where
should particle monitoring efforts be focused?), and process change implications
(what particle impact would be expected if chemical dilution led to increased
pH and decreased ionic strength?).
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I. AN OVERVIEW OF PARTICLE DEPOSITION

When deposition occurs from ambient air (or a process gas), the primary de-
position mechanisms encountered are sedimentation, diffusion, impaction, and
electrostatic interaction. Sedimentation, which is brought about by gravitational
attraction, is of primary importance for particles larger than 1 µm in diameter.
For particles smaller than 0.1 µm, diffusion is the dominant mechanism [2]. A
detailed treatment of aerosol deposition mechanisms is available in Chapter 6
of this text.

In liquids, all of the transport mechanisms which are active for aerosol
deposition can theoretically play a role. The significance of some of these trans-
port mechanisms, however, is greatly reduced. Sedimentation rates, for example,
depend upon the difference between particle density and fluid density; in liquids,
this difference tends to be small and the gravitational settling velocity is low. For
the submicron particles of interest to the microelectronics industry, Brownian
diffusion tends to be the dominant mechanism by which suspended particles are
brought into the vicinity of wafer surfaces.

To model and understand liquid-based particle deposition, however, con-
sideration of transport mechanisms alone is not sufficient. Deposition rates that
are much smaller than those predicted by diffusion rate calculations are often
observed. The interaction forces which exist between the particle and the wafer
surface can play a critical role in the deposition process. These interactions
can create a deposition barrier under certain conditions; it cannot be assumed
that all particles which could reach the vicinity of a wafer surface (based upon
mass transfer considerations) will actually deposit. Both particle transport to
the wafer surface and surface interaction behavior must be considered when
predicting deposition rate; either consideration can prove to be rate determining.

It is critical that those wishing to understand particle deposition from liquid
systems have a strong understanding of the source, behavior, and influence of
wafer/particle interaction energy. Discussion of this topic will comprise a large
portion of this chapter. Readers seeking additional insight beyond that available
in this text are referred to some of the numerous colloid science texts available
[3–8]. While colloid scientists tend to work in conditions which significantly
deviate from those found in a cleanroom environment [9–13], the implications
of their findings can be readily applied to problems of cleanroom-liquid particle
deposition.

Deposition which occurs while a wafer surface remains submerged in a
liquid environment will serve as the focus for this chapter. It should be real-
ized, however, that there are other sources of deposition which are related to
liquid-based processing. Anytime that a wafer must pass between a gaseous
environment and a liquid environment, a gas-liquid interface is encountered.
Surface forces such as those due to surface tension can contribute to particle
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deposition during passage through these interfaces; gas-liquid interfaces are also
encountered when wafers are submerged into highly effervescent solutions. Dif-
ficulties in cleanly removing the last remnants of liquid from a wafer surface are
another source of contamination. Residue deposition from tiny water droplets
has been proposed as a contamination source on hydrophobic surfaces [14], and
as a source of water spot formation on patterned wafers [15]. Deposition from
the thin layer of rinse water covering a hydrophilic surface as it enters the drying
process has also been shown to be a potential source of particle addition [16].

II. SURFACE CHARGING IN LIQUID ENVIRONMENTS

When solid surfaces are placed into aqueous environments, they develop a sur-
face charge. This surface charge is acquired by either the dissociation of surface
groups or by the adsorption of potential-determining ions. An example of how
surface charge is acquired can be given by considering silicon dioxide, a surface
of particular interest for microelectronics applications.

The mechanism by which surface charge is established on an oxide surface
can be viewed as a two-step process: surface hydration followed by dissociation
of surface hydroxyl groups. When the oxide is placed into an aqueous envi-
ronment, exposed cations (Si) attempt to complete their coordination shell of
nearest neighbors by attracting OH− ions or water molecules; exposed oxygen
ions pull protons from the aqueous phase [17]. The end result is that the ox-
ide surface becomes covered with a layer of hydroxyl groups not found in the
bulk oxide. The surface density of these hydroxyl groups is typically reported
as being between 3 and 6 OH− per nm2 for amorphous silica [18–20].

Surface charge develops through the amphoteric reaction of these hydroxyl
groups. Dissociation of hydroxyl groups and/or the adsorption of H+ and OH−
leaves behind a surface with both negatively charged sites and positively charged
sites. H+ and OH− are potential-determining ions for oxides and the pH of
the solution will be critical in defining the overall net charge of the surface.

The actual value of the surface charge σ0 will also be influenced by the
concentration and nature of any specifically adsorbing or indifferent ions in so-
lution (see Ref. 21 for an extended discussion). Specifically adsorbing ions are
those which have a strong nonelectrostatic affinity for the surface while indif-
ferent ions are those which experience only a coulombic interaction. Figure 1
illustrates the influence of electrolyte concentration on σ0 (pH) curves for sys-
tems without specific adsorption. A general trend is that the magnitude of charge
at a given pH increases as the concentration of indifferent electrolyte increases.

Experimental determination of surface charge at an oxide/aqueous inter-
face can be made using a potentiometric titration procedure. A concentrated
suspension of colloidal oxide is titrated with acid or base while the pH of the
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Figure 1 General appearance of the surface charge on oxides as a function of pH
when no specific adsorption occurs in the system. Note that at the point of zero charge,
electrolyte concentration is inconsequential.

suspension is monitored using a glass electrode. Assuming that the surface area
of the oxide is known and the oxide has a stochiometric surface, σ0 is readily
found from the relationship σ0 = F(�H+ −�OH−). In this expression, �H+ and
�OH− are the surface adsorption densities of H+ and OH−, while F is Faraday’s
constant.

The pH at which �H+ = �OH− and σ0 = 0 is known as the point of
zero charge (PZC). At pHs above the PZC, negative sites should dominate and
a negative surface charge should exist; at pHs below the PZC, a net positive
charge should result. SiO2 is somewhat unique among the oxides in that it
does not show a significant tendency to develop a positive surface charge in the
absence of specific adsorption. The PZC of SiO2 is generally accepted as being
pH ≈ 2; a review of the literature, however, shows that values between 1.5 and
3 are routinely reported. As the pH of the solution decreases, the magnitude
of any negative surface charge on SiO2 drops. Even at pHs below 2, however,
silicon dioxide surfaces don’t show a strong experimental tendency to acquire
a positive charge [22]. It is speculated that the basic dissociation of surface
hydroxyl groups does not readily occur on silicon dioxide, and thus no excess
positive surface charge results [23].

Experimental techniques for determining the PZC of a solid are described
by Lyklema [20] and Hunter [3, p. 380; 4, p. 225]. These techniques generally
involve the measurement of σ0 (pH) curves at different concentrations of an
indifferent electrolyte. The only pH at which indifferent electrolyte concentration
will have no influence on the data is at the PZC where the surface is uncharged. In
Figure 1, the PZC is shown to be the only pH at which electrolyte concentration
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has no consequence. Be aware that if an electrolyte contains an ion which
specifically adsorbs, the common intersection points of the curves will not be at
the PZC.

Charging mechanisms in nonaqueous liquids are not as well understood as
charging mechanisms in aqueous solutions. Surface charge in nonaqueous liquids
is believed to come from either preferential adsorption of dissociated cations and
anions or from acid-base reactions between particles and solvent [24,25]. While
the remainder of this chapter focuses upon the behavior of aqueous systems,
many of the theoretical principles can be extended to nonaqueous media. In
general, charges tend to be lower in nonaqueous systems, yet the lack of ions in
solution prevents screening of the charge that exists; electrical repulsions tend
to be longer range interactions in nonaqueous media [21].

III. ELECTROSTATIC DOUBLE LAYERS

While particles suspended in an aqueous solution exhibit a surface charge, the
system as a whole must maintain electrical neutrality. An excess of counterions
in the solution adjacent to the solid surface balances the surface charge so that,
from a distance, the charged particle appears to be electrically neutral. The
surface charge and countercharge together form the electrostatic double layer.
The separation of charge that exists within the double-layer environment leads
to the existence of an electrostatic surface potential. The electrostatic potential
decays from a finite value at the surface of the solid to a value of zero beyond
the outer edge of the double layer (Fig. 2).

Describing the distribution of charge and potential in the double layer is
the goal of various double-layer theories. A classic model which tends to perform
well in many situations is the Gouy-Chapman-Stern-Grahame (GCSG) model.
In certain circumstances, however, GCSG theory tends to be problematic. The
double-layer structures of oxides, in particular, appear to be better described by
alternative theories. A thorough review of alternative double-layer theories is
beyond the scope of this chapter. Emphasis in this review will be placed on the
traditional double-layer treatment of the GCSG model; readers wishing for more
detailed information are referred to a few of the numerous texts and reviews on
the subject [3, Chap. 6; 20,26–29].

A. Gouy-Chapman-Stern-Grahame Theory

In the classical GCSG model, the electrical double layer is regarded as consisting
of two regions: the outer diffuse region in which ions undergo thermal motion
and the inner Stern layer where adsorbed ions are immobile. Figure 2 illustrates
these different regions.
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Figure 2 The electrostatic double layer around a solid surface.

1. The Diffuse Layer

In the diffuse region of the double layer, counterions and co-ions are distributed
such that a balance exists between their thermal motion and the forces of elec-
trical attraction. The potential distribution in the diffuse layer is described by
the Poisson-Boltzmann equation. This equation combines classical expressions
from the fields of electrostatics (Poisson equation) and statistical thermodynam-
ics (Boltzmann distribution). The Poisson-Boltzmann equation is given as

∇2ψ = −e
ε

∑
i

zinio exp

(−zieψ
kT

)
(1)

where the mean potential is ψ , ε is the dielectric constant, nio is the ion con-
centration in the bulk solution, zi is the ion valency, e is the electronic charge,
k is Boltzmann’s constant, and T is the absolute temperature.

An exact analysis solution to the Poisson-Boltzmann equation which is
generally valid does not exist. System geometry and electrolyte type strongly
influence the solution derivation. The most common approximations used to
simplify the Poisson-Boltzmann equation are assumptions of small surface po-
tentials and/or symmetrical electrolytes. A symmetrical electrolyte is one in
which the valence of the negative ion is equivalent to the valence of the positive
ion. For the case of a flat surface, the assumption of a symmetrical electrolyte
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permits an analytical solution. If the Debye-Hückel approximation is then made
(potentials are low so that |zieψ | < kT ), the solution to Eq. (1) reduces to

ψ = ψd exp(−κx) (2)

where

κ =
(

2z2e2n0

εkT

)1/2

= 3.29
√
I (nm−1) at 298 K

In Eq. (2), I is the ionic strength (moles/liter) and ψd is the potential at
the inner edge of the diffuse layer (see Fig. 2). Note that ε equals the product of
ε0 (the permittivity of a vacuum = 8.85 × 10−12 J m−1 V−2) and εr (which for
water at 25◦C is 78.54). The exponential nature of potential decay with distance
from the solid surface is obvious from Eq. (2). The parameter κ is known as
the reciprocal of the Debye length; 1/κ is often considered a representation of
the double-layer thickness. The potential drops to ∼2% of the surface value at
a distance of ∼3/κ; thus the Debye length serves as a good relative gauge for
estimating the range of electrostatic interaction [4, p. 26]. Note that the Debye
length depends only on the temperature and the electrolyte concentration in the
solution; properties of the surface do not influence this important parameter.

Equation (2) serves as a solution to Eq. (1) only when the assumptions of a
low potential, a symmetrical electrolyte, and a flat interface are valid. Solutions
under several alternative assumption sets are readily available [3,5,26,30].

2. The Stern Layer

The diffuse layer model above was originally developed by Gouy [31] and, in-
dependently, Chapman [32]. In their original work, ions were treated as point
charges. If the diffuse layer model is assumed to represent the entire double
layer, neglect of finite ionic size leads to poor correlation between experimen-
tally observed double-layer capacitance and theoretical prediction. In 1924, Stern
proposed a refinement to the original Gouy-Chapman model whereby ionic di-
mension is considered in the region closest to the surface [33].

Through Stern’s refinement, the double layer is divided into two distinct
regions: the inner Stern layer and the outer diffuse layer. The Gouy-Chapman
theory is assumed in the diffuse layer region with the Poisson-Boltzmann equa-
tion being used to describe the ionic distribution. In the Stern layer, however,
the charge and potential distribution is controlled by the finite size of the ions
and the short-range interactions that exist between the ion, the solid surface, and
the adjoining ions and dipoles. The Stern layer thickness is typically considered
to equal about one hydrated ion radius.

Readers wishing for detail on analysis of the Stern layer are referred to
a review by Wiese et al. [26]. In that review, equations for charge density in
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the Stern layer, charge density in the diffuse layer, and the relationship be-
tween ψ0 and ψd are available. It’s notable that Stern’s model permits the first
layer of adsorbed ions to specifically interact with the solid surface. The equa-
tions describing Stern’s double-layer theory include specific chemical adsorption
potentials for anions and cations. This specific interaction offers a theoretical
explanation for measurements in which ψ0 and ψd are found to be of opposite
sign. If specific adsorption of counter-ions is strong enough, it’s possible for
the potential to change signs within the Stern layer. Alternatively, if the specific
adsorption of co-ions is strong, it’s possible that ψd could be of the same sign
as ψ0, but of larger magnitude (Fig. 3).

Stern’s model for the nondiffuse part of the double layer was refined by
Grahame in 1947, leading to the current GCSG model [3, p. 381]. Grahame
introduced a distinction between the distance of closest approach of fully hy-
drated ions in solution (the outer Helmholtz plane = the Stern plane) and the
distance of closest approach of specifically adsorbed ions (the inner Helmholtz
plane). In terms of understanding particle deposition behavior, the potential at
the outer Helmholtz plane (= the Stern plane) is of particular significance as the
outer Helmholtz plane marks the beginning of the diffuse layer. The value of

Figure 3 The electrostatic double layer around a solid surface when specific adsorption
is significant. If adsorption of counter-ions is strong, the potential at the inner edge of
the diffuse layer (ψd ) can be the opposite sign of the potential at the solid surface (ψ0).
If adsorption of co-ions is strong, ψd can be of larger magnitude than ψ0.
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ψd (and the associated zeta potential, ζ ) will be shown to be prominent in cal-
culations of the interaction energy between two solids suspended in an aqueous
solution.

B. Oxide Double-Layer Theories

While GCSG theory has been found to work well for nonoxide surfaces, its
application to oxide interfaces has been somewhat problematic. A number of
research groups [34,35] have had some success in using GCSG theory to fit
experimental data for oxide surfaces; if a modified Nernst equation for oxides
is used to correlate between the concentration of potential determining ions in
solution and the surface potential, the agreement is found to be better than when
a classical Nernst equation is considered [34]. There are difficulties which arise
in applying classical GCSG theory to oxide/aqueous interfaces, however, which
persist even with the modified Nernst equation.

With the classic GCSG vision of the double-layer environment, it would
not be possible for the surface charge to exceed that which would develop
from the ionization of all hydroxyl groups on the oxide surface. Experimentally,
however, measurements of surface charge that significantly exceed this upper
limit are obtained. In contrast to the high surface charges measured for oxides,
diffuse double-layer potentials ψd are found to be relatively low. Application of
GCSG theory to oxide/aqueous interfaces would imply that a significant portion
of the surface charge must be balanced by counterions residing within the inner
Helmholtz layer.

Theories that have been postulated to describe oxide/aqueous interfaces
include the porous surface model [20,29] and surface complexation models
[27,28,33,36]. In the porous surface model it is postulated that the solid sur-
face is permeable to both potential-determining ions and counter-ions. Because
the charge is not restricted to the outer surface plane, experimental surface
charges can exceed the charge that corresponds to surface hydroxyl groups; be-
cause charge compensation can begin within the porous surface layer, relatively
low values for ψd are explained. While this model has been quite successful at
analyzing SiO2 data, it does not do as well with other oxides.

In surface complexation theory, it is assumed that counter-ions in the
solution are able to form weak, ion-pair–like complexes with charged surface
sites. As a result, part of the negative surface charge due to SiO− groups will
be neutralized by complexation with cations from the solution. Similarly, pos-
itively charged sites can be neutralized with solution anions. Charges in the
diffuse layer of the solution must be large enough to balance only those surface
charges that were not neutralized by complexation. Surface complexation theory
has generated considerable interest as an alternative theory for oxide interfaces
[3,33].
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IV. ZETA POTENTIALS

In order to study electrical double layers, it would be ideal to directly measure
the potential or charge distribution which exists within the double layer. In
practice, this isn’t possible. What can be measured is a quantity known as the
zeta potential (ζ ). The zeta potential is measured at a small distance from the
solid surface using various techniques based upon electrokinetic phenomena.

A. Particle Zeta Potentials

Particle zeta potentials are typically measured using the technique of elec-
trophoresis. In electrophoresis, an applied field is used to induce movement
of a particle through a liquid solution. When a potential gradient is introduced
to a liquid suspension, charged particles begin to move with a fixed velocity
toward the oppositely charged electrode. As the particle moves, the portion of
the double layer closest to the particle travels with the particle.

The zeta potential of a particle (also referred to as its electrokinetic po-
tential) is defined as the potential at the shear or slipping plane between the
particle and the bulk liquid solution. Countercharge that is located between the
particle surface and the shear plane moves with the particle in solution; beyond
the slipping plane, charge remains fully mobile. As an approximation, liquid
within the Stern layer is usually considered to be rigidly attached to a solid
while the diffuse layer is not. As such, ζ ∼= ψd is usually considered to be a
valid relationship (see Fig. 2). The approximation that ζ ∼= ψd is best at low po-
tentials; at higher potentials and high-electrolyte concentrations, the shear plane
shifts so that |ζ | will be less than |ψd | [26].

It is not possible to directly “measure” a particle’s zeta potential. While
tools are commercially available for determining zeta potentials of colloidal
particles, these tools actually measure the colloid’s electrophoretic mobility
(i.e., how fast the particle moves in an applied field). Once the electrophoretic
mobility is known, calculations can be performed to deduce the apparent particle
zeta potential.

A common expression used to relate electrophoretic mobility to zeta po-
tential is Henry’s equation for spherical particles. The full form of Henry’s
equation can be found elsewhere [4, p. 71]. For this review, it is sufficient to
realize that Henry’s equation approximates the form

U = C
εζ

η
(3)

where C is a function of κa. In Eq. (3), U is the measured electrophoretic
mobility, ζ is the zeta potential, and η is the liquid viscosity. Recall that the
parameter κ is the inverse of the solution Debye length [see Eq. (2)] while a
is the particle radius. When double layers are very thin and/or when particles
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are large (κa > 100), C approaches 1. This limit is referred to as the Smolu-
chowski approximation. When double layers are thick and/or when particles are
very small (κa < 0.1), C approaches 2/3; this is the Hückel approximation.
Because κa values of less than 0.1 are relatively uncommon, the Smoluchowski
equation is often a better general assumption that the Hückel equation. The
Hückel approximation may have applicability if nonaqueous media are being
considered.

A variety of textbooks are available which delve more deeply into a dis-
cussion of the relationship between electrophoretic mobility and zeta potential,
and plots of C versus κa are readily available in those sources [4,5]. It should be
realized that Henry’s equation is in itself an approximation. General limitations
of Henry’s equation are that the electrostatic potential is assumed to be low,
and the ionic atmosphere around the particles is assumed to remain undistorted
by the applied external field. For a full discussion of these limitations and their
impact, the reader is referred to discussions in Hunter [4] or Hiemenz [5].

B. Wafer Zeta Potentials

The technique of electrophoresis is not suitable for measuring zeta potentials on
large flat surfaces such as semiconductor wafers. The alternative technique of
streaming potential measurement, however, has been successfully applied to the
measurement of wafer zeta potential [25,37].

In streaming potential methodology, liquid is forced at a controlled pres-
sure through a narrow gap between two flat plates (wafers surfaces in this case).
Excess mobile charge near the walls of the plates (wafers) is carried along by the
liquid and accumulates downstream; electrodes are placed at either end of the
gap and the steady state potential difference which develops across the system
is measured. This recorded potential difference is the streaming potential which
can then be related to the zeta potential of the wafer surfaces making up the
walls of the cell.

Researchers at the University of Arizona have used streaming potential
methodology extensively to monitor zeta potentials on a variety of different Si,
SiO2, and Si3N4 wafer surfaces. Figures 4 and 5 illustrate wafer zeta potential
measurements made using their custom streaming potential apparatus (illustrated
in Fig. 6). In Fig. 4, the zeta potential/pH profiles for Si and SiO2 wafers are
displayed [25]; in Fig. 5, the impact of surface cleaning technique on apparent
zeta potential is illustrated for LPCVD nitride wafers [37].

C. Suspension Media Impact on Zeta Potential

Figures 4 and 5 help to illustrate the impact of the surrounding media on zeta
potential. As is readily apparent, zeta potentials are generally more negative in
basic media and more positive in acidic media. This trend would be anticipated
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Figure 4 Zeta potential/pH profiles for Si and SiO2 wafers as measured through stream-
ing potential methodology. (From Ref. 25.)

from the impact of pH on surface charge discussed previously. While the zeta
potential and the underlying surface charge are typically of the same sign, realize
that it is possible for their signs to differ if specific adsorption occurs within the
Stern layer.

The pH at which the zeta potential equals zero is known as the isoelectric
point (IEP). In the absence of specific adsorption, the isoelectric point (IEP)
and the point of zero charge (PZC) will be equivalent. Table 1 summarizes the
isoelectric points for various metal oxides as reported by Kitahara and Furusawa
[38]. Below these IEP values, the oxides will exhibit a positive zeta potential,
while a negative zeta potential exists at higher pH levels. For a larger compilation
of IEP values, see the review by Parks [39].

While the IEP and the PZC will be equivalent in the absence of specifically
adsorbing ions, the presence of such species will cause the two values to shift
in opposite directions. Specific adsorption of a cation, for instance, will cause
the PZC to shift toward lower pH values while the IEP shifts toward higher
pH values. The presence of the cation encourages OH− adsorption to the solid
surface while discouraging H+ adsorption; as a result, it is necessary to increase
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Figure 5 The impact of surface cleaning technique on zeta potential for LPCVD nitride
wafers. Measurements are made using steaming potential methodology. (From Ref. 37.)

Figure 6 A schematic illustration of the streaming potential apparatus employed by
Jan and Raghavan. (From Ref. 37.)
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Table 1 IEPs of Common
Metal Oxides

Metal oxide Isoelectric point

SiO2 1.5 ∼ 3.7
Fe2O3 5.7 ∼ 6.9
TiO2 6.0 ∼ 6.7
Al2O3 7.4 ∼ 9.5
ZnO 9.3 ∼ 10.3

Source: Ref. 38.

the solution H+ concentration in order to return to a condition where �H+ =
�OH− (the PZC). Where the zeta potential is measured, however, the presence
of the cation makes the effective charge more positive than in the case of no
specific adsorption. In order to reach the point where the “effective charge” at
the slipping plane equals zero (IEP), it is necessary to compensate for the cation
by making the underlying surface charge more negative (less positive); this is
done by increasing OH− concentration in solution. If an IEP is determined in
the absence of specific adsorption, a positive zeta potential will be measured at
that pH in the presence of specifically adsorbed cation. A zeta potential value
of zero will be recorded at a higher pH in the presence of adsorbed cation than
when specifically adsorbing ions are not present [21].

In the presence of indifferent electrolyte, the IEP and the PZC do not shift.
The measured zeta potential value at other pHs, however, will be influenced by
the presence of the electrolyte. The common observation made is that the magni-
tude of the zeta potential decreases with increasing concentration of indifferent
electrolyte. The reader is referred to Hunter [4] for additional discussion on the
influence of solution media on zeta potential.

V. INTERACTION POTENTIAL ENERGIES

Discussion thus far has focused upon the environment around a single solid sur-
face. To move toward understanding particle deposition behavior, it’s necessary
to turn attention toward the interaction of multiple surfaces. Interaction forces
between solid surfaces in liquid suspensions have been studied extensively by
colloid scientists, and it is well-known that the total potential energy of interac-
tion between suspended particles has a dramatic influence on colloid stability.
These same concepts can be readily applied to the problems of cleanroom liquid
particulate deposition.

The total potential energy of interaction between two solids can be repre-
sented with the well-established DLVO theory. The theory derives its name from
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the two research teams which independently developed it: Derjaquin/Landau and
Verwey/Overbeek.

In DLVO theory, the total potential energy of interaction between two
solids is represented by the sum of attractive and repulsive potential energy
terms. Primary components of the interaction energy are the van der Waals
interaction energy VA and the electrostatic double-layer interaction VE . The
total potential energy of interaction VT is represented by the sum of these two
terms:

VT = VA + VE (4)

A. Van der Waals Interaction

The van der Waals force is an intermolecular force which acts between all atoms
and molecules. This force can be understood by considering a nonpolar atom
such as helium: while the time averaged dipole moment of the atom is zero, at
any given instant it possesses a finite dipole moment which can be described
by the instantaneous positions of the atom’s electrons. This instantaneous dipole
moment will generate an electric field which subsequently polarizes a neighbor-
ing atom, inducing a dipole moment in it. The interaction that results between
these two dipoles gives rise to an instantaneous attractive force; when these dis-
persive interactions are “summed” over all of the atoms in interacting bodies, a
finite attractive force results which is know as the van der Waals–London force
[40].

One method of estimating van der Waals forces involves the assumption
that individual atomic interactions are linearly additive. This method involves
integrating over all pairs of atoms and molecules and leads to van der Waals
forces being defined relative to a term known as the Hamaker constant. A more
rigorous approach for defining van der Waals interactions is based upon Lifshitz
theory; this approach depends upon the optical properties of interacting macro-
scopic bodies and is found to be more accurate. Despite its shortcomings, the
older Hamaker approach tends to be more widely used as it is more convenient
and gives results that are often not significantly in error. Readers wishing for
more information on the derivation and theory of van der Waals forces are re-
ferred elsewhere [40–42]. Visser [43] offers a full discussion on the comparison
of Hamaker constants with Lifshitz–van der Waals constants.

For interaction between a sphere and a flat plate (i.e., a particle and a
wafer surface), the Hamaker expression for the van der Waals interaction term
is given as

VA = −A
6

(
a

x
+ a

x + 2a
+ ln

x

x + 2a

)
(5)

In Eq. (5), A is the Hamaker constant, a is the particle radius, and x
is the distance between the particle and the wafer surface. This relationship
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applies only to the interaction of a sphere with a flat plate; expressions for
other geometries are readily available [3]. Equation (5) is commonly found
in the literature and has been adopted by some researchers exploring particle
deposition onto semiconductor wafers [44]. An expression which accounts for
retardation effects, however, can offer greater precision when studying particle
deposition theory.

Retardation effects occur due to the fact that van der Waals interactions
are electromagnetic in nature and there is a finite time of propagation between
interacting solid surfaces. This retardation leads to a reduced interaction for
solids that are separated by more than a few nanometers. As the separation
between solids increases, the significance of retardation grows. While retardation
effects are of little consequence when considering van der Waals forces between
solids which are already in contact, the effects can impact particle deposition
theory. Gregory [45] gives an approximate expression for calculating retarded
van der Waals interactions as

VA = −Aa
6x

(
1

1 + 14x/λ

)
(6)

This expression works well for x values that are less than ∼20% of the
particle radius a. While Eq. (6) starts to lose accuracy when the separation
between the two surfaces becomes large, the magnitude of VA becomes so
small at these separations that VA effectively ceases to influence the overall
interaction energy. In Eq. (6), λ is a characteristic wavelength for the interaction
(often assumed to be ∼90–100 nm).

Perhaps the greatest difficulty in accurately estimating van der Waals forces
is the selection of an appropriate value for the Hamaker constant A. The value
A will be strongly dependent upon the composition of materials involved in
the interaction as well as the fluid media in which the interaction occurs. The
van der Waals interaction energy will be notably smaller in a liquid than it will
be in a gas. Hamaker constants for many materials are available in Visser [43]
where it becomes apparent that there is a good deal of scatter in Hamaker values
reported in the literature; as a result, there is some degree of uncertainty that
exists in the choice of an appropriate A value. For SiO2 particles interacting
with an SiO2-covered wafer in water, suggested values of A fall between 0.3 ×
10−20 J and 1.7 × 10−20 J. Mixing rules that can be used to calculate effective
Hamaker constants when dissimilar materials are involved in the interaction are
discussed in Israelachvili [40] and Visser [43].

Finally, it will be mentioned here that under some conditions, negative
values can result for the Hamaker constant. This can occur when the Hamaker
constant for the suspension media has a value that is intermediate between the
Hamaker constants for the two interacting solids. The result is that the solids
interact more strongly with the media in which they are suspended than with
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one another [3]. This is a relatively rare occurrence, but if conditions are created
in which the necessary criteria are met, the van der Waals force will actually
be repulsive in nature. In situations of general interest to the semiconductor
industry, the van der Waals force can be considered an attractive interaction.

B. Electrostatic Double-Layer Interaction

As two solid surfaces approach one another, their diffuse double-layer regions
begin to overlap. As a result, the individual double layers of the involved solids
become restricted; the limited space available between the approaching solids
prevents potential decay from proceeding as it does in bulk solution. The overlap
of the diffuse double layers results in a contribution to the total interaction
energy between approaching solids. When solid surfaces are of like sign, this
double-layer interaction is repulsive in nature; when solid surfaces are oppositely
charged, double-layer attraction can occur.

Calculation of the electrostatic double-layer interaction energy VE is com-
plex. To develop an approximation, numerous assumptions are necessary. A
general expression for electrostatic double layer interaction energy that has been
applied for microelectronics applications [44,46] is the expression developed by
Hogg et al. [47]. This formula, valid for symmetric electrolytes, is given in SI
units by:

VE = πεa(ψ2
1 + ψ2

2 )

×
{

2ψ1ψ2

ψ2
1 + ψ2

2

ln

[
1 + exp(−κx)
1 − exp(−κx)

]
+ ln[1 − exp(−2κx)]

}
(7)

To reconcile that this is the same expression employed by Saito et al. [44], slight
rearrangement is necessary and it must be noted that Saito et al. did not chose to
work with SI units; see appendix A of Hunter [4] for a discussion of SI versus
CGS electrical units.

In Eq. (7), ψ1 and ψ2 represent effective surface potentials of the wafer
and the particle (volts). Because it is the diffuse layers which interact as solids
approach one another, it is usually considered reasonable to use the diffuse layer
potentials (ψd ) in calculations of interaction potential energy. Recall that ψd is,
in most cases, represented well by the measured zeta potential, ζ . Substitution
of zeta potential values for ψ1 and ψ2 in Eq. (7) is common practice.

It should be realized that derivation of Eq. (7) was based upon numerous
assumptions and that there are limitations to its applicability. In deriving Eq. (7),
it was assumed that solid surfaces approaching one another (i.e., a wafer and a
particle) maintain a constant surface potential during the approach. Alternative
expressions exist if the assumption is made that the solids maintain a constant
surface charge during the interaction [48]; these alternative derivations would
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have applicability when the surface charge results from ionization of surface
groups. When surface charge results from the adsorption of potential determining
ions (as with oxide surfaces), it is usually best to assume that the potential
remains constant and that the surface charge density adjusts to the double-layer
overlap. In reality, it is likely that neither constant surface potential nor constant
surface charge models hold exactly.

It was also assumed in the derivation of Eq. (7) that the potentials of
the surfaces involved do not exceed a potential of 25 mV and that κa is much
greater than 1. Evidence suggests that the expression holds up well in practice
as long as surface potential magnitudes don’t greatly exceed 50 or 60 mV and
as long as κa is kept at a value of 5 or greater [47]. For particle diameters of
interest to the microelectronics industry, Eq. (7) becomes somewhat suspect in
very low ionic strength solutions (e.g., pure deionized water).

C. Total Interaction Energy

Using appropriate expressions for VA and VE , Eq. (4) can be solved to determine
the total interaction energy between a particle and a wafer surface. The inter-
action energy will be dependent upon the distance between the wafer and the
particle x, with interaction energies vanishing as separation distances become
large.

If total interaction energy becomes positive as a particle approaches a
wafer surface, a potential energy barrier to deposition exists. Figure 7 illustrates
this situation. To create this figure, Eqs. (6) and (7) were solved for a particle
diameter of 0.6 µm, a Hamaker constant of 1.11 × 10−20 J, a particle potential
of −20 mV, a wafer potential of −10 mV, an ionic strength of 0.001 M, and a
solution temperature of 298 K. Note that Fig. 7 is presented with all interactions
shown relative to the thermal energy kT of the system, where k is Boltzmann’s
constant and T is the solution temperature.

For most conditions of interest, the van der Waals interaction term VA will
be negative; negative interaction energies are attractive in nature. Van der Waals
forces tend to be short range and usually approach zero within a few hundred
angstroms of the wafer surface. If the electrostatic interaction VE is positive (as
in Fig. 7), the total interaction energy VT can suggest either a net attraction or
a net repulsion depending upon the magnitude of VE relative to VA. Depending
upon specific system parameters, electrostatic interactions can subside within a
few hundred angstroms of the wafer surface or they can extend as much as 1 or
2 µm into the surrounding solution. If a positive (repulsive) VE dominates VA,
a potential energy peak results; any particle which approaches the wafer surface
must surmount this positive VT peak for deposition to occur.

From Eqs. (6) and (7) it is readily apparent that a variety of different system
parameters influence the total interaction energy of a system. Alteration of the



Particulate Deposition in Liquid Systems 239

Figure 7 Interaction potential energies relative to the thermal energy of the system. In
the situation illustrated, a potential energy barrier to deposition exists. Assumptions are a
particle diameter of 0.6 µm, a Hamaker constant of 1.11 × 10−20 J, a particle potential
of −20 mV, a wafer potential of −10 mV, an ionic strength of 0.001 M, and a solution
temperature of 298 K.

particle diameter, the solution Debye length (via alteration of ionic strength),
the wafer potential, or the particle potential can strongly influence the resultant
VT profile.

Figure 8 illustrates the significant impact that ionic strength can have on
total interaction energy. Conditions in Fig. 8 are identical to those in Fig. 7 except
that a variety of different ionic strengths are explored. Notice that as the ionic
strength of the solution increases, both the height of the energy peak and the
range of the interaction is reduced. It would be significantly easier for a particle
to overcome the energy peak at 0.01 M than the energy peak at 0.0001 M. The
likelihood that a repulsive interaction will prevent particle deposition is much
stronger when ionic strength is low.

While ionic strength influences both the range of the interaction and the
magnitude of the interaction, particle diameter influences only interaction mag-
nitude. Recall from Section III.A.1 that the inverse of the Debye length serves
as a good gauge for overall double-layer thickness; because Debye length is not
influenced by the properties of the interacting solids, it should not be surpris-
ing that particle diameter fails to influence interaction range [Eq. (2)]. Figure 9
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Figure 8 The impact of ionic strength on total interaction energy. Assumptions are a
particle diameter of 0.6 µm, a Hamaker constant of 1.11 × 10−20 J, a particle potential
of −20 mV, a wafer potential of −10 mV, and a solution temperature of 298 K.

helps to illustrate the influence of particle size on total interaction energy; this
figure assumes the same values for key parameters (other than particle size) as
used in Figure 7. As is evident in Figure 9, larger particles lead to more signif-
icant interaction energies. The likelihood of a repulsive interaction preventing
particle deposition shrinks along with particle size.

Finally, consider the role of the wafer and particle potentials. It is some-
what intuitive that as the magnitude of the potentials increases, any existing
electrostatic interactions will become more significant. Figure 10 shows the
resultant VT /kT when wafer and particle potential are varied. Figure 10 in-
cludes conditions where a repulsion exists (wafer/particle = −1/−1, −10/−10,
−30/−30), a situation where no electrostatic interaction exists (0/−30), and a
condition in which an electrostatic attraction is present (30/−30). Notice that if
the magnitude of the potentials is small enough (−1/−1), an attractive total in-
teraction can exist at all separations regardless of the fact that the two potentials
are of the same sign; this occurs when the van der Waals interaction dominates
the slight electrostatic repulsion. Figure 10 also illustrates that if one of the two
surfaces is at its isoelectric point (potential = 0 mV), there will be no barrier
to deposition; in that case, the van der Waals interaction curve defines the total
interaction energy. Be aware of the fact that a wafer surface near its IEP can



Figure 9 The impact of particle size on total interaction energy. Assmptions are a
Hamaker constant of 1.11 × 10−20 J, a particle potential of −20 mV, a wafer potential
of −10 mV, an ionic strength of 0.001 M, and a solution temperature of 298 K.

Figure 10 The impact of wafer and particle potential on total interaction energy. As-
sumptions are a particle diameter of 0.6 µm, a Hamaker constant of 1.11 × 10−20 J, an
ionic strength of 0.001 M, and a solution temperature of 298 K.
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be extremely sensitive to particulate deposition as it will fail to electrostatically
repel both negatively and positively charged particulate matter.

The influence of the electrostatic potential energy curve on resultant de-
position can be dramatic. Figure 11, from Riley and Carbonell [46], helps to
demonstrate this impact. To gather the data for Figure 11, 100 mm Si wafers
were lowered into stirred solutions containing suspended soda-lime glass beads.
The suspension media was microelectronics grade DI water. Nominal particle
size was approximately 1.6 µm. The wafers were known to have a negative
zeta potential in deionized water, and the glass beads in their natural state had
a negative zeta potential. Various submersion times were investigated, and it
was found that the resultant contamination level was independent of submer-
sion time. This result illustrates the influence of a strong electrostatic repulsion;
deposition is prevented from proceeding while the wafers remain submerged in
solution. When those same soda-lime glass beads were altered by attachment of
aminopropyl surface groups, the beads exhibited a positive zeta potential in wa-
ter. In all aspects other than the measured zeta potential, the aminopropyl glass
beads were identical to the soda-lime beads. Figure 11 shows that the impact of
the zeta potential alteration was dramatic. While deposition from the suspension

Figure 11 Wafer contamination as a function of submersion time in a contaminated
solution with 10,000 particles/mL. The soda-lime glass is repelled by the negatively
charged wafer surface, while the aminopropyl glass is attracted to the negatively charged
wafer.
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media was prohibited in the presence of an electrostatic repulsion (soda-lime
glass), it proceeded freely when the repulsion was absent (aminopropyl glass).

When the total interaction energy of a wafer/particle system is repulsive,
barriers to deposition can be substantial enough to inhibit particle deposition onto
the wafer surface. If an electrostatic barrier does not exist (or is not substantial),
deposition can proceed freely at the rate determined by transport limitations.
Consideration will be given to transport rates in the next section of this chapter.
Using simplified transport models, it is possible to approximate the magni-
tude of deposition which will occur onto wafer surfaces submerged in a liquid
media.

VI. PARTICLE DEPOSITION BEHAVIOR

A. Modeling of Deposition Rate

The rate of particle deposition from cleanroom chemical baths can be controlled
by either the transport of the particle toward the wafer surface or by the interac-
tion potential energy of the particle/wafer system. Our emphasis to this point has
been on understanding the source of these important wafer/particle interactions.
To model deposition rate, however, we must turn attention toward overall mass
transport considerations.

In the field of microelectronics, workers seeking to model liquid-based
deposition rates onto wafer surfaces have favored a simplified transport model
which utilizes the concept of a uniform diffusion boundary layer [44,46]. This
simple model has been applied by researchers outside of the microelectronics in-
dustry for years [see, for example, Refs. 49–51]; researchers applying the model
typically study flow fields in which the boundary layer thickness is well de-
fined (often employing a rotating disc apparatus). Despite the fact that relatively
nonuniform flow fields often exist in cleanroom chemical baths, this modeling
approach has been found to be highly successful at predicting deposition trends
onto wafer surfaces.

In this transport model, contaminant particles are assumed to diffuse
through a boundary layer from the bulk liquid to the wafer surface (see Fig. 12).
Figure 12 shows that there are actually three “boundary layer” thicknesses of
significance in understanding the model. Beyond the hydrodynamic boundary
layer δH , fluid velocity is defined by bulk liquid motion; within δH , velocity
will be retarded by the presence of the wafer. Within the diffusion boundary
layer δ, particle concentration levels deviate from those found in the bulk so-
lution; beyond the diffusion boundary layer the assumption of a well-mixed
solution with uniform particle concentration is considered valid. Finally, δE will
be referred to as the electrostatic boundary layer thickness; δE represents that
portion of the diffusion boundary layer for which interaction potential energy
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Figure 12 Illustration of the deposition system. Particles diffuse from the bulk liquid to
the wafer surface through a diffusion boundary layer, δ. Particle movement is assumed to
be unidimensional in the deposition model. b is the Stern layer thickness, a is the particle
radius, δH is the hydrodynamic boundary layer thickness, and δE indicates that portion
of the diffusion boundary layer for which interaction potential is significant. Drawing is
not to scale.

is significant. Until a particle approaches the electrostatic boundary layer of a
wafer, wafer/particle interaction energy fails to influence the particle’s behavior.

In the absence of any interaction between the particle and the wafer, steady
state particle flux in the direction normal to the surface x would be approximated
by the classic Fick’s law in which the rate of diffusion is controlled by the particle
concentration gradient across the diffusion boundary layer:

j = −D ∂c
∂x

(8)

The Stokes-Einstein equation is often applied to approximate a diffusion coef-
ficient D relative to the particle radius a:

D = kT

6πηa
(9)

Equation (8), however, does not adequately describe steady state deposi-
tion from a cleanroom solution. If diffusion must occur in the presence of a
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substantial interaction energy, it is necessary to alter Eq. (8) to reflect the influ-
ence of this interaction. Steady state flux to the wafer surface when a substantial
interaction energy exists is represented as

j = −D ∂c
∂x

− cD

kT

∂VT

∂x
(10)

VT is the total interaction energy between the particle and the wafer surface.
As defined by Eq. (4), this term is approximated by summing the van der
Waals interaction energy [Eq. (6)] and the electrostatic double layer interaction
[Eq. (7)].

Solving Eq. (10) to find the total particle flux to the wafer surface is
relatively straightforward, and details of the solution are available elsewhere
[51,52]. If it is assumed that at some value of x very close to the wafer surface
(x = b) all particles rapidly adhere, then a boundary condition of c = 0 at
x = b is realized. A second boundary condition can be defined as c = c0 at
x = δ where c0 is the bulk liquid particle concentration, and δ is the outer edge
of the diffusion boundary layer. These boundary conditions yield the following
solution to Eq. (10).

j = − c0D∫ δ

b

exp

(
VT

kT

)
dx

(11)

Note that because the x axis is defined as pointing away from the wafer surface
(see Fig. 12), the particle flux to the surface of the wafer will be negative.

If the interaction potential energy in the system is negligible, Eq. (11)
reduces to j ∼= c0D/δ. This is the flux that would be anticipated if diffusion
were controlled exclusively by the concentration gradient in the steady state
system (no interaction). The exponential term in the denominator of Eq. (11)
acts as a retardation (or enhancement) factor with regard to the total deposition
that occurs. When the interaction energy becomes significant (especially if a re-
pulsion makes VT positive), this retardation/enhancement term can dramatically
influence the predicted flux.

Readers looking to make deposition predictions based upon Eq. (11) are
referred to a discussion by Riley [46] in which such an analysis is carried
out. The analysis proposes expressions for the needed limits of integration. The
lower limit of integration b is set to the thickness of the Stern layer in Riley’s
discussion. The expression used to approximate the average diffusion boundary
layer thickness (upper integration limit) is found from the expression for uniform
flow over a flat plate:

δ = 10

3

√
υL

u

( υ
D

)−1/3
(12)
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where L is the equivalent length of the plate (wafer), υ is the kinematic viscosity
of the liquid, and u is the velocity of bulk liquid flowing past the wafer surface.

Notice in Eq. (12) that the size of the diffusing particle influences the
thickness of the diffusion boundary layer (through D). Riley [46] suggests an
approximate δ of 21 µm for a 1.5 µm particle, and a diffusion boundary layer
thickness of 64 µm for a 0.05 µm particle. These predictions were made as-
suming a 100 mm wafer suspended in a deionized water solution where the bulk
liquid velocity is set to 10 cm/s. For these same conditions, the boundary layer
thickness for momentum transfer δH would be approximately 0.3 cm.

Due to the complex relationship that exists between the total interaction
potential energy VT and the separation distance between the particle and the
wafer surface x, it is generally not possible to develop an analytical solution to
Eq. (11). While approximate analytical solutions have been considered in the
literature [53], numerical integration of the denominator is considered a preferred
approach [46].

When conditions lead to large positive values of VT , the exponential term
in Eq. (11) readily grows so large that theoretically predicted particle fluxes
approach zero; this corresponds to situations in which the potential energy barrier
becomes so large that particles in solution are unable to overcome it. When the
interaction potential is negative, however (i.e., a net attraction), the impact of
VT on overall flux is not especially dramatic. Why this should be so is most
easily understood if Eq. (11) is rewritten as

j = −c0D∫ δe

b

exp

(
VT

kT

)
dx +

∫ δ

δe

exp

(
VT

kT

)
dx

(13)

Recall that δe represents that portion of δ where interaction potential is signifi-
cant. Because VT is effectively zero between δe and δ, Eq. (13) can be rewritten
as

j = −c0D∫ δe

b

exp

(
VT

kT

)
dx + δ − δe

(14)

In solutions with an extremely low ionic strength, δe can approach 1 or 2 µm,
but for higher ionic strengths it rarely exceeds 100 nm; when compared to δ
values of 20 µm or more, it is apparent that the quantity (δ − δe) can often be
replaced by δ.

If the interaction potential between a wafer and a particle is large and
positive (strong repulsion), the integral in Eq. (14) can have a dramatic influence
on the overall flux. If the interaction potential is small or negative (attraction),
however, the value of the integral approaches zero. As a result, the denominator
in Eq. (14) approaches δ, which is the denominator found if no interaction exists.
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The only way to effect an enhancement of particle flux over the situation
where no interaction exists is if the ionic strength is so low that δe has signif-
icance. If δe is large enough to influence Eq. (14), it is possible to moderately
enhance particle flux; because δe is less than 10% of δ even in deionized water,
however, the predicted enhancement will not be dramatic. This analysis helps
to illustrate that it is more difficult to effect a large enhancement of deposition
rate than to effect a large retardation; as particle deposition is rarely a goal in
a microelectronics cleanroom, this situation can be considered fortunate. It also
helps to illustrate, however, that active deposition does not necessarily indicate
that a significant attraction exists between a wafer surface and suspended par-
ticulate matter. In reality, active deposition more realistically indicates that a
significant barrier to particle deposition is absent. The absence of a significant
deposition barrier can be a function of parameters such as particle size (Fig. 9)
or ionic strength (Fig. 8); it does not necessarily indicate that the wafer and
particle have zeta potentials of opposite sign.

B. The Influence of Solution Chemistry

1. Ionic Strength

As mentioned in Section III.A.1, the Debye length (1/κ) is a good relative gauge
of double layer thickness; electrostatic potential drops to ∼2% of its surface
value at a distance ∼3/κ . Recall that the Debye length can be directly correlated
to ionic strength through the expression

κ = 3.29
√
I (15)

where κ is in units of nm−1, and I is given in moles/liter. The above expression
is applicable for 25◦C aqueous solutions in which a 1:1 electrolyte serves as
the background electrolyte. Figure 13 illustrates the strong correlation between
solution ionic strength and Debye length.

Due to the influence of Debye length on interaction potential energy [see
Eq. (7)], it is found that both the strength and the range of electrostatic interaction
is significantly reduced as ionic strength is increased. Figure 8 serves to illustrate
the strong influence of ionic strength on total interaction energy. As a result of
this influence, high ionic strengths tend to dramatically shrink any deposition
barriers which might prevent particle deposition. For a system in which the
particle and the wafer surface share same-sign zeta potentials, expectation should
be for an encouragement of particle deposition as ionic strength increases.

Figure 14 illustrates the predicted impact of ionic strength on particle de-
position [46]. For Figure 14, the model of Section VI.A was used to predict
deposition onto a 100 mm wafer during a 5 min submersion. The solution was
assumed to contain 10,000 particles/mL, and all solid surfaces were assigned
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Figure 13 Debye length, 1/κ , as a function of ionic strength.

Figure 14 Theoretically predicted bulk deposition from a solution containing 10,000
particles/mL after 5 min of submersion. Both the particle and the wafer surface are
assumed to have a negative zeta potential.
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negative zeta potentials. Particle diameter (discussed shortly) influences depo-
sition magnitude, and three different particle diameters were considered when
creating Fig. 14. At low ionic strengths, the model predicts that a substantial
potential energy barrier will prevent deposition. As ionic strength is increased,
the barrier eventually shrinks to a point where particles begin to reach the wafer
surface. At high ionic strengths, a substantial energy barrier no longer exists, and
the rate of diffusion from bulk liquid to the wafer surface defines deposition rate.

Figure 15 is an experimental verification of the predictions shown in
Fig. 14 [46]. When Fig. 15 was created, deposition resulting from a 5 min
submersion was plotted together with deposition resulting from a rapid dip of a
wafer into solution. The data from the rapid dip (labeled “0 minute”) serves as
a baseline which accounts for deposition from alternative sources (i.e., during
wafer passage through the gas/liquid interface, during the drying process, etc.).
The soda-lime particles used to create Fig. 15 were not monodisperse; most of
the particles were found to be between 0.5 and 1.5 µm in diameter. Figure 15
was created using KCl to adjust ionic strength.

Figures 14 and 15, taken together, serve to illustrate the success of the
deposition model in predicting system behavior. The figures also clearly illustrate
that increasing ionic strength can cause deposition barriers to collapse. While all
surfaces in a system may have negative surface potentials, the shrinking double-
layer thicknesses associated with increased ionic strength can enable particle

Figure 15 Experimentally observed deposition from a solution containing 10,000 par-
ticles/mL. Both the particle and the wafer surface have a negative zeta potential. Each
symbol in this figure represents one measurement.
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deposition. For the particles depicted here, deposition begins once the ionic
strength exceeds 0.01 M.

Figures 14 and 15 address a situation where the wafer and the particle
have zeta potentials of the same sign. But what is predicted when opposing
signs suggest an attractive electrostatic interaction?

Figure 16 is identical to Figure 14 except that the particles were assigned
a positive zeta potential for Figure 16. Figure 17 is Figure 16’s experimental
counterpart. Figure 17 was created using soda-lime glass beads with attached
aminopropyl surface groups; this changes the particle zeta potential from neg-
ative to positive at the pH of deionized water [46]. In Figures 16 and 17, it
is seen that increasing ionic strength beyond the very low levels in deionized
water causes a reduction in deposition. This occurs as the extra ions in solution
effectively shield the attractive interaction. Increasing the ionic strength beyond
a certain point, however, doesn’t encourage a further reduction in deposition.
Figures 16 and 17 illustrate that deposition rate is relatively independent of
ionic strength when attractive interactions exist except at extremely low ionic
strengths. While wafer/particle interactions can prove to be rate limiting when
an electrostatic repulsion exists, the absence of a deposition barrier tends to
make particle diffusion the rate-limiting factor.

Figure 16 Theoretically predicted bulk deposition from a solution containing 10,000
particles/mL after 5 min of submersion. The wafer surface is assumed to have a negative
zeta potential, while the particles are assumed to be positively charged.
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Figure 17 Experimentally observed deposition from a solution containing 10,000 par-
ticles/mL. The particle has a positive zeta potential, while the wafer potential is negative.

In summary, the influence of increased ionic strength is a reduction in
the influence of electrostatic interaction energy. Electrostatic interactions can
significantly influence deposition in deionized water due to the fact that the in-
teractions are relatively long range; reducing the range of the interactions through
the addition of ions, however, significantly reduces their relative importance. If
a repulsion can prevent deposition at low ionic strengths, moving to a higher
ionic strength can induce deposition. If an attraction exists between a particle
and a wafer surface, moving away from low ionic strengths may lead to a slight
reduction in resultant deposition.

2. pH

When pH is altered in a solution, deposition will be influenced because both the
potential of the depositing particles and the potential of the wafer surface are
changed. As discussed in Sections II and IV.C, surfaces tend to become more
positive (less negative) in acidic solutions and more negative (less positive) in
basic solutions.

Each solid surface has a different isoelectric point (IEP); thus the influ-
ence of a pH alteration on deposition becomes dependent upon the identity of
the materials involved. To deduce the impact of a pH change on deposition, it
is necessary to consider the IEPs for the particles/wafer surfaces involved. Con-
sideration of the IEPs allows a determination of whether a pH alteration should
increase or decrease the size of the interaction potential energy.
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Silicon and silicon dioxide tend to have relatively low isoelectric points
(see Fig. 4); as a result, the zeta potentials of wafers in acidic media usually have
small absolute values. This means that wafer surfaces will not tend to strongly
repel particles in an acid, at the wafer’s IEP, there will be no tendency to repel
particulate matter regardless of the particle’s zeta potential. General expectation
should be that the avoidance of particle deposition onto Si and/or SiO2 wafer
surfaces is extremely difficult in an acidic environment.

In basic solutions, Si and/or SiO2 wafer surfaces tend to be strongly neg-
ative. As a result, negatively charged contaminant particles may encounter a
significant barrier to deposition. Recall, however, that parameters such as ionic
strength and particle diameter also influence barrier height; same-sign zeta po-
tentials on particles and wafer surfaces should not be considered a guarantee
against particulate deposition. In ascertaining whether a significant potential en-
ergy barrier could exist, the specific nature of the primary contaminant particle
must be considered. While silicon particles can be significantly repelled by a
silicon wafer surface at pH ∼8 (all surfaces are negatively charged), alumina
particles (IEP ∼9) will not respond similarly. At a pH of 8, a negatively charged
wafer surface would not repel positively charged alumina particles.

Figure 18 illustrates the impact of pH on particulate deposition using
silicon wafers precleaned in a sulfuric-peroxide/dilute hydrofluoric/ammonium
hydroxide-peroxide/hydrochloric-peroxide (SPM/HF/APM/HPM) clean sequence
[54]. The particles used in the study were polystyrene latex (PSL); these parti-
cles had a negative zeta potential over the entire pH range which was studied.
At pH values above the IEP of the wafer surface, an electrostatic repulsion pre-
vents particulate deposition. In the vicinity of the IEP (and at pHs below the
wafer IEP), deposition occurs as the positively charged or nearly neutral wafer
surface no longer repels negatively charged particles. Note in Figure 18 that
the smallest particles tested (0.36 µm) deposit significantly at pH 3 while the
larger particles don’t deposit until the pH level drops further; this particle-size
dependence would be anticipated in light of the fact that the interaction energy
barrier shrinks along with particle size (Fig. 9).

Finally, consider Figures 19 and 20 to illustrate that deposition response is
dependent upon the IEPs of the solids involved [37]. For Figure 19, LPCVD ni-
tride wafers cleaned in SPM were exposed to an aqueous solution contaminated
with 0.5 µm PSL (the PSL is negatively charged over the entire pH range).
Figure 19 shows the pH dependence of wafer zeta potential along with resul-
tant deposition from a 5 min wafer submersion. Note that deposition onto the
wafer surface increases dramatically at pH levels below the wafer’s IEP of 3.8.
Figure 20 represents an identical study except that the low pressure chemical
vapor deposited (LPCVD) wafer was cleaned with SPM then buffered oxide etch
(BOE). Jan and Raghavan [37] show that this alternative surface treatment leads
to an altered surface potential. In Figure 20, deposition increases dramatically
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Figure 18 The impact of pH on PSL particle deposition onto silicon wafers precleaned
in an SPM/HF/APM/HPM clean sequence. Particle concentration ∼ 1000/mL. (From
Ref. 54.)

Figure 19 Correlation between zeta potential and PSL particle deposition on LPCVD
nitride wafers precleaned with SPM. (From Ref. 37.)
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Figure 20 Correlation between zeta potential and PSL particle deposition on LPCVD
nitride wafers precleaned with SPM + BOE. (From Ref. 37.)

when the pH drops below this wafer’s IEP of 5.3. Note that if both wafer types
were submerged into a PSL-contaminated solution at pH 4.5, the deposition
resulting over time would differ significantly for the two wafer types.

C. The Influence of Particle Properties

While the properties of the suspension media can have a dramatic influence on
resultant deposition (see Sec. VI.B), the properties of the particle and the wafer
surface can also be highly influential. Important parameters that can strongly
influence deposition include particle size and particle/wafer surface potential.

1. Particle Size

As technology advances and the minimum dimension on a chip is reduced, the
maximum contaminant particle size which can be tolerated will correspondingly
decrease. It is predicted that by the year 2006, particles as small as 0.05 µm
will be of concern [55]. While instruments used to detect particles on wafer
surfaces cannot yet routinely detect particles that small, modeling predictions
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can be readily performed to illustrate the impact of shrinking geometries on
liquid-based wafer contamination.

From Eq. (11), it becomes apparent that particle diameter can influence
deposition in numerous ways;D, VT , and δ are all dependent upon particle diam-
eter. If the interaction potential energy in the system is negligible (i.e., VT ∼= 0),
the expression for particle flux to the wafer surface reduces to j ∼= c0D/δ.
Smaller particles have increased diffusion coefficients (tending to increase the
flux), but also increased boundary layer thicknesses (tending to decrease the
flux). Figure 21 illustrates deposition expected onto a 100 mm silicon wafer
when deposition occurs for 5 min, liquid particle concentration is 10,000 parti-
cles/ml, and wafer/particle interactions are negligible. The dramatic increase in
particle diffusivity as diameter shrinks clearly dominates in this situation.

When interaction energies are considered (VT = 0), the relationship be-
tween particle size and deposition will be further influenced by the fact that both
the van der Waals interaction [Eq. (16)] and electrostatic double-layer interaction
[Eq. (7)] are linearly dependent upon particle size. While the results of Fig. 21
will still hold when ionic strength becomes high (and thus interaction energy
ceases to be significant), the ionic strength at which this threshold is reached
will become a function of the particle diameter being considered.

Figure 21 Deposition predicted onto a 100 mm wafer after submersion for 5 min
in a solution containing 10,000 particles/mL. Interaction potential energy is assumed
negligible in this system.
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Figure 22 helps to illustrate the influence of particle diameter on bulk
deposition when interaction potential energy is considered. For this figure, the
wafer potential was set at −10 mV, and the particle potential was set to −19
mV; the appearance of the figure will be strongly influenced by the choice of
potentials. As anticipated from Figure 21, smaller particles deposit more rapidly
than larger particles when the ionic strength is high (VT = 0). It is also obvious,
however, that the ionic strength at which the repulsive energy barrier is first
overcome is significantly reduced as particle diameter shrinks.

For the surface potentials considered to create Figure 22, only particles
that are 0.3 µm in diameter or greater will be prevented from depositing in
very low ionic strength solution. Even in pure 18 M. DI water, deposition of
particles 0.1 µm (or smaller) could occur. Figure 22 helps to illustrate that as
device geometries shrink and smaller particles become killer defects, deposition
from cleanroom liquids will tend to become an increasingly difficult problem.
Solutions which don’t currently lead to significant particulate deposition (such
as DI rinse water) may become problematic as killer defect size is reduced.

2. Surface Potentials

While particle diameter influences Eq. (11) through various terms, the only way
that particle surface potential can influence deposition is through its influence on
the interaction potential energy VT . Specifically, the magnitude of surface poten-
tial influences the magnitude of the electrostatic potential energy term [Eq. (7)].
When the interaction potential energy is not strongly influencing deposition (for

Figure 22 Theoretically predicted deposition as a function of ionic strength for parti-
cles of varying size. The wafer potential is set to −10 mV, and the particle potential is
−19 mV. The liquid particle concentration is set to 10,000 particles/mL.
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instance, when ionic strength is high), the surface potentials of the wafer and
the particle surface will have no influence on deposition level.

Figure 23 is identical to Figure 22 except that both wafer and particle
potentials are now assumed to equal −35 mV. Under the conditions in Figure 23,
only the smallest particles (0.01 µm) would be expected to deposit onto a wafer
surface from deionized rinse water; the response to ionic strength depicted in
Figure 23 differs notably from the response in Figure 22 where deposition of
much larger particles occurs. These figures would suggest that efforts to increase
repulsion by altering surface potential could be advantageous as chip dimensions
shrink; this alteration of surface potential could theoretically be accomplished
through the use of chemical additives. The use of surfactants for this purpose is
discussed in Section VI.D. Recall that adjustment of pH is an additional way in
which surface potential can be altered.

D. The Influence of Surfactants

Surfactants (i.e., surface-active agents) are substances which can adsorb onto sur-
faces or interfaces and significantly alter the properties of the interface. These
substances have traditionally been used in the microelectronics industry to con-
trol/improve a solution’s ability to wet the wafer surface (for instance, in BOE
solutions). Those wanting to gather additional general information on surfactants
are referred to an excellent review by Rosen [56].

Figure 23 Theoretically predicted deposition as a function of ionic strength for parti-
cles of varying size. This figure differs from Figure 22 in that an assumption of −35 mV
was made for both wafer and particle potential.
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While the industry has made use of surfactants for wettability control
for years, recent interest has surfaced in the ability of surfactants to influence
particle deposition behavior. Researchers in Japan have put particular emphasis
on the impact of surfactants on deposition behavior [57–61].

When surface active agents (surfactants) are placed into an aqueous media
with suspended particulate matter, the surface active agent can adsorb to the solid
surface and alter its surface potential. As discussed previously in this chapter,
the relative zeta potentials of a particle and a wafer surface can dramatically
influence the tendency for deposition to occur; it would therefore be anticipated
that proper surfactant selection could be used to influence particle deposition
behavior.

Investigations by Kezuka et al. [57,59] help to illustrate the impact that
surfactants can have on particle deposition. In studies performed by these in-
vestigators, an emphasis was placed on particle deposition from acidic media.
Si wafer surfaces were used together with suspended polystyrene latex (PSL)
particles to study the impact of surfactant usage. Various anionic, cationic, and
nonionic surfactants were used in the investigation, with anionic surfactants
found to be the most effective at controlling deposition from an acidic media.

The pH used by Kezuka et al. was 3.3, and without surfactant it was
determined that the zeta potential of Si in suspension was −32 mV; the PSL
particles in the study exhibited a zeta potential of +39 mV. As might be an-
ticipated under these conditions, significant deposition (>10,000 particles on
a 4 in. wafer) resulted as a barrier to deposition did not exist. When an an-
ionic surfactant (200 ppm of hydrocarbonic sulfate) was added to solution, both
the Si (−32 mV) and the PSL (−67 mV) were found to exhibit negative zeta
potentials. When the deposition study was repeated using the anionic surfac-
tant, deposition was found to be dramatically reduced (470 particles on a 4 in.
wafer).

Results of Kezuka et al.’s study help to illustrate the possibilities that exist
in the use of surface active agents to mediate particulate contamination from
liquid suspensions. Some of the potential surfactant applications being studied
at this time include the use of surfactants in CMP slurries to reduce residual
particle levels [62], and the use of surfactants in cleaning solutions to enhance
clean effectiveness [63].

E. The Influence of Particle Transport

Finally, it’s worth emphasizing that deposition from a liquid media onto a wafer
surface can be controlled by either the wafer/particle interactions in the system or
by particle transport considerations. When a significant interaction barrier is not
present, deposition will occur as rapidly as permitted by the rate of transport
from the bulk solution to the vicinity of the wafer surface. Conditions in a
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chemical bath which strongly influence this transport to the wafer surface can
have a profound effect on wafer contamination levels.

A common chemistry used in microelectronics manufacturing is the HPM
formulation comprised of HCl, H2O2, and water. Because traditional HPM for-
mulations (∼1 part HCl, 1 part H2O2, 5 or 6 parts water) have a low pH and
a high ionic strength, the influence of electrostatic interactions tends to be ex-
tremely limited for this chemistry. Recall that Si and SiO2 tend to have low
IEPs; thus wafer surfaces tend to have low magnitude zeta potentials in acidic
media. Because most contaminants tend to be negatively charged, an HPM for-
mulation would have to be adjusted to a pH level greater than the wafer’s IEPs
(i.e., pH > ∼2) to make a wafer/particle repulsive interaction possible. Fur-
ther, ionic strength would have to be maintained at a relatively low level (see
Sec. VI.B.1) to prevent deposition. Hurd et al. [64] have demonstrated that if
HCl concentrations are kept below 0.01 M, particle deposition levels can be
significantly reduced. The reason for particle control under these conditions is
that the wafer/particle repulsive interaction can begin to dominate deposition
behavior.

In a study by Riley et al. [65], however, it was shown that less dramatic
alterations to the HPM formulation can also have a dramatic impact on particle
contamination levels (Fig. 24). In their study, it was found that a 1:1:20 HPM
(60◦C) formula leads to significantly less wafer contamination than a 1:1:6 for-

Figure 24 Experimentally observed deposition onto 8 inch wafers from two different
formulations of HPM.
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mula (85◦C). The HCl concentration in the 1:1:20 formula is 0.55 M, which
is significantly higher than the range where particle protection from a repulsive
potential energy barrier should exist. Despite this fact, significant differences are
noted in deposition between the two HPM recipes. Deposition rate with both
recipes would be controlled by the rate of particle transport to the vicinity of
the wafer surface. If particles are more readily able to reach the wafer surface
(or if the number of detectable particles is increased), the number of depositing
particles will be higher. While 1:1:6 HPM at 85◦C is highly effervescent, the
1:1:20 60◦C formulation is not. The violent nature of the effervescent formula-
tion is believed to either increase particle transport rate, increase the number of
significant particles in suspension, or both.

A second example of the impact of transport considerations is a study
on megasonic-induced deposition by Li et al. [66]. Megasonic energy is com-
monly used now in industry to aid in removal of particulate contamination from
wafer surfaces. In the study by Li et al., however, it was found that the use of
megasonic energy can be detrimental under certain circumstances. When con-
tamination levels on wafer surfaces are greater than the relative contamination
level of the cleaning solution, megasonic energy is highly beneficial in pro-
moting particle removal. When very clean wafer surfaces are submerged into
relatively contaminated cleaning baths, however, the addition of the megasonic
energy was actually found to promote particle deposition. The impact of the
megasonic energy in this situation would be limited to its impact on particle
transport; megasonic energy would not influence the wafer/particle interactions
in the system. These observations help to emphasize that particle deposition
behavior from cleanroom liquids can be controlled by either particle transport
considerations or by wafer/particle interaction energy; the impact that a process
change has on wafer cleanliness can be associated with its impact on either
mechanism.
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8
Deposition of Molecular
Contaminants in
Gaseous Environments

Allyson L. Hartzell
Analog Devices Incorporated, Cambridge, Massachusetts

I. THE AIR ENVIRONMENT IN A SEMICONDUCTOR
FABRICATION FACILITY

The cleanrooms of today’s semiconductor manufacturing facilities have unique
air environments. The air is highly filtered for particles over both the coarse
and fine-size ranges. The number of air exchanges per hour (∼10/min) is much
larger than in ordinary office and home environments. Air is forced downwards
unidirectionally, entering the cleanroom from the ceiling at a relatively high
velocity (∼50 cm/s) compared to air movement in a typical indoor environment.
This flow rapidly removes particles generated in the cleanroom by moving the
air down and out of the room and through another series of particle filters
prior to reintroduction into the “clean” airstream that reenters the cleanroom.
What have traditionally not been controlled or even monitored are the molecular
contaminants that readily penetrate these high-quality particle filters, although
some advanced cleanroom designs in the United States do now include hardware
to remove specific families of gaseous species in the air-handling systems. This
chapter reviews the types and properties of airborne molecular contaminants
found in a cleanroom and their deposition on wafer surfaces.

The cleanroom air chemistry signature is unique to each semiconductor
fab line. In addition to contributions from the ambient outside air, multiple
sources of air chemistry exist within the cleanroom: volatiles from heated clean-
ing baths, offgassing of paints and cured materials of construction, offgassing of
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tool materials, human operators, photoresist chemistry, and solvents. The ratio
of outdoor make-up air to recirculated air is much lower in typical fab envi-
ronments when compared to indoor office environments which can result in a
buildup (or increase in concentration) of these internally generated contaminants
in the airstream. Outdoor make-up air can introduce combustion products such as
nitrogen oxides, ozone, alkenes, alkanes, aldehydes, and sulfur oxides. Nonan-
thropogenic species such as limonene and alpha-pinene can be present in rural
settings. An understanding of how these various species deposit on surfaces and
their effect on manufacturing operations, device performance, and reliability are
now issues of growing importance to the industry.

II. NTRS REQUIREMENTS

The National Technology Roadmap for Semiconductors [1] has included air
chemistry requirements in its 1997 release. Table 1 [1] shows the airborne
contaminant concentration thresholds by technology and process step. The real
concern is deposition to and adsorption by the wafer. Table 2 [1] presents the
wafer surface preparation technology requirements by technology and process
area. The required front-end-of-line concentrations of surface metals are much
lower than the back-end-of-line concentrations as gate processing with specific
metallic contamination can result in 1) reduced breakdown potentials, due to
interface trapping states [2,3], and 2) degraded charge retention times, due to
decreases carrier lifetimes [3]. The relationship between airborne contaminant
concentration and surface deposition is presented in the next section.

III. DEPOSITION VELOCITY

Deposition of molecular contaminants on wafer surfaces is a function of the flux
of the species to the surface, their sticking coefficients (or the probability that
the species impacting the surface will remain at the surface for a finite residence
time), and the concentration of the airborne species. The parameter, deposition
velocity, νd , is defined as the flux of molecules sticking at the surface divided
by the airborne concentration of the species beyond the surface boundary layer
analogous to the particle deposition velocity discussed in Chapter 6.

Deposition to surfaces is split into three governing resistances [4]:

• Transport to the surface boundary layer (or aerodynamic resistance ra)
• Diffusive transport through the boundary layer (boundary layer resis-

tance rbl)• Transfer resistance to the surface (rs)
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Table 1 NTRS Air Chemistry Requirements

Year of first product shipment 1997 1999 2001 2003 2006 2009 2012
Technology generation 250 nm 180 nm 150 nm 130 nm 100 nm 70 nm 50 nm

Airborne molecular contaminants (pptM)

LITHO 1000 1000 1000 1000 1000 1000 1000
Bases (as amines)

GATE 0.7 0.3 0.3 0.2 0.1 0.07 <0.07
Metals (as Cu, γ = 2E-5)

GATE 300 200 200 100 100 70 50
Organics (as MW = 250, γ = 1E-3)

SAL/CONT 10 10 10 10 10 10 10
Acids (as Cl−, γ = 1E-5)

SAL/CONT 80 40 30 20 10 4 <4
Bases (as Na+, γ = 1E-6)

Ion indicated is basis for calculation. Exposure time is 60 min, with starting surface concentration of zero. Basis for lithography is defined by lithography
roadmap. Gate metals and organics scale as surface preparation roadmap metallics and organics, respectively. Salicidation and contact acids and bases
scale as surface preparation BEOL anions and metal, respectively. All airborne molecular contaminants calculated as JS = γ (〈ν〉/4)C, where JS is the
surface arrival rate (molecules cm−2 s−1), γ is the sticking coefficient (between 0 and 1), C is the concentration in the air (molecules/cm3), and 〈ν〉 is
the average thermal velocity (cm/s).
Source: Ref. 1.
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Table 2 NTRS Surface Preparation Technology Requirements

Year of first production shipment 1997 1999 2001 2003 2006 2009 2012
Technology generation 250 nm 180 nm 150 nm 130 nm 100 nm 70 nm 50 nm

Front End of Line (A)
Critical metals (atoms/cm2) (F) 5E9 4E9 3E9 2E9 1E9 <1E9 <1E9
Other metals (atoms/cm2) (G) 5E10 2.5E10 2E10 1.5E10 1E10 5E9 <5E9
Organics/polymers (C atoms/cm2) (H) 1E14 7E13 6E13 5E13 3.5E13 2.5E13 1.8E13

Back End of Line (K)
Metals (atoms/cm2) (L) 1E11 5E11 4E11 2E11 1E11 <1E9 <1E9
Anions (atoms/cm2) (M) 1E11 1E11 1E11 1E11 1E11 1E11 1E11
Organics/polymers (C atoms/cm2) (N) 1E14 7E13 6E13 5E13 3.5E13 2.5E13 1.8E13
Oxide residue (O atoms/cm2) (N) 1E14 7E13 6E13 5E13 3.5E13 2.5E13 1.8E13

(A) Starting wafer up to deposition of the premetal dielectric.
(F) DRAM requirement for Ca, Co, Cu, Cr, Fe, K, Mo, Mn, Na, Ni, W measured post critical clean for a gettered wafer.
(G) DRAM requirement for AI, Ti, V, Zn (Ba, Sr, and Ta if present in the factory measured post critical clean for a gettered wafer).
(H) Measured post critical clean including pregate, prepoly, premetal, presilicide, precontact, and pretrench fill.
(K) Polysilicide metal dielectric deposition through passivation.
(L) K, Li, Na, measured post critical clean.
(M) Cl, N, P, S, F measured post critical clean. Assumes no fluorinated oxide.
(N) Measured post critical clean of a metallic surface region.
Source: Ref. 1.
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The deposition is limited by the highest resistance, or slowest deposition term.
The resistances have units of inverse velocity [4]:

νd = (ra + rbl + rs)
−1 (1)

Aerodynamic transport to the surface boundary layer by convection is
very fast in a cleanroom laminar flow environment and will seldom be the rate-
limiting factor in the deposition of molecular contaminants on a wafer surface.
Wafers in the cleanroom are typically exposed to cleanroom air in wafer cassettes
where the wafers are in close proximity to one another; in this case, diffusion
in the space between wafers may make transport to a wafer surface the limiting
factor in surface deposition. However, usually the transport mechanisms of most
importance to indoor cleanroom surfaces are molecular and turbulent diffusion
within the boundary layer and the net surface adsorptive/desorptive rate.

IV. MOLECULAR DIFFUSION

Fick’s first law of diffusion relates species flux to the surface, JD , to the species
concentration gradient through a proportionality term, Dg . This constant Dg is
the species diffusion coefficient; in cleanroom air this is the diffusivity of the
molecular contaminant in air. C is the species concentration in the cleanroom
air where y is the distance perpendicular to the wafer surface.

JD = Dg

∂C

∂y
(2)

The Hirschfelder equation provides an accurate estimation of the diffusion
coefficient of a species in air if empirical data are not available [5–8]:

Dg = BT 3/2
√

1/M1 + 1/M2

PR2
12ID

(3)

where

Dg = gas diffusivity coefficient (cm2/s);
B = 104[10.7 − 2.46

√
1/M1 + 1/M2;

T = temperature in degrees Kelvin, 293.15◦K;
M1,M2 = molecular weights of air and a molecular contaminant;

1/M1 = 0.0345 (air);
P = pressure at which diffusion takes place, in our case, 1 atm;

R12 = R1 + R2/2 = collision radius, Å.

The collision radius is determined through a summation of atomic vol-
umes, where radius

R = 1.18V 1/3
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Atomic volume
Element (Å3)

Air 29.0
Carbon 14.8
Hydrogen 3.7
Nitrogen in secondary amine 12.0
Silicon (approximation) 20.0

ID = collision integral for diffusion, a function of kT /ε12

ε12 = energy of molecular interaction (ergs)

ε

k
= 1.15Tb = 1.92Tm, where Tb = boiling point and Tm = melting

point; for air, ε1/k = 97◦K

ε12

k
=
√
ε1

k
∗ ε2

k

k = Boltzmann’s constant

A. Diffusivity of HMDS

As an example, the diffusivity in air of hexamethyldisilazane [HMDS, (CH3)3
SiNHSi(CH3)3, a wafer-priming agent commonly used in photolithography ap-
plications] is calculated:

HMDS atomic volume:

V2 =
∑

Vatomic =
∑

(V6C + V19H + V1N + V2Si) = 211.1

For air,

R1 = 3.62

The collision radius of an air molecule and an HMDS molecule,

R2
12 =

(
3.62 + 1.18V 1/3

2

2

)2

HMDS parameters:

Boiling point Tb = 398◦K
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Molecular weight M2 = 161.4 g/mole

kT

ε12
= 27.76√

Tb
= 1.3913 for HMDS diffusion in air

From Table I [8], the interpolated value of the collision integral ID as a function
of a kT /ε12 value of 1.3913 is ID = 0.6183 [8].

Substituting the above expressions into the Hirschfelder equation yields

Dg = 22.03 − 5.07
√
.0345 + 1/M2

√
.0345 + 1/M2

ID(3.62 + 1.18V 1/3
2 )2

∗ T 3/2

298.153/2

= 0.0590 cm2/s (4)

where T = 293.15◦K.
For diffusion of HMDS in air (air is the component in higher concentra-

tion), Dg = 0.0590 cm2/s.

B. Alternate Calculation for Diffusivity of Small Molecules

For molecular contaminants (assumed spherical) with a diameter much less than
the mean free path through air (66 nm at 20◦C, 1 atm), the molecular diffusion
coefficient can also be approximated by [4]:

Dg ≈ 2(1.657)λkT

3πµd2
p

(5)

where k is Boltzmann’s constant, T is the temperature, λ is the mean free path,
µ is the kinematic viscosity of air (1.5E−5 m2/s at 293 K), and dp is the gaseous
particle diameter. This expression is based on the Stokes-Einstein relationship
and is similar to the expression presented in Chapter 6, Eq. (36), for the particle
diffusion coefficient in the free molecular regime. The mean free path for a low
concentration species in air can be predicted by

λ = 1

π(1 + z)1/2Nδ2
(6)

where z is the ratio of the mass of the species under study to the mass of air,

z = Mspecies

Mair
(7)

N is the molecular concentration of air in molecules per cubic centimeter, and
δ is the binary collision diameter of the species and air:

δ = δspecies + δair

2
(8)
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Table 3 Empirical Diffusion Coefficients

D D D D
Compound (cm2/s) Compound (cm2/s) Compound (cm2/s) Compound (cm2/s)

pentane 0.0842 formic acid 0.1530 ethylene glycol 0.1005 methylethyl ketone 0.0903
hexane 0.0732 acetic acid 0.1235 propylene glycol 0.0879 dichloromethane 0.1037
octane 0.0616 propionic acid 0.0952 diethylene glycol 0.0730 tetraethylpyrophosphate 0.0475
benzene 0.0932 n-caproic acid 0.0602 triethylene glycol 0.0590 methylpropyl ketone 0.0793
toluene 0.0849 methyl acetate 0.0978 ethylene glycol mono

methyl ether
0.0884 1,1,1-trichloroethane 0.0794

o-xylene 0.0727 ethyl acetate 0.0861 ethylene glycol mono
ethyl ether

0.0788 mesityl oxide 0.0760

m-xylene 0.0688 methyl-isobutyrate 0.0748 ethylene diamine 0.1009 tetrachloroethylene 0.0797
p-xylene 0.0670 n-propyl acetate 0.0768 n-butyl amine 0.0872 bromine 0.1064
chlorobenzene 0.0747 iso-propyl acetate 0.0770 iso-butyl amine 0.0900 carbon disulfide 0.1045
methyl alcohol 0.1520 ethylene glycol mono

ethyl ether acetate
0.0610 diethyl amine 0.0993 benzyl alcohol 0.0712

ethyl alcohol 0.1181 diethyl phthalate 0.0497 triethyl amine 0.0754 benzyl chloride 0.0713
n-propyl alcohol 0.0993 dibutyl phthalate 0.0421 dimethyl formamide 0.0973 aniline 0.0735
iso-propyl

alcohol
0.1013 diisooctyl phthalate 0.0370 acrylonitrile 0.1059 isophorone 0.0602

n-butyl alcohol 0.0861 benzyl acetate 0.0600 benzonitrile 0.0710 allyl chloride 0.0975
tert-butyl alcohol 0.0873 carbon tetrachloride 0.0828 triethyl phosphate 0.0552 bromoform 0.0767
acetone 0.1049 chloroform 0.0888 tributyl phosphate 0.0432 mercury 0.1423

Source: Ref. 9.
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where

δ = 2(1.18V2)
1/3 + 2Rair

2
Empirical data for diffusivity coefficients of some compounds potentially im-
portant to cleanroom air are available and listed in Table 3 [9].

V. TURBULENT DIFFUSION

The flux of species through a motion of eddies is expressed in a similar form as
the molecular diffusion equation. The difference is in the coefficient of propor-
tionality between the flux due to turbulence, JT , and the concentration gradient
in the y direction from the surface. This is termed the eddy diffusivity, De(y),
which is a key concept of the mixing length theory. This flux is expressed [10] as

JT = De(y)
∂C

∂y
(9)

where the eddy diffusivity is

De(y) = k2
0
du

dy
ym (10)

and y is the distance in the turbulent diffusion zone perpendicular to the surface,
k0 is von Karman’s constant (k0 ≈ 0.4) and du/dy is the slope of the mean air
velocity as taken through the boundary layer [10]. The empirically determined
parameter m is in the range of 2–3 [11].

VI. SURFACE FLUX

The impingement rate of a gaseous species per unit area of a surface can be
derived using the kinetic theory of gases [12]. The resulting collision flux with
the surface depends on the mean kinetic thermal velocity, the average speed at
which a molecule of mass M approaches the surface. The collisional flux is

JC = 〈ν〉
4
C (11)

where C is the concentration of airborne molecules and 〈ν〉 is the mean thermal
velocity of the molecules. The arithmetic mean speed of the molecules can be
calculated through statistical mechanics and by equating the kinetic gas pressure
with the thermodynamic gas pressure:

〈ν〉 =
√

8kT

πM
(12)
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The collision flux can also be expressed in the following manner [12]:

JC = P√
2πMkT

(13)

At atmospheric pressure, P = 106 dynes/cm2, T = 300◦K, and M = 28 amu
(nitrogen dimer), Jc = 3E23 molecules cm−2 s−1 [12].

The collisional flux is multiplied by the probability of a molecular collision
resulting in a trapping event at the surface, γ (the sticking coefficient, which is
detailed in a later section). The resulting surface flux expression, JS , is [10,12]

JS = γ Jc = γ
〈ν〉
4
C (14)

All three resistance terms are in one conceptual deposition velocity expression,
which is an approximation of Eq. (1) [10]:

1

νd
≈ 1

γ (〈ν〉/4)
+ χ

Dg

+ 1

(m− 1)k2
0 du/dy

(
1

χ(m−1)
− 1

β(m−1)

)
(15)

where the boundary layer has been divided into two regimes: one with turbulent
transport dominant (β − χ), and one with molecular diffusion dominant (χ ),
depicted pictorially in Fig. 1. This first term in this deposition velocity expression
is the surface flux term. The remaining terms are derived by separating the
diffusive boundary layer into molecular and turbulent diffusive regimes and
integrating over the transition locations χ and β [10]. The constant m is from
Eq. (10).

When the turbulent diffusion term is negligible compared with the molec-
ular diffusion, χ ≈ β, and Eq. (15) is reduced to [10]:

1

νd
≈ 1

γ (〈ν〉/4)
+ χ

Dg

(16)

The diffusional boundary layer thickness, χ , can be found through modeling the
airflow conditions at the wafer surface (Chap. 6).

Figure 1 Turbulent and molecular diffusion boundary layers. (From Ref. 10.)
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VII. MOLECULAR CLUSTER FORMATION:
GAS TO PARTICLE CONVERSION

When does a cluster of molecules become a particle? Particles were defined
in Chapter 1 as stable molecular clusters having a diameter in the range of
approximately 2 nm to 1 nm. The lower limit is not an exact number because
the stability of a molecular cluster varies with composition. Nonetheless, the
particle definition implies the existence of a critical size above which molecular
clusters will not dissociate but continue to grow into particles. This section
relates the critical cluster size to the properties of its constituent molecules.

Molecular cluster growth depends on the chemistry, thermodynamics, and
kinetics of each specific gas-phase system. In cleanroom air, the concentration
of aerosol particles is low and can be neglected so that the statistics of molec-
ular cluster growth can be estimated by modifying the equilibrium theory for
supersaturation [13]. To predict molecular cluster growth of a certain compound,
airborne concentration, vapor pressure, and some additional parameters of the
compound must be known.

The saturation ratio S is defined as

S = P1

PV
(17)

Here, P1 is the monomer partial pressure and PV is the saturation vapor pressure
above a noncurved surface of the condensed phase of the same compound. A
molecular cluster will grow if S > 1 and a condensation nucleus (a molecular
cluster) of critical size exists in the system. The critical nucleus diameter is [13]

dP = 4σνm
RT ln S

(18)

where σ is the surface tension of the condensed phase of the compound, R is
the universal gas constant, and vm is the molar volume of the compound.

An example of particle formation from molecular contaminants is the
formation of ammonium chloride particles. Two gaseous species, ammonia and
hydrogen chloride, react to form a product with lower vapor pressure [4]:

NH3(g)+ HCl(g) ⇔ NH4Cl(g) ⇔ NH4Cl(s) (19)

For homogeneous nucleation (the condensation nucleus is composed of the
molecules of the compound itself), the critical cluster size depends on the ratio of
the product of partial pressures of ammonia, PNH3, and hydrochloric acid, PHCl,
to the equilibrium partial pressure product, Kp [4], in the following expression,
which is derived from the Clausius-Clapeyron equation:

lnKP = 34.266 − 21,196

T
(20)
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Using the following relationship, the critical nucleus diameter dP can be calcu-
lated. [This equation is a rewritten form of Eq. (18).]

ln
PNH3PHCl

P 2
0 KP

= 4σνm
RT dp

(21)

where

P0 = atmospheric pressure
R = gas constant, 8.314 J K−1 mole−1

νm = molar volume, which is the ratio of the molecular weight to the
density of solid ammonium chloride: MNH4Cl = molecular weight
(53.49 g/mole)

ρ = density of NH4Cl (1.527 g/cm3)
T = temperature, K
σ = surface tension, 150 dynes/cm

PNH3PHCl

P 2
0 KP

> 1 is the equivalent to S > 1, a prerequisite for a critical cluster to

form [4]. At 293 K, from Eq. (20), Kp is 2.911E-17. Using the concentrations
[PNH3/P0] = 25 ppb, and [PHCl/P0] = 2 ppb, the product of the concentrations
is 5E-17 and therefore S > 1. The critical nucleus size calculated from Eq. (21)
under these conditions is dP = 16 nm.

Wafer haze attributed to solid ammonium chloride has been reported in
the literature [14], indicating that the kinetics of formation must be favorable in
some cleanroom environments. The airborne ammonia and hydrogen chloride
concentration values required for this phenomenon to occur are higher than the
typical cleanroom ambient, yet some cleanrooms report very high ammonia lev-
els, and elevated airborne hydrogen chloride concentrations due to hydrochloric
acid leaks are not uncommon.

VIII. GAS/SURFACE INTERACTIONS

Movement of molecules occurs due to their translational kinetic energy. Above
0 K molecules are in constant random thermal motion and are assumed to travel
in straight lines between collisions. In a gaseous mixture, the molecules collide
with each other and impact the interaction surface (see Fig. 2). The frequency of
the collisions is proportional to the molecular speed of the gas mixture. Surface
atoms vibrate at a rate that is negligible to the molecular contaminant velocity,
so the surface can safely be assumed to be stationary.

Collision of a molecule with a surface can result in one of three types of
electronic interaction with the surface [12].

1. See Figure 3. Elastic scattering describes an impact with the surface in
which the molecule conserves kinetic energy and directionality (angle
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Figure 2 Molecular contaminants as hard spheres colliding with a surface.

of incoming particle = angle of outgoing particle); the surface energy
states are therefore not affected. The molecule does not reside at the
surface for any significant timeframe.

2. See Figure 4. Inelastic scattering results in a weak interaction with
the surface. Some internal energy is transferred from the impacting
molecule to the surface; therefore, the angle of incident trajectory dif-
fers from the angle of emittance from the surface. Again, the molecule
doesn’t linger at the surface.

3. See Figure 5. Trapping could occur, which is an impact resulting
in residence of the gaseous molecule within a potential well at the
surface; this is due to transfer of the gas molecule’s internal energy
to the surface. This mode of electronic interaction is necessary for
adsorption to occur.

A. Adsorption and Desorption

Interaction of a gas molecule with a surface where the gas resides for a finite
time is termed adsorption. Release of the trapped atom or molecule from the
surface back into the gas phase is termed desorption. Finite residence times

Figure 3 Elastic scattering. (From Ref. 12.)
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Figure 4 Inelastic scattering. (From Ref. 12.)

can range from 1E-13 seconds—helium physisorbed to a surface—to 1E1100
seconds—O chemisorbed on W [12]. This huge difference in residence time
of the adsorbate is due to many interacting factors, including surface electron
density, surface structure, kinetic energy of the incoming gas atom or molecule
before it hits the surface, temperature of the surface, temperature of the gas
phase, interaction between competing species in the gas mix, and chemical
structure of the incoming adsorbate.

1. Adsorption

Potential energy is exerted on a gas molecule that approaches a surface. Both
repulsive and attractive forces contribute to this potential energy. As the gas
molecule travels toward the surface, the repulsive force must increase at a slower
rate than the attractive force for a potential energy well to be present. This well
or minimum in energy exists an equilibrium distance from the surface r (see
Fig. 6). The magnitudes of the repulsive and attractive forces are unique func-
tions of the specific gas-surface interaction. Repulsive forces result primarily
from the interaction between filled orbitals of the surface with filled orbitals of

Figure 5 Trapping. (From Ref. 12.)
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Figure 6 Representation of attractive and repulsive terms that make up potential well.

the approaching gas molecule. The bulk of the attractive forces are due to un-
filled surface valence states which exert force on the approaching gas molecule.
Adsorption occurs when a molecule becomes trapped within the potential well.

Adsorption is typically grouped into two general categories: physisorption
and chemisorption. These are defined quantitatively by the heat of adsorption,
which is a measure of the interaction energy between the adsorbate (gas molecule
trapped at the surface) and the surface.

Physisorption is characterized by a weak interaction with the surface. The
typical heats of adsorption are below 21 kJ/mole (5 kcal/mole) [12,15] [al-
though organics physisorb to the range of 42–63 kJ/mole (10–15 kcal/mole)].
The adsorbate-surface interaction is due to van der Waals or dispersion forces—
forces that are governed by dipole-dipole interactions. The absence of a true
chemical bond is indicative of physical adsorption. A physisorbed species is
trapped further away from the surface than a chemisorbed species.

Chemisorbed bonding involves stronger adhesion forces than physisorp-
tion. Chemisorbed hydrogen, 84–105 kJ/mole (20–25 kcal/mole), and covalent
bonding, 125–627 kJ/mole (30–150 kcal/mole), are examples of chemisorption.
These values are illustrative only; specific adsorbate/surface interactions will
have unique adsorption and desorption energy values.

The Lennard-Jones model of adsorption is used to illustrate examples of
adsorbate/surface interactions [16]. This one-dimensional model is simplified,
yet helpful for descriptive purposes. A thorough treatment of this model and its
application to airborne molecular contamination is presented by Zhu [17].

1. Physisorption only. The interaction between the adsorbate and surface
result in a shallow potential well of minimum energy Ep that exists a distance
rp from the surface. This distance is too far to allow chemical bonding, but close
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Figure 7 Physisorption.

enough to allow dipole-dipole interaction. The distance rp is typically 0.4–0.6
nm. (See Fig. 7.)

2. Chemisorption only. Again, one potential well exists at minimum energy
EC that is located close enough to the surface to allow chemical interaction of
the adsorbate and surface. The depth of the well is larger in energy than a
physisorption energy well. This distance is typically on the order of 0.1–0.3 nm.
(See Fig. 8.)

Adsorbate molecules with high kinetic energy will likely miss the poten-
tial well altogether, bouncing back into the gaseous mixture and resulting in a
scattering event. This can occur simply in all cases presented.

3. Physisorption and chemisorption—nondissociative. Two energy wells
exist at the surface. In this case, a molecule may adsorb in either a physisorbed

Figure 8 Chemisorption.
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or chemisorbed state, and can pass between the states without dissociation.
Dissociation is the term used when a molecule breaks into fragments and gives
off energy in the process. Molecular chemisorption can occur when it costs more
energy to break up the molecule than is gained upon adsorption of the fragments.
In this case, the molecule will adsorb intact at the surface. (See Fig. 9.)

The physisorbed state is a “precursor” to the chemisorbed state. A phy-
sisorbed molecule can chemisorb when it obtains the thermally supplied acti-
vation energy to reach the chemisorption potential well. Movement from the
physisorbed state into the chemisorbed state is governed by the Boltzmann tem-
perature relationship; it follows that the probability of exceeding the activation
energy barrier increases exponentially with temperature.

Probability ∝ e−Eact/kT (22)

4. Nonactivated chemisorption. This is a case where the intersection of
the attractive and repulsive energy terms create an energy barrier between the
precursor and chemisorption energy wells. The crossover of the energy curves for
the physisorbed and chemisorbed state occur below zero. Since dissociation of
a molecule gives off positive energy, the barrier is more likely to be surmounted
when dissociation occurs. These fragments are energetically stabilized during
surface bonding. Achievement of chemisorption is more favorable in this case
upon dissociation; this is typical for heteronuclear molecules such as NO or CO.
(See Fig. 10.)

Molecules that reach the physisorbed state without additional activation
energy don’t make it over the barrier to the surface; this is termed molecular
physisorption.

5. Activated chemisorption. Here the crossover of the energy curves for the
chemisorbed and physisorbed states results in an energy barrier to chemisorption

Figure 9 Nondissociative physisorption and chemisorption. (From Ref. 16.)
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Figure 10 Nonactivated chemisorption. (From Ref. 16.)

that is finite and positive. Dependence on temperature for chemisorption to
occur is much more important for activated chemisorption. Again, dissociation
of the molecule can provide the energy to surmount the activated energy barrier.
This case can occur for homonuclear molecules such as O2, since homonuclear
dissociation gives off so much energy. (See Fig. 11.)

These five cases illustrate some adsorption possibilities but do not cover
all possibilities for adsorbate/surface interactions. It must be stressed that each
adsorbate/surface interaction is unique, and species noted in cases 4 and 5 are
general examples only.

Figure 11 Activated chemisorption. (From Ref. 16.)
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2. Desorption

Desorption is the release of the adsorbed atom or molecule from the surface
and back into the gas state. The adsorbed atom or molecule sits at the surface,
vibrating with the surrounding lattice. Thus, the desorption attempt frequency is
typically taken as the atomic lattice vibrational frequency of 1E13/s. To desorb,
the adsorbate must achieve the free energy required to get into the desorbed
state. The simplest mathematical representation of this is

fdes = f0 exp

(−Edes

kT

)
= 1

τa
(23)

where f0 is the desorption attempt frequency, Edes is the desorption free energy,
and fdes is the desorption frequency. The lifetime of an adsorbate at the surface,
τa , is the reciprocal of the desorption frequency.

Figure 12 shows the surface, Edes energy hump, and the desorbed state.
Adsorption and desorption kinetic models are described in the next section.

3. Sticking Coefficient

The concepts of adsorption and desorption are important to understanding the
sticking coefficient. The true definition of sticking coefficient, γ , is the ratio
of the rate of adsorption, ra , to the rate of impingement, I—the fraction of
contaminants striking the surface/unit time that remain on the surface, but the
sticking coefficient can be defined in a number of ways. First, in a homogeneous
gas environment an instantaneous view of the sticking coefficient can be taken
as the ratio of the number of surface sites filled with an adsorbate, NA, over

Figure 12 Desorption.
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the number of surface sites that are initially available for adsorption, N0. This
instantaneous view of the sticking coefficient is termed the coverage, θ .

θ = NA

N0
(24)

This coverage is actually a snapshot in time, and its rate of change is a function
of many parameters including the number of currently filled surface sites.

dθ

dt
= f (θ) (25)

Models of the adsorption process exist yet many are limited in applica-
tion. Some simplistic models and one with more detail are discussed in this
section. All have limitations and their application to cleanroom air deposition is
discussed.

The Langmuir model of the adsorption process limits surface coverage to
a single monolayer. Once a surface site is filled with an adsorbed molecule,
another molecule cannot also adsorb to that filled site. No interaction between
adsorbed molecules is taken into account, adsorbed molecules do not move at
the surface once adsorbed, and total adsorbate coverage can never exceed the
total number of surface sites. In addition, a molecule striking an occupied site is
not adsorbed but is ejected back into the gas phase. This model is most accurate
for a homogeneous gas mixture that collides with a homogeneous surface. The
Langmuir model is kinetically based; molecular contaminant A adsorbing to
surface S is expressed by the kinetic equation:

A(g)+ S
ka⇐⇒
kp

A(absorbed)
|
S (26)

where ka is the adsorption rate coefficient, and kp is the desorption rate coeffi-
cient. The true rates of adsorption and desorption are a function of the surface
coverage, and the partial pressure of molecular contaminant A [12].

θL = Langmuir coverage 0 ≤ θL ≤ 1

Rate of adsorption = kap[1 − θL]
Rate of desorption = kpθL

p = partial pressure of molecular contaminant A

When the rate of adsorption equals the rate of desorption, kap[1 − θL] = kpθL,
and

θL = kLp

1 + kLp
(27)
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where

kL = ka

kp

and

kLp = Jc ∗ τa
N0

(28)

For a 2 × 1 reconstructed Si(100) surface, N0 = 2.9E14 atoms/cm2.
This model works well for strong chemisorption, where the heat of ad-

sorption is the same for all surface sites. A good application of the Langmuir
model is the primed silicon surface with one monolayer of adsorbed hydrogen
atoms [18].

The combination of Langmuir adsorption and a rate-limiting unimolecular
surface reaction, ks , can be expressed as

ksθL = kskLp

1 + kLp
(29)

Not all gas/surface adsorption is well modeled by the Langmuir model.
The Freundlich [19] isotherm is used to model the adsorption of organics to
activated carbon:

θ = k[A]n (30)

The Braunauer, Emmet, and Teller (BET) model addresses surface het-
erogeneity (such as the existence of polar sites and nonpolar sites on the same
surface), and allows for adsorption in “islands,” where more than one adsorbed
layer can exist at the surface [20]. In addition, multiple layers of adsorbate atoms
or molecules can grow prior to completion of one monolayer across the entire
surface. (See Fig. 13.)

Water on a surface can be described by a BET isotherm model, and is
present in large concentrations in ambient air. Air at typical relative humidities
equates to an airborne concentration on the order of 10,000 ppm of water at
atmospheric pressure. Water adsorbs to polar sites on the surface; water will
also want to hydrogen bond to itself at similar bonding energies. When the heat
of condensation is equal to or less than the heat of adsorption, condensation or
multiple layers will start to form on the surface.

Figure 13 Island formation.
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The equivalent of one monolayer of water exists at approximately 40%RH,
in islands at the surface. The water to surface bond is rigid, and the next layer of
water is relatively fixed as well. As RH levels approach 60%, the islands grow
together to form a film of liquid water at the surface [21–23]. The uppermost
adsorbed monolayers act as liquid water which solvates ions and allows them
to migrate. Ion and electron transfer within an electrolyte are required for metal
corrosion to occur. Additional detail on adsorption, desorption, diffusion, and
reaction on metal surfaces can be found in Lombardo and Bell [24].

4. Chemisorbed State

Cleanroom air at atmospheric pressure has literally hundreds to thousands of
species, all at unique concentrations. When air collides with a surface, the var-
ious species compete for surface sites at different rates. The surface of concern
in this case is the wafer surface, and the wafer surface can have metal, dielec-
tric, and semiconductor layers exposed to the air. Therefore, the surface is not
homogeneous, and these different materials have native oxide and water at their
surfaces.

Deposition of molecular contaminants and retention of these compounds
at this complex surface is addressed through the precursor model of chemisorp-
tion. This model, directly bsed on kinetics of the physisorption and chemisorp-
tion processes occuring simultaneously, also accounts for movement of adsorbate
molecules on the surface. The model is illustrated for one molecular contaminant
only. However, the reader can imagine the expansion of this model to include
kinetic terms for all species that interact with the surface, and for differences
in reaction rates based on surface inhomogeneities. Add to this interaction be-
tween adsorbates and a fully dynamic system that must be solved simultaneously
through complex simulation, one can understand the computer power needed to
properly predict sticking coefficient.

The example model is based on the precursor model. The kinetics of this
model are outlined in Figure 14 [24,25]. An intrinsic precursor to chemisorption

Figure 14 Diagram of precursor states. (From Refs. 24 and 25.)
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is an adsorbate that is physisorbed over an otherwise empty state. The adsorbate
may not be equilibrated with the surface. An extrinsic precursor is an adsorbate
which strikes a filled state at the surface, has a finite lifetime at the surface, and
may move to a chemisorption site. The following example is for a nondissocia-
tive adsorption process for a homonuclear molecule, such as Cl2. Assumptions
for this model are:

• Chemisorption occurs on a fixed number of sites.
• Only one chemisorbed molecule per site is allowed.
• Desorption of the chemisorbed site back to a precursor state is en-

ergetically unfavorable at fixed temperature—the rate constant kd is
negligible.

• Adsorbates randomly occupy sites of adsorption.
• Coverage increases at a rate in direct proportion to the product of the

pressure and the number of adsorption sites.
• Weakly adsorbed molecular or precursor species don’t behave the same

over filled and empty chemisorption sites (intrinsic precursors are not
the same as extrinsic precursors).

• The surface lifetime of a precursor is short and its coverage is small;
it can be assumed to be at steady state.

• The precursor lifetime is so short that at any instant, an available pre-
cursor site is open and movement is not restricted by site occupation;
site saturation doesn’t occur for precursor sites.

Kinetics:

Cl2,g
Iα−→ Cl2,int

Cl2,int
kp−→ Cl2,g

Cl2,int
ka−→ Cl2,ads

Cl2,int
km−→ Cl2,ext

Cl2,int
km−→ Cl2,int

Cl2,ads
kd−→ Cl2,int

Cl2,g
Iα∗−→ Cl2,ext

Cl2,ext
k∗
p−→ Cl2,g

Cl2,ext
k∗
m−→ Cl2,int

Cl2,ext
k∗
m−→ Cl2,ext
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In these reactions, α is the trapping probability from the gas state to the intrinsic
state, α∗ is the trapping probability from the gas phase to the extrinsic state, and
I is the impingement rate. Additional definitions are:

Cl2,ads ⇒ a chemisorbed Cl2
Cl2,int ⇒ a intrinsically physisorbed precursor Cl2
Cl2,ext ⇒ a extrinsically physisorbed precursor Cl2

Clg ⇒ for Cl2 in gas

Here, [Cl2,int] and [Cl2,ext] are separately treated as steady state approximations:

d[Cl2,ext]
dt

= Iα∗θ [Cl2,g] + kmθ [Cl2,int] − k∗
p[Cl2,ext]

− k∗
m[Cl2,ext](1 − θ) = 0 (31)

[Cl2,ext] = Iα∗θ [Cl2,g] + kmθ [Cl2,int]
k∗
p + k∗

m(1 − θ)
(32)

d[Cl2,int]
dt

= Iα(1 − θ)[Cl2,g] − kp[Cl2,int] − ka[Cl2,int](1 − θ)

− kmθ [Cl2,int] + k∗
m[Cl2,ext](1 − θ) = 0 (33)

[Cl2,int] = Iα(1 − θ)[Cl2,g] + k∗
m[Cl2,ext](1 − θ)

kp + ka(1 − θ)+ kmθ
(34)

d[Cl2,ads]
dt

= ka[Cl2,int](1 − θ) (35)

Substituting Eq. (32) into Eq. (34) and then into Eq. (35), and then dividing
by I ,

d[Cl2,ads]/dt
I

= γ

=
{
kaα(1 − θ)2[Cl2,g] + kak

∗
m(1 − θ)2α∗θ [Cl2,g]/[k∗

p + k∗
m(1 − θ)]

[1 − k∗
m(1 − θ)kmθ/[k∗

p + k∗
m(1 − θ)]][kp + ka(1 − θ)+ kmθ ]

}

(36)

At θ = 0,

γ0 = kaα[Cl2,g]
kp + ka

(37)

Prediction of the sticking coefficient requires knowledge of many param-
eters, and complexity greatly increases with competition between coadsorbates
in a nonhomogeneous gas mixture such as cleanroom air. Zhu has published
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an example of a theoretical approach to prediction of activation energies and
surface kinetics as applied to deposition of airborne molecular contamination
[26].

Sticking coefficients are best determined empirically, yet data obtained
from high vacuum experimentation is suspect when attempting extrapolation to
real indoor air conditions. The collision flux of the nitrogen dimer at typical
indoor air conditions is 3E23 molecules cm−2s−1 (detailed previously). At ul-
trahigh vacuum, this flux can be 1E15 times smaller. Experimentation is done
with very clean gases, and on cleaned controlled surfaces. More experimentation
needs to be performed in real conditions to determine the sticking coefficients
of a variety of pertinent surfaces. Deuterated hydrocarbons can be used for this,
as well as other isotopes. Atmospheric pressure ionization techniques for sur-
face desorption and detection are important for this work—techniques such as
APIMS-MS and IMS-MS.

IX. BASIC SPECIES AND AIRBORNE
MOLECULAR CONTAMINATION

Airborne basic compounds have been studied due to their deleterious affects
on photoresist mask critical dimensions. Deep-UV (DUV) photoresists contain
compounds that, upon exposure to energy at specific DUV wavelengths (typically
248 nm), convert to a super acid with pKa values of −20. The super acids provide
a source of protons which catalyze a cleavage reaction of the photoresist organic
compound. This cleavage reaction is required to increase the solubility of the
exposed photoresist in the developer (for positive resist systems). This is a high-
gain reaction that often requires additional energy obtained thermally through a
post-exposure-bake (PEB).

Loss of [H+] at the surface of the photoresist can occur when exposed
wafers sit and wait for the post-exposure-bake operation. The waiting is due to
wafer lot throughput. Basic species from the air diffuse through the boundary
layer and deposit to the wafer, resulting in a chemical reaction where protons
are scavenged from the upper layer of photoresist. The resultant decrease in
surface proton concentration greatly reduces the cleavage reaction kinetics, and
the photoresist mask critical dimensions are poor. A mechanism called t-topping
can occur with positive resist systems (see later discussion and Fig. 19). Negative
resist systems will require an increase in UV exposure dose.

The reaction shown in Figure 15 is a t-boc/onion salt resist system [27].
Airborne basic compounds in sufficient concentrations are deleterious to

photoresist mask critical dimensions. Basic species can be compounds that don’t
have hydroxyl groups. Lewis bases are electron-donating species, such as amines.
Airborne basic species most commonly found in cleanroom air are ammonia and
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Figure 15 T-boc resist system reaction. (From Ref. 27.)

NMP (photoresist stripping solvent, n-methyl pyrrolidinone). Some concentra-
tion thresholds have been reported.

Figure 16 shows the affect of post-exposure delay on linewidth as a func-
tion of airborne ammonia concentration. A 10-min delay at 17 ppb NH3 resulted
in a 20% linewidth increase. NMP concentrations of 10 ppb were found to de-
grade photoresist profiles [29].

Multiple sources of ammonia and amines are present in cleanrooms. HMDS
(hexamethyldisilazane) is a common wafer priming agent and gives off ammonia
during the surface reaction [30]. Ion Mobility Spectrometry (IMS) monitoring
of NH3 in a wafer track environment at the HMDS priming chamber shows ex-
tremely high levels of NH3 emitted (see Fig. 17). The maximum concentration

Figure 16 Ammonia vs. critical dimensions. (From Ref. 28.)
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Figure 17 IMS trace of ammonia spike in photoresist track near HMDS priming
chamber.

read by the system is 102 ppb. Several events occurred during the following
monitoring period.

Typically, simultaneous monitoring at the PEB oven location during HMDS
priming events shows low levels of ammonia. However, on occasion the NH3
level can rise to unacceptable levels, as shown by the following IMS data. This
is likely due to poor filtration and lack of laminar air flow through the wafer
track. Figure 18 shows this occurrence. Here, the NH3 level at the PEB oven
rose to 73 ppb from an initial concentration of ∼3–4 ppb.

Figure 19 is an example of t-topping. Resist footing can also occur on
basic surfaces which results similarly from proton scavenging (Fig. 20).

Studies correlating photoresist linewidth changes with solvent-contami-
nated air and also with offgassing of construction materials have been performed
[27,30]. Lewis bases triethylamine, pyridine, n-methyl morpholine, and n,n-di-
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Figure 18 Ammonia concentration measured at post-exposure-bake oven during
HMDS event.

methylaniline degrade photoresist performance, while acetone, ethylacetate, and
pentane do not.

Amines and amides are electron-donating groups (via resonance effects)
while ketones have electron-withdrawing groups and will not act as Lewis bases.
Functional groups of aldehydes, nitriles, esters, and carboxylic acids are also
electron withdrawing and are likely not to act as Lewis bases to the DUV
photoresist chemistry.

Construction materials such as urethane paint, some silicones, PVC glue,
and some adhesives have been shown to offgas species that act as Lewis bases
to the DUV photoresist, degrading performance [27,31].

Multiple sources of ammonia are present in cleanrooms. HMDS gives
off NH3, as previously discussed. People are a large source of NH3, as it is
a metabolism by-product in expired breath. NH3 breath levels in the range of
50–1280 ppb were measured in a variety of subjects and studies [32–35]. Resist



Deposition of Molecular Contaminants 293

Figure 19 Example of t-topping.

developer is often TMAH (tetramethyl ammonium hydroxide) which is an alkyl
amine. RCA-SC1 cleans can give off NH3 [36]. Outdoor air infiltration–rural
tropospheric ammonia levels are in the range of 1 ppb; urban areas can range
as high as 10 ppb. Also, farm areas have high ammonia levels due to fertilizers
and animal metabolic output (which locally results in increased NH3).

A. Amines

Morpholine has been detected in cleanroom air at approximately 1 ppb [37]. It
is an additive to humidification plants and is quite volatile [38]. Cyclohexamine
and diethylaminoethanol are also used as humidification solvents [37].

NMP is present in cleanrooms as a photoresist stripper; high-temperature
solvent baths are significant contributors to airborne NMP. Table 4 reports NMP
concentrations measured with a portable gas chromatograph and an argon ioniza-
tion/electron capture detector. The specific purpose of the following study was to
identify if NMP fumes were escaping through openings in the minienvironment.
When wafers were robotically removed from the heated bath and moved into

Figure 20 Example of resist footing on nitride.
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Table 4 NMP Concentrations Escaping a Minienvironment Enclosing a Photoresist
Solvent Sink

Inside or outside AVE NMP
Location minienvironment Cloud event? Conc (ppb)

Over tank Inside No 424
In hallway Outside No 7
Over tank Inside Yes Detector saturated
In hallway Outside Yes 837
In hallway Outside 15 min after event 51

the cooler air above, a cloud event would occur that allowed NMP to escape
the minienvironment enclosure. Table 4 documents concentration levels of NMP
detected with and without cloud events, inside and outside the minienvironment.
Significant levels of NMP escaped the minienvironment during a cloud event.
This study was repeated through several cloud events; the results in Table 4 are
average levels.

B. Elimination

Elimination of Lewis bases from photo-processing tools and local air is best
achieved through a combination of approaches.

• Careful choice of construction materials in the photolithography air-
stream

• Physical separation of amine and ammonia-containing heated baths
through placement in separate airstreams

• Filtration of the DUV tracks and steppers to remove Lewis bases gen-
erated during photo processing

Filtration is best performed with a filtration system designed to fit integrally in
the photo tools, using an acid-impregnated filtration system [14,39].

Resists are currently being developed that are not as sensitive to proton
scavenging and hence will be able to tolerate longer post-exposure-bake delay
times.

C. Measurement

Detection of ammonia and amines has been performed by a variety of methods,
including

• Ion mobility spectrometry [40]
• Thermal desorption/gas chromatography [40]
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• Concentration with annular denuders and subsequent extract analysis
with ion chromatography [37]

• Scrubbing through a bubbler or impinger filled with DI water followed
by IC

• Concentration on an acid-impregnated sorbent (ORBO 77—Supelco)
and analysis of the desorbed extract through IC.

X. ACIDIC SPECIES AND AMC

Airborne acidic compounds are present in fab air due to the presence of acidic
etching and cleaning baths in the cleanroom. Increased bath temperature with
respect to air temperature results in vaporization of the sulfuric, phosphoric, hy-
drofluoric, and hydrochloric acids. In the case where exhausted removal of acidic
airborne effluents is not wholly efficient, the species can become entrained in
fab air. Airborne acidic compounds have high deposition velocities due to their
polarity and surface reactivity properties, so deposition to surfaces and subse-
quent corrosion is the primary concern of this class of airborne contaminants.
Corrosion concerns apply to on-wafer metallization, and also to equipment in
the cleanroom.

Examples of airborne corrosive acidic species are sulfuric acid and hy-
drochloric acid. Sulfuric acid can form aerosols with moisture, resulting in air-
borne “electrolytes.” Leaks in HCl lines are not atypical, resulting in increased
HCl(g) levels.

A. Metal Corrosion

Metal corrosion occurs in environments at both high and low pH. The region
of passivation is in the moderate pH range—where, for example, the aluminum
oxide film at the metal-electrolyte interface acts as a protective layer and doesn’t
allow ionization of the underlying aluminum.

The driving force for corrosion is the potential across an electrochemical
interface. Corrosion is suppressed at low electrochemical potential levels and a
condition of immunity occurs. The corrosion equilibrium diagram [41] (Fig. 21)
for aluminum can be altered by the addition of a small percent of copper in
the metal line. Copper is added to decrease the grain boundary surface energy
through the precipitation of theta-phase (Al2Cu) precipitates which reduce the
rate of current-density driven electromigration.

However, addition of the copper results in an electrochemical potential
difference, or galvanic cell, within the aluminum line itself. The most significant
galvanic cell in this system is between the theta phase precipitate formed at the
grain boundaries and the Cu-depleted zone adjacent to the grain boundary and
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Figure 21 Pourbaix diagram for aluminum in pure water. (From Ref. 41.)

precipitate. The higher open-circuit potential (OCP) of the Al2Cu precipitate vs.
the aluminum matrix OCP makes the Al2Cu the cathode and the Al the anode.

The aluminum will therefore be preferentially attacked in the proper en-
vironment. The gradient of the potential of the system has been shown to be
a function of the theta precipitate size [42]. Addition of [Cl−] or [F−] to the
local environment decreases the pitting potential of the aluminum matrix [43].
If this is lowered to below the OCP of the Al2Cu precipitate, the aluminum
just adjacent to the precipitate will be at a potential above that of the pitting
potential, resulting in oxide breakdown and local attack of the underlying metal
[46]. A popular theory to describe this mechanism atomically is that the chloride
ion penetrates the film through pores, defects, or film density differences easier
than other ions [44].

• High current densities increase the rate of Cl ion penetration.
• Once at the surface, the Cl− increases the rate at which aluminum

metal ions enter solution.
• Thus, a critical potential (also called the pitting potential) exists above

which breakdown of the aluminum oxide film occurs.

The relationship between pit growth, [Cl−] or [F−] in concentration, metallurgy
(alloy composition, grain boundary distribution, geometry of feature such as a
contact) is not well defined—every metallurgy system will respond uniquely.
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An electrolyte must be present for corrosion to occur. A physical model
for airborne acid deposition and subsequent metal corrosion has not been fully
established. Nonetheless, once a critical concentration of halide (chloride is most
active) ion is deposited and the proper conditions exist for an electrolyte to form,
corrosion occurs at the aluminum copper surface.

Wafer corrosion defects have been observed in environments with excess
airborne [HCl]. Higley [45] reported the elimination of aluminum corrosion
on wafers after installation of chemical air filtration to remove the airborne
acid (Fig. 22). A correlation of visually evident corrosion defects and an [HCl]
airborne concentration of 28 ppb was made.

B. Cleanroom Attack Due to Airborne Acids

Wafers are not the only surfaces susceptible to corrosion due to airborne acids
in the fab. Process tools of stainless steel can be attacked by high concentra-
tions of airborne HCl. Stainless steels are resistant to corrosion due to their
passivating chromium oxide films, yet these films are particularly susceptible to
breakdown by HCl. Removal of HCl from the airstream should eliminate this
degradation. Stainless steel corrosion can result in emission of Fe, Cr, and Ni
into the airstream.

Air-handling ductwork, if galvanized, can be more readily attacked by
acids than stainless steel. Sulfuric acid will attack galvanized coatings. Emission
of Zn and Fe into the airstream will result.

HEPA and ULPA filters made of borosilicate glass media can be degraded
by excess airborne hydrofluoric acid (HF). Particulate and gaseous contaminants
released into the fab airstream have identified HEPA filters as the source. Par-

Figure 22 Metallization corrosion and concentration of airborne HCl. (From Ref. 45.)
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ticulates from HEPA filters were found to contain Ti, Zn, Al, Ca, Mg, Na, Si,
B, K, and Ba [46]. Boron is also emitted in a volatile form from HEPA filters,
as it is present at 10–20 wt% of the filter media [47].

C. Sulfuric Acid and Aerosols

Sulfuric acid can be emitted into a cleanroom by heated acid baths, and can also
be introduced by infiltration from outdoors. It exists outdoors due to oxidation of
SO2. Infiltration of SO2 and H2S can be controlled by filtration in silicon wafer
manufacturing. If infiltration of SO2 into your cleanroom occurs, production of
sulfuric acid is a function of NOx concentrations, hydrocarbon concentrations,
and photolytic conditions.

SO2 + OH → several . . steps → H2SO4

Sulfuric acid produced will immediately associate with water molecules to form
sulfuric acid aerosol [4]. Sulfuric acid aerosols also increase with increasing
relative humidity [48]. (See Fig. 23.)

Figure 24 shows the equilibrium aerosol size as a function of the relative
humidity and the number of sulfuric acid moleculs in an aqueous sulfuric acid
droplet [49].

Calculations involving equilibrium vapor pressure of sulfuric acid and rel-
ative humidity show that homogeneous nucleation of sulfuric acid water aerosols

Figure 23 Sulfuric acid aerosol growth. (From Ref. 48.)
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Figure 24 Aerosol size as a function of RH and the molecular concentration of sulfuric
acid. (From Ref. 49.)

can occur at a sulfuric acid concentration as low as 13 ppb [50]. This is based
on a sulfuric acid/water ratio of 0.01 at RH = 40%.

Typical cleanroom sulfuric acid concentrations are <1 ppb. However, con-
centrations are likely higher at acid sink locations in the fab, especially if
minienvironment airflows are improperly set. One indication of the presence
of sulfuric acid aerosols would be high count rates for condensation nuclei
counters near sulfuric acid sinks. A witness wafer to measure S on surface with
TXRF or VPD-TXRF or airborne monitoring of sulfuric acid can verify this
problem.

D. Monitoring Airborne Acids

Measurement of airborne acids in a cleanroom environment is most commonly
performed using impinger or bubbler sampling. The impinger/bubbler solution
used is DI water, or DI water with some H2O2 [51]. Air is pulled across the
impinger/bubbler setup with a constant flow pump at a known flow rate and for
a known time (therefore, a known volume of air). After collection at a flow rate
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of approximately 1 liter/min, the solution is analyzed via ion chromatography
using a preconcentrator.

Another popular technique for monitoring airborne acids is use of a sorbent
tube technique. The Supelco ORBO-53 sorbent tube has a very low background
in acids. The sorbent tube sampling method is much like an impinger or bubbler,
yet there are no liquids to spill making this technique more versatile. After a
sufficient volume of air is sampled, extraction of the sorbent inside the tube
is performed in an appropriate solution, and the extract is analyzed via ion
chromatography with a preconcentrator.

Dynamic acid monitoring techniques such as IMS exist, but detection
limits are not yet low enough for making measurements without some method
of concentrating.

E. Filtration

Filtration is performed with basic compound-impregnated filters. Filtration is
required to eliminate the possibility of the corrosion mechanisms discussed pre-
viously only if airborne acid concentrations are high. Properly designed and
functioning minienvironments over acid sinks will keep acid concentrations low.

XI. AIRBORNE METALS

Airborne metals are of great interest now that the change from aluminum-copper
to electroplated or chemical vapor deposited copper metallurgy is becoming
more popular. Copper has a very high diffusivity through silicon, as it diffuses
interstitially and substitutionally through the silicon lattice. Iron and nickel also
diffuse quite rapidly through silicon [52]. (See Fig. 25.)

Airborne copper can deposit to surfaces, including cleaning baths, if it is
present in the airstream [53–56]. Copper will tend to plate out on the silicon
wafer surface in a contaminated bath, due to the higher electronegativity of
copper vs. silicon (see Chap. 10).

Metallic contamination in semiconductor manufacture can result in a va-
riety of failure modes. Minority-carrier lifetime was studied with varying levels
of Cu and Fe contamination [57]. The samples were contaminated and a thermal
oxide was grown at 950◦C. Surface and bulk lifetime components were mea-
sured, and different effects were seen with each contaminant. Surface lifetime
decreases as the surface copper concentration increased. The bulk component
did not change with copper concentration. Iron, however, caused the bulk com-
ponent to dominate; as surface concentration increases, the bulk lifetime was
observed to decrease.
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Figure 25 Diffusivities of various metals through silicon. (From Ref. 52.)

DRAMs are particularly sensitive to metallic contamination that results in
degraded charge retention times due to decreased carrier lifetimes [3]. Levels in
the 1E9 atoms/cm3 range are detrimental to yield.

Iron surface contamination will be the most harmful to silicon oxide break-
down potentials. Defect density of silicon oxide has been correlated to iron
concentration [2]. CMOS transistors with metallic contamination will have in-
terface trapping states that can reduce lifetime through lowered oxide break-
down voltages. Again, levels in the 1E9 atoms/cm2 range can be detrimental to
small geometries [3]. Stacking faults have been linked to metallic impurities in
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oxide capacitors [58]; a correlation with leakage and breakdown was made with
the faults.

A. Empirical Airborne Metals Data

An experiment was performed to determine if airborne Fe would contaminate the
CMP area and also other processing areas with shared airstreams. This CMP
area had used an iron-nitrate slurry for over one year. No wafer processing
occurred during this study.

The experiment consisted of:

• Surface wiping and extraction for metals, using GFAA (Graphite Fur-
nace Atomic Absorption) and ICP-MS (Inductively Coupled Plasma-
Mass Spec) (Table 5).

• Teflon impingers with dilute nitric acid at a flow rate of 1 liter/min,
sampling for 2–5 days, in the metal-CMP area and also in a shared
airstream (Table 6).

• Exposure of witness wafers to the airstream, followed by TXRF (Total
Reflectance X-Ray Fluorescence) (Table 7).

• The area was cleaned; surface wiping and airborne metal measurements
with impingers were then repeated.

Surface contaminant results are presented in Table 5, in units of ppb metal.
The Anticon Gold clean wipes used for surface wiping were extracted in 100 mL
4% HNO3 solution. Blanks were run on clean wipes that saw all experimental
steps except surface wiping; background levels were low. All surface areas sam-
pled showed significant Fe contamination. One location, location 2, had enough
Fe contaminant to saturate the detector of the ICP-MS. Measurements repeated

Table 5 Clean Wipe Data—Metal CMP∗

Before After
equipment equipment
cleaning cleaning

Sample Fe conc (ppb) Fe conc (ppb)

Blank 1 3.56 —
Blank 2 2.12 —
Location 1 (floor) 153.87 18.66
Location 2 (CMP tool A, wafer unloading track) Saturated 85.36
Location 3 (CMP tool B, wafer unloading track) 211.54 25.96

∗Anticon Gold Wipes were used.
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Table 6 Airborne Metallic Contaminants in the Metal CMP Area

Detection Metal Metal Shared Shared
limits CMP CMP airstream airstream

Metal (ng/liter) (preclean) (postclean) (preclean) (postclean)

Aluminum 0.0006 0.008 0.17 0.009 0.049
Barium 0.0001 0.003 0.0002 0.0003 0.0003
Boron 0.001 0.071 0.053 0.14 0.067
Calcium 0.001 0.008 0.01 0.001 0.016
Chromium 0.0006 0.009 0.0037 0.004 0.0016
Cobalt 0.0001 0.001 0.0002 0.0001 0.0004
Copper 0.0006 0.003 <0.0006 0.001 0.0014
Iron 0.0001 0.65 0.19 0.12 0.12
Nickel 0.0006 0.001 0.0032 0.001 0.0018
Potassium 0.001 0.002 0.006 0.001 0.009
Sodium 0.001 0.005 0.004 0.001 0.013
Zinc 0.0006 0.003 0.0053 0.002 0.0027

after cleaning showed that the cleaning reduced the contamination in the room
by approximately an order of magnitude.

Airborne testing was performed with preleached teflon impingers contain-
ing a 2% HNO3 solution at 1 liter/min flow rate; results reported in Table 6 are
in ng/liter and are blank-subtracted. Typical cleanroom airborne iron levels are
<0.02 ng/liter [59,60], yet the airborne levels detected in this experimentation
were very high, particularly in the CMP area. The shared airstream showed ele-

Table 7 Witness Wafer Data from the Metal CMP Area (TXRF)

Before cleaning, After cleaning,
Wafer Exposure preexposure postexposure
position time Fe Conc Fe Conc

Control 1 0 h <5E9 atoms/cm2 <5E9 atoms/cm2

Control 2 0 h <5E9 atoms/cm2 <5E9 atoms/cm2

Metal CMP tool A 2.5 h Not performed 3.3E10 atoms/cm2

Metal CMP tool A 24 h <5E9 atoms/cm2 7E9 atoms/cm2

Floor near CMP tool A 2.5 h <5E9 atoms/cm2 1.4E10 atoms/cm2

Floor near CMP tool A 24 h Not performed 4.4E10 atoms/cm2

Metrology tool away from 2.5 h <5E9 atoms/cm2 <5E9 atoms/cm2

CMP tool A
Metrology tool away from 24 h <5E9 atoms/cm2 <5E9 atoms/cm2

CMP tool A
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vated levels of iron as well. Cleaning was performed and subsequent repeat sam-
pling showed a reduction in airborne iron concentrations; yet the levels remain
higher than typical cleanroom levels in both airstreams after cleaning. Airborne
aluminum increased significantly after clean, indicating that the cleaning agent
likely contained aluminum.

B. Wafer Exposure Data

Wafers were exposed to the CMP environment for two time periods, 2.5 and
24 h, prior to its cleaning. Some wafers were measured in a minienvironment
by TXRF located outside of the fab. Preexposure and postexposure are noted in
Table 7. Other wafers were measured only after exposure, and were not removed
from the fab environment. CMP tool A is where the Fe-nitrate slurry was used.

Detection limits of the TXRF for iron were 5E9 atoms/cm2 in this study.
Elevated surface iron levels were observed at the CMP tool A and on the floor
near the CMP tool A. A metrology tool in the same process area and airstream
as CMP tool A was also sampled; this tool was 15 ft across the room from the
CMP tool A and no increase in surface iron was observed.

The Fe concentrations measured on wafer that were removed from the
fab for the preexposure measurements showed that the removal techniques and
minienvironment of the TXRF did not contribute to the Fe levels. An increase
in surface iron concentration was observed with increased time of exposure at
the floor sampling area, but this pattern was not observed at the metal CMP
tool A.

This airborne metals study proves that use of metal-containing CMP slur-
ries can result in increased airborne metal concentrations, and increased surface
metal concentrations in the CMP cleanroom area. Increased metal concentration
was also observed in a shared airstream which suggests that front-end-of-line
process areas should have airstreams isolated from CMP areas. It is likely that
the majority of the airborne metals detected in this study were particulate in
nature.

C. Airborne Boron in FAB Environment

Airborne boron in cleanrooms originates from two major sources: 1) HEPA
filtration media is made up of borosilicate glass. HF fumes escaping into a
cleanroom airstream can attack the HEPA media and produce airborne boron;
2) The second source is atmospheric boron present in the range of 20–450 ng/m3

[61]. Airborne boron can deposit on surfaces and result in increased dopant
concentrations. SIMS concentration profiles from a study by Muller show a
significant effect of airborne boron deposition when a wafer is exposed to the
fab airstream between two polysilicon deposition steps [62].
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XII. AIRBORNE ORGANICS

There are multiple sources of airborne organics in a semiconductor cleanroom.
Cleaning baths, outgassing of cleanroom paints and plastics, HEPA/ULPA fil-
tration outgassing, adhesives, cassette/pod materials, and other cleanroom con-
struction materials can contribute organic compounds to the air chemistry in the
fab.

It is impossible to eliminate all organic species from the cleanroom air,
thus, an understanding of the compounds which are destructive to wafer pro-
cessing is required. The major offenders are higher molecular weight, lower
vapor pressure compounds as well as polar species. Deleterious properties of
adsorbing organics include a high sticking coefficient to silicon as well as a
high energy of desorption.

Organics with vapor pressures in the range of 1E-2 mm or less can be
expected to condense to surfaces [63]. However, dissociative desorption of very
volatile species such as alkenes on silicon surfaces can also occur, leaving behind
carbon-based fragments that can form extremely strong Si–C bonds [64–67].
Organic adsorption varies with specific compounds and organic families, and
the properties of the exposed surfaces.

A. Construction Materials

The importance of choosing construction materials for a cleanroom is critical.
Table 8 summarizes work by Gutowski, Oikawa, and Kobayashi relating clean-
room construction materials to outgassing compounds [68].

Table 8 Cleanroom Construction Materials and Their Outgassing Compounds

Construction material Organic compounds outgassed

Flooring materials Dioctyl phthalate (DOP)
HEPA gel seal Triethylphosphate (TEP)
Urethane foam sealants for HVAC TEP and butylated hydroxytoluene (BHT)
Polyurethane adhesives BHT, amine compounds
Flexible duct connector Phosphate esters, DOP
Concrete sealing paint Alkenes, alcohols, amines
Silicon sealant Cyclic siloxanes
Vinyl materials DOP, texanol isobutyrate (TXIB), tributyl

phosphate (TBP)
Silicon tubing Siloxanes, dibutyl phosphate (DBP)

Source: Ref. 68.
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These outgassing compounds are present in organic construction materials
for manufacturing reasons. TEP is typically added as a fire retardant. BHT is a
common antioxidant for polymers. Phthalates are plasticizers. Amines are used
to enhance cross-linking in polymers. The siloxane structure is the basic building
block for silicones.

B. Surface Measurements of Organics

Figure 26 from Fujimoto [51] shows a relationship between the silicon surface
and airborne organics.

Figure 26 Airborne organics and their affinity to silicon surface deposition. (From
Ref. 51.)
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C. HEPA Filter Outgassing

Identification of the compounds outgassing from an ULPA filter, presented in
Table 9, is based on a standardized technique for outgassing of solids developed
by Camenzind and Kumar [73]. A Perkin-Elmer ATD400 Thermal Desorption
tool coupled to an H5890A gas chromatograph with an HP5972 mass spec
quadrapole detector was used. A variety of species known to be deleterious to
wafer surfaces were emitted.

Amines, detrimental to DUV processing, were detected. TEP, a source of
phosphorus, was found. BHT, alkenes, and siloxanes were detected. Of interest
is NMP adsorbed into the ULPA paper. The likely source is the photoresist
stripping bath fumes as this filter was taken from the cleaning bath area of the
fab. Phenol and triethylene glycol were also seen in high concentrations.

D. Organophosphorus Contamination

HEPA filter outgassing of organophosphorus compounds has been studied, along
with the effects of these compounds when deposited on wafer surfaces. Thermal
desorption/GC/MS was performed on wafers exposed to laminar flow from a
HEPA filtered module. TEP was present in the cleanroom air and also on the
wafer [70]. A correlation between TEP concentration and installation of new
HEPA filters were made. When fans above the HEPA filtered module were shut
down, airborne TEP concentrations reduced accordingly.

Kodak and MEMC identified wafer doping by organophosphate outgassing
of HEPA filtration [71] yet due to a phosphate other than TEP. This study

Table 9 Outgassed Compounds from ULPA Filter Components

Potting End ULPA
compound sealant paper

Compound (ppmw) (ppmw) (ppmw)

Phenol (C6H6O) 169.5 8.1 7.8
Triethylenediamine (C6H12N2) 72.5 69.2 2.0
C9H12 isomers (alkene) 68.3 nd nd
Triethyl phosphate (C6H15O4P) 58.2 16.4 0.4
Xylene isomers 57.5 nd nd
p-tert-Butyl phenol (C10H14O) 42.2 6.8 2.9
BHT (C15H24O) 10.4 6.9 0.2
C10H14 isomers (alkene) 5.3 nd nd
Siloxanes nd 49.1 1.3
Triethylene glycol nd 3.9 96.5
1-Methyl-2-pyrrolidinone (C5H9NO), NMP nd nd 1.1
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identified Fyrol PCF [tri(β-chloroisopropyl) phosphate], a fire retardant, as a
source of phosphorus dopant. A correlation between unintentional P doping
and increased sheet resistance spread was observed.

E. Wafer Carrier Materials

Wafer carriers and pods can outgas and result in organic adsorption to wafers
inside. The following work by Budde shows total organics outgassed vs. desorp-
tion temperature vs. polymer type [72] using ion mobility spectrometry. Table 10
summarizes the outgassing compounds by polymer type.

Budde used IMS to detect organics adsorbed to a wafer stored for 24 h
in a polypropylene carrier [73]. The results are shown in Figure 27. The upper
spectrum is a background of a clean wafer showing reactant ions only. IMS
utilizes a reaction between reactant ions from the gas mix (typically clean dry
air or nitrogen) with desorbed compounds to produce product ions (Chap. 3).
The bottom spectrum shows the product ions associated with phthalates, BHT,
and a lithography solvent that adsorbed to the wafer during storage in the carrier.

F. Effects of Organics on the Silicon Surface

Adsorption of organics to silicon surfaces can result in surface property changes,
for example, from hydrophilic to hydrophobic. This can inhibit the effectiveness
of aqueous cleaning baths. Figure 28 represents BHT adsorption to a silicon
wafer [72]:

Organic deposition to wafer surfaces can result in the altering of the oxi-
dation kinetics of silicon. Rapid thermal oxidation of the silicon has been shown

Table 10 Outgassing Compounds from Cleanroom Polymers

Polymer Outgassing compounds

ABS Benzene, styrene, ethylbenzene, divinylbenzene, diethylbenzene
PP1, PP2, PP3 Butenone, pentenone, hexanone, octanone, heptadienone,

octadienone, BHT
PC Aliphatic compound, chlorobenzene
PVDF Formic acid ethyl ester, carbonic acid diethyl ester
PFA 4 compounds, not identified
PTFE Very small amount of one unidentifiable compound

PP1: polypropylene (blue); PP2: polypropylene (antistat); PP3: polypropylene (natural); PC: polycar-
bonate; PFA: polyfluoralkoxy polymer; PVDF: polyvinylidiene fluoride; ABS: acrylonitrile butadiene
styrene copolymer; PTFE: polytetrafluoroethylene.
Source: Ref. 72.
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Figure 27 IMS spectra of wafer before and after carrier exposure. Drift spectra of
volatiles from wafer surfaces. Upper curve: clean wafer (signals are almost only reactant
ions); lower curve: wafer after 24 hr storage (24◦C) in a polypropylene box. The values
10 and 500 refer to vertical enhancements. (From Ref. 73.)

to slow down when carbon is incorporated on the surface [74]. Phthalate adsorp-
tion from the ambient air has been shown to inhibit room temperature oxidation
kinetics [75]. Figure 29, from Licciardello, shows the sequence of a hydroxyl-
terminated silicon surface (a), a fluorine-terminated silicon surface after HF dip
(b), the adsorption site of a phthalate molecule (c), and the resultant surface
after adsorption (d).

For silicon to oxidize with the phthalate at the surface would require
oxygen diffusion through the organic surface layer, reducing oxidation kinetics.
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Figure 28 Organic structure of BHT as adsorbed to a silicon wafer. (From Ref. 72.)

Also, if a phthalate-covered surface enters a rapid thermal oxidation system,
the total effectiveness of thermal desorption is likely not 100%. CO could be
left behind on the surface due to dissociative desorption, creating defects in the
silicon oxide layer that can result in a reduction in breakdown voltage.

In a study by Shaneyfelt et al. organic deposition on a preoxidized silicon
surface was shown to produce changes in C-V characteristics. The C-V changes
are likely due to traps that are a function of the C-V frequency [76]. The authors
also found an increase in O-related donors in the silicon substrate. Figure 30 is
the C-V plot before and after organic deposition.

XIII. SUMMARY

Deposition of airborne contaminants is not as simple as identifying just the sur-
face flux component to the deposition velocity; sticking coefficients and surface
interactions are also important. In many cases, diffusion is the rate-limiting force
in deposition. Each adsorbate/surface interaction is unique, and extremely com-
plex. Modeling of this type of interaction is extremely computer intensive, and
requires knowledge of many surface kinetics parameters.

Airborne bases have been identified to deteriorate lithography mask CD
control when using DUV photo-acid-generated resists. Airborne acids have
caused metal corrosion. In the right concentration, sulfuric acids can transform
to aqueous aerosols. Metals used in CMP slurries can become airborne and de-
posit to cleanroom surfaces and wafers. Airborne organics have various sources,
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Figure 29 Diagram depicting phthalate adsorption on silicon wafer. (From Ref. 75.)

including cleanroom construction materials. Organophosphates and amines have
been shown to outgas from HEPA and ULPA filters.

Of ultimate importance is what stays on the silicon wafer upon adsorp-
tion. Phthalates, BHT, and organophosphates have been measured on wafer sur-
faces and are linked to airborne deposition. Doping profile changes due to P -
containing and B-containing compounds in the air have been observed. Oxida-
tion kinetics changes are seen when organics are deposited on silicon surfaces
prior to oxidation.



312 Hartzell

Figure 30 C-V changes due to organic deposition preoxidation. (From Ref. 76.)

Removal of airborne molecular contaminants via filtration is important,
as is the design of cleanrooms with isolated airstreams, minienvironments, and
wafer pods. Understanding of the airstreams in front-end-of-line processing and
DUV photolithography, in particular, is important. Elimination of many species
can be performed by banning specific construction materials in the fab. Moni-
toring of species of importance is highly recommended.
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I. INTRODUCTION

A. Background

After the early work of Kern, developing the alkaline and acidic RCA-1 and
RCA-2 cleans in 1965 [1,2], little fundamental change occurred in silicon wafer
cleaning for 20 years. In the late 1980s, a recognition of the economic impact
of contaminants in semiconductor processing drove a renaissance in cleaning
technology. This renaissance continues to the present with the added requirement
of environmental consciousness.

While most steps in semiconductor processing receive tight quality control
on the condition of their incoming material, cleaning serves as a “catchall” or
“insurance” process that removes whatever contaminants are present. Advanced
lithography requires tight control of incoming resist chemistry and thickness,
antireflection layers, adhesion layers, resist bake times and temperatures, devel-
opment parameters, and hardening steps. Cleaning sequences are expected to
remove any existing forms of contamination, either singly or in combination,
to levels below their threshold of impact which are often near or below current
detection limits. Further, contamination removal must not degrade the device
structures that are present on the wafer and must leave the wafer surface in the
desired chemical state.

The cleaning processes are further complicated by interaction between
individual steps of a given cleaning process. For example, an aqueous-based
etch of SiO2 with HF removes not only the oxide but also metals and particles.
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Unfortunately, the HF etchant can also deposit metals or particles on the silicon
that must be removed by subsequent process steps. “Value added” steps such as
the deliberate etching of oxide or metal layers are often integrated into cleaning
procedures.

B. Challenges

The contaminants/defects to be removed by the cleaning sequence can be broken
into six broad categories: organics, oxides, particles, metals, mobile ions, and
crystal damage (see Fig. 1). Organics are typically removed first because they
can form nanometer-scale films which mask the cleaning of other contaminants.
Oxide films can themselves be a contaminant, and can trap metals and ions.
Particles range in size up to thousands of nanometers and can be composed of
any material. “A contaminant that can be physically detached from the surface
intact” is an alternative working definition of a particle from the viewpoint of
contamination removal. Since most metals present on the surface are ionized,
the distinction between molecular metals and mobile ions is somewhat arbitrary,
based historically on the mobility of ions from column I of the periodic table
in Si and SiO2. In Chapter 10, molecular and ionic contaminants are treated
together. Films and molecular contaminants are normally dissolved and removed
in a molecular form. Layers of silicon whose crystal structure has been damaged
or that contain metals or mobile ions can also be removed by dissolution.

Within these six categories are many individual challenges that cross cat-
egories. For example, the via veil present after a reactive ion etch (RIE) metal
etch and O2 ash can contain organics, metallics, and oxides and can be detached
from the surface much like a particle. Anion and cation residues present af-
ter the cleaning process can be considered a new class of contaminant that is

Figure 1 Contamination/defect challenges present on silicon wafers.
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receiving more attention as device geometries shrink. Some workers even con-
sider static charge a “contaminant” (Chap. 1).

Once contaminants have been separated from the surface, two further phe-
nomena are necessary for cleaning. First, the contaminants must move by dif-
fusion or other transport mechanisms into a region of bulk fluid flow to be
carried away. Finally, for liquid-based processes, the rinse liquid must be dried
uniformly and thoroughly.

C. Technologies

The range of challenges, along with the varying demands for compatibility with
upstream and downstream processes, have generated a variety of cleaning tech-
nologies which can be broken into three categories: liquid, vapor, and vacuum.
Liquid, primarily aqueous-based, technologies involve wetting the surface of
the wafers. Vapor-based technologies clean with gasses near ambient pressures,
volatilizing contaminants. Vacuum technologies clean with gasses, UV, IR, and
plasma energy, but at substantially lower pressures than vapor technologies. The
distinction between technologies can become blurred—for instance, when vapor
technologies use a water rinse to remove soluble, but nonvolatile, contaminants.
Vacuum technologies try to avoid the use of water, even in vapor form, so as to
remain compatible with vacuum cluster technology.

II. ORGANIC REMOVAL

Organic challenges in wafer cleaning fall into the classes of heavy and light
organics. Heavy organic challenges typically consist of photoresist or waxes that
are deliberately applied in micrometer-thick layers. As applied, these long chain
hydrocarbons are easily removed. But baking, UV exposure, ion implants, and
reactive ion etching can toughen the resist. Light organics consist of nanometer-
thick scale layers of various carbon compounds that are accidentally deposited
onto the wafer during processing, storage, or transport. Light organic compounds
commonly detected on wafers include plasticizers, vacuum pump oils, short
segments of polymers, siloxanes, and skin oils.

A. Oxygen Plasma Ashing

The dominant method for the removal of photoresist is plasma ashing followed
by a wet chemical cleanup of nonvolatile species. In most cases photoresist,
even that which could be removed by chemical means, is ashed. In an asher,
oxygen gas is excited to form atomic oxygen which directly oxidizes carbon
compounds. The atomic oxygen historically has been created with an in situ
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plasma that either surrounds or is adjacent to the wafers. However, this method
carries the risk of: electrostatic discharge (ESD) damage due to exposure to UV
light from the plasma; the charging of the wafer leading to ESD; and damage by
direct bombardment by hot (high velocity) ions and electrons. In a downstream
asher, the atomic oxygen is created in a shielded region remote from the wafers
and is transported to the wafers by a carrier gas. Remote production of atomic
oxygen eliminates the possibility of damage by UV light and direct bombardment
by hot ions and reduces the risk of charging.

B. Piranha and SOM

1. Dissolution and Oxidation of Organics

In the past, front-end resist stripping was performed with inorganic oxidizing
mixtures. Inorganic acids such as sulfuric acid (H2SO4), nitric acid (HNO3),
chromic acid (H2CrO4), phosphoric acid (H3PO4), and hydrogen peroxide
(H2O2) have been used since the early days of semiconductor manufacturing
to strip resist layers [3]. Even today, all these chemicals can be found in use for
resist stripping. Mixtures of sulfuric and chromic acid, of sulfuric and nitric acid
are typically used at 100◦C. In contrast, fuming nitric (>95% HNO3) typically
is used at room temperature. Some of these inorganic oxidizing mixtures can
also be used in the back end of the line of wafer processing, since many of the
concentrated acids are not corrosive to metals at low water concentrations and
close to room temperature. Today, as said before, the bulk of the resist is usually
removed by ashing and in practice wet stripping is limited to post-ash stripping.

a. Piranha. Since 1980, “piranha” wet baths, mixtures of sulfuric acid
and hydrogen peroxide, have become the most common method of post-ash
resist stripping. Piranha solutions, blends of H2SO4 : H2O2 in the range of 1 : 1
to 10 : 1, have been the primary wet chemical means of removing heavy organics,
with the most common mixture being about 4 : 1 H2SO4 (>95% wt%) to H2O2
(31 wt%). When hydrogen peroxide and sulfuric acid are mixed, “Caro’s acid”
(i.e., monopersulfuric acid [H2SO5]) is formed. Caro’s acid is the active etchant
in piranha baths.

Originally, however, the piranha baths consisted of a mixture of concen-
trated sulfuric acid (>95 wt%) with highly concentrated (85–90 wt%) hydrogen
peroxide. Mixing these two chemicals results in the production of Caro’s acid
[4]:

H2O2 + HO−(SO2)−OH ↔ HO−(SO2)−O−OH + H2O (1)

Concentrated sulfuric acid is an excellent solvent base for Caro’s acid,
since Caro’s acid decomposes in water. As shown in reaction (1), water is pro-
duced in the reaction between hydrogen peroxide and sulfuric acid. The presence
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of excess water (i.e., as a result of using more dilute reactants) in the mixture ac-
tually shifts the equilibrium of the reaction toward the reactants [toward the left
in (1)], minimizing the production of Caro’s acid. Consequently, using highly
concentrated hydrogen peroxide (85–90 wt%) optimizes the production of Caro’s
acid in piranha baths.

Caro’s acid has two significant advantages as a photoresist stripper:

1. It is effective at room temperature.
2. It is noncorrosive toward metals at room temperature in the absence

of water.

However, highly concentrated hydrogen peroxide (85–90 wt%) is extremely dan-
gerous; it is a serious fire hazard; it is potentially detonable in the presence of
small amounts of organic compounds; and it can cause severe chemical burns. As
a result of these safety issues associated with concentrated H2O2, the semicon-
ductor industry has generally adopted the use of “laboratory concentrated” H2O2
(approximately 31 wt%) for all wet processing, including “piranha” stripping.

The excess water found in 31 wt% H2O2 unfortunately shifts the equi-
librium in reaction (1) away from the production of H2SO5. Additionally, as a
result of the heat of dilution of sulfuric acid, the use of dilute H2O2 leads to
significant heating of the piranha solution when the reactants are mixed. Caro’s
acid, which is quite heat sensitive, subsequently breaks down, resulting in low
equilibrium concentrations of this oxidizing acid. As a result, the mixture of
H2SO4 and laboratory concentrated H2O2 requires very high temperatures (i.e.,
up to 120◦C) in order to be effective in resist stripping. The resulting bath is
quite unstable and hydrogen peroxide has to be added periodically. Every time
dilute H2O2 is added, more water is added and the solution becomes even more
unstable. Consequently, piranha baths typically must be changed every 8–12 h.

Thin organic films, waxes, and photoresists dissolve into the sulfuric acid at
elevated temperatures and are dehydrated, leaving carbon compounds in solution
that are rich in C=C double bonds. Hydrogen peroxide either forms H2SO5
(Caro’s acid) or decomposes to form two ·OH (hydroxyl radicals). Caro’s acid
also decomposes to form an ·OH radical and an ·OSO2−OH radical according
to the following reaction:

HO−O−SO2−OH → ·OH + ·OSO2−OH (2)

The ·OSO2−OH and the ·OH radicals are active in photoresist stripping:

RH + ·OSO2−OH → ·R (alkyl radical) + H2SO4 (3)

or

R−CH2−R + ·OH → ·R (alkyl radical) + H2O (4)



322 Verhaverbeke and Christenson

The alkyl radicals will react further with any oxidizing species, as follows:

·R + ·O → CO or ·R + ·O → CO2 (5)

·O represents an oxygen radical that can be produced by any of the oxidizing
chemicals found in the sulfuric baths (e.g., H2O2, O3, H2SO5).

b. Sulfuric/Ozone Mixtures (SOMs). In many cases, it is possible to
replace the hydrogen peroxide oxidant with ozone to form a sulfuric ozone
mixture (SOM). The oxidant in the solution converts the carbon compounds to
carbon monoxide, carbon dioxide, or small stable organic fragments, effectively
“bleaching” the solution.

Sulfuric processing for resist stripping can thus use either hydrogen per-
oxide or ozone gas as an oxidizing agent. Hydrogen peroxide is expensive
and requires high-temperature processing (125◦C or greater) and frequent bath
change-outs (every 8 h). SOMs can last for at least 4 days of continuous pro-
cessing.

Table 1 shows reactions of organic compounds that occur in the presence
of these various oxidizers.

For hydrogen peroxide (34 g/mole), 100 mL of 31% solutions potentially
yields 1 mole of oxygen radicals, while 48 g of ozone gas is required to produce
1 mole of atomic radicals. The action of each oxidant is approximately equivalent
on a molar basis, but it is easier to get a mole of oxidant from hydrogen peroxide.
A large semiconductor grade O3 generator can produce 90 g/h or 2 moles/h of
O3. A 200-mL “spike” of hydrogen peroxide can be added to a bath in 4 s.

While convenient and rapid, the use of 31 wt% hydrogen peroxide as an
oxidant, as previously noted, has the disadvantage that it contains 69 wt% H2O.
The water gradually builds up in the solution bath with repeated H2O2 spikes;
the stripping efficiency decreases resulting in film residues; and the bath must
be changed. If ozone is used, the only water additions to the bath are from the
oxidation of the hydrocarbons (Table 1) and absorption from the atmosphere.

The solubility of gasses in liquids decreases with increasing temperatures.
Ozone is more soluble in sulfuric acid at lower temperatures. However, the
reaction rate decreases at lower temperatures, so an optimum temperature for

Table 1 Organic Reactions with Oxidizers

Oxidizer Generic reaction with organic compounds

H2O2 −CH2− + 3H2O2 → 4H2O + CO2
H2SO5 −CH2− + 3H2SO5 → 3H2SO4 + CO2 + H2O
O3 −CH2− + 3O3 → 3O2 + CO2 + H2O
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operation near 85–100◦C exists for SOM bath systems. Hydrogen peroxide–
based systems typically operate between 120 and 130◦C.

It is possible to calculate the amount of oxidant required to bleach or
“clear” the sulfuric solution. First, determine the mass of the photoresist (area
× thickness × pattern density × number of wafers). Assume that the mass is
100%−CH2−. Every 14 g of −CH2− (1 mole) requires 3 moles of oxidant to
form CO2 (Table 1). Due to system losses, it is necessary to add 50% more
oxidant than the calculated value.

c. Species Concentration. A conventional 20 liter piranha bath consist-
ing of 4 parts sulfuric acid : 1 part 31% by weight hydrogen peroxide contains
1.24 kg or 36.5 moles of hydrogen peroxide. According to Table 1, this quan-
tity of H2O2 corresponds to an equivalent oxidation capacity of 12.16 moles of
−CO2−.

In the case of an SOM processing system, ozone can be continuously
sparged into sulfuric acid. An ozone generation rate of 1.74 g O3/min (0.036
mole/min) is assumed; this output is available on a particular commercial unit
often used for its high output. This production rate corresponds to an equivalent
−CH2− oxidation capacity of 0.012 mole/min (according to Table 1). At a
production rate of 1.74 g/min of ozone, 16 h 47 min are required to oxidize
an equivalent amount of −CH2− as the 4 : 1 sulfuric acid/hydrogen peroxide
solution for a 20 : 1 bath or vessel. In order to reduce this time, the ozone output
can be increased (installing a larger ozone generator) or the bath or vessel volume
can be decreased.

d. Oxidation Capacity of a Stripping Solution. The oxidation capacity
of resist stripping solutions can be compared in terms of their ability to oxidize
a mole equivalent of methylene (−CH2−) groups. Clearly, a stripping bath
produced with ozone requires many hours before obtaining the same oxidation
capacity as a 4 : 1 H2SO4/H2O2 bath. It is, however, important to calculate
how much oxidation capacity is actually needed for resist stripping. Typical
resist thickness ranges from 1 to 1.5 µm, and the total surface area of fifty
200 mm wafers is 15,700 cm2. The specific gravity of resist is of the order of
1.2 g/cm3. Therefore, there is between 1.89 and 2.83 g of photoresist. However,
after O2 plasma ashing, the residue of resist left on a batch of 50 wafers is less
than 1% of the original photoresist on the wafers (e.g., about 0.02 g) or less
than 15 nm of photoresist. In other words, before ashing about 0.14 mole of
equivalent −CH2− will have to be oxidized, and after ashing about 0.0014 mole
of equivalent −CH2− groups will need to be oxidized. The amount of oxidizers
necessary to remove all the photoresist on a batch of 50 or even 100 wafers will
differ tremendously depending upon whether or not ashing is completed prior
to stripping. Given these quantities of organic compounds present, calculations
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of bath life (or time required to fully oxidize the organic compounds) can be
calculated.

In a 4 : 1 mixture of sulfuric acid/hydrogen peroxide a 20 liter bath initially
has 12.16 moles of −CH2− oxidation capacity present. Therefore, at 100%
efficiency, a 4 : 1 bath of sulfuric acid/hydrogen peroxide is good for 86 batches
of 50 un-ashed wafers. However, 100% efficiency is clearly unreasonable, as
the baths deteriorate rapidly through the degradation of the Caro’s acid due to
heat and the presence of water (as discussed above). In practice, 20 liter sulfuric
baths are rarely used for more than 8 h (or about 20 batches) and are continually
spiked with hydrogen peroxide. For 50 ashed wafers, this represents an oxidizing
efficiency of only 0.25% of the original peroxide concentration. This reduced
efficiency is the result of the fast degradation of Caro’s acid in the presence of
water and heat, resulting in a competing reaction for the organic oxidation.

In SOM, the production of oxidizing capacity of equivalent −CH2− groups
is 0.012 mole/min. Thus each batch of 50 un-ashed wafers requires a sparging of
ozone in the sulfuric acid for 11 min and 40 s at 100% efficiency of ozone use.
Obviously, 100% efficiency can never be achieved. After ashing, less than 0.02 g
of photoresist will be left on the wafer and SOM can supply ample oxidation
capacity. The main advantages of the sulfuric acid/ozone process compared to
the sulfuric/peroxide process are that ozone can be added without the addition of
water and that the oxidizing power is maintained longer without degradation of
performance. As a result of the higher concentration of sulfuric acid (there is no
water initially) and the higher oxidation power of ozone vs. hydrogen peroxide,
the temperature of the sulfuric/ozone process can be substantially lower than in
the case of the sulfuric/hydrogen peroxide process. 85◦C has been found to be
the optimum temperature for the SOM process.

The quantity of oxidant can be determined empirically by putting no ox-
idant in the bath, adding the wafers (which turns the solution black) and then
adding oxidant until the solution clears.

Both piranha and SOM processes are effective for light organics and both
reactive ion etched and lightly ion implanted photoresists. High-dose ion im-
plantation drives off the hydrogen from the photoresist leaving a hardened layer
of amorphous carbon dominated by C−C single bonds. This layer is largely
resistant to piranha and SOM. Unpatterned areas of hardened resist can of-
ten be removed by dissolving the less hardened resist near the wafer surface
and undercutting the amorphous carbon layers. But at the edges of the pattern,
the carbonaceous layer contacts the wafer forming “fences” of amorphous car-
bon that are resistant to piranha and SOM. Patterned photoresist that has been
implanted at levels above 1014–1015 atoms/cm2 must be ashed prior to wet strip-
ping. In Figure 2, the residues from such “fences” are shown on a wafer with
photoresist which has been implanted with As+ at 100 keV and with a dose of
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Figure 2 AFM photomicrographs of carbon “fences” on a patterned, resist-coated
wafer that was processed two times in a piranha bath at 125◦C for 10 min. The picture
on the left is a 1 µm by 1 µm scan of the residue area; the picture on the right is the
pattern interface where the residues are left. (From Ref. 4.)

1.4e16/cm2. After processing in SPM at 125◦C in two consecutive baths, the
residues of these fences still remain. The right AFM scan (20 µm by 20 µm)
shows the resist pattern edge and the left AFM scan (1 µm by 1 µm) shows the
detail of the residues left.

With an ash, the total organic load is reduced substantially and clearing
time is not an issue in SOM processing. Spiking of piranha baths is still necessary
due to the breakdown of H2O2 in the hot solution with time. Clearing time is also
not an issue in systems such as spray acid processors which use chemicals in a
one pass or “fresh dispense” mode. Fresh dispense systems do not need to fully
oxidize the organic challenge and therefore need less oxidant. The dissolved,
dehydrated organics remain in the H2SO4 which passes over the wafer once
and is then drained. Care has to be taken with these systems to limit the total
consumption of H2SO4.

2. SPM Haze

Wafer hazing is often observed after an aggressive organic removal sequence
using H2SO4. After the process, wafers are initially clear and have relatively low
particle counts. On extended exposure to air, large numbers of particles form
in a period from hours to weeks. These particles are sulfur rich, are very water
soluble, and once rinsed away do not reform [5]. Evidence to date is consistent
with the formation of an insoluble sulfate compound during the exposure to
H2SO4. It is likely that the surface is terminated partially with SO−

4 . This surface
termination reacts with ammonia vapors in the fab air, coalesces, and forms
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water-soluble particles, by etching the top monolayer of the terminated oxide.
TOF-SIMS measurements indicate that these particles are comprised of SO−

x

and NH+
4 [6].

A number of methods for its suppression or elimination have been devel-
oped empirically.

• The final number of particles can be reduced by the use of an extended
hot DI rinse using megasonics [6].

• The growth can be eliminated by exposure to either dilute HF or SC-1
(NH4OH : H2O2 : H2O) after the strip. The SC-1 exposure also serves
to remove other particles on the wafer.

• Adding small amounts of ammonium hydroxide to the post piranha
rinse bath can eliminate the growth [6].

• The growth can be eliminated by the addition of a small amount of
HF to the strip chemistry [7,8].

The addition of small amounts of ammonium hydroxide (e.g., sufficient to
achieve pH10) to the post piranha rinse bath has been found to be effective in
reducing the surface concentration of sulfur, as well as mitigating the piranha-
induced particle growth. Sulfur concentration, measured by total reflectance
x-ray fluorescence (TXRF), is shown in Figure 3 for both basic rinsing and

Figure 3 Surface sulfur concentration following basic and DI water rinsing. (From
Ref. 6.)
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rinsing in deionized water. The hydroxyl ion is clearly the active species with
respect to sulfur removal.

By adding small amounts of HF to the sulfuric acid, a fluorine (F) passi-
vated surface is obtained that is hydrophobic. This F passivation displaces the
otherwise obtained SO−

4 termination. During subsequent rinsing in DI water, the
F passivation is replaced again with OH− hydroxyl termination.

C. Alkaline Solutions

The SC-1 solution, NH4OH : H2O2 : H2O in a 1 : 1 : 5 ratio, was designed to
remove organic contaminants that are attacked by both the solvating action of the
ammonium hydroxide and the powerful oxidizing action of the peroxide. In basic
solutions, H2O2 breaks down into two hydroxyl radicals. Hydroxyl radicals have
a very high oxidation potential. Kern’s original process of a 10 min exposure
in 1 : 1 : 5 SC-1 at 80◦C is sufficient to remove most light organic species. Note
that SC-1 has a significant number of other effects on wafers such as Si, SiO2
and metal etching, metal deposition and removal and roughening. Hossain et al.
showed that, in many cases, after resist ashing, a heated SC1 process can replace
the commonly used sulfuric/peroxide or sulfuric/ozone process [9].

D. Solvents

Both acidic and alkaline chemistries can attack the metal interconnect wiring
used in integrated circuits. Therefore, solvents are used in the BEOL (back end
of line) to remove organics to improve metal adhesion and for post photore-
sist plasma ash cleanup, whenever metals are exposed. N-methyl-2-pyrrolidone
(NMP) is the primary component of most solvent mixtures at present and has re-
placed the flammable acetone blends used earlier. Chemical manufacturers blend
in various proprietary additives which improve NMP’s performance. Although
NMP is relatively nontoxic and environmentally benign, it is still a target of the
strong desire to eliminate all solvent usage in semiconductor fabrication.

The dissolution rates for solvents increase rapidly with temperature. NMP
is often used near its flash point for maximum efficiency. In some cases, it
is used at temperatures above the flash point with a nitrogen blanket to pre-
vent ignition. The boiling point (Tb), flash point (TFP), autoignition point (TAI),
and threshold limiting value (TLV) for acetone, IPA, and NMP are shown in
Table 2.

Chemical analogs of NMP with similar solvating characteristics and higher
flash points are becoming available and will reduce the potential of combus-
tion. Chemical manufacturers have also developed aqueous proprietary stripping
chemistries that have shown promise, but need to be tested in each target process.
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Table 2 Physical Characteristics of Commonly Used Organic Solvents

Solvent Tb (◦C) TFP (◦C) TAI (◦C) TLV (ppm)

Acetone 56 −17 464 750
IPA 82 12 399 400
NMP 202 96 346 10

Three main classes of new generation strippers are now becoming available
for accomplishing one of the following functions:

1. Removing positive resist and organic residue
2. Removing multicomponent etch residues
3. Removing multicomponent etch residues with a controlled substrate

etch

Most of these newer generation strippers no longer contain NMP. They all
function mainly by means of solvation:

Step 1. Penetration (this is the primary function of the stripper)
Step 2. Swelling
Step 3. Dissolution

The first class of new generation strippers consists of:

• Polar organic solvent (the major component)
• Added amine (a minor component)
• Corrosion inhibitor

The second class of new generation strippers consists of:

• Basic amine (the major component; it has a high penetration ability
and is basic to attack acidic resist)

• Polar solvent (a minor component)
• Corrosion inhibitor
• Optionally water

The third class of new generation strippers consists of:

• Polar solvent
• Tertiary amine (optional)
• Water (optional)
• Fluoride (to achieve a controlled substrate and oxidized residue re-

moval)
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E. O3 : H2O

Ozone gas from current ozone generators can be dissolved in deionized (DI)
water at atmospheric pressure to concentrations from 10 to 50 ppm by weight to
form a DI : O3 mixture (DIO3). By using higher pressure and lower temperature,
concentrations of up to 100 ppm are possible. In water, the ozone decomposes to
oxygen and hydroxyl radicals (·O and ·OH). Hydroxyl radicals are very reactive,
rapidly attacking C=C and C=O bonds and slowly attacking C−C bonds. DIO3
is similar in “oxidizing power” to piranha and SOM mixtures and has a unique
set of advantages and disadvantages.

DIO3’s advantages center around its low overall cost. While there is a
significant initial investment for DIO3 generation hardware, the operating costs
for raw oxygen, DI water, and electricity are far below the purchase, disposal,
and environmental costs of sulfuric acid mixtures.

DIO3’s disadvantages are associated with mass transfer—getting the hy-
droxyl radicals to the wafer surface. In H2SO4-based chemistries, the organic
is dissolved from the wafer and dispersed throughout the solution. Oxidant
molecules throughout the solution have a significant chance of interacting with
an organic molecule. In DIO3, radicals near the surface of the wafer react with
the photoresist, cleaving the long polymer chains into smaller, water-soluble
fragments. These fragments then disperse and can be oxidized by radicals
throughout the solution. But the initial dissolution process in DIO3 is much
slower than in the sulfuric process due to the extremely low concentration of
ozone in the DIO3.

The reaction rate is also affected by the low solubility of ozone. While
DIO3 typically contains 10–50 ppm of dissolved ozone, a 4 : 1 piranha mixture
initially contains 60,000 ppm H2O2. The mass transfer can be improved by
cooling the water and thereby increasing the solubility of ozone. Unfortunately,
cooling also reduces the rates of the chemical reactions in the oxidation process.

The speed of DIO3 cleaning is ultimately limited by the total quantity of
organics to be consumed. Light organic contamination is typically thinner than
10 nm—over 1,000 times less than photoresist challenges. DIO3 light organic
cleaning times are therefore substantially shorter than DIO3 strip times. DIO3
has been shown to remove the outgassing products from wafer shipping con-
tainers in 60 s [10]. The organics need not be completely oxidized, but only
oxidized to the point that the fragments are slightly soluble in water. The dis-
solved organic fragments are then washed from the wafer surface and out of the
system. This washing will be of the greatest value when removing photoresist,
waxes, or other gross organic challenge. The reduction in organic contamina-
tion can be seen from the reduction of the −(CH2)n− and C−CH3 hydrogen
absorption peaks. Even at such low concentrations, ozonated water can reduce
the hydrocarbon contamination in less than 60 s.
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F. UV/Oxygen

UV exposure for cleaning has been practiced since the early 1970s [11]. UV
light can produce ozone from oxygen and Vig [12] showed that UV/oxygen is
very effective at removing light organic contamination. UV/ozone has been used
for photoresist stripping as an alternative to oxygen/plasma ashing. Historically,
the wafer throughput of a UV/ozone process has been lower than that of oxy-
gen/plasma ashing. UV single-wafer technology has not been very successful in
the marketplace.

G. Laser Ablation

There has been some initial “evaluation level” tool offerings that remove organics
using pulsed eximer lasers. A number of possible organic removal mechanisms
are being explored and utilized singly or in combination:

• Evaporation due to the local heating of the substrate by the beam
• Direct breaking of bonds in the organic by UV photons
• Chemical reactions with gaseous species such as ozone that are created

by the laser
• Ablation of bulk organics

None of these techniques is presently in production. But the large pa-
rameter space available using pulse laser excitation (wavelength, pulse energy,
pulse duration, repetition rate, geometrical optical configuration, composition of
gaseous ambient) makes this a technology worthy of further research.
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Deposition of Metallic Contaminants
from Liquids and Their Removal

Steven Verhaverbeke∗
Applied Materials, Santa Clara, California

I. INTRODUCTION

In Chapter 9, we saw that contaminants can be broken up into six broad cat-
egories: organics, oxides, particles, metals, mobile ions, and crystal damage.
Whereas Chapter 9 dealt with organics, this chapter focuses on the deposition
and removal of metallic and mobile ions. Most metals present in the solution
are ionized, and therefore this chapter is applicable to any ionic contamination,
be it metallic ions, mobile ions, or even anions. However, because of the tech-
nological importance of metallic ions and metallic impurities, we will mainly
refer to ionic contamination as metallic contamination.

The removal and cleaning of metallic impurities are treated together with
the deposition of metallic impurities; since we are usually dealing with equilib-
rium reactions, the deposition and removal are determined by the same mecha-
nisms. It would be better to refer to the interaction of metallic impurities with
solid surfaces. As the title of the chapter clearly points out, we will limit our-
selves in this chapter to the interaction of metallic impurities and solid surfaces
in liquids. This is because of the technological importance of this subject. There
are some gas phase processes for removing metallic impurities from semiconduc-
tor surfaces, such as high-temperature oxidation with chlorine added to the gas
ambient [1] and UV-excited Cl2 cleaning [2]. Others exist as well, but none are
as generic as the liquid-based cleaning technique. Most of the gas phase clean-
ing processes can be very useful for a specific contaminant but don’t have the

∗This chapter was prepared by the author while at CFM Technologies, West Chester, PA.
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Table 1 Metals Analysis on City Water Contaminated Wafers: Values Averaged Over All Measured Points ∗1e10 atoms/cm2

TOFSIMS TXRF

Li B Na Mg Al K Ca Ti Cr Mn Fe Ni Cu Zn

Virgin wafer 1 840 80 8.6 12.4 < 2.9 < < < 15 < 10.36 <

City water, 20600 1260 40000 71000 740 2567 42000 33 17 0.33 5 5.7 567 1100
contaminated
wafer

SOM—HF/HCl 2.4 2.6 360 0.8 0.6 < < < < < < < < <

SC-1—HF/HCl 0.2 16.4 2.8 1.8 1.2 < 2.7 1.7 < < 1 < < <

<, Below detection limits; SOM, sulfuric and ozone mixture (see Chap. 9).
Source: Ref. 3.
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overall efficiency of the liquid-based techniques. Table 1 shows typical metallic
impurity levels on virgin wafers and also on wafers after contamination with city
water. The values shown in the table are values averaged over all the measure-
ment points. When a measurement point fell below the detection limit, its value
was assumed to be 0. It is clear that city water exposure contaminates wafers
with predominantly Li, B, Na, Mg, Al, K, Ca, Cu and Zn (up to concentrations
as high as 7 × 1014/cm2 for Mg). B and Na are detected on both virgin wafers
(row 1) and after cleaning (rows 3 and 4) and may originate from airborne con-
tamination, since the analysis was not performed in a cleanroom. Na values on
virgin wafers were always in 1 × 1011/cm2 range and very uncontrollable. Even
when using just electronic grade chemicals, as in these measurements, almost
any wet chemistry sequence geared at removing metallic contamination removes
all of the metallic contamination with efficiencies >99.8%. This is unparalleled
by any of the gas phase technologies. There are a large number of controllable
parameters available to wet cleaning technology. These include concentration;
temperature; time; transport process parameters, such as agitation or spinning;
other physical ways of energy transfer, such as megasonics or light (including
UV); chemistry of the reactants; type of impurities, including the materials of
construction; isotropic conditions, such as a homogeneous reagent and temper-
ature distribution.

In this chapter we will look mainly at the fundamental principles governing
the deposition and removal of the metallic impurities from surfaces, relatively
independent of the tool construction itself. We will therefore limit ourselves to
the chemistry of the reactants, the impurities, and the surface condition itself. It
has to be stressed here that the other parameters also influence the total result
and therefore the selection of the right tool is also of prime importance.

II. ADSORPTION FORCES, TYPES OF SURFACES,
SURFACE TERMINATION, AND REMOVAL
MECHANISMS

A. Adsorption Forces

There are four different mechanisms by which metallic impurities can adhere to
the wafer surface

• Physisorption is characterized by very weak forces, such as electro-
static forces due to the dipolar attraction, Van der Waals forces, and
hydrogen bonding. These forces are important for a polymer surface
such as a photoresist surface.

• Chemisorption is characterized by much stronger bonds, such as co-
valent bonding (sharing the same electron pair) or strong electrostatic
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(or ionic) bonds. An example is the chemisorption of transition metals
to an oxide surface.

• Metallic bonds are characterized by delocalized electrons and are formed
primarily at high temperatures. A typical example is the silicide for-
mation.

• Displacement plating is a form of chemisorption, which is particularly
important, since it can take place on bare Si surfaces.

B. Types of Surfaces and Surface Termination

1. Types of Surfaces

In wafer processing, there are a multitude of different materials which can be in
contact with cleaning liquids. All of these surfaces can interact differently with
metallic impurities. Therefore it is important to specify the surface type being
cleaned. Surfaces encountered in semiconductor manufacturing include:

• Silicon surfaces, both monocrystalline, such as bare wafers or epi sur-
faces, and polycrystalline silicon. (The doping levels vary widely and
can impact the metallic impurity adsorption.)

• Dielectric films, such as oxide, nitride, oxynitride, doped oxides (e.g.,
BPSG), spin-on oxides

• Metallic films, such as Al, Ti, TiW, Cu, TiN, Ta, TaN
• Polymers, such as photoresist and low-K materials

In semiconductor manufacturing the removal and adhesion of metallic
impurities are most critical in the front end of the process sequence, since at
this stage the active regions of the device can be exposed to the contamination.
During the back-end processing the device is sealed from any contamination and
only interconnections are exposed. It is for this reason that the materials used in
the front end are most important technologically. Polymers in the front end are
limited to photoresist layers and are completely removed from the surface of the
wafer (see Chap. 9). After removing the photoresist, a metallic cleanup is usually
performed. Therefore, if we restrict ourselves to surfaces of practical importance
in semiconductor manufacturing, we can limit ourselves to understanding silicon
surfaces and dielectric films.

2. Surface Termination

The phenomena describing adsorption/desorption of metallic impurities on the
surface of a wafer are so surface dependent that the nature of the underlying
structure is not usually important. In the front of the line of the semiconductor
manufacturing process, there are four main surface terminations:

• Oxide termination: −Si−O−Si−O−
• Hydroxide termination (silanol groups): −Si−OH
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• Hydride termination: −Si−H
• Fluoride termination: −Si−F

Almost all materials are terminated with one of these four groups typically
obtained after the following processes∗:

• Oxide termination: After gas phase oxidation, this surface is hydropho-
bic, i.e., it has a contact angle with DI water of about 40–50◦ [5].

• Hydroxide termination: After most wet cleaning solutions, such as the
RCA-1 [6] (or SC-1) cleaning solution.

• Hydride termination: After a dilute HF etch or BHF etch down to the
bare Si surface.

• Fluoride termination: Partially present after a dilute HF or BHF without
any rinse; also present after anhydrous gas phase HF [7] on a bare Si
surface and after sulfuric acid mixed with HF on an oxide surface [8].

When oxide surfaces are immersed in DI water, both the oxide termination
and the fluoride termination convert to a hydroxide-terminated surface [8]. Both
the oxide termination and the fluoride termination are hydrophobic, whereas the
hydroxide termination is hydrophilic. The conversion to a hydroxide termination
can easily be measured by the decrease in contact angle during rinsing. When
a silicon wafer comes out of the oxidation furnace, its oxide surface will be
hydrophobic. However, after 30 min rinsing, it will be turned into a hydrophilic
surface. This can be seen in Figure 1.

At high temperature and at high pH, such as in an SC-1 solution, this con-
version goes much faster and is more complete (lower final contact angles). On
silicon surfaces, the fluoride termination will also transform to a hydroxide ter-
mination during a rinse. The fluoride termination is very polar and very reactive.
It is hydrophobic, like the hydride termination. It occurs mainly as an interme-
diate step in the etching of silicon dioxide, but is not stable. In HF solution,
the fluoride termination will transform into a hydride termination. Raghavachari
et al. [9] proved this conversion of a fluoride-terminated surface into a hydride-
terminated surface based on first principles. The reaction is schematically shown
in Figure 2.

Therefore, the only two terminations which are important for understand-
ing the metallic impurities deposition/removal immersed in aqueous media are
the hydroxide and the hydride terminations. In the rest of this chapter, we will

∗Recently, it has been shown that a methoxy-terminated surface, −Si−O−CH3, can be obtained
[4]: This termination was obtained under very special conditions, involving immersion in pure
methanol spiked with I2 to act as a catalyst and only under UV irradiation. Only when all of these
conditions were present was the methoxy termination obtained. However, it is not clear how stable
this termination is, especially when immersed into an aqueous cleaning solution. It is most likely
that this methoxy termination will be exchanged with a hydroxide termination during a DI water
rinse.
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Figure 1 Contact angle of DI-water on oxide as a function of rinsing time in DI-water
at 20◦C (wafer removed from oxidation furnace at time = 0 min). (From Ref. 8.)

show the underlying principles governing metallic impurity deposition/removal
on these two surfaces:

The silanol group (Si terminated with hydroxide) will occur on dielectric
surfaces immersed in aqueous environments and is:

• A weak acid group.
• A complex-forming anion which forms salts and acts as an ion ex-

change site.
• Dipolar: May have different electrostatic charges, depending on the

solution pH, may attract oppositely charged particles.
• Hydrophilic.

Figure 2 Schematic representation of the mechanism of H-passivation. (From Ref. 9.)



Deposition of Metallic Contaminants 339

The hydride termination will occur on bare Si surfaces after an HF etch
and is

• Nonionic. The Si−H bond is a covalent bond in which the H is not
acidic.

• Quasi-apolar. It is very weakly polar.
• A good organic adsorber.
• Hydrophobic. The contact angle is roughly 72◦ [5].
• Not stable in water and in the atmosphere. Eventually it will convert

into a hydroxide termination.

Even though the hydride termination is not stable, it takes up to 2 weeks
to convert half the hydride sites into hydroxide sites [10] in a clean room envi-
ronment and therefore this termination will occur frequently on semiconductor
surfaces in the front end of the line.

C. Removal Mechanisms

Now that we understand the surfaces we will be dealing with and understand
the adhesion forces, we can list the available removal mechanisms:

• Surface charge change with acids, bases
• Ion competition
• Etching of the surface layer
• Oxidation or decomposition of the impurity
• Physical desorption by solvents and surfactants
• Other physical methods: surface ablation, gas phase reaction, RIE,

plasma processes, etc.

The first four mechanisms are important for removing chemically bound
metallic impurities in an aqueous immersion environment and will be the focus
of the remainder of this chapter. The first two mechanisms are most important
on hydroxide-terminated surfaces, and the third and fourth mechanisms (etching
of the surface layer and oxidation) are most important on hydride terminated
surfaces.

Physical desorption takes place in solvents and by the action of surfactants,
but it also occurs during rinsing and therefore is an important mechanism. Physi-
cal desorption is very mass-transfer determined, and diffusion and bulk transport
mechanisms determine the success of physical desorption. These mechanisms
are quite different from the mechanisms for chemically bound impurities. In this
chapter we will limit ourselves to the chemically bound impurities, since many
diffusion and bulk transport mechanisms have already been discussed at length
elsewhere in this book and are very tool dependent.
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III. STATE OF THE ELEMENTS OR IMPURITIES
IN SOLUTION

The state of the impurities in solution is one of the most fundamental charac-
teristics. There are three different states:

• Solid substances, e.g., Fe(OH)2, Fe(OH)3, CaCO3, Au
• Dissolved substances, e.g., Fe2+, Fe3+, Ca2+, H2O2• Gaseous substances, e.g., H2, O2, HCl, HF, SiH4

The state of the elements in solution depends on the pH, redox potential, and
interacting anions in the solution. One of the key requirements of a cleaning
solution is that the impurity has to be soluble in the cleaning solution. As we
will see later, this requirement is not enough by itself to constitute a good clean-
ing solution, but it is definitely the first requirement. The different states of an
element can be represented in a Pourbaix diagram. An atlas with a Pourbaix
diagram for every element was published by Pourbaix [11] and is a very use-
ful reference document. In this diagram the different states of an element are
represented as a function of pH and electrochemical potential. As an example,
Figure 3 shows the Pourbaix diagram for Cu.

It is important to understand which interactions are taken into account
when reading a particular Pourbaix diagram. A Pourbaix diagram always lists
the reactions which are taken into account before each diagram. It is important
to review this list and to understand that, in a specific solution of interest,
interactions not listed in the Atlas [11] may be of importance. In its simplest
form, only the interactions of pH and electrochemical potential are taken into
account. When using these diagrams, it is good practice to start with these simple
interactions and then add more complex but relevant interactions to them, such as
the interactions with other particular anions in the solutions. When anions form
complexes with a particular element, the state of the element in the Pourbaix
diagram may change from dissolved to solid, or vice versa. A typical example is
the diagram for Cu when ammonia is present in the solution, published by Norga
et al. [13]. Norga et al. clearly show the changes introduced into the diagram
when a simple anion such as NH+

4 is added to the interactions list. Commercial
software exists to construct these diagrams based on a database of interactions.
Nevertheless, the Pourbaix Atlas remains a very useful reference tool, since the
diagrams can be looked up immediately without having to construct them for
each case (even with the help of software). But again, their limitations must
be understood. Since the state of an element in solution is dependent upon the
pH and the electrochemical potential, it is important to know the characteristics
of a cleaning solution. In Figure 4 several common solutions are plotted on a
Pourbaix diagram.
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Figure 3 pH-electrochemical potential diagram for Cu. Line (a) represents the reduc-
tion equilibrium of water according to the reaction, H2 ↔ 2H+ + 2e− [Ea = 0.0 −
0.591 pH (pH2 = 1 atm)]; Line (b) represents the oxidation equilibrium of water ac-
cording to the reaction, 2H2O ↔ O2 + 4H+ + 4e− [Eb = 1.229 − 0.591 pH (pO2 =
1 atm)]. (From Ref. 12.)

Two important lines on this diagram are the lines that plot the pH depen-
dence of the electrochemical potential of an aqueous solution saturated with (a)
H2 at 1 atm and (b) O2 at 1 atm. A solution at pH = 0 and saturated with H2
([H+] = 1 mol/L) will have an electrochemical potential arbitrarily defined as
0 V. This is the definition of the hydrogen electrode. A solution at pH = 0 sat-
urated with O2 has an electrochemical potential of 1.229 V. This is the standard
oxidation/reduction potential of O2. The potential of solutions saturated with O2
or H2 decreases 60 mV/pH unit. Ultrapure water (UPW), when saturated with air
(without CO2), will have a pH of 7, and an electrochemical potential of roughly
0.7 V. When pure O2 at 1 atm is bubbled through this solution (UPW, high O2),
the potential will increase toward the theoretical potential of a solution saturated
with O2, which is 0.809 V at pH = 7. When the solution is N2 blanketed and
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Figure 4 pH and electrochemical potential of typical cleaning solutions. Line (a) rep-
resents the reduction equilibrium of water according to the reaction, H2 ↔ 2H+ + 2e−
[Ea = 0.0 − 0.591 pH (pH2 = 1 atm)]; Line (b) represents the oxidation equilibrium of
water according to the reaction, 2H2O ↔ O2 + 4H+ + 4e− [Eb = 1.229 − 0.591 pH
(pO2 = 1 atm)]. (After Verhaverbeke et al. [12].)
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degassified, the potential drops (UPW, low O2). When H2 is bubbled through the
solution at 1 atm, the potential will drop towards the H2 saturated line (line a).
The potential of a H2-saturated solution at pH 7 is 0 V–0.060 × 7 = −0.42 V.

When an acid such as HCl, H2SO4, or HNO3 is added to UPW saturated
with air, the potential increases by 60 mV for each unit of pH decrease. Finally,
if a stronger oxidizer than O2, such as O3, HClO, or HIO3, is added to the
solution, then the potential of the solution can be higher than the O2 saturation
line. If a stronger reducing agent than H2, such as Na2S2O4 (Eo = −0.056 V),
is added to the solution, then the potential of the solution can be lower than the
H2 saturation line.

As an alternative to looking up the Pourbaix diagram for a certain element,
one may look up the standard reduction potential table. The standard reduction
potential table lists the potential of different reactions at pH = 0 ([H+] =
1 mol/L). Even though this table is a one-dimensional cut of the Pourbaix
diagram (pH is fixed and is 0), it is still very instructive. It lists all reactions
in one table (a one-dimensional list), whereas the Pourbaix diagram represents
only a limited subset of the reactions. Moreover, most metal removal solutions
are acid solutions and therefore the tabulated potential values will be relatively
accurate representations for the real potentials, since most acid solutions will be
used at pH values not too different from pH = 0. However, care should be taken
in using these values for basic solutions, since this would assume that the pH
dependence of the listed reactions is similar. Since the pH dependence can vary
from 0 to 60 mV/pH unit to 120 mV/pH unit or be even more complicated, the
potentials of basic solutions are likely to vary significantly from the values for
solutions at pH = 0.

Another tool available is the solubility product. The solubility product
represents the heterogeneous equilibrium constant for the reaction between a
slightly soluble substance and its ions in a saturated solution. For example, for
the reaction

Ag2CrO4 ⇀↽ 2Ag+ + CrO2−
4 (1)

the solubility product is given by

Ksp = [Ag+]2[CrO2−
4 ]

where [Ag+], [CrO2−
4 ] are the saturation concentrations, in moles per liter, of

Ag+ and CrO2−
4 respectively.

The solubility product for metallic ions is well characterized and is tab-
ulated in most chemical handbooks (see, for example, the CRC Handbook of
Chemistry and Physics [14]). This constant therefore provides a very easy and
quick first check on the state of an element in solution. The solubility of the
hydroxide is important in aqueous solutions. From the solubility product con-
stant, a solubility of the ion in the presence of [OH−] can be calculated [15]
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and is shown in Table 2. Obviously, other reactions, other anions, and the wafer
surface itself can change this solubility. Therefore, this table has to be used with
the utmost caution and only as a first, quick reference. A typical example where
this table fails is the solubility of Al at high pH, since, at high pH, Al will be
in solution in the form of [Al(OH)4]−, whereas the table is only valid for Al in
solution as [Al3+].

The published Pourbaix diagrams usually take into account these different
reactions and are therefore usually a more complete set of data to determine the
state of an element in solution. Consider the Pourbaix diagram for Al shown
in Figure 5. At low pH, Al3+ is thermodynamically the most stable form, i.e.,
Al will dissolve as Al3+. At intermediate pH, Al is stable as Al2O3·3H2O
(passivation region) and, at high pH, Al will dissolve as Al(OH)−4 . Metallic Al
exists only at E values below −1.663 V. The deposition of Al onto a hydroxide
terminated oxide surface is shown in Figure 6.

As previously noted, interactions with other anions and with the silicon
wafer itself can change the Pourbaix diagram. It was indicated before that the
hydroxide termination can act as a weak acid group and, therefore, it can interact
with the metallic impurities in solution and can change their state. This will be
the subject of the next section.

It is possible to include the interactions with the wafer surface into a Pour-
baix diagram, but little effort has been undertaken to construct these diagrams.
The previously cited behavior of A1 is a typical example where the omission

Table 2 Solubility of Selected Metal Hydroxides at pH = 7 and pH = 10

Metal Solubility (ppb) at pH = 7 Solubility (ppb) at pH = 10

Al3+ 5 × 10−4 5 × 10−13

Ca2+ Very high Very high
Cu2+ 1 × 103 1 × 10−3

Co2+ 6 × 106 6
Fe2+ 2 × 105 0.2
Fe3+ 1 × 10−10 1 × 10−19

Pb2+ 300 3 × 10−4

Mg2+ Very high 1 × 104

Mn2+ Very high 1 × 103

Hg2+ 6 × 10−4 6 × 10−10

Ni2+ 3 × 106 3
Sn2+ 6 × 10−5 6 × 10−11

Zn2+ 4 × 105 0.4

Source: Ref. 15.
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Figure 5 Pourbaix diagram for Al. Line (a) represents the reduction equilibrium of
water according to the reaction, H2 ↔ 2H+ + 2e− [Ea = 0.0 − 0.591 pH (pH2 =
1 atm)]; Line (b) represents the oxidation equilibrium of water according to the reaction,
2H2O ↔ O2 + 4H+ + 4e− [Eb = 1.229 − 0.591 pH (pO2 = 1 atm)]. (After Pourbaix
et al. [11].)

of these surface interactions leads to completely different conclusions. Even
though Al, in the absence of a silicon wafer, becomes highly soluble at high pH
(in accordance with most published Pourbaix diagrams for Al; Fig. 5), Al will
deposit on the hydroxide silicon surface at high pH very efficiently through its
reaction with the weak acid Si−OH group. When a hydroxide-terminated oxide
surface is present, Al will react with the surface and form (SiO)2Al(OH) or
SiOAl(OH)2 on the surface. This shows clearly that the presence of a wafer in
the solution can change the state of the elements from that shown in a Pourbaix
diagram if that diagram does not take the interactions with the silicon wafer into
account. Not surprisingly, as we will see later, the simple consideration of the
hydroxide solubility, as in Table 2, leads to a more accurate prediction of the
Al behavior on oxide-covered silicon wafers than the more complete Pourbaix
diagram.

Finally, it must be noted that when a metal ion is in an aqueous solution,
it will stabilize its positive charge by surrounding itself with a hydration sphere
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Figure 6 Deposition of Al3+ on hydroxide-terminated oxide surfaces. (From Ref. 16.)

of 6 water molecules [17]. If other species are present in the solution, especially
Lewis bases or anions, the metal can preferentially coordinate with the ligands,
thereby displacing the H2O coordinated to the metal:

M(H2O)x+
6 + yL− ⇀↽ MLy(H2O)

x−y+
6−y (2)

where M = a metal and L = a ligand.
However, this mere fact does not change the further treatment of metallic

ion chemisorption and desorption and therefore will not be considered here.
Moreover, the exact state of metallic ions in a solution is still very controversial.
For all practical purposes it can be represented as an isolated metallic ion in
solution. Similarly, strictly speaking, wherever H+ is being used in the equations,
it should be understood as H3O+, as a proton in solution will immediately be
coordinated with a water molecule. For the purposes of this book, we do not
have to take the exact state of the ions in solution into account and can simplify
this to the more common

Mx+ + yL− ⇀↽ MLx−y+
y (3)
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IV. CHEMISORPTION/DESORPTION OF METALLIC
IMPURITIES ON OXIDE SURFACES

A. Introduction

As indicated above, there are two surfaces of major importance: the oxide sur-
face and the silicon surface. We will first look at the chemisorption/desorption
of metallic impurities on oxide surfaces. Then we will look at some technolog-
ical implications of those mechanisms, and in Section V we will look at the
chemisorption/desorption of metallic impurities on silicon surfaces. In Section
VI we will consider the chemisorption/desorption of metallic impurities on thin
oxide surfaces, a special case of the oxide surface discussed here in Section IV.

B. Chemisorption Mechanisms

The oxide surface can behave as an acid or a base depending on the pH of
the system. As said before, immersed in an aqueous solution, the oxide surface
will convert to a hydroxide-terminated surface (hydrophilic). In a system that
involves only water, the three possible surface species on a hydroxide terminated
oxide surface are Si−OH (neutral), SiOH+

2 (positive), and SiO− (negative). The
equilibrium equations and constants between those three species are [18]:

Si−O−H ⇀↽ SiO− + H+ log K1 = −7.5 (4)

Si−O−H + H+ ⇀↽ Si−O−H+
2 log K2 = (not available) (5)

As can be seen from the equilibrium constant K1, the silanol surface
termination is only weakly acidic. The interaction of metal ions in solution with
the silanol surface group can be described in the same way as a weak acid
ion exchange resin. Even though the H+ is bound fairly strongly (the silanol is
weakly acidic), it can be substituted by a positive metal ion, as shown in the
following reaction:

Mx+ + y (Si−OH) ⇀↽ (Si−O)yM(x−y)+ + yH+ (6)

In fact, the hydroxide-terminated oxide surface behaves very much like
silica gel. The interaction of silica gel with ions in the solution is well charac-
terized and its equilibrium constants are tabulated in the literature. In general,
y ≤ 2. Most likely y > 2 is prohibited by steric hindrance [19]. Therefore,
this means that there are only two reactions to be considered when describing
metallic ion adsorption onto oxide surfaces:

−Si−OH + Mx+ ⇀↽ −Si−O−M(x−1)+ + H+ (7)

2−Si−OH + Mx+ ⇀↽ (−Si−O−)2M(x−2)+ + 2H+ (8)
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Several general conclusions can be drawn from the equations cited above
describing metal adsorption on oxide surfaces. The first is that, based on this
model, it would never be possible to have levels of metal adsorption larger than
the surface concentration of Si−OH which is 4.6–5.5 × 1014/cm2 [19–21]. The
second is that this suggests two ways to reduce the surface adsorption. One is
to increase [H+]; the other is to decrease the free metal ions in the solution
[Mx+]. Hence the often reported and measured pH and metal concentration
dependence of metallic impurity adsorption. For example, the adsorption species
and the estimated equilibrium constants of Fe3+, Cu2+, and Mg2+ on silica gel
are [22]

SiO−H + Fe3+ ⇀↽ SiO−Fe2+ + H+ log K1(int) = −1.77 (9)

SiO−H + Cu2+ ⇀↽ SiO−Cu+ + H+ log K1(int) = −5.52 (10)

SiO−H + Mg2+ ⇀↽ SiO−Mg+ + H+ log K1(int) = −7.7 (11)

2SiO−H + Fe3+ ⇀↽ (SiO)2Fe+ + 2H+ log K2(int) = −4.22 (12)

2SiO−H + Cu2+ ⇀↽ (SiO)2Cu + 2H+ log K2(int) = −11.19 (13)

2SiO−H + Mg2+ ⇀↽ (SiO)2Mg + 2H+ log K2(int) = −17.15 (14)

Figure 7 shows the modeling results on the surface species distribution
for those metals ions on silica gel. The relative contributions of reactions (9) to
(13) to the overall adsorption process as a function of pH are clearly illustrated.

Figure 7 Distribution of surface species for Fe, Cu, and Mg adsorptions onto silica at
25◦C as a function of pH. SiO2 = 1M, [Fe3+] = [Cu2+] = [Mg2+] = 10 ppb. (From
Ref. 22.)
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Reaction (14), which occurs at pH higher than 10, is not shown in Figure 7.
Fe3+ starts to adsorb near pH 2, Cu2+ at pH 6, and Mg2+ at pH 8. From these
reactions it is clear that Fe3+ adsorption increases with Fe3+ concentration in
the solution, even at acidic pH values. This was experimentally confirmed by
Rotondaro et al. [23] and is shown in Figure 8.

Using the equilibrium constants for silica gel in the case of oxide surfaces
provides us with tabulated values from the literature. As shown above, using
these values in the case of Fe3+ would predict the adsorption of Fe3+ to start
around pH 2. This was confirmed experimentally by Hurd et al. [19]. Figure 9
shows the experimental result. In this figure, the surface adsorption of Fe3+
on oxide surfaces is shown as a function of pH. It can be clearly seen that
Fe3+ starts to adsorb on oxide surfaces at pH 2. This agrees very well with the

Figure 8 Fe and Zn adsorption on oxide surfaces as a function of contamination in
the solution and as a function of pH. The pH values are adjusted by spiking with HNO3
and are varied between 1.7 and 3.5. (From Ref. 23.)
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Figure 9 Iron concentration remaining on chemical and thermal oxide surfaces fol-
lowing a 10 min immersion in 100 ppb spiked HCl solutions of varying pH. (From
Ref. 19.)

equilibrium constants that are tabulated for Fe3+ on silica gel. Moreover, from
Figure 9 it can be seen that there are only minor differences between different
sources of oxide.

As stated before, the adsorption of metallic ions onto oxide surfaces, for all
practical purposes, can be adequately described by reactions (7) and (8) above.
The stability constants for both these surface complexes that are formed can be
defined as follows:

K1(int) = {≡ SiOMx−1+}[H+]
{SiOH}[Mx+] and K2(int) = {(≡ SiO)2Mx−2+}[H+]2

{SiOH}2[Mx+]
where pressure, temperature, and ionic concentration (P , T , I ) are held constant,
{ } indicates surface concentration, and [ ] indicates a solution concentration.

Even though the exact stability constants for an oxide surface on a silicon
wafer are usually unknown, the tabulated values for silica gel, which are widely
available in the literature, can be used to predict and model the adsorption
behavior. However, it can happen that the stability constant of silica gel with a
particular metallic ion of interest cannot be found. In such a case, the behavior
of that metal with the oxide surface can still be predicted based on an analogous
mechanism known as the hydrolysis of metallic ions. It has been noted [17] that
the −Si−OH groups covering the silica surface are chemically similar to the
H−OH of water and thus a valuable guide as to how aggressively a metal will
react with the silanol groups on the silica surface is provided by the metal’s
hydrolysis behavior. Because of this similarity, the more readily hydrolyzable
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a metal is the more readily it will bond with the oxide surface. Since very
simple rules exist to predict the hydrolysis, we can use these rules to predict
the adsorption of metals to oxide surfaces. This is especially useful in those
cases where the stability constants of the particular metal with silica gel are not
available.

Hydrolysis can simply be described by the coordination of a metallic ion
in solution with water while ejecting a proton:

Mx+ + yOH−H ⇀↽ M(OH)x−y+
y + yH+ (15)

y can be larger than x. For example, Al3+, Zn2+, and Cr3+ will form [Al(OH)4]−,
[Zn(OH)4]2−, and [Cr(OH)4]−. Sometimes this will be written as a metallic ion
surrounded with 6 water molecules. However, this is not really relevant for the
description of metallic ion adsorption on to oxide surfaces, as noted earlier.

The analogy of oxide surface adsorption with hydrolysis provides us with
two important instruments to use. First, if we cannot find the stability constant of
the metal with silica gel in the literature, we can look for the hydrolysis constant
of the metallic ion and if this is available in the literature, we can derive the
stability constant of the silica surface with the metal as follows [24]:

log Ks = −0.09 + 0.62 log Kh

where Kh is the hydrolysis constant of the metal ion and Ks is the stability
constant of the metal ion with silica gel. As mentioned earlier, the stability
constant of a metal ion with silica gel is a good approximation of its stability
constant with the oxide surface on a silicon wafer.

Additionally, if the hydrolysis constant cannot be found, we can use a
simple rule to predict the relative value of the hydrolysis and therefore of the
surface complex stability constant. The charge density (ionic charge/ionic radius)
of a metallic ion gives a rough guide to determine how readily a metal ion will
hydrolyze [25]. The higher this number, the more easily an ion will hydrolyze;
i.e., small ions with multiple charges will easily hydrolyze, whereas large single
charged ions will hardly undergo hydrolysis. For example, Al3+, which is a
small ion triple charged, will easily be hydrolyzed. This is shown in Figure 10.

Loewenstein and Mertens [21] confirmed this for metallic ion adsorption
to oxides on silicon wafers. They found a good correlation between the metal
coverage on oxide layers on silicon wafers and the ratio ionic charge/ionic
radius. The solubility of the hydroxides as shown in Table 2 follows the same
dependency and follows a very analogous reaction path, since it is a particular
form of hydrolysis. This explains why the solubility table initially gave such
a good prediction of the metallic impurity adsorption on oxide surfaces [5].
It has the same pH dependency and follows the same relative order between
different metallic ions. Thus it provides us with an additional engineering tool.
The solubility table can be used to get a quick idea of how likely a metallic
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Figure 10 Hydrolysis stability constant as a function of charge density (ionic
charge/ionic radius). (From Ref. 26.)

ion will chemisorb on oxide surfaces and it can even provide an indication
around which pH values the chemisorption will start. Similar information is
found on a Pourbaix diagram. Indeed, the hydrolysis behavior of a metallic
ion can also be read from a Pourbaix diagram. This explains the success of
using a Pourbaix diagram in predicting the metallic ion chemisorption on oxide
surfaces, since the same tendencies can be observed. However, it is difficult to
explain the difference between oxide and silicon surfaces if precipitation were
the main contamination mechanisms. Moreover, a thorough rinsing should be
able to remove most precipitates.

Finally, it must be noted that when dealing with solutions of pH > 9,
oxide is being etched at an appreciable rate and as such the surface is changing
continuously. However, Loewenstein (21) showed that equilibrium conditions
occur almost instantaneously and, therefore, there is almost no time and no
etching rate dependence.

Loewenstein (21) also showed that at high pH, the solution contains other
cations in addition to metallic impurity cations and H+ ions. In the case of
a standard SC-1 solution, the majority of cations will be NH+

4 . These cations
react in a similar manner as the metallic cations and therefore will terminate the
silanol groups according to the following reaction:

−Si−O− + NH+
4

⇀↽ −Si−O−NH4 (16)

This means that less silanol groups are available to react with the metallic ions
in the solution, since silanol groups terminated with NH4+ are inaccessible for
metallic ions. This predicts that the higher the NH4OH concentration in an SC1
solution, the lower the metallic impurity concentration, which has been observed
(21).
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Now, we can understand the chemisorption of cations to a silanol-termi-
nated surface as a competitive chemisorption between the various cations in the
solution, H+, NH+

4 and the metallic cation impurities.

−Si−O− + H+ ⇀↽ −Si−O−H (17)

−Si−O− + NH+
4

⇀↽ −Si−O−NH4 (18)

−Si−O− + Mx+ ⇀↽ −Si−O−M(x−1)+ (19)

The chemisorption reaction of metallic impurities on the silanol-terminated
surface shown earlier as chemical reaction (7) is actually a combination of the
reactions (17) and (19). From reactions (17), (18), and (19) a more general
conclusion can be drawn: in order to reduce the metallic impurity adsorption
onto silicon oxide surfaces, one can:

1. Increase the H+ concentration (making the solution acidic) and/or
2. Increase the NH+ concentration (adding NH4OH or an ammonium

salt)
3. Decrease the Mx+ concentration (adding a chelating ligand).

This may offer the explanation for the sometimes reported observation that BHF
resulted in higher yields on LOCOS structures than dilute HF (higher NH+

4
concentration in BHF).

C. Desorption Mechanisms

The first and foremost requirement in designing a cleaning solution is that the
metallic ions to be removed must be soluble in the solution. The second require-
ment is that the solution must exchange the chemisorbed surface metallic ions
with H+. Alternatively, NH+

4 can be used to terminate the surface, or the surface
can be left as Si−O− and metallic impurities can be bound in the solution.

As explained earlier in this chapter, in order to determine whether a metal-
lic ion is soluble in the cleaning solution, one can use the Pourbaix diagrams
or the Standard Reduction Potential tables. The Pourbaix diagrams show the pH
dependency, but often do not include the interactions with all the anions in the
solution. That is, a standard Pourbaix diagram as published in the Atlas [11]
will not show the effect of NH4OH when studying a SC-1 (or APM) solution as
indicated earlier. However, as also shown earlier, the effect of NH4OH can easily
be added to the diagram. Strictly speaking, standard reduction tables are only
applicable at pH = 0, but when describing acid solutions, the relative order of
the reactions in the table usually are still valid. The advantage of this approach
is that more reactions can be considered simultaneously.
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The second requirement states that the solution exchanges the surface
metallic ions, which are chemisorbed to the oxide surface, with H+. Techno-
logically, this is the most common approach. Later we will see that we can do
this also with NH+

4 and chelating agents. From the previous section, we saw
that one way to drive the surface concentration down is to increase [H+], i.e.,
make the solution more acidic; the other way is to drive down the [M+]. [M+]
is the concentration of the free metal ion. One way to drive the free metal ion
concentration down is to add a competing ligand to the solution. If the ligand-
metal complex is more stable than the oxide-metal complex and if that complex
is also soluble, then the ligand can effectively prevent the metal from adsorbing
on the surface and from precipitating out of solution. A comparison of ligand
stability constants with the metal-silica gel complex constants will indicate how
effectively a ligand will be in preventing metal adsorption on oxide surfaces.

We will now study a couple examples of these general guidelines. Metals
are always soluble in their ionized state. Other soluble forms exist as well, but if
one wants to design a solution in which a multitude of metallic ions are soluble,
one has to make the solution such that the most noble metal which is of interest
is still ionized. For acid solutions with pH values close to 0, this can easily be
seen from the Standard Reduction Potential series (see Table 3).

In Table 3, the standard reduction potentials of some common elements are
listed. The most common oxidizing species is dissolved oxygen. This is always

Table 3 Standard Reduction Potential of Selected Elements

Eo (V vs. NHE)

O3 + 2H+ + 2e− ⇔ O2 + H2O 2.07
H2O2 + 2H+ + 2e− ⇔ 2H2O 1.776
Au3+ + 3e− ⇔ Au 1.50
O2 + 4H+ + 4e− ⇔ 2H2O 1.229
Ag+ + e− ⇔ Ag 0.799
Cu+ + e− ⇔ Cu 0.521
Cu2+ + e− ⇔ Cu 0.337
2H+ + 2e− ⇔ H2 0.000
Pb2+ + 2e− ⇔ Pb −0.126
Ni2+ + 2e− ⇔ Ni −0.257
Fe2+ + 2e− ⇔ Fe −0.440
SiO2 + 4H+ + 4e− ⇔ Si + 2H2O −0.857
A3+ + 3e− ⇔ Al −1.662
Mg2+ + 2e− ⇔ Mg −2.37
Na+ + e− ⇔ Na −2.714

Source: Ref. 12.
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present in aqueous solutions. If no other oxidizing species is used in the solution,
the oxidation potential of the solution will be determined by O2. At pH = 0 and
saturated with 1 atm of O2, the potential of dissolved O2 is 1.229 V. As can be
seen from the table, this is enough to oxidize most of the common contaminants
encountered, including Cu2+. Therefore, acidic solutions that are saturated with
O2 are generally good solutions for removing metallic ions from oxide surfaces,
since they meet both requirements for most common metals. This has been
known for over 30 years, as is shown in Figure 11, after Kern and Puotinen
[6]. The most common choice for the acid is HCl. Other acids may be used as
well. The choice of the acid has to be such that the anion introduced (Cl− in
the case of HCl) does not form any insoluble precipitates with common metallic
impurities. On top of that, the acid itself should be relatively inert to oxidation,
since, as we will see further, usually these acid solutions are used in the presence
of an oxidizer. Finally, the anion introduced should not form chemical bonds
with the surface to be cleaned. As an example, H2CO3 is convenient, since it

Figure 11 Efficiency of water, HCl (38% and 19%) and HF for desorbing adsorbates
from silicon and germanium. Fe deposits from hot NaOH were used. All rinsing treat-
ments were conducted at 23◦C. Number of bonding sites for Si and Ge are indicated for
reference. (From Ref. 6.)
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can be introduced by bubbling CO2 gas into DI-water, but, while acidifying, it
also introduces the HCO−

3 and CO2−
3 ions into solution which form insoluble

precipitates with many metallic ions, including the important contaminant Ca2+
[27,28]. Therefore, this acid is not preferred for metallic impurity removal. Good
choices for the acid include HNO3, H2SO4, and HCl. The most common choice
is HCl. This was originally driven by the fact that HCl is a dissolved gas and as
such it is expected to leave little or no residues behind. Disadvantages of HCl
include the fact that it can be oxidized by both H2O2 and O3 to Cl2, HClO,
and HClO2 and the fact that the Cl− ion adheres easily to solid surfaces. The
oxidation of Cl− can be observed in SC-2 solutions as evidenced by the rapid
decomposition of the H2O2. Nevertheless, the continued use of SC-2 solutions in
the industry for over 30 years proves that these disadvantages can be dealt with
in a manufacturing line. This is mainly due to the fact that the exact amount of
oxidizing agent and acid is not so important. The removal of metallic impurities
from an oxide surface will be effective over a wide process window of H2O2
and HCl concentrations.

More recently, Glick [29] showed similar results. He compared the effi-
ciency of dilute HCl with that of SC2 (HCl with H2O2 added as an oxidizer)
in removing both iron and zinc (Fig. 12). From Figure 12, we can see that the
addition of H2O2 does not help in the removal of iron or zinc from oxide sur-
faces. These results were confirmed by Rotondaro et al. [23] and Hurd et al.
[19]. Hurd et al. showed similar efficiencies for other elements such as Ca, Mn
and Ni (Table 4).

The effect of the [H+] concentration on the desorption can also easily be
measured. Hurd et al. [19] published the efficiency of the removal of Fe, Ca,
and Zn from oxide surfaces as a function of the dilution of the HCl which was
used (Fig. 13).

As stated previously, the Standard Reduction Potential table (Table 3)
should only be used when dealing with acid solutions with pH values close
to 0. When using very dilute solutions such as in Figure 13, the pH will be
substantially different from 0 and the use of the Standard Reduction Potential
table becomes less accurate. In this case a Pourbaix diagram should be used. In
Figure 14, the Pourbaix diagram for Fe is shown with several cleaning solutions.
As can be seen from this diagram, the solubility of Fe is almost equal for
concentrated HCl or SC2 (or even HF) solutions. However, when using dilute
HCl solutions, the solubility will be substantially reduced. Even so, the measured
reduction in removal efficiency for Fe when using dilute HCl solutions (Fig. 13)
is most likely a result of the reduced ion exchange at the surface of the oxide at
a reduced [H+] concentration rather than being caused by the reduced solubility
of Fe3+ in the solution.

A particular element of interest is Cu. Cu is being used extensively in the
semiconductor manufacturing lines as an impurity element in Al alloys or as
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Figure 12 Iron and zinc removal with dilute HCl and SC2 solutions at varying tem-
peratures. (From Ref. 29.)

a conductor material itself. Moreover, Cu is often the most noble element [or
highest on the Standard Reduction Potential table (Table 3)] of the contamination
elements to be removed. From Table 3, we can already see that Cu will be
oxidized by dissolved O2. This can also be seen from the Pourbaix diagram
shown in Figure 15.
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Table 4 Selected Metallic Ion Removal with Dilute HCl and SC2 Solutions

Ca Mn Fe Ni Zn

Cleaning (1010 atoms/cm2)

Initial contamination (SC1) 9.2 0.9 357 2.1 37
SC2 (1/1/5, HCl/H2O2/H2O) 0.6 <0.1 1.4 0.7 0.6
HCl (1/6, HCl/H2O) 1.2 <0.3 1.1 1.8 1.3

Source: Ref. 19.

In Figure 15, it is clearly shown that both SC-2 solutions and HCl solutions
fall into the soluble Cu2+ region. This proves that the addition of H2O2 to HCl
is not necessary to remove Cu from oxide surfaces, contrary to common belief.
This has been confirmed experimentally by Hurd et al. [17].

However, the addition of H2O2 to HCl to yield a general metallic impurity
cleaning solution is not completely useless. In fact, it is a good practice. In state-
of-the-art fabs, degassified DI water is commonly used. This is usually used
to prevent any unwanted oxidation of exposed bare Si. However, when using
degassified DI water, one cannot rely anymore on the presence of dissolved O2
to keep the ions oxidized in solution and precipitation may occur. If the fab uses
a central degassification stage in the DI water production, the level of dissolved

Figure 13 Removal of metallic impurities with dilute HCl at 25◦C as a function of
dilution. (From Ref. 19.)
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Figure 14 Pourbaix diagram for Fe with the following solutions listed: SC2, HCl (con-
centrated), HF, and dilute HCl (dHCl). Line (a) represents the reduction equilibrium of
water according to the reaction, H2 ↔ 2H+ + 2e− [Ea = 0.0 − 0.591 pH (pH2 =
1 atm)]; Line (b) represents the oxidation equilibrium of water according to the reac-
tion, 2H2O ↔ O2 + 4H+ + 4e− [Eb = 1.229 − 0.591 pH (pO2 = 1 atm)]. (After
Verhaverbeke et al. [12].)

oxygen at point of use is relatively uncertain and depends on any contact with
air in between the degassification stage and the point of use. This may vary
between different points of use in the fab. When using pure HCl solutions to
remove metallic contamination, one specifically relies on the oxidizing action of
this uncertain dissolved oxygen to keep exchanged metals oxidized and therefore
to keep them from precipitating. In order to remove this uncertainty, it is good
practice to add some H2O2 to the solution to assure the oxidation power of the
solution for all elements of concern.

When H2O2 is added to the solution, the oxidation power of the solution
will be dominated by the H2O2 reduction half-reaction [12]:

H2O2 + 2H+ + 2e− ⇀↽ 2H2O (20)

The oxidation potential of this reaction is

E = Eo + 0.0347 log [H2O2] = 1.78 − RT

F
pH + 0.0347 log [H2O2]
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Figure 15 Pourbaix diagram for Cu showing both SC2 and HCl solution in the soluble
Cu2+ region. Line (a) represents the reduction equilibrium of water according to the
reaction, H2 ↔ 2H+ + 2e− [Ea = 0.0 − 0.591 pH (pH2 = 1 atm)]; Line (b) represents
the oxidation equilibrium of water according to the reaction, 2H2O ↔ O2 + 4H+ +
4e− [Eb = 1.229 − 0.591 pH (pO2 = 1 atm)]. (From Ref. 12.)

In 1 M HCl solutions (pH = 0), this gives

[H2O2] = 1 mol/L ⇒ E = 1.78 V

[H2O2] = 0.26 × 10−3 mol/L (10 ppm) ⇒ E = 1.66 V

Clearly, the oxidation potential is very weakly dependent on the H2O2 concen-
tration, and therefore H2O2 should only be added in low concentrations. As a
comparison, one has to keep in mind that a solution, which is saturated with
O2, contains dissolved O2 of the order of 10 ppm.

In addition to the assurance of oxidation power in the solution, when deal-
ing with degassified water, some metallic ions have a higher oxidation potential
than oxygen. Au has a standard reduction potential of 1.5 V and will not be
oxidized by O2. In order to oxidize Au, a stronger oxidizer is necessary. This
can be seen from the Standard Reduction Potential series (Table 3). This was
the original reason why Kern and Puotinen [6] added H2O2 to HCl in order
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to create the “universal” metallic impurity cleaning solution. We can also see
this from a Pourbaix diagram for Au. The Pourbaix diagram for Au is shown
in Figure 16. It is clear that Au is not soluble in an HCl solution, but will be
dissolved in an SC-2 solution. Experimentally Kern and Puotinen confirmed that
hot SC-2 solutions were able to remove Au from oxide surfaces. This is shown
in Figure 17.

Alternatively to H2O2, O3 can be added to the solution. O3, as can be
seen from Table 3, will provide an even greater oxidation power than H2O2.
Even though the oxidation power of H2O2 is more than sufficient, the use of
O3 can be justified by cheaper consumables. O3 can be generated at point of
use from O2. Recently, this practice is becoming more accepted (see Chap. 9
and panel discussion at the Balazs 2000 SPWCC). However, it is not clear if the
dissolution at point of use of simple O2 instead of O3 wouldn’t give the same

Figure 16 Pourbaix diagram for Au showing SC-2 solutions in the soluble region and
HCl solutions in the insoluble region. Line (a) represents the reduction equilibrium of
water according to the reaction, H2 ↔ 2H+ + 2e− [Ea = 0.0 − 0.591 pH (pH2 =
1 atm)]; Line (b) represents the oxidation equilibrium of water according to the reaction,
2H2O ↔ O2 + 4H+ + 4e− [Eb = 1.229 − 0.591 pH (pO2 = 1 atm)]. (From Ref. 12.)
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Figure 17 Desorption efficiency for gold labeled with Au195 from fused quartz under
various conditions. (From Ref. 6.)
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results. In most cases the uncertainty of the level of dissolved oxygen in state-
of-the-art fabs can be removed by purposely dissolving O2 and even saturating
metallic removal solutions with O2 at 1 atm.

Finally, the discussion related to the use of an oxidizer in metallic re-
moval solutions is not only applicable to these cleaning solutions, but is equally
applicable to the subsequent rinsing solution. This was clearly pointed out by
Loewenstein and Mertens [21]. Rinsing solutions which follow metallic removal
solutions and which are used on oxide surfaces need to contain an oxidizer to
prevent any metallic impurity precipitation in the subsequent rinsing solution.
The easiest way is to saturate the rinsing solution with O2. Even though this
practice is not very widespread, isolated incidents have been reported when
fabs introduced central degassification as part of their DI water plants. Most of
these incidents can be traced back to metal outplating (see the next section) or
precipitation in the absence of O2 in the rinse water.

D. Summary and Conclusions

In Section IV we showed the mechanisms and the tools we have to manipulate
the desorption mechanism (surface ion exchange) and the solubility of the dis-
solved ion. We have seen that the interaction of metal ions in solution with the
silanol surface group can be described in the same way as a weakly acid ion ex-
change resin. The equilibrium reaction governing chemisorption/desorption was
described by the Equation (6) repeated here:

Mx+ + y(Si−OH) ⇀↽ (Si−O)yM(x−y)+ + yH+ (6)

From this equation, one can see that there are two ways to desorb a metallic
ion from the oxide surface. The first way is to increase [H+]. Acidifying the
solution produces at the same time a solution in which most common metallic
ions are soluble, provided that a suitable oxidizer, such as dissolved O2, H2O2,
or O3, is present in the solution to prevent any reduction, especially of such
metallic ions as Cu2+. This is the basis of the most common metallic impurity
removing solution, i.e., SC-2.

However, the chemisorption/desorption equilibrium equation provides us
with another mechanism for metallic impurity removal, i.e., decreasing the free
metal ion concentration in the solution [Mx+]. If this is achieved by binding the
free metal with a ligand so that the combined complex remains soluble, we have
created the same conditions for metallic impurity removal as the common SC-2
solution. These ligands are commonly referred to as chelating, complexing, or
sequestering agents. Typical chelating agents are polyacrylates, carbonates, phos-
phonates, and gluconates. The ethylenediaminetetraacetic acid (EDTA) family
is very popular. In 1991, Verhaverbeke et al. [27] showed the benefit of EDTA
as a chelating agent in SC-1 solutions. More recently, this approach has gained
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more popularity and presently several companies are offering chemicals with ap-
propriate chelating agents added. One of the problems encountered with many
chelating agents, including EDTA, is that the metal complexes are being sent
through the waste treatment systems and into the environment. However, chelat-
ing agents exist which are both effective and can be treated appropriately in the
waste treatment system, e.g., EDDS.

The advantage of this approach to metallic impurity removal is that the
acid environment is not necessary anymore. Using chelating agents, metallic
impurities can be removed from oxide surfaces at alkaline pH values, which is
commonly used to remove particles such as the ubiquitous SC-1 solution [6]
(an aqueous mixture of NH4OH and H2O2). This opens the door for an all-in-
one, universal cleaning solution. The effectiveness in removing metals of such
a solution is shown in Figure 18 for Fe, Al, Cu, and Ca.

The surface metallic contamination remaining can be described by the
following formula:

{≡ SiOMx−1+} = K1(int) ∗ {SiOH} ∗ [Mx+]
[H+]

Therefore, when raising the pH, if [Mx+] can be reduced by binding the
metallic impurities with a ligand to the same extent that [H+] is reduced by
raising the pH, the same final metallic impurity concentration on the oxide
surface will result. When comparing SC-1 solutions with SC-2 solutions, the
free metal ion concentration has to be reduced by 1010 through binding with
a chelating agent to achieve a similar metallic removal efficiency. Loewenstein

Figure 18 Removal of metallic contamination (Fe, Al, Cu, and Ca) in SC-1 (or APM)
cleaning solutions with and without a chelating agent (MC-1). (From Ref. 30.)
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(21) has shown that this is a worst case, since from experimental observations,
the equation looks on the average like:

{≡ SiOMx−1+} = K1(int) ∗ {SiOH} ∗ [Mx+]0.54

[H+]0.3

The reason for the change in exponents, is the competition between NH+
4 ,

H+ and metallic ions for available chemisorption sites. The components are
slightly different for different metallic cations. This makes the effect of increas-
ing the pH much less than the binding of the free metallic ions. According to
this equation, a similar metallic impurity removal can be expected if the free
metal ion concentration can be reduced by 106. In the particular case of Fe+++,
the reduction in free ions of roughly 103, has a similar effect as a reduction in
pH from the alkaline SC-1 to the acid SC-2 solution.

V. CHEMISORPTION/DESORPTION OF METALLIC
IMPURITIES ON BARE SILICON SURFACES

A. Introduction

In this section we will look at the chemisorption/desorption of metallic im-
purities on bare silicon surfaces. The mechanisms taking part in chemisorp-
tion/desorption on bare silicon surfaces are substantially different from the same
mechanisms on oxide surfaces. Whereas the surface changes with acids, bases,
and the ion competition were the most important mechanisms for chemisorp-
tion/adsorption on oxide surfaces, the adsorption of metallic impurities on silicon
surfaces will be mainly determined by outplating and physical adsorption. The
removal of metallic impurities from the silicon surface will be mainly by oxida-
tion or decomposition of the impurity (necessarily together with the underlying
silicon) and by etching of the surface layer. Obviously when oxidizing, an oxide
surface will be formed; therefore the same mechanisms discussed in Section IV
for the oxide surface come into play once the entire surface is covered with an
oxide. For physically adsorbed impurities, physical desorption by solvents (such
as rinsing water) and surfactants will be possible together with decomposition of
precipitates, if precipitation on the surface is occurring. The bare silicon surface
of interest here is the hydride-terminated surface for reasons explained earlier.
Finally, once dissolved, the same guidelines and rules for the solubility or the
state of metallic ion in solution, as in Section IV, still apply here.

B. Adhesion Mechanisms on Bare Si Surfaces

The three main mechanisms by which metallic impurities contaminate a bare
hydride-passivated Si surface are 1) electrochemical deposition, 2) precipitation,
and 3) physisorption.
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Precipitation is a specific contamination case by physisorption and takes
place whenever the concentration of the contaminant in the solution exceeds its
solubility. A typical example of this is the adhesion of Ca and Mg to a bare
silicon surface in HF solutions as CaF2 and MgF2 precipitates:

Ca2+ + 2F− ⇀↽ CaF2 (21)

CaF2 is only sparingly soluble in HF solutions. Exchanging the F− ions
with other anions can easily prevent precipitation. Indeed, when an acid stronger
than HF is added to a dilute hydrofluoric solution, no more CaF2 or MgF2 precip-
itation will occur [28]. At medium and high pH, metal-hydroxide precipitation
is possible with several common contaminants. At high pH, bare silicon is being
etched quite rapidly and this, of course, complicates the precipitate settling.

Even though physisorption and precipitation is the only contamination
mechanism for most impurity elements on a bare silicon surface, the remainder of
Section V will deal with the electrochemical deposition mechanism. Even though
the electrochemical deposition mechanism applies to only a limited subset of the
metallic impurities on a bare silicon surface, the resulting contamination levels
are several orders of magnitude higher than from the physisorption mechanism.
Because of these high contamination levels, it is important to understand and
control electrochemical deposition. Moreover, one of the elements which can
contaminate bare silicon by this mechanism is Cu. Cu is being used not only
in an alloy with Al, but more and more frequently as the primary metallic
conductor on a silicon chip. This widespread usage will increase the chances of
Cu contamination on silicon wafers.

C. Electrochemical Metal Deposition on Bare Silicon

Metals which exhibit a higher electronegativity or a standard reduction potential
higher than Si can potentially undergo electrochemical metal deposition by ex-
changing electrons with the Si surface [31,32]. Table 5 shows the redox potential
(standard reduction potential) of major metals.

As can be seen from Table 5, quite a few common metallic impurities have
a higher standard reduction potential than silicon, e.g., Cu2+, Ni2+, and Fe2+ to
name a few. Other common metallic impurities have a lower standard reduction
potential, such as Al3+, Ca2+, Na+, and K+. These metal ions can only deposit
on the bare silicon surface by precipitation or physical adsorption. However, in
order to determine if electrochemical deposition can occur, as will later become
clear, when bare silicon is passivated with hydrogen, the actual mixed potential
or the corrosion potential of the silicon surface has to be considered and not
just the standard reduction potential. Passivated silicon has the characteristic
of an irreversible potential electrode—it acts as a highly polarizable electrode.
The actual corrosion potential of the silicon can be substantially higher than the
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Table 5 Standard Reduction Potential of Major Metals and Hydrogen

Standard reduction potential Eo

Element (V vs. NHE)




These metals can potentially and
thermodynamically react with
bare silicon and plate out.

Au+/Au 1.692
Au3+/Au 1.5
Pt2+/Pt 1.188
Pd2+/Pd 0.951
Ag+/Ag 0.799
Hg2+/Hg 0.797
Cu2+/Cu 0.337
Ge2+/Ge 0.24
W3+/W 0.1
H+/H2 (N HE) 0
Pb2+/Pb −0.126
Sn2+/Sn −0.1375
In+/In −0.14
Mo3+/Mo −0.200
Ga+/Ga −0.2
Ni2+/Ni −0.257
Co2+/Co −0.28
Cd2+/Cd −0.403
Fe2+/Fe −0.440
Ta3+/Ta −0.6
Cr3+/Cr −0.744
Zn2+/Zn −0.762

SiO2/Si −0.857

Al3+/Al −1.662
Mg2+/Mg −2.37
Ca2+/Ca −2.866
Na+/Na −2.714
K+/K −2.924

Source: Ref. 14.

reversible standard reduction potential, which is −0.857 V vs. NHE (Table 5).
The mixed potential of the silicon surface is the standard reduction potential
plus the overpotential. This overpotential is determined by the Tafel slope of
the silicon oxidation reaction and the concentration and nature of the oxidizing
species oxidizing the silicon. At any time in any aqueous solution, an oxidizer
for silicon will be present. In pure water the only two oxidizers present are
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dissolved O2 and H+. The corrosion potential of the silicon surface will always
be in between the standard reduction potential of the silicon (−0.857 V) and the
standard reduction potential of the oxidizer, which is 1.229 V for oxygen and
0.00 V for H+. Exactly where in between these two numbers the mixed potential
of the silicon surface really is depends on the overpotential for the oxidation of
silicon and the overpotential for the reduction of either oxygen or H+, whichever
is dominant. It is sometimes assumed that metals with a negative redox potential
can never be deposited on Si, since the H2 evolution will always dominate.
However, in the absence of oxygen, the corrosion potential of the silicon surface
will be between the hydrogen evolution and the silicon oxidation. Since the
hydrogen evolution can exhibit a very high overpotential on some electrodes,
including silicon, the actual corrosion potential on the silicon surface can be
significantly less than the standard reduction potential of the H2 evolution. The
silicon corrosion potential can therefore under certain circumstances be even
more negative than, say, Ni2+/Ni (−0.250 V) and Fe2+/Fe (−0.440 V). Under
these circumstances, electrochemical deposition can potentially occur with Ni2+
and Fe2+. As we will see later, this can occur in completely degassified solutions.
Indeed, whenever the mixed potential of the silicon surface is below the standard
reduction potential of the particular metallic impurity, that impurity can deposit
on the silicon surface. Nevertheless, the likelihood of electrochemical deposition
of a metallic impurity will decrease with decreasing standard reduction potential
and whether at all possible will be dependent on the dissolved oxidizers, such
as oxygen, in the solution. As an example, Figure 19 shows how much metal
deposits on the Si surface in DHF solutions and ultrapure water spiked with
1 ppm of Cu, Fe, and Ni [33].

It is clear from Figure 19 that the higher the standard reduction potential,
the more electrochemical deposition that will occur. Electrochemical deposition
will follow the following order: Cu2+ > Ni2+ > Fe2+. Therefore, for the re-
mainder of this section, Cu2+ will be used as the example element, since the
effects will be most pronounced for Cu2+. There are contaminants even more
likely than Cu2+ to deposit onto the bare silicon, such as Hg2+, Ag+, Pd2+,
Pt2+, and Au+, but these contaminants are less common than Cu2+.

Cu2+ ions deposit onto the bare silicon surface in the form of metallic
particles [33] (see Fig. 20). Moreover, in HF solutions, Cu2+ deposition causes
pits in the silicon surface. The number and diameter of the pits agree very well
with the number and size of metallic Cu particles. The electrochemical reduction
of Cu2+ ions follows the following half-cell reaction:

Cu2+ + 2e− ⇀↽ Cu Eo = 0.337 (V vs. NHE) (22)

where Eo = standard reduction potential (redox potential in a standard state).
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Figure 19 Metal deposition on a Si surface from 1 ppm solutions of Cu, Fe and Ni in
(a) DHF solutions and (b) ultrapure water. (From Ref. 33.)

The other half-cell reaction is the oxidation of Si:

SiO2 + 4H+ + 4e− ⇀↽ Si + 2H2O Eo = −0.857 (V vs. NHE) (23)

The potential of the silicon oxidation half-cell reaction is pH dependent, i.e. it
decreases with 60 mV/unit pH increase. In any case, the Cu2+ ion always has a
much higher redox potential than Si. While depositing Cu, SiO2 is formed and
if this is happening in an HF solution, HF will immediately etch the formed
oxide. This causes the formation of a pit. Figure 20 shows SEM images of
the Si surface with Cu deposition from: 1) 0.5% DHF; 2) ultrapure water; and
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Figure 20 SEM images of a Si surface after Cu deposition from (a) DHF (0.5%)
solution, (b) ultrapure water and (c) KF solution, each spiked with Cu using CuCl2
(dipping time = 3 min). (From Ref. 33.)

3) a KF solution. Figure 21 shows the AFM images of the Si surface after Cu
particles are removed by SPM cleaning (10 min).

As can be seen in Figure 21, many pits are detected on the Si surface on
which Cu was deposited from the DHF solution. On the other hand, no pits are
detected on the Si surface on which Cu2+ was deposited from either ultrapure
water or the KF solution.

Figure 22 shows the mechanism of Cu2+ deposition onto Si surfaces in
solutions. Firstly Cu2+ ions in the vicinity of the Si surface withdraw electrons
from the Si and are deposited in a form of metallic Cu. This is how a nucleus of
a Cu particle is formed. Subsequently, it becomes easier to exchange electrons
with the silicon through this Cu electrode, and therefore more Cu2+ will deposit

Figure 21 AFM images of the Si surface after Cu particles are removed by SPM
cleaning (10 min). Cu was deposited in either DHF (0.5%) solution, ultrapure water or
a KF solution. (See Fig. 20.) (From Ref. 33.)
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Figure 22 Mechanism of Cu2+ deposition onto Si surfaces in solutions. (From
Ref. 33.)

on the now formed electrode. Accordingly, the Si surface around the Cu particle
must be oxidized to SiO2. In HF solutions, this oxide is continuously etched
away and a pit is formed. In ultrapure water and in KF solution, a local oxide is
grown which is incorporated into a chemical oxide subsequently formed when
immersing the silicon in an SPM solution. When etching this entire chemical
oxide away, no residual damage can be found on the silicon surface. The Cu
nucleus is started where the Si surface is electrically active. The silicon surface
is terminated with a stable hydrogen passivation in DHF solutions. Electron
exchange can hardly take place. In other words, a large overpotential is necessary
to oxidize the silicon and the oxidation rate will be extremely slow. However,
Cl− or Br− ions or OH− ions can replace the H passivation locally, especially at
kink sites, such as steps on the surface. If any of these anions are present in the
solution, electrochemical deposition of Cu2+ on silicon will be greatly catalyzed.
In DHF solutions, trace amounts of Cl− and Br−, 1 ppm and 10 ppb, respectively,
have been reported to be enough to start the electrochemical deposition [33].
OH− ions are abundant in ultrapure water (pH = 7) and this explains why Cu
deposits so easily in ultrapure water on silicon surfaces, whereas the deposition
is much less in HF solutions. Figure 23 shows how much Cu2+ deposits on
p-type Si surface in ultrapure water and DHF solution, both spiked with Cu
salts of various anion species.

The catalytic enhancement of Cu2+ deposition on a silicon surface due
to Cl−, Br−, or OH− ions in solutions can mathematically be described by a
lowering of the Tafel slope of the silicon half-cell oxidation reaction. Cu2+ will
only be deposited onto the silicon surface if the corrosion potential of the silicon
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Figure 23 Cu2+ deposition on a Si surface in ultrapure water and DHF solutions with
Cu2+ salts of various anion species added. (From Ref. 33.)

surface is lower than the potential of the Cu2+ reduction. If the Tafel slope is
large, the overpotential will be high even for very low corrosion currents. This
means that very small oxidation rates will cause large swings in the corrosion
potential. The oxidation of the silicon, and therefore the corrosion potential of
the silicon surface, can be controlled by changing (1) the oxidation species in
the solution, (2) the pH (some redox potentials are pH dependent), and (3) the
concentration of the oxidation species. Changing the Tafel slope of the silicon
surface itself can also control silicon oxidation. The redox potential of the oxida-
tion species in solution at the particular pH and concentration can be measured
with a simple Pt electrode. This will be further referred to as the redox potential
of the solution. It is in fact the redox potential of the actual oxidizing species
measured at open circuit (I = 0) vs. the NHE. If we consider a similar silicon
surface in all cases, then the actual corrosion potential of the silicon surface will
directly depend on the open circuit potential of the oxidizing species, unless
there is a substantial difference in Tafel slopes between the different oxidizing
species. Figure 24 shows the effect of redox potential of the solution on the
concentration of Cu2+ deposition. Cu2+ deposition is significantly suppressed
when the redox potential of the oxidizing species exceeds 0.75 V vs. NHE.

It is clear that increasing the redox potential of the solution can prevent
Cu2+ deposition onto bare silicon. However, in doing so, a corrosion current
is generated, and hence silicon is being oxidized. Similar to ultrapure water,
increasing the redox potential of a DHF solution can also prevent Cu deposition.
In this case, however, the silicon oxide will be continuously etched. As long as
Cu2+ deposition is prevented, no pitting will occur, since the oxide will be
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Figure 24 The effect of solution redox potential (ultrapure water with various chemi-
cals added) on Cu2+ deposition onto a Si surface. (From Ref. 33.)

uniformly formed by oxidation due to such oxidizing species as O2, HClO, and
O3 and immediately etched in HF. Figure 25 shows Cu2+ deposition onto a Si
surface from various DHF solutions as a function of the redox potential of the
solution.

In all previous cases, it was indicated that the corrosion potential of the
silicon surface is of major importance in the deposition of Cu2+ from ultrapure
water and from DHF solutions. The corrosion potential can be manipulated by
changing the oxidizing species, their concentration, and the pH. As was the case
with metallic impurity adhesion on oxides, the deposition of Cu2+ on a silicon
surface can also be manipulated by binding the free Cu2+ ions in solution.
Figure 26 demonstrates that adding a chelating agent, such as EDTA [12], can
prevent Cu2+ deposition onto the bare Si surface from ultrapure water containing
1 ppm of Cu2+.

Finally, Cu2+ deposition in solution can also be suppressed by the injec-
tion of surfactants [34]. Figure 27 shows how Cu2+ deposition from a DHF
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Figure 25 The effect of redox potential on Cu2+ deposition onto a Si surface in DHF
solutions containing various added chemicals. (From Ref. 33.)

solution with 1 ppm of Cu2+ added, is affected, when an oxidizer (10% H2O2)
or a surfactant (0.1% anion type) is injected. It is clear that the surfactant is
as effective in preventing the deposition of Cu2+ as the oxidizing agent. The
surfactant will increase the Tafel slope of the silicon oxidation by covering the
surface. This increases the overpotential for a given oxidation rate.

Since the chemisorption of Cu2+ onto bare silicon is well understood, it
is easy to give some general guidelines to prevent Cu2+ deposition on to bare
silicon:

1. The case of ultrapure water. If oxidation is allowed, add an oxidizer
such as O3. If oxidation has to be minimal, but can be nonzero, saturate
the water with O2 and acidify the rinse water with H2SO4. Do NOT
acidify the rinse water with HCl, HBr, or HNO3. HCl and HBr will
catalyze the Cu2+ deposition and HNO3 might oxidize the silicon
more than necessary. Alternatively, a surfactant can be added. This
can minimize the oxidation even further. If absolutely no oxidation
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Figure 26 The effect of chelating agent injection on Cu2+ deposition onto a Si surface
in ultrapure water. (From Ref. 12.)

Figure 27 The effect of injecting 10% H2O2 or 0.1% anion-type surfactant on Cu
deposition onto a Si surface in a DHF solution. (From Ref. 12.)
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can be tolerated, degassify the water, even saturate the water with H2
and add a chelating agent.

2. The case of HF solutions. If etching is allowed, add an oxidizer such
as H2O2 or O3. If minimal etching can be tolerated, saturate the HF
solution with O2, and acidify the HF with H2SO4 or trichloroacetic
acid. Avoid HCl, HBr, HNO3. (HCl and HBr catalyze the Cu2+ de-
position; HNO3 is an oxidizer). Similar to the water case, a surfactant
can be added to reduce the etching even further. If absolutely no sur-
face etching can be tolerated, degassify the solution, even saturate the
solution with H2—and add a chelating agent.

Obviously in both cases (ultrapure water and DHF), Cu2+ deposition can
be prevented by removing all Cu2+ from the water and the chemicals. This is
the most common practice in most fabs: Make the process as clean as possible
without changing the chemistry to avoid deposition. However, in this section
we showed that changing the chemistry slightly can avoid deposition even when
Cu2+ contamination is present.

D. Electrochemical Metal Desorption from Bare Silicon

For the same reasons as stated above, we will consider only the case of Cu
as an example of metallic impurities to be removed from bare silicon. This is
because of the difficulty in removing Cu from the silicon surface. Most other
metals are only physisorbed to the bare silicon surface, such as precipitates, and
can be removed by simple acidified rinsing (acidified to create a high solubility
in the rinsing water). A typical example is CaF2. Cu electroplated on bare
silicon is much more difficult to remove. Therefore we will use Cu again as an
example for removing electroplated metals from a bare silicon surface. Figure 28
compares the conventional cleaning methods (SPM and HPM or SC-2), typical
acids, and typical oxidizing agents in terms of Cu removal efficiency. Diluted
HCl and diluted H2SO4 at room temperature have been shown to be as effective
in removing Cu as SPM and HPM at high temperature. This is because the
HCl and the H2SO4 solutions were saturated with O2 and therefore, their redox
potential is high enough to remove Cu. It turns out that the same redox potential,
which is necessary to prevent Cu2+ outplating on the Si, is sufficient to remove
Cu from the Si. Moreover, it is clear that even ozonated DI water, without any
chemicals added, is effective in removing Cu.

Acid solutions and oxidizing agents with a redox potential of over 0.75 V
are effective in removing Cu, just as they are effective in preventing Cu out-
plating. As can be seen from Figure 28, however, they are not able to reduce
the Cu concentration on a Si surface to the blank level. This is because some
of the Cu is included in the grown oxide on the Si surface. The metallic im-
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Figure 28 Comparison of conventional cleaning methods (SPM and HPM), typical
acids, and typical oxidizing agents in terms of Cu removal efficiency. (From Ref. 33.)

purities included in the oxide can only be removed by etching. Of course, the
etching solution used to etch the oxide must also be a solution which prevents
redeposition. This is shown in Figure 29.

Figure 29 shows the effect of various HF cleanings to remove the oxide
following an SPM cleaning. The Cu concentration on the Si surface hardly
decreased when the wafer was treated with a 0.5% DHF solution following
the SPM cleaning. However, when an HF/H2O2 solution or an HF/surfactant
solution was used to etch the chemical oxide, the Cu concentration was reduced
to the blank level. Of course, the oxidizing and etching step can be performed
in a one-step chemical solution such as HF/H2O2. This will result in similar
removal efficiency as a two-step SPM + HF/H2O2 cleaning [33]. However,
this is not recommended, since an HF/H2O2 solution will remove Cu while
locally roughening the surface. In the absence of Cu contamination on the silicon
surface, however, HF/H2O2 solutions will not roughen the surface and, therefore,
there is no problem using it in a two-step process such as SPM + HF/H2O2 or
O3 + HF/H2O2. In these two-step processes, when the bare silicon is exposed
to HF/H2O2, no more Cu will be left on the surface and no roughening results.
This is shown in Table 6.
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Figure 29 The effect of various cleaning methods on the removal of Cu included in
the oxide. (From Ref. 33.)

Table 6 shows the amount of residual Cu and microroughness (Rms) on
the Si surface. O3 + HF/surfactant or O3 + HF/H2O2 are the simplest and best
cleaning method to remove Cu without increasing the surface microroughness.

There exists a single-step chemical clean that achieves a similar result.
One can use a SC-1 or APM solution with a chelating agent added as a one-step

Table 6 The Amount of Residual Cu and Microroughness (Rms) When a
Si Surface Contaminated with Cu Is Cleaned with Various Cleaning Methods

Chemical Cu remaining Surface roughness
[conc] (atom/cm2) Rms (nm)

Blank 1–5E+10 0.09–0.13
Initial contamination 1–10E+14 —
SPM 1.4E+11 0.11
HF/H2O2 [0.5%/10%] 1.5E+10 0.25
SPM + HF/H2O2 [0.5%/10%] 1.5E+10 0.12
O3 + HF/H2O2 [0.5%/10%] 2.5E+10 0.12
O3 + DHF with Surfactant 2.8E+10 0.11

Source: Ref. 33.
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chemical cleaning to remove Cu. This also has all the ingredients for removing
Cu without roughening the surface: high oxidation potential, oxide etching, and
Cu redeposition prevention (because of the chelating agent). This was introduced
by Verhaverbeke et al. [27] in 1991. Recently this single step-cleaning step has
been gaining popularity. The advantage of this cleaning solution is that once the
Cu is removed, the bare silicon is never further directly exposed to the solution,
including the rinsing water. It remains covered with an oxide. However, even
in this case, care has to taken as to the dissolved oxygen content of the rinsing
water, as will be outlined in Section VI.

VI. CHEMISORPTION/DESORPTION OF METALLIC
IMPURITIES ON THIN OXIDE SURFACES

Thin oxides, such as native oxides, are a special case. In this case both mecha-
nisms as outlined in Sections IV and V can coexist. The outer surface behaves
as an oxide, and therefore the mechanisms applicable to oxides take place at
that surface. However, if the oxide is thin enough, metallic ions can exchange
electrons over the thin oxide layer (by direct tunneling) with the silicon. There-
fore, metallic ions such as Cu2+, Ni2+, and Fe2+ can still plate out on the oxide
by exchanging electrons with the underlying silicon. This will happen especially
with degassified solutions and thin oxides. The exchange of electrons with the
underlying silicon decreases rapidly with increasing oxide thickness. Neverthe-
less, there are reports of Cu2+ and Fe2+ inducing pits in the silicon, even when
covered with a thin oxide layer. Especially in the case of Fe2+, this can happen
only in the absence of dissolved oxygen. In the case of Fe3+, the pitting can
also happen through reduction of Fe3+ to Fe2+. Indeed,

Fe3+ + e− ⇀↽ Fe2+ Eo = 0.771 (24)

Therefore, Fe3+ is an even more powerful oxidizer than Cu2+. If Fe3+ gets into
contact with bare Si, it will immediately oxidize the Si locally. It won’t plate
out, as is the case with Cu2+, since the reaction product, Fe2+, is soluble as
well. Nevertheless this local oxidation of Si could result in surface roughening.
If the oxide is thin enough, electron exchange can occur by tunneling through
the oxide layer and therefore, Fe3+ can even oxidize the silicon underneath the
thin oxide layer. This can be prevented by dissolved oxygen.

As noted earlier in Section IV on oxide surfaces, and as is again clear
here, it is very important to include dissolved oxygen in many solutions when
dealing with oxide surfaces. This is often overlooked. Even when the surface is
covered with a thin oxide, it is still important to have dissolved oxygen present
to prevent electrochemical outplating and even surface roughening.



380 Verhaverbeke

VII. CONCLUSIONS

In this chapter we reviewed the different mechanisms of metallic impurity ad-
sorption on surfaces important in the manufacturing of semiconductors. From a
technological point of view, the liquid chemical environment is the most impor-
tant environment to fully understand. Wet chemistry is the most powerful and
the most versatile process available today to remove metallic impurities from
surfaces. The different aspects of wet chemistry were reviewed in this chapter.
The state of the elements in the solution is the first important aspect of any wet
cleaning chemistry. This was thoroughly reviewed together with the engineering
tools available to predict any contaminant’s state in any kind of solution. The
next important aspect is the state of the surfaces on wafers. It was shown that
almost all surfaces of interest could be divided in two main groups: the hydrox-
ide terminated oxide and the hydride terminated silicon surface. Both surfaces
react very differently with metallic impurities and, therefore, an in-depth review
of the adhesion mechanisms, the adsorption forces and the cleaning solutions
were given for each surface. The chapter gives the reader enough background
and shows where to go in order to come up with the best process conditions
for each particular contaminant of interest. Even if a particular contaminant
was not reviewed as an example, the chapter gives the reader the necessary
background and ground rules with which to design the best process for each
situation.
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11
Sources of Contamination and
Their Control

David Jensen
Advanced Micro Devices, Inc., Austin, Texas

Contamination within microelectronics manufacturing is ubiquitous. Sources of
these contaminants range from the product wafers themselves to trace levels of
pollutants in the wafer environment.

The multiplicity of sources and types of contaminants in manufacturing
compounds the difficulty with which the discipline of CFM must be approached.
At one extreme is the idealist who assumes that every contaminant will cause a
defect and thus needs to be eliminated (at least to the lower detection limit of
the most sophisticated analytical apparatus). At the other extreme are those who
assume no corrective action is warranted until a direct correlation between the
contaminant of concern and device yield, reliability, or performance has been
established.

Figure 1 attempts to illustrate the relationship between the maturity of a
process and the degree of proof or experimental correlation required for invest-
ing in contamination prevention and reduction (CPR). This relationship shows
that proof is no longer required to include some contamination control measures
when building a new manufacturing plant (fab). When new fabs are built (i.e.,
very immature process), significant investments are universally made in facility
design, layout, materials, installation protocol, and analytical instrumentation in
order to reduce the likelihood of contaminants degrading a process. More mature
processes, however, that are established and very stable require strong experi-
mental correlation and justification before investing in CPR. These short-term
vs. long-term decisions can be considered tactical and strategic, respectively. For
less complex processes it’s possible a greater degree of experimental correlation
would be expected in order to invest in CPR. The issue is one of the costs

385
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Figure 1 Experimental correlation vs. process maturity.

associated with preventing or eliminating a particular contaminant vs. the costs
(yield, performance, time to market, profitability) of ignoring it.

Many contamination control engineers have adopted a balanced pragmatic
approach to CPR. Very simply stated: If the source of a particular contaminant
is known and the contamination can be eliminated “cost effectively,” then in-
vest in prevention. This is the approach of this chapter; the objectives of which
are to:

• Instill a sensitivity to the potential for virtually everything in the man-
ufacturing environment being a source of contamination that can limit
product performance, yield, and reliability

• Equip the reader with a balanced philosophy of both strategic and
tactical approaches to CPR

• Provide practical recommendations for reducing sources of contami-
nation

• Provide references for follow-up research

I. BASIC EFFECTS OF CONTAMINATION

This section briefly summarizes product defects induced by contamination.
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A. Particulate Contamination

Particulate contamination has long plagued yields within semiconductor manu-
facturing. Because of the isolation and couplings required between components
on a chip, it’s obvious that contaminants that can bridge two conduction paths,
alter electrical characteristics of the conduction path, or alter the characteristics
of transistors or other components will degrade device performance or reliability
and ultimately impact yield and profitability. Some common effects and concerns
of particulate contamination are (1) bridging of metal lines; (2) masking during
ion implant, photolithographic, and etching processes, causing interlayer interac-
tions either by shorting two layers or adding defects that grow in size from one
layer to another and alter topography at the next layer; (3) reacting chemically
with a film or process and altering their characteristics; (4) providing nucleation
sites for unwanted deposition and growths.

Contaminant dimensions are important to consider. If two metal lines are
spaced at 0.5 µm, a conductive particle ≥0.5 µm falling in the center of the
space can introduce an unwanted conductive path; and any particle >0.5 µm,
regardless of electrical properties, can mask the photo process, potentially in-
troducing a short. However, depending on where it falls, a particle <0.5 µm
may or may not cause a short between the same two metal lines. For example,
it’s not possible for a 0.25 µm particle to bridge a 0.5 µm space. On the other
hand, a 0.5 µm particle falling in a field region, remote to the metal lines, of
an even more aggressive technology (say, 0.25 µm) would likely not cause a
failure unless it were to block an implant. This concept is simply pictured in Fig-
ure 2, which illustrates the concept of critical area when dealing with particulate
contamination and determining critical particle size.

Figure 2 Particle size and metal bridging.
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Critical area is the area of a die within which a particle must fall in order
to cause a defect. For a particle which results in a short, the critical area is equal
to the area of exposed resist. This area will vary dramatically from layer to layer
and device to device depending on the design and stage of fabrication.

In Figure 3, only the particle at position C would result in bridging of
two conductive areas. Particles at A, B, D, and E for the most part would be
innocuous, not counting for potential reliability or performance effects. One can
see from this figure that critical area is a function of critical dimension as well.
There is only a small portion of this circuit layout where a particle of the size
illustrated would actually cause a short.

Particulate contamination then must be evaluated with respect to fail prob-
ability, which is a function of particle size, location on the chip surface, and
time of deposition.

Finally, with respect to particulate contamination it is important to remem-
ber size distribution. Very simply stated, ambient particle size distributions often
exhibit an inverse power law distribution function such as given in Eq. (1):

C(x) ∼= 1

xn
(1)

where

C = particle concentration
x = particle size
n = an integer from 2 to 4

Figure 3 Particle size and critical area.
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Thus, as the killer particle size continues to decrease with the decreasing critical
dimensions of each new technology generation, the concentration of killer par-
ticles in the wafer ambient is likely to increase unless improved particle control
measures continue to be developed and used.

B. Molecular Contamination

Molecular contamination is sometimes referred to as the invisible contamina-
tion; it can consist of no more than a single molecule. Although it’s not really
invisible, it is more difficult to see on the manufacturing line than particles and
physical defects. The effects of molecular contamination are usually easier to
detect than the molecular contamination itself. These effects are seen as voltage
shifts, poor gate oxide integrity, adhesion problems, etc. The Semiconductor
Equipment and Materials Institute (SEMI) has recently adopted a classification
convention for molecular contaminants resident in the air within a fab. These
categories are acids, bases, condensables, and dopants, defined as:

• Acid. A corrosive material reacting chemically as an electron acceptor
(anion), e.g., SO2+

4 , Cl−.
• Base. A corrosive material reacting chemically as an electron donor

(cation), e.g., NH+
4 , Na+.

• Condensable. A chemical substance, typically having a boiling point
above room temperature at atmospheric pressure, capable of condens-
ing on a clean surface (excluding water), e.g., IPA, methanol.

• Dopant. A chemical element that modifies the electrical properties of
a semiconductive materials, e.g., As, B, P.

In this classification convention, the zero oxidation state of metallics is not
considered, since metallics most often exist as cations or metal oxides (usually
particles).

Molecular contamination on a surface is typically measured in terms of its
areal number density—the number of contaminating atoms present per square
centimeter (atoms/cm2). In bulk fluids and gases molecular contamination is
measured as a concentration: the number or mass of molecular contaminants
per volume of host fluid or per number or mass of host fluid.

Some common effects of molecular contamination are:

• Dielectric breakdown of gate oxides due to gross defects introduced
by metallic contamination

• T-topping and footing of deep ultraviolet chemically activated photore-
sist due to neutralization of photogenerated acids by airborne bases
gases

• EPI etch pits due to oxygen contamination in the processing environ-
ment
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Figure 4 Polysilicon contact resistance with and without clustering. (From Ref. 4.)

• Poor oxide integrity due to moisture contamination in process gases
• Polysilicon nucleation due to metallic nucleation sites
• Uncontrolled native oxide growth upon exposure to oxygen ambient
• High contact resistance due to organic contamination
• Film adhesion problems due to organic contamination

Other processing and device impacts from airborne molecular contaminants in-
clude: shifts in the capacitance-voltage characteristics of transistors, attributable
to boron contamination [1]; and changes in gate breakdown voltage, surface
haze, and contact angles, attributable to hydrocarbons [2,3].

Frystak et al. [4] measured reduced contact resistance with less variability
when polysilicon contacts were formed in a cluster tool rather than with ambient
processing. (A cluster tool is an equipment configuration that allows multiple
processing steps to be carried out in a single main low-pressure chamber with
many other chambers attached and separated via a gate valve.) These results are
summarized in Figure 4.

II. WHERE TO START

This chapter provides data, information, and methodology to support both tac-
tical decisions (based on a wafer level data, strong experimental correlation,
references in the open literature, and experience) and more proactive strategic
decisions (based on risk management, roadmap alignment, and vision). In either
case a methodical approach to problem solving is always recommended in which
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Figure 5 Sources of yield limiting contamination.

one considers information from literature reviews, basic principles, mathemat-
ical modeling, consortia, and suppliers in order to thoroughly and efficiently
determine the best course of action in reducing or preventing contamination.

Figure 5 represents a consensus breakdown of the primary sources of
yield-limiting (yield = functional chips/total number of chips produced per run)
particulate contamination for contemporary 0.5 µm technology (minimum line
spacing on a chip surface is 0.5 µm). The relative importance of the sources of
contaminants changes with changing technology. For example, the 5% contri-
bution from environmental contaminants in manufacturing a 0.5 µm technology
will result in a >5% contribution in manufacturing a 0.35 µm technology, if no
improvements are made in the control technology for environmental contami-
nants.

For effective contamination prevention and elimination, appropriate ana-
lytical technology is essential in order to ensure relevant data gathering. Some
of the instruments necessary for trace impurity and surface contaminant analysis
are extremely sophisticated, and contamination control engineers (and manage-
ment) must realize a contamination prevention and reduction program can thrive
or fail based on investment in analytical technology (Chaps. 3–5). Successful
programs are those in which specifications are taken very seriously in order to
meet performance, reliability, and yield metrics and are programs where man-
agement commits to the necessary analytical investment.

III. CLEANROOM CONSTRUCTION AND CLEAN BUILD

It’s difficult to imagine how a manufacturing environment that has no more
than a few particles >0.1 µm per ft3 can rise from a dust bowl in the desert
or a pollen-infested environment in the south or a smog-filled atmosphere in
the west, and yet this is precisely what transpires when a new microelectronics
manufacturing facility is constructed. This construction process results in a bil-
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lionfold reduction in the concentration of aerosol particles in the manufacturing
environment. The methodical approach to achieving the transition from outside
ambient air contamination concentrations on the order of 108 particles/ft3 to
cleanroom air contamination concentrations on the order of 10−1 particles/ft3 is
referred to as clean build construction. This approach to constructing a clean-
room allows for only certain types of construction activities at each successively
cleaner level of protocol. Where activities such as welding, sawing, cutting,
drilling, threading, tapping, concrete drilling, wire pulling, duct joining are nec-
essary in clean zones of the building, clean build protocol provides methods for
doing so that capture contaminants generated by these processes. Clean build
construction is especially essential in the assembly and installation of the ultra-
high-purity (UHP) fluid systems necessary for critical manufacturing processes.
Water, chemical, and gas delivery systems require lengthy clean-up times after
installation unless assembled using clean build methodology.

IV. CONTAMINATION FROM PEOPLE

People represent the greatest potential for contaminating microelectronics man-
ufacturing environments and ultimately impacting yield. Figure 5 shows that
contemporary technology for controlling contamination from people has suc-
ceeded in making this source of contamination a small portion of yield-limiting
particles in today’s manufacturing environment. This section reviews contam-
ination from people, how people are isolated from the product, the product
environment during manufacturing, and control protocol for cleanrooms.

A. Levels of Human Contamination

In Table 1 the propensity the human body has for generating particulate con-
tamination is summarized. Austin [5] provided these data for various types of
activities as early as 1966 in the “Austin Contamination Control Index.”

Not only do humans have a propensity for generating particulate contami-
nation, but they can also shed numerous elements that have deleterious effects on
device performance, reliability, and yield. Lowry et al. [6] reported the compo-
sition of contamination from various human sources including numerous types
of make-up (Table 2). It is now universally accepted that no make-up of any
form is allowed in microelectronic manufacturing cleanrooms.

Figure 6 is a classic example of the impact of operator breath and spittle
on integrated circuits [7]. The ∼µm size KCl particles shown in this 20-year-
old circuit would ruin any of today’s advanced circuitry, through either direct
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Table 1 Levels of Human Contamination

Particles emitted/min
Activity ≥0.3 µm

Standing or sitting—no movement 100,000
Sitting—light head, hand, arm movement 500,000
Sitting—mod head, hand, arm movement 1,000,000
Change position, sitting to standing 2,500,000
Slow walking—2 mph 5,000,000
Slow walking—3.5 mph 7,500,000
Fast walking—5 mph 20,000,000
Calisthenics 30,000,000

Source: Ref. 5.

shorting or diffusion of mobile ionic contamination during subsequent temper-
ature cycling.

B. Smoking

Control of contaminating emissions from smokers is always an interesting chal-
lenge for the contamination control engineer. Kozicki [8] presented data compar-
ing the particle concentration in the exhaled breath of smokers and nonsmokers
which clearly indicate the higher emissions of particulate matter from smok-
ers. These results are shown in Figure 7. Common practice for controlling these

Table 2 Elemental Composition of Human Contamination

Contaminant Elemental composition

Spittle Mg, P, S, Cl, K, Ca, Na, N, O, C
Spittle (after cola drink) Al, Mg, P, S, Cl, K, Ca, Na, N, O, C
Spittle (after eating potato chips) Large increase in Na, Cl, and C
Sneeze Higher Cl and Na
Perspiration High Na, K, Cl, C, N

Trace S, Al
Fingerprints High C

Also Na, K, Cl, P
Dandruff Ca, S, Cl, C, N
Mascara Fe, Al, C
Facial powder Ti, Fe, Mg, Al, K
Fingernail polish Ti, S, Mg, Al, Ca, C

Source: Ref. 6.
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Figure 6 Potassium chloride spittle particles. (From Ref. 7.)

Figure 7 Particle emissions from breathing. (From Ref. 8.)



Sources of Contamination and Their Control 395

emissions includes drinking water prior to cleanroom entry, avoiding talking near
the product, minimizing time between gowning and cleanroom entry, smoking
cessation programs, and using bubble systems (see Sec. C below).

C. Isolation of People

Numerous means exist to isolate people and the contamination they generate
from the cleanroom manufacturing environment. Even as product isolation phi-
losophy evolves to “isolation of product from contamination” (i.e., minienvi-
ronments and the Standard Mechanical Interface [SMIF] technology; see Sec.
V.D on p. 399) rather than “isolation of contamination from product,” most ad-
vanced manufacturing facilities still use the established standard techniques for
isolating people contamination from the manufacturing environment. These in-
clude head, beard and face covers, cleanroom garments, gloves, and shoe covers.
Some facilities will even adopt an isolation strategy for the envelope immedi-
ately adjacent to the fab. In these cases, employees will often change from street
clothes into dedicated building shoes and suits (much like hospital OR scrubs).
These measures, although difficult to directly link to product performance, yield,
or reliability, serve both as an added measure of security for the product, and,
maybe more importantly, as a psychological reminder to workers that they are
entering into an environment where even the smallest particles can render a
circuit nonfunctional.

In addition to the additional layer of control provided by building suits and
building shoes, a number of manufacturing facilities are utilizing the contamina-
tion control benefits provided by full-shield helmets (or bubble systems). These
systems require a significant investment in capital as well as logistics to manage
the headgear, shields, hoses, and battery packs, but they do represent a virtual
impenetrable shield, isolating all operator breath from product. Dryden Engi-
neering [9] has conducted a significant amount of this testing, as summarized
in Table 3 for a nonsmoker.

D. Cleanroom Protocol

A great deal of protocol is necessary to control overall behavior in the clean-
room, as well as sources of contamination other than humans. For this purpose it
is necessary to document procedures for cleaning the cleanroom, training clean-
room workers, auditing the cleanroom for compliance to protocol, and launder-
ing cleanroom garments. Additionally, testing and specifications are necessary
for virtually every support item introduced into the manufacturing environment.
Section XI (p. 424) describes some of this testing and lists these materials.

The Institute of Environmental Sciences and Technology (IEST) has con-
tributed significant standards and practices relative to contamination control and
particularly cleanroom protocol. For example, IEST-RP-CC018.2 [10] provides
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Table 3 Typical Oral Particle Emissions with Various Mouth Coverings∗

Exhaled particles (>0.5 µm)/ft3

Mouth covering (measured 1
2 in. from the mouth) Coughing

No cover ∼50 ∼1000
Foam standard mask ∼600 ∼2000
Disposable mask ∼100 ∼2000
Reusable mask ∼100 ∼900

Face shield 0 0

∗≥0.5 µm particles/ft3, 1
2 in. probe distance with probe opposite the mouth.

Source: Ref. 9.

guidance for maintaining a cleanroom and establishing housekeeping procedures
and their effectiveness. Additionally, IEST-RP-CC027.1 [11] provides guidance
for establishing personnel procedures and cleanroom training programs. Numer-
ous other practices and standards have been drafted and maintained by IEST
and are included in their Handbook of Recommended Practices [12].

V. SOURCES OF CONTAMINATION WITHIN THE
AIR ENVIRONMENT

The most fundamental concept in contamination control is likely that of estab-
lishing and maintaining a supply of clean air to the manufacturing environment.
Air is often overlooked as a source of contamination, because numerous physical
mechanisms act to trap particles in filter media, and yet air is the highest usage
“chemical” in a cleanroom manufacturing environment.

A. Air Flow and Cleanroom Performance

Figure 8 illustrates a typical make-up air unit. Air from the external ambient
environment enters at the far left, passes through various conditioning stages
and exits to the cleanroom through ULPA filters visible in a typical cleanroom
ceiling.

These filters are the last measure of defense against introduction of partic-
ulate matter in air recirculated into the manufacturing environment. This entire
airflow path serves not only to filter and condition the air which enters the
cleanroom, but also to provide a positive pressure differential from inside the
cleanroom to the immediate envelope outside the cleanroom. This positive pres-
sure differential is essential to maintain cleanroom cleanliness integrity. Viner
[13] has published data dramatically depicting this delicate balance of positive
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Figure 8 Typical make-up air handler configuration.

pressurization and particle control. Figure 9 shows the immediate intrusion of
large particle excursions upon loss of pressurization within a cleanroom.

B. Electrostatic Discharge

Surfaces that carry a net charge can attract oppositely charged particles. Once
these particles are deposited, they are very difficult to remove. Because of the
number of insulating materials present in a cleanroom and the degree of human
activity, the cleanroom environment offers ample opportunity for triboelectrically
generated charge to accumulate. In Table 4, Tolliver [14] summarizes some
activities which generate this potential.

Common methods used to reduce the buildup of electrostatic charges
within a cleanroom are grounding of conductive surfaces, increasing the con-
ductivity of materials by alternative material selections and surface treatments,
humidity control, and the use of air ionization systems that can neutralize elec-
trical charges on the surfaces of nonconductive materials.

C. Molecular Contaminants in the Outside Ambient Air

Environmental pollution and its control are established sciences that have de-
veloped a whole new language to describe the complex chemistries of the am-
bient air and the many species that can be transported into cleanrooms where
they potentially can deposit on sensitive product surfaces. Seinfeld [15] illus-
trated the complexities of the atmosphere rather nicely as depicted in Figure 10.
Considering just organic compounds leads to virtually an endless list of po-
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Figure 9 Cleanroom pressurization and particle performance. (From Ref. 13.)

tential contaminants that are not fully understood. Muller [16] measured the
concentration of some organics found in cleanroom ambient air. Not only are
outdoor organics likely to be transported into a cleanroom, but many organ-
ics are generated within the cleanroom as well. Based on these measurements,
Muller [16] reported the mass of organic contaminants in typical cleanroom air
to be 50,000 times greater than the mass of particulate matter. Chapter 8 of this

Table 4 Electrostatic Voltages, V , Generated by Various Activity

Means of 10 to 20 percent 65 to 90 percent
static generation relative humidity relative humidity

Walking across carpet 35,000 1,500
Walking over vinyl floor 12,000 250
Worker at bench 6,000 100
Vinyl envelopes 7,000 600
Poly bag picked up 20,000 1,200
Work chair pad w/polyethylene 18,000 1,500

Source: Ref. 14.
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Figure 10 Typical contaminants in urban air. (From Ref. 15.)

volume reviews the science of airborne molecular contamination as it relates to
cleanroom air chemistry and the deposition of contaminants onto wafer surfaces.
This section focuses on product isolation technology from these contaminants.

D. Wafer Environment Control

Fosnight et al. [17] described general terminology for wafer environments
(Fig. 11) and gave examples of wafer environments (Fig. 12). Very simply
stated, wafer environment control considers product exposure during wafer stor-
age, transport, and handling. This is the time that the product is exposed to the
cleanroom ambient, including being loaded into process equipment. It does not
include the processing environment itself.

With increased process sensitivities to numerous airborne molecular con-
taminants, the science of wafer environment control must extend to include
time that the surface of the wafer is being chemically altered to avoid being
negatively impacted by subsequent processing steps. Concepts like that of inert
storage, transport, and handling as described by Kojima [18] may be necessary
in future processing technologies.

There are two differing perspectives on how to maintain adequate control
of surface cleanliness: global solutions and local solutions. The global solution
is that in which the cleanroom is still considered as the wafer environment and
product is transported throughout the cleanroom in open cassettes. In such a
scenario, all materials which contact the air that contacts the product must be
carefully selected so as to minimize outgassing and contamination generation. In
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Figure 11 Wafer environment control definition. (From Ref. 17.)

Figure 12 Wafer environment control examples. (From Ref. 17.)
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the local solution scenario, the product is transported and stored in a box or pod
designed to minimize outgassing and also designed to interface with handlers
on each process or metrology tool. The hardware facilitating this scenario is
typically referred to as a minienvironment. The minienvironment provides the
clean ambient needed for the product, allowing the cleanliness classification of
the surrounding cleanroom to be relaxed.

E. Airborne Particles and Yield Impact

Oftentimes particles within the cleanroom ambient are underestimated as a po-
tential yield detractor. As a means of reducing particle excursions from nor-
mal events within cleanrooms, minienvironments have been shown to provide
payback in terms of either yield benefit and/or reduced capital outlay. Jensen
and Smith [19] described a process flow model which estimated die loss due
to airborne particles. By estimating particle deposition velocity (Chap. 6) and
measuring cleanroom particle concentrations, they calculated a particle deposi-
tion rate from Eq. (2). They estimated a ∼4% yield loss due to aerosol particles
in this one fab.

Deposition velocity = deposition rate

particle concentration
(2)

Through this modeling, they were able to prioritize capital investment for wafer
environmental control (i.e., minienvironments) based on the yield impact of am-
bient exposure at each process tool. Their pareto summary is shown in Figure 13.
The abscissa, read from left to right, lists the processing stages in descending
order of impact on yield.

Figure 13 Cumulative yield impact and minienvironment investment. (From Ref. 19.)
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VI. CONTAMINATION FROM CHEMICALS

The 1997 revision of the National Technology Roadmap for Semiconductors
(NTRS) [20] relaxed impurity levels in process critical liquid chemicals pre-
viously targeted in the 1994 revision of the NTRS [21] (Table 5). The new
targets are based on a better understanding of what improvements are believed
to be necessary in achieving and maintaining acceptable concentrations of sur-
face contaminants. The 1997 NTRS [20] targets for surface concentrations are
expected to be tightened by ∼5× over the next 10 to 15 years rather than ∼10×
as targeted in the 1994 NTRS [21].

Regardless of the uncertainties about future purity requirements, the impor-
tance of establishing and maintaining clean liquid chemicals and clean transport
systems for those chemicals remains paramount to contamination free manu-
facturing. This section reviews the benefits of bulk distribution, the concept of
total chemical management, filtration basics, materials, packaging, and analytical
needs.

A. Benefits of Bulk Chemical Distribution

Many benefits arise from transporting liquid chemicals throughout the fab by
means of bulk distribution systems. A bulk distribution system is one in which
chemicals are disbursed from a central storage area through pipes to the point
of use (POU) rather than transported in individual containers to each POU. Sig-
nificant safety benefits arise from closed systems, which limit operator exposure
to the actual chemicals. Bulk chemical distribution systems also provide con-
tainment and safety devices to monitor for leaks. Reduced cost of ownership
is typically realized as well in bulk delivery of liquid chemicals. From a con-
tamination control perspective, these systems provide for multiple-pass filtration
prior to delivery to the process tool, and the systems are typically isolated from
ambient atmospheres, thus reducing the introduction of chemicals into the ambi-
ent atmosphere. Some of the main benefits of a clean build construction protocol
are in the area of reduced metallics and particles contributed by bulk distribu-
tion piping. Installation of bulk chemical distribution systems and piping in a
controlled environment can reduce particle and metallic levels and significantly
reduce the time required to achieve required purity levels when these systems
are commissioned and started up. Bulk distribution systems are designed with
low dead volumes.

B. Contamination Control in Bulk Chemical
Distribution Systems

Bulk chemical distribution systems typically incorporate low dead volumes, the
use of diaphragm valve technology that isolates all metallics from the flow-
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Table 5 1994 and 1997 NTRS Chemical Purity Targets

Technology generation (half-pitch in nm) 250 nm 180 nm 130 nm 100 nm

1994 roadmap—individual metallic impurities in
liquids (in ppt)

<50 <10 <10 TBD

1994 roadmap—particles >0.1 µm (/mL) <10 <10 <1 <1
1997 roadmap—Fe and Cu impurities in liquid

chemicals (in ppt)
<500 <250 <150 <100

1997 roadmap—other metallic impurities in liquid
chemicals (in ppt)

<1000 <500 <300 <200

1997 roadmap—particles (#/mL > size in µm) <0.5 @ 0.125 <0.5 @ 0.09 <0.5 @ 0.065 <0.5 @ 0.05

Source: Ref. 21.



404 Jensen

stream, and flared connections to help maintain chemical purity. Additionally,
surge suppression is necessary to eliminate pressure pulses which can dislodge
particulate matter trapped in filters or on other surfaces. The goal of incor-
porating all these design features into a bulk chemical distribution system is
to maintain both chemical purity and low-particulate concentrations during the
transport of chemicals from the manufacturer to the end user, through the dis-
tribution system and finally to the actual point of use (the wafer surface). Often
these are conflicting requirements, as filters (see Sec. C below) that remove
particles and packaging materials (see Sec. D) that do not react with the chem-
ical being transported can add metallic impurities. For example, Rosenfeld [22]
presented typical levels of metallics contributed by bulk chemical distribution
systems. These data (Table 6) emphasize the need to monitor and control the
introduction of metallic contaminants by a distribution network.

C. Particle Filtration of Liquid Chemicals

Particle filtration in chemical delivery systems in essential. The primary cap-
ture mechanism in liquids is often sieving. It’s important to characterize filter
performance over a range of particle sizes and flow conditions due to the in-
teraction of these mechanisms for retention and the potential also for particle
shedding.

Metallic impurities are an important consideration when selecting both
filter housings and filter medias. Hurd [23] measured various levels of metallic
extractables from various filter types and manufacturers. These results, shown
in Figure 14, indicate a vast range of impurity levels among common types of
filters.

D. Chemical Packaging and Distribution Materials

The materials that contact ultraclean chemicals have the greatest potential for
degrading the purity level of the chemicals. Goodman [24] collected data com-
paring various packaging material types and the level of extractables in nitric

Table 6 Metallic Impurities Contributed by Bulk
Distribution Systems

Chemical Elements Total metallics (ppb)

HF Al, Ni, Zn, Ca, Mg ∼15
H2SO4 Al, Mg, Ni, Zn ∼10

Source: Ref. 22.
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Figure 14 Metallic extractables from various filters. (From Ref. 23.)

acid. Shown in Table 7, these data indicate PFA as a preferred material for most
chemical containers.

Polymers, however, often contain leachable metallics originating with the
plasticizers, antioxidants, and stabilizers used in their manufacture. Careful se-
lection of the polymers used in chemical transport is necessary. As such, PTFE
and PFA drum liners are now available, which can be manufactured clean and
packaged within a cleanroom environment [25]. These liners can be used in con-
junction with stainless steel or HDPE drums that meet transportation regulations
for containment.

Table 7 Metallic Extractables (ppb) from Various Chemical Containers

Polyethylene PFA Glass PVDF PTFE
Element bottle beaker bottle container container

Al 5 — — <2 <2
Ca 7 ≤0.2 <10 <10 <10
Cr <1 ≤0.1 — — —
Fe 5 ≤6.7 — <6 <6
K 2 ≤0.2 <10 <10 <10
Mg 2 ≤0.04 — — —
Na 3 ≤0.4 <10 <10 <10
Ti <1 ≤0.006 — — —
Zn <1 ≤0.1 — <2 <2

Source: Ref. 24.
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Other considerations to help minimize contamination within bulk dis-
tributed chemicals include fill station design for minimizing entrainment of en-
vironmental contaminants, surface finish control, chemical compatibility, and
cleaning techniques to leach out extractables [26].

E. Chemical Purity Importance

The importance of chemical purity insofar as not contributing metallic contam-
ination into the front end of the process (i.e., the transistor) cannot be overem-
phasized.

Figure 15 expresses acceptable metallic impurity levels in terms of the
ratio of silicon atoms to metallic atoms for successive generations of CMOS
processing. Assumptions are made for equal distribution of metallics across the
entire substrate, and the levels of metallic contaminants per the 1994 NTRS
[21]. This presentation of NTRS data indicates that 0.18 µm technology will
be able to tolerate only about 1 metallic impurity atom for every 10 million Si
atoms.

F. Point of Use Generation of Process Chemicals

Some critical chemicals can be generated at their point of use by combining ultra-
pure DI water and cylinder gas. Ultrapure DI water is typically much cleaner as
generated at semiconductor fabrication facilities than at chemical manufacturers.
As such, potential exists for cleaner chemicals to be delivered more cost effec-
tively by POU generation than by packaging at a remote plant, transporting, and

Figure 15 Silicon to metallic atom ratio per technology node. (From Ref. 21.)
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then distributing within the facility. Wear [27] measured similar concentrations
of metallics in bulk ammonium hydroxide and ammonium hydroxide generated
at point of use. He also found that bulk hydrogen chloride had elevated levels
of iron, chromium and nickel, likely from stainless steel components within the
gas distribution network.

While this overview does not address waste management issues associated
with chemical delivery, bulk distribution systems and POU generation are of-
ten deployed out of the necessity to reduce waste streams from semiconductor
manufacturing facilities.

Finally, worthy of repeating here is the lack of thorough understanding
regarding the impact of each metallic and particulate impurity on device perfor-
mance, reliability, or yield. These relationships are generally understood based
on phenomenological data but not to the point of having the ability to foresee
exact specifications for future technology nodes. The 1997 NTRS [20] highlights
the need to research and establish correlations between impurity concentrations
and device electrical performance.

VII. CONTAMINATION FROM ULTRAPURE
DEIONIZED WATER

Water is the cleanest liquid used in semiconductor manufacturing. By most met-
rics, filtration and separation technologies within semiconductor fabrication fa-
cilities produce the purest water found in any industry. Although not necessarily
as sterile as water used in the pharmaceutical industry, semiconductor ultrapure
deionized water (UPW) has far tighter specifications for ionic and particulate
impurities. This section reviews specifications, design materials and filtration,
and microbiological considerations.

A. UPW Specifications

Ultrapure water systems are part of all new manufacturing facilities. While most
gases and chemicals arrive as packaged materials, UPW is manufactured on
site to exacting purity specifications. These specifications cover a broad range
of properties and measurements of quality including resistivity, total organic
(or oxidizable) carbon (TOC), dissolved gases, anions, cations, metallics, pyro-
gens, bacteria (both viable and nonviable), particles, turbidity, silica, and non-
volatile residue. The highest purity water is required for final rinses prior to
diffusion processes where metallic impurities are more likely to be incorpo-
rated into the bulk material and thus alter the electrical characteristics of a
device. Balazs Analytical Labs [28] has developed a summary of specifications,
troubleshooting guidelines, and water quality guidelines for various technology
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nodes. This guideline is based on water system contamination control research
and field testing at numerous semiconductor manufacturing sites over the last
∼20 years.

B. UPW Distribution Systems

Distribution systems are designed for continuous flow with zero dead-legs to
prevent stagnation and microbiological buildup. Process equipment is often over-
looked as part of the water distribution loop. However, most equipment suppliers
do not design water loops within their equipment to the exacting standards of
the UPW distribution systems found in a semiconductor UPW plant. In addi-
tion to the contaminants in the municipal water delivered to the semiconductor
facility, contaminants may originate within the UPW itself as summarized in
Table 8.

C. Microbiological Contamination

All high-purity water systems have some level of microbial contamination present.
Many strains of both viable and nonviable bacteria exist in systems so that fre-
quent sanitization is necessary to control their growth. Methods of sanitization
include peroxide, ozonation, UV irradiation, and hot water rinses. It’s important
to keep bacteriological growth to a minimum, since microbial contamination
can contribute mobile ions in addition to acting simply as physical debris. Yabe
[29] provided an interesting summary of the elemental composition of bacteria
(Table 9). These numbers of impurities, say for P or S, if concentrated in a
∼2 µm2 area could significantly alter surface doping levels.

Table 8 Basic Water System Contaminants and
Their Sources

Contaminant Source

Bacteria Low velocity in pipes and tubing
Stagnant water

Total organic carbon Leaching from pipes
Improper ion exchange maintenance
High bacteria levels

Silica Exhaustion of mixed bed resins

Metallics Exhaustion of resins
Degradation of metal components
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Table 9 Elemental Composition of a Bacterium of Mass
1.6 × 10−13 g

Element Content (%) Weight (g) Atoms

C 50 7.9 × 10−14 3.9 × 109

O 20 3.1 × 10−14 1.2 × 109

N 14 2.2 × 10−14 9.5 × 108

H 8 1.3 × 10−14 7.6 × 109

P 3 4.7 × 10−15 9.2 × 107

S 1 1.6 × 10−15 3.0 × 107

K 1 1.6 × 10−15 2.4 × 107

Na 1 1.6 × 10−15 4.1 × 107

Ca 0.5 7.9 × 10−16 1.2 × 107

Mg 0.5 7.9 × 10−16 2.0 × 107

Cl 0.5 7.9 × 10−16 1.3 × 107

Fe 0.2 3.1 × 10−16 3.4 × 107

Others ∼0.3 4.7 × 10−16 —

Source: Ref. 29.

VIII. CONTAMINATION IN GAS DISTRIBUTION SYSTEMS

Gas purity and gas system cleanliness have greatly improved in recent years.
Impurities within many gases are now typically measured in parts per trillion
and it is generally believed that step function improvements in gas distribution
system cleanliness will not be necessary for many technology nodes to come.
This section reviews the technology needed to achieve such low concentrations of
contamination in gas distribution systems. Topics include system design, dead
volume and purging, surface morphology, surface chemistry, electropolishing,
and gas system assembly.

A. Effects of Contamination in Gases

Dillenbeck [30] reviewed the process effects of various gas contaminants (Ta-
ble 10). Shapiro et al. [31] also provided a review of process problems specific
to moisture. These are tabulated in Table 11.

B. Contamination Sources Overview

Virtually every aspect of gas system design, manufacturing, test, operation, and
maintenance can be a source of contamination. Components that are not con-
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Table 10 Process Problems Due to Gas Contamination

Gas Contaminant Process problem

N2 H2O, O2 Deterioration of oxide integrity
Nucleation with polysilicon

NH3 H2O, O2 Formation of SiO2 in nitride film

Ar H2O, O2, etc. Annealing (oxide integrity problem)
Sputtering (hillocks)

Cl2, BCl3 H2O Corrosion in gas lines
Metallic contaminants

N2, AR O2 Silicide electrical property problems

HCl, N2, SiH4 Fe, Cu, etc. Reduces minority carrier lifetime
Polysilicon nucleation
Formation of silicon defects

Source: Ref. 30.

structed properly can entrain particles, outgas, and leak atmospheric contami-
nants. The volume of gas distribution system should be as small as possible to
minimize dead space that might act as virtual leaks and be difficult to purge of
residual gas prior to maintenance and of atmospheric contaminants after main-
tenance. Assembly and installation of a gas system should be done in a clean-

Table 11 Process Problems Due to Moisture Contamination

Process Moisture effect

PVD (incorporated in film) Increase electrical resistance
Suppress crystal orientation and grain growth

CVD
Si epi Interfacial oxygen
Si poly Incorporated in film

Plasma etch and poly Corrosion
Etch rate changes
Corrosion w/ residual HCl post Al etch
P + H2O → H3PO4 Al corrosion

SF6 Higher particle levels

Pumpdown Particle formation

Source: Ref. 31.
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room environment, using clean build assembly protocol. Otherwise the system
will have high particle concentrations as well as long dry-down times due to
entrained atmospheric contaminants. Similar protocol applies when a gas sys-
tem must be opened for maintenance of a particular component. Oftentimes
residual process gas will react with atmospheric contaminants resulting in parti-
cle formation; or residual atmospheric contamination not fully purged out after
maintenance will react with process gas once it’s introduced. Even the manner in
which gases are sequenced can lead to contamination. If gases are not properly
separated until they enter a CVD reactor, they can react with one another in the
gas manifold, generating particles. Soft-starting, venting, and purging are also
important so as not to reentrain particles previously deposited on surfaces within
the system.

C. Gas System Design

The primary materials of construction for a high-purity gas distribution system
are 316L electropolished stainless steel and low outgassing polymers for non-
metallic seals. These materials minimize particle generation and resist corrosion
from acid gases. Additionally, components such as valves, regulators, mass flow
controllers, etc., must use the same basic materials and be designed to minimize
particle generation by the moving parts within the flowstream. One of the most
important design criteria is that of low dead volume. Dead volumes can act
as traps for gaseous contaminants and ultimately impact dry-down times and
gas purity at point of use. Modeling is becoming more and more important in
understanding the impact of dead volumes on ultimate gas system performance
and dry-down times. Siefering et al. [32] described how these models can of-
ten help evaluate trade-offs in cost and ultimate performance. Coronell et al.
[33] reported on correlations of this type of modeling with actual component
testing. The importance of dead volume and its relationship to dry-down times
and various purging conditions was investigated by Kubus and Legget [34] with
dramatic differences in dry-down times, as shown in Figure 16.

Test methods for measuring contamination generation by gas-handling
components have been prepared by SEMATECH, SEMI, and ASTM. Table 12
references these methods and also the recommended component specifications
from the SEMI Physical Interfaces Committee [35].

D. Surface Morphology

Surface morphology is an important consideration in controlling contamination
within gas distribution systems. The sawtooth surface in Figure 17 is likely to
generate more particles than the sinusoidal surface even though it presents less
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Figure 16 Predicted lateral contamination with and without purge. (From Ref. 34.)

surface area to a gas flow. However, lower surface area is important in mini-
mizing attachment sites for moisture and oxygen. Electropolishing technology
(Sec. E) minimizes both surface area and protrusions.

SEMATECH and SEMI [35] have developed guidelines and test methods
for surface morphology, as summarized in Table 13.

Table 12 Recommended UHP Component Contamination Specifications

Parameter Value Ref.

Internal adsorbed moisture
(hours to recover to baseline
from 2 ppm spike)

Low surf area comp 1 ASTM F1397
High surface area comp 4

Total ionic contamination
added to test water (ppm)

Individual ≤0.2 ASTM D4327
Total ≤1

Leak rate (He atm cm3/s)
Inboard ≤10−9 SEMI F1
Outboard ≤10−5

Cross-seat ≤4 × 10−8

Cycle life
Manual valves ≥25K ASTM F1373
Hi press pneu valves ≥25K
Lo press pneu valves ≥500K

Source: Ref. 35.
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Figure 17 Surface finishes.

E. Surface Chemistry

There are three fundamental characteristics for rating a surface passivated for
use in transporting high purity gases: 1) the degree of chromium enrichment at
the surface, 2) the chrome to iron ratio, and 3) the absence of foreign elements.
Chromium enrichment is vital for corrosion resistance in acid gas service. In
fact the acid gas purity levels targeted in the 1997 NTRS are driven as much by
the need to extend the service life of their distribution systems as they are for
improvements in wafer processing. For example Wang et al. [36] reported an
increase in the time to the onset of detectable corrosion-generated particles from
170 days to 23.3 years (extrapolated) as the moisture content of HCl decreased
from 5 to 0.1 ppm. Once again, guidelines [35] for these surface characteristics
and their measure have been established and are tabulated in Table 14.

The process by which a chrome-rich surface is established in stainless
steel components is electropolishing. In electropolishing the part to be pol-
ished is made the anode—it is the reverse of electroplating. Material removal
is greatest at surface projections where current density is the greatest, thus

Table 13 Recommended UHP Component Surface Roughness Specifications

Parameter Value Technique Ref.

Surface defects (max count per ≤40 SEM ASTM F1372
photo—5 photos)

Average surface roughness ≤7 Contact SEMASPEC
(Ra − µin.) Profilometer 90120400B

Maximum surface roughness ≤10 Contact SEMASPEC
(Ra − µin.) Profilometer 90120400B

Particle contribution/ft3

≥0.1 µm ≤10 OPC ASTM F1394
≥0.02 µm ≤50

Source: Ref. 35.
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Table 14 Recommended UHP Component Surface Chemistry Specifications

Parameter Value Technique Ref.

Chromium oxide thickness (Å) ≥15 AUGER SEMASPEC
90120573B

Chrome-to-iron ratio ≥1.25 : 1 ESCA SEMASPEC
90120403B

Surface impurities 0 EDX ASTM F1375

Source: Ref. 35.

providing a surface-smoothing action while increasing the chromium/iron ra-
tio. Oxygen is liberated at the anode and reacts with the chromium in the
stainless steel to form chromium oxide. This process forms a uniform passive
layer. Cleanup after polishing is important to remove residual electrolyte surface
contaminants.

F. Gas System Assembly

The assembly of high-purity gas distribution systems requires a total systems
approach including manufacturing of components, packaging, transport, and
start-up procedures. This total systems approach must include a well-designed
cleanroom facility for assembly, testing, and packaging; high-purity distribution
systems for the fluids (gases and liquids) that will be used to test the assembly;
procedures for passing materials into the facility and into the cleanroom; tested
and validated methodologies for tube cutting, cleaning, and welding; procedures
for testing, packaging, and labeling procedures; etc. The bibliography at the end
of the chapter describes these requirements in detail. SEMI and SEMATECH
have developed guidelines [35] for the ultimate measure of gas system perfor-
mance once suitable procedures and methodologies have been established and
followed. Table 15 lists these performance expectations.

While these specs are essential for maintaining long-term system integrity
in corrosive, toxic, and pyrophoric gas service, all distribution networks and
individual assemblies do not necessarily have to exhibit these performance char-
acteristics. For example, a utility nitrogen distribution system would certainly
not need to meet such aggressive requirements. Nor would an inert cylinder gas
system used to transport ∼ppm quality etch gas need to achieve these levels.
However, at commissioning, these performance characteristics are a very good
indication of the quality of workmanship used to build the distribution network.
Even in the example of the inert specialty gas system, one would not want to
assemble a system that continuously outgassed ∼ppm levels of moisture.
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Table 15 Recommended UHP System
Performance Specifications

Parameter Value

Moisture level (ppb) ≤20
Oxygen level (ppb) ≤10
Total hydrocarbons (ppb) ≤20
Inboard leak rate (He atm cm3/s) ≤10−10

Particle contribution/ft3 ≥0.02 µm
Avg ≤5
Max ≤50

Source: Ref. 35.

G. Design of Gas Distribution Systems

Maintaining low levels of moisture and oxygen in gas systems and providing a
means of purging and recovering from upset events are important properties of
a gas distribution system. Figure 18 shows a design by Cheung et al. [37] that
compares these features with that of a more conventional design consisting of
a main and laterals. In the conventional design, dry-down times are long and
ultimate baseline moisture levels are significantly higher due to the dead space
created by the use of two-way valves on the risers and the inherent outgassing
characteristic of a dead volume lateral. Cheung employed flow-through gas-valve
designs on both the main and laterals, as well as a continuous purge flow design

Figure 18 Conventional vs. continuous flow gas distribution systems. (From Ref. 37.)
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to achieve short dry-down times and low levels of gaseous impurities. Table 16
documents this systems’ performance at a microprocessor fab following start-up
and commissioning.

H. Gas Purification

Current practice would not be complete without mention of purification tech-
nology. Many active gas purifier technologies are now available, and can be
deployed to getter or trap gaseous impurities. Bhadha and Cowan’s review [38]
of these technologies is summarized below:

• Organometallic resins
Active alkali compounds on polymeric substrates
Room temperature
Undergo color change

• Getters
Hot titanium sponge
Zirconium and vanadium oxide
Trace nitrogen/hydrogen removal at low flow rates
Regenerable

• Palladium diffusers
Palladium/silver alloy at 450◦C
Hydrogen purification by adsorption and diffusion
High pressure drop

• Desiccants
Silica gel and calcium phosphate treated with cobalt chloride (drierite)
Silica, no indication
Drierite, blue to pink, but at high levels of moisture

• Molecular Sieves
Zeolite class of compounds
Si–O and Al–O with large cavities
Selectivity by addition of Na, K, or Ca
Dried prior to use
Moisture out increases as sieve is depleted
No indication of exhaustion

IX. CONTAMINATION IN PROCESS EQUIPMENT

This section reviews practices for controlling contamination with process equip-
ment, emphasizing certain specific tool categories (e.g., CVD, PVD, etch).
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Table 16 Performance of Continuous Flow/Zero Dead Space Gas
Distribution System

H2O O2 CH4 CO CO2
Status Date (pptv) (pptv) (pptv) (pptv) (pptv)

Specification 07-Apr-94 <1000 <1000 <1000 <1000 <1000
Commissioning 13-Apr-94 1248 468 241 <1000 106
Sustaining 22-Aug-94 710 74 6 — 37

Source: Ref. 37.

SEMATECH has provided a document [39] outlining guidelines, methodolo-
gies, and test procedures for building and maintaining clean processing equip-
ment. SEMATECH has also sponsored the development of courses of instruction
based on these guidelines, now publicly available through various consultants.
This section loosely follows this SEMATECH development, supplemented by
references to the open literature.

A. Equipment Surfaces

The primary requirement of surfaces within processing equipment, beyond being
nonshedding, nonparticulating, and nonoutgassing, is the need to be cleanable.
Virtually all fabs have some type of standard cleanroom housekeeping protocol
that dictates a wipe down of surfaces on a periodic basis. As such, equipment
surfaces exposed to the cleanroom should be cleanable; these surfaces should be
smooth so as not to entrap particulate matter and nonabsorbing so as not to soak
up (and continuously outgas) moisture/isopropanol mixtures used for cleaning.
Preferred and nonideal surfaces are listed in Table 17.

These preferred surfaces are basically resistant to chipping or peeling, do
not outgas, and do not degrade significantly under normal wear.

Table 17 Preferred and Nonideal Equipment Surfaces

Preferred Nonideal

Polished stainless steel Decorative
Cr–Ni plated steel Composites
Polished/treated aluminum Galvanized
Urethanes/epoxies Corrosion susceptible
Low outgassing Highly volatile
Static dissipative “Uncleanable”
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B. Equipment Subsystems

Process tools consist of many subsystems assembled together. Contamination
control within those subsystems is important in maintaining the cleanliness in-
tegrity of the cleanroom in which the tool is placed, especially when these sub-
systems come into direct contact with the wafers (e.g., wafer-handling systems)
or the environments (loadlocks, minienvironments, etc.) in which the wafers will
be processed or pass through.

Maintaining laminar flow within process tools can help sweep particles
through the equipment and prevent stagnation points that can both generate and
trap particles. This is difficult in many tool designs, but can be aided by open,
“flow-through” designs that take advantage of the vertical laminar downflow
characteristic of cleanrooms. Tools may often be designed without external skins
to assist in this. For critical applications (e.g., minienvironments) computational
airflow modeling helps to optimize the configuration of surfaces for minimizing
turbulence and dead zones within the environment where the wafers will be
exposed.

Heat sources (e.g., power supplies) within some of these environments can
cause convective currents (∼10 ft/min) that act to hold particles in the airstream
longer and potentially increase product contamination. These heated surfaces
will also outgas more readily and can potentially increase both particulate and
molecular contamination of product surfaces. On the other hand, thermophoresis
(Chap. 6) can reduce particle deposition on heated product surfaces.

Any object that moves in contact with another will generate particles.
Tribology (the science of frictional abrasion and wear) is complex. Particle
generation by contacting surfaces depends on the type of surrounding medium,
the contact area, the bonding between the contracting materials, and the shearing
forces of the surfaces in motion [40]. These mechanisms must be characterized
and understood with respect to the wafer environment when designing systems
that interact with the wafers; examples here include wafer-handling systems and
also valve actuations within gas and chemical delivery systems.

Flexing and vibration are also important considerations in designing pro-
cess tools and their subsystems. Any coated material that flexes will in time
generate particulate matter and flexing often originates from vibrations within
the equipment (e.g., pumps, motors). Often flexible lines (bellows material or
Teflon hoses) are used to achieve vibration tolerance in the plumbing of gas or
chemical distribution systems. However, build-up of material on the inner walls
of these flex lines can spall as a result of the line flexing. This is problematic in
vacuum plumbing where bellows are frequently used to dampen vibration from
vacuum pumps.

In all these cases noted above, a rigorous materials and subsystem charac-
terization should be accomplished to optimize designs for minimum outgassing
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and particulate generation. In one such example, Verma et al. [41] identified
seven sources of gaseous contamination in vertical thermal reactors: 1) perme-
ation through Teflon, 2) convection, 3) entrainment of impurity in dead volume
between wafer spacing, 4) adsorption and desorption of impurities on wafer sur-
faces, 5) diffusion of room air impurities through quartz, 6) back diffusion, and
7) impurity leakage through elastomeric seals.

C. Vacuum Systems

Significant work has been done on particle formation, transport, and deposition
in vacuum systems (see the Bibliography at the end of this chapter). Vacuum sys-
tem contamination control is extremely important as vacuum is one of the most
common wafer processing environments in today’s semiconductor manufactur-
ing. There are numerous forces that act on particulate matter within vacuum
processing equipment, all of which can affect particle transport and deposition
on wafer surfaces. Electrophoretic, fluid drag, ion drag, thermophoretic and grav-
itational forces all impact the manner in which particles move about in vacuum.
O’Hanlon et al. [42] concluded that particles can be trapped electrostatically in
plasma-processing equipment, the magnitude of the trapping varying with fluid
drag, thermophoretic and gravitational forces. Unfortunately, designs that min-
imize particulate contamination in a vacuum process chamber are not always
compatible with configurations and techniques for optimum process conditions.
Researchers at Sandia (see Chap. 6) have collaborated extensively with process
equipment suppliers and SEMATECH to develop guidelines that aid in mini-
mizing particulate contamination on wafers during vacuum processing [43].

• Raise the operating pressure to increase the cutoff size of particles that
deposit by inertial impaction.

• Increase the spacing between a showerhead entry port and the wafer so
that fluid drag becomes more effective in transporting smaller particles
out of the reactor.

• Maximize the temperature gradient adjacent to the wafer surface to
thermophoretically repel particles from the wafer surface.

• Optimize the design of the gas entry ports by:
1. Maximizing their cross-sectional area
2. Minimizing the length of the gas accelerating path
3. Ramping up gas flows
4. Directing gas flows away from the front of the wafer

Rader et al. [44] provides an excellent review and summary of these effects in
plasma-processing environments (see Chap. 6).

Optimal reactor design for contamination control must also consider con-
taminating contributions that originate with the choice of materials used in the
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construction of the vacuum systems. Of particular importance is the propensity
of elastomeric seals to allow permeation of gaseous contaminants. Ma et al.
[45] showed order of magnitude differences in the permeation coefficients of
commonly used materials (PCTFE, PE, PFA, etc.) from various suppliers. They
concluded, although dependent on application, that perfluoroelastomers were
generally better in vacuum service than fluoroelastomers.

Additional techniques for minimum contamination in vacuum processing
include controlling turbulence (slow pumping and venting), leak tight integrity
and leak testing, gate valve control, and dry pumps.

D. Equipment Assembly, Cleaning, and Packaging

Process equipment intended for operation in a cleanroom environment must
be manufactured and assembled under conditions that assure that the equipment
will not degrade the cleanliness of that cleanroom environment. As such, all pro-
cessing equipment and tools should be assembled under cleanroom conditions.
When equipment is ready to be shipped, it must then be cleaned and typically
triple-wrapped to provide maximum protection of the surfaces that will even-
tually be exposed to the manufacturing cleanroom environment. Upon arriving
at the manufacturing site, the triple wrap is removed in successive stages as
the equipment moves through successively cleaner loadlocks from the ambient
environment to the final cleanroom environment.

E. Equipment Monitoring

As shown in Figure 5, the actual processes themselves are believed to con-
tribute the majority of yield-limiting particulate contamination in semiconductor
manufacturing. This yield-limiting contamination can often be attributed to poor
maintenance procedures as films and etch by-products build up on various sur-
faces within the processing chamber and subsequently spall off onto the wafer
surfaces. Consequently, regular preventive maintenance and chamber cleaning
are critical to maintaining clean processes. Control charts must be established
based on a measurable parameter indicative of this build-up. Often monitor
wafer particle checks are used for this purpose. Conducted on a routine basis of
every shift, or once a day, or every other lot, etc., particles per wafer per pass
(PWP) checks can often isolate these “out-of-control” events from background
“in-control” particle levels. In a PWP measurement, a “prechecked” particle
monitor wafer with particle count Ni is run through a tool and subsequently
remeasured for particle count, Nf . The total adders, or PWP, count is then cal-
culated as simply Nf −Ni and recorded on a control chart. Figure 19 graphically
depicts this process.
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Figure 19 Particles per wafer per pass monitoring.

PWP checks can be made more valuable if conducted in deposition tools
which have flowing gases and RF on to initiate an actual gas-phase reaction and
film deposition. In these cases, particle generation associated with the actual
process chemistry is also captured by the measurement. This is an important
distinction because simple mechanical PWP checks typically result in very low
particle counts and do not have statistical significance without extensive testing
and large numbers (100’s) of passes.

PWP testing can be utilized to isolate, or partition, a particle event to a
specific chamber or condition within the process tool. In order for this testing to
be effective, process tools must be baselined under known conditions, like new,
or recently cleaned, or after chamber conditioning, or after/before preventive
maintenance; and experiments need to account for typical sources of variation,
like instrument noise and particle adders from wafer handling. These tests can
include not only particles but also baseline levels of volatile species through
the use of gas chromatography, mass spectrometry, or optical emission/infrared
spectroscopy.

Sources of experimental error can be reduced by acquiring measurements
as close to the wafer surface as possible. In situ particle monitors (ISPM) have
been utilized to provide this capability (Chap. 3). Bhat et al. [46] used such a
device in a nitride etch chamber. Their results are shown in Figure 20 where
on-wafer counts correlated well with ISPM counts.

End users have also used ISPMs to schedule preventive maintenance by
detecting the onset of chamber wall flaking before on-wafer particle counts
rise out of control. In some applications ISPM counts are difficult to corre-
late to on-wafer counts because ISPMs count particles in just a small vol-
ume of a processing chamber. This volume may not provide a representative
count of process particles. Knowing where to locate an ISPM in order to ac-
curately measure process particle densities remains a challenge, as discussed in
Chapter 3.
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Figure 20 In situ particles (HYT) vs. on wafer particles (Inspex). (From Ref. 46.)

F. Equipment Contamination Prevention and Reduction

All these techniques and practices (baselining, PWP, ISPM, experimental tech-
nique, etc.) can be combined to develop effective programs in contamination
prevention and reduction (CPR). Uritsky et al. [47] provided process improve-
ment through methodical characterization of particles in CVD process chambers.
Their results are summarized in Table 18, where they were able to characterize
both the shape and chemistry of typical particles.

Table 18 Chemistry, Shape, and Possible Root Cause of Particles

Chemistry Shape Possible root cause

W Donut-shaped residue Prior film defect
C Minute, low contrast

spheres
Oil (pump), dirty gas, bad

cassette, wafer handling
O, W Clusters or individual

spheres
Contaminated gas line

Ca, Si, C, Mg Large, irregularly shaped Viton O-ring
Cr, Fe, Ni Minute needles Exposed stainless steel attacked

during plasma clean
Ni, P Tiny, oval forms Degraded slit valve
C, O, Na, Si, S, Cl,

K, Ca, Mg, Al, Fe
Miscellaneous Variable

Source: Ref. 47.
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Bilotta and Proctor [48] demonstrated good CPR technique when they
reduced particle levels and defects in a series of experiments in particle sourcing
and equipment modifications by doing the following (in part):

• O-ring preventive maintenance
• Slow pump/vent (flow surge suppressor)
• Pressure changes during processing
• Vacuum conductance changes

Their efforts reduced mean counts by 5× and tightened distribution by approx-
imately 5×.

Another good example of CPR techniques is by Anderson et al. [49],
who isolated a showerhead-cooling problem, introduced gas timing changes to
eliminate gas-phase nucleation, eliminated pumping capacity constraints due to
build-up of by products in the effluent burn box, and used H2O2/H2O solutions
for chamber cleans, an improvement over conventional DI/IPA mixtures.

X. WAFER CONTAMINATION

Wafer handling is common to all processing. As such, control of wafer-handling
contamination is important. Wafer handling must minimize contact points; non-
metallic contact with the wafer is preferred to minimize metallic contamination—
tweezers must not be utilized except in the case of removing stuck or dropped
wafers from process tools, and even the use of vacuum wands should be min-
imized. Metallic wafer handling can produce not only significant amounts of
particulate contamination through microscratching on the wafer surfaces, but
also metallic contamination as measured by De Busk [50] and summarized in
Figure 21, where greater concentrations of bulk iron were measured at the flats
of tweezer-handled wafers than elsewhere on the wafer.

Wafer backside contamination is a critical part of wafer handling. High
levels of contamination (often associated with metallics) and reproducible pat-
terns are frequently observed on the backside of wafers sent through process
equipment Although there continues to be a high emphasis on wafer front side
(i.e., product side) inspection and contamination reduction, there has been com-
paratively little effort directed at the reduction of wafer backside contamination.
SEMATECH sponsored a workshop in February of 1998 to assist in establishing
priority actions with respect to backside contamination prevention. High-level
themes included the importance of nonmetallic contact with the backside, min-
imum contact area in wafer chucks and handler end effectors, and backside
cleaning and detection techniques.
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Figure 21 Iron contamination by wafer handling. (From Ref. 50.)

Even wafers can be a source of contamination as they adsorb residual
reactive gases and volatile contaminants (especially moisture) that can outgas in
subsequent processing. Residual films (metallic and oxide) are another potential
source of backside contaminants.

XI. MANUFACTURING SUPPORT ITEMS

A plethora of materials exist within the manufacturing environment that po-
tentially can contaminate the wafer-processing environment and/or the wafers
themselves. Methods to characterize these materials have been developed by
SEMATECH [51] and include the characterization of materials such as gloves,
garments/headgear, face masks, shoes/boots/covers, undergarments, garment
practices, laundry, wipers/swabs, solutions, supplies, tacky mats/rollers, CR
paper/pens, printers/typewriters, tape/adhesive, signs/labels, envelopes/lami-
nators, carriers/boxes, handles, tweezers/wands, quartz, transfer systems/
selectors, tables/shelves/racks, chairs, and stools/ladders.

Some of these manufacturing support items can be significant sources of
contamination, both particulate and nonparticulate. Mattina and Oathout [52,53]
tested 10 wiping materials and found vast differences in all criteria: sorptive
capacity (roughly 10× range in both area and mass), particles (released and
generated due to friction—roughly 100× difference from cleanest to dirtiest),
extractible matter in IPA (roughly 10–50× range based on weight and area),
inorganic matter (10× based on are and 3× based on weight).
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XII. SEMATECH TEST METHODS

SEMATECH has facilitated development of numerous test methods for assessing
the performance of various components and processes in the semiconductor
wafer fabrication facility. These are, in summary:

• Gas components
R. Periasamy et al., “Developing the SEMATECH Test Methods
of Evaluating Cleanroom Gas-Handling Components,” Micro, June
1994.

• Liquid components
92010933B-STD Guide to Test Methods for UPW Distribution Sys-
tem Components

• Equipment
SEMI E14-93 Measurement of Particle Contamination Contributed
to the Product from the Process or Support Tool

• Manufacturing support items
92051106A-STD SEMATECH Guide to Test Methods for Manufac-
turing Support Items

• Equipment clean build
92051107A-STD SEMATECH Guide for Contamination Control in
the Design, Build, Package and Shipping of Equipment

• Mass flow controllers
92071220B-STD SEMATECH Guide to Provisional Test Methods
for MFCs

SEMATECH has invested significant resources in the characterization and re-
duction of defects as well as providing their member companies with tools to
assist in the contamination prevention and reduction process. Some of these are

• Particles per wafer per pass (PWP) test methods
• Test methods for high-purity gas-handling components
• Water component test methods
• Manufacturing support items (consumables) test methods
• Clean build equipment guidelines
• Tool accommodations standards
• In situ sensor purchasing requirements

Many other groups have prepared documents addressing various aspects of
contamination control and the reader is encouraged to seek additional references
from these sources: IEST (www.iest.org), FED-STD-209E, SEMI, Micro, Semi-
conductor International, Solid State Technology, Cleanrooms, SPWCC, Balazs
Analytical Laboratory, Pitt Conference, ASMC, UCS ECS Journal, AVS Jour-
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nal, AAAR Journal, UltraPure Water Journal, University of Arizona, Clarkson
University, IMEC, University of Minnesota, and the Research Triangle Institute.
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Brownian dynamics simulation (BDS),
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Diffusion boundary layer, 243–244,

274
Diffusion, 274, 294

coefficients, 269–272
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Free molecular regime, 155
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Hydrolysis, 351–352
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Hydroxyl radicals, 321, 327, 329
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IMS
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gas detection, 57–59
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In situ particle monitors (ISPM), 44–45,
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Insoluble sulfate, 325–326
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electrostatic, 237–238
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van der Waals, 235–237

Ionic strength, 247–251, 256
IPA, 328
Iron contamination

from city water, 334
chemisorption on oxide, 347–349
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Isoelectric point (IEP), 232, 240,
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Killer particle, 15, 389
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Lagrangian formulation, 149, 151–162,
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Laser ablation, 330
Lennard-Jones model, 279
Lewis bases, 289, 291–292, 294
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Light scattering, 29–35
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Rayleigh, 29–32

Magnesium contamination
chemisorption on oxide surface,
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from city water, 334
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307–308
off wafer, on line, 56–70
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302–306, 308–310
particles
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Metal bridging, 387–389
Metal hydroxide solubilities, 344

hydrolysis, 350–352
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from silicon, 376–379

Metallic extractables, 404–405
Metallic impurities
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deposition, 353
removal, 353–365, 376–379

Metallic ions
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Microbiological contamination,
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Minienvironment, 401
Molecular contaminant, 2, 51–71, 117,
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Organic removal, 319–330
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hydrogen peroxide, 358–361, 374–378
ozone, 361, 373–374, 376

Oxide termination, 336–337
Oxygen plasma, 319
Ozone, 321–324, 329–330

Parallel plate reactor, 166–214
collection efficiency, 174–214
fluid flow, 169–174
geometry, 166
grand design curves, 206–208

Particle(s)
acid aerosols, 298–299

aerodynamic, 35–37
aerosol mass spectrometers, 41
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CPC, 37–38
critical (“killer”) size, 15, 389
critical size, dp,crit , 207, 211–213
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diffusion coefficient, 164, 182
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impactor, 39
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point-to-plane precipitator, 40
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relaxation time, 158

settling plates, 40
size effects, 254–256
traps, 177–196

Particle per wafer per pass (PWP),
420–421

Peclet number, 165–167, 183–188, 190,
195

definition, 165
People isolation, 395
Permeation, 420
pH impact, 251
Physical desorption, 339
Physisorption, 279–280, 335, 365
Piranha, 319–322, 325–326
Pits, 370–372
Point of use (POU) generation, 406–407
Point of zero charge (PZC), 224, 232,

234
Poisson-Boltzmann equation, 226
Porous surface model, 229
Potential-determining ions, 223
Pourbaix diagrams, 340–345, 352

aluminum in water, 295–296,
344–345

copper in water, 341, 360
gold in water, 361
iron in water, 359

Precipitation, 365–366
Precision product(s), 3
Pressure effects, 190–192, 213
Purge effect, 412

Reduction potential, 343, 354–360
Resist footing, 291, 293
Reynolds number, 169–174, 176,
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RCA-1, 337
RGA, 61

Sanitization, 408
SC-1, 326–327, 334, 337, 353, 358,

363–364, 378

SC-2, 356–365, 376
SEMATECH test methods, 424–425
Shear plane, 230
Sherwood number, 184
Showerhead

flow fields, 170
parabolic flow, 179
plug flow, 179
transport equations, 169

Silanol (hydroxide) termination,
336–338

Silica gel, 347
SI units, 4, 5
Slip correction factor, 152–154
Solubility product, 343–344, 351
SOM, 319–325
Spittle, 394
SPM, 324–325

haze, 325
Stability constants, 350, 352
Standard reduction potential, 353–357,

360, 366–368
Stern layer, 227–228, 230, 245
Sticking coefficient, 266, 283–289
Stokes number, 158–159, 198–212

critical Stokes number, 200–211
definition, 158
jet Stokes number, 198

Stokes-Einstein equation, 244
Stopping distance, 158
Streaming potential, 231–233
Sulfuric/ozone mixtures (SOM),

321–325
Surface charging in liquids, 223
Surface complexation theory, 229
Surface morphology, 411–414
Surface potential, 256–257
Surface roughness, 378–379
Surface terminations, 336–339
Surfactants, 257–258, 373–376

Tafel slope, 367, 371–374
Test structures, 11, 12
Thermophoresis, 156–157, 161–162,

193–194, 212–214



448 Index

TMAH, 293
Trapping, 277–278
Tribology, 418
T-topping, 291, 293, 389
Tunneling, 379
Turbulent diffusion, 273–274

ULPA, 3, 396
UPW

component specifications, 412–414
performance specifications, 415
purge effect, 412

UV/oxygen, 330

Van der Waals force, 235–238,
335

Wafer environment, 399–401
Wafer haze, 276
Wipers, 424

Yield
airborne particle impact, 401
definition, 391
improvement, 9
model, 10, 13

Zeta potential, 229–234, 237, 242,
247–255, 258

Zinc contamination
adsorption on oxide, 349
from city water, 334
removal, 356–358


