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Series Editors' Foreword 

The series Advances in Industrial Control aims to report and encourage 
technology transfer in control engineering. The rapid development of control 
technology has an impact on all areas of the control discipline. New theory, 
new controllers, actuators, sensors, new industrial processes, computer meth­
ods, new applications, new philosophies ... , new challenges. Much of this 
development work resides in industrial reports, feasibility study papers and 
the reports of advanced collaborative projects. The series offers an opportu­
nity for researchers to present an extended exposition of such new work in all 
aspects of industrial control for wider and rapid dissemination. 

Fuel cell power systems is a new and exciting industrial area which is re­
ceiving considerable commercial investment as a future energy technology. 
The IEEE Spectrum magazine New Year issue of 2004 cited this area as one 
whose development and progress should be observed closely over the coming 
years. Successful application of fuel cell technology will depend on many fac­
tors not the least of which being how consistently their performance can be 
controlled. This Advances in Industrial Control monograph by Jay Pukrush­
pan, Anna Stefanopoulou and Huei Peng is a timely contribution to the area. 
As the authors so rightly say in their Preface, control engineers have different 
requirements from modelling, experimental studies and simulation work for 
designing a good control system and this monograph presents a control-orien­
tated approach to these topics in the fuel cell power system field. 

For the fuel cell and control specialist a good few chapters in this mono­
graph are devoted to various system models; a further indication of the crucial 
importance of modelling, simulation and basic system comprehension to en­
able control engineers to develop a well designed control system. A fully devel­
oped control system design exercise appears in Chapter 7 of the monograph. 
As well as being of interest to fuel cell engineers, the chapter is of pedagogical 
interest to the general control engineer. The control system to be designed is 
multivariable and the steps; input-output pairing, decentralized control and 
then multivariable control design, are followed. Of particular interest is the 

vii 
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insight obtained from the multivariable control designs which is then used to 
suggest improvements to the decentralized control design. The final chapters 
in the book provide a useful look at future research directions. 

The monograph is a very interesting addition to the Advances in Indus' 
trial Control series and a valuable contribution to the growing engineering 
area of fuel cell power system technology. 

M.J. Grimble and M.A. Johnson 
Industrial Control Centre 
Glasgow, Scotland, U.K. 



Preface 

Fuel cell systems offer clean and efficient energy production and are currently 
under intensive development by several manufacturers for both stationary and 
mobile applications. The viability, efficiency, and robustness of the fuel cell 
technology depend on understanding, predicting, monitoring, and controlling 
the fuel cell system under a variety of environmental conditions and a wide 
operating range. 

Many publications have discussed the importance and the need for a well­
designed control system for fuel cell power plants. From discussions with con­
trol engineers and researchers in the area of fuel cell technology it became 
apparent that a comprehensive book with a control-oriented approach to mod­
eling, analysis, and design was needed. The field is fast evolving and there is a 
lot of excitement but also a lot of commercial or confidentiality considerations 
that do not allow state-of-the-art results to be published. 

In this book, we address this need by developing phenomenological mod­
els and applying model-based control techniques in polymer electrolyte mem­
brane fuel cell systems. The book includes: 

• An overview and comprehensive literature survey of polymer electrolyte 
membrane fuel cell systems, the underlying physical principles, the main 
control objectives, and the fundamental control difficulties. 

• System-level dynamic models from physics-based component models using 
flow characteristics, point-mass inertia dynamics, lumped-volume manifold 
filling dynamics, time-evolving spatially homogeneous reactant pressure or 
concentration, and simple diffusion, transport, and heat equations. 

• Formulation, in-depth analysis, and detailed control design for two critical 
control problems, namely, the control of the cathode oxygen supply for a 
high-pressure direct hydrogen Fuel Celi System (FCS) and control of the 
anode hydrogen supply from a natural gas Fuel Processor System (FPS). 

• Multivariable controllers that address subsystem conflicts and constraints 
from sensor fidelity or actuator authority. 

ix 



x Preface 

• Real-time observers for stack variables that may be hard to measure or 
augment existing stack sensors for redundancy in fault detection. 

• Examples where control analysis not only can be used to develop robust 
controllers but also can help in making decisions on fuel cell system re­
design for improved performance. 

• More than 100 figures and illustrations. 

This book is intended for researchers and students with basic control 
knowledge but who are novices in fuel cell technology. The simplicity of the 
models and the application of the control algorithms in concrete case studies 
should help practicing fuel cell engineers. Other scientists from electrochem­
istry, material sciences, and fluid dynamics who wish to become familiar with 
the control tools and methods may also benefit from the comprehensive cov­
erage of the control design. Managers or entrepreneurs interested in accessing 
the challenges and opportunities in fuel cell automation technology may also 
find this book useful. 

Book Overview 

The development of a model of a dynamic fuel cell reactant supply subsys­
tem that is suitable for control study is explained in Chapters 2 and 3. The 
model incorporates the transient behaviors that are important for integrated 
control design and analysis. Models of the auxiliary components, namely, a 
compressor, manifolds, an air cooler, and a humidifier, are presented in Chap­
ter 2. Inertia dynamics along with nonlinear curve fitting of the compressor 
characteristic map are used to model the compressor. The manifold dynamic 
models are based on lumped-volume filling dynamics. Static models of the air 
cooler and air humidifier are developed using thermodynamics. 

The fuel cell stack model in Chapter 3 is composed of four interacting 
submodels, namely, stack voltage, cathode flow, anode flow, and membrane 
hydration models. The stack voltage is calculated as a function of stack cur­
rent, cell temperature, air pressure, oxygen and hydrogen partial pressures, 
and membrane humidity. The voltage function presented in Section 3.1 is 
based on the Nernst open circuit voltage, and activation, ohmic, and concen­
tration losses. Flow equations, mass continuity, and electrochemical relations 
are used to create lumped-parameter dynamic models of the flow in the cath­
ode and anode in Sections 3.2 and 3.3. Mass transport of water across the fuel 
cell membrane is calculated in the membrane hydration model in Section 3.4. 

A perfect controller for air humidification and a simple proportional con­
troller of the hydrogen supply valve are integrated into the model to allow 
us to focus on the analysis and control design of the air supply system. In 
Chapter 4, we perform a steady-state analysis of the model in order to deter­
mine the optimal value of the air flow setpoint, termed oxygen excess ratio, 
that results in the maximum system net power. The resulting value agrees 
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with the fuel cell specification in the literature, and thus indirectly validates 
the accuracy of the model. Results from the simulation of the model with a 
static feedforward controller based on the optimal setpoint are presented in 
Section 4.3. The model predicts transient behavior similar to that reported in 
the literature. 

The control design of the air supply system using model-based linear con­
trol techniques is presented in Chapter 5. The goal of the control problem 
is to effectively regulate the oxygen concentration in the cathode by quickly 
and accurately replenishing oxygen depleted during power generation. Several 
control configurations are studied and the advantages and disadvantages of 
each configuration are also explained. Additionally, the performance limita­
tions of the controller due to measurement constraints are also illustrated. 
In Section 5.5.2, the results from an observability analysis suggest the use 
of stack voltage measurement in the feedback to improve the performance of 
the observer-based controller. The analogy between the fuel cell closed-loop 
current-to-voltage transfer function and an electrical impedance, discussed 
in Section 5.6, can be useful to researchers in the area of power electronics. 
Section 5. 7 presents an analysis of the tradeoff between regulation of cath­
ode oxygen and desired net power during transient. A range of frequencies 
associated with the tradeoff is determined. 

In Chapters 6 and 7, a control problem of the partial oxidation based nat­
ural gas fuel processor is studied. The components and processes associated 
with the processor are explained in Section 6.1. A dynamic model of the pro­
cessor is also presented in Chapter 6. Transient flow, pressure, and reactor 
temperature characteristics are included. The reaction products are deter­
mined based on the chemical reactions, and the effects of both the oxygen­
to-carbon ratio and the reactor temperature on the conversion are included. 
The model is validated with a high-order detailed model of the fuel cell and 
fuel processor system, and the results are shown in Section 6.3. 

A two-input two-output control problem of regulating the catalytic partial 
oxidation (CPOX) temperature and the stack anode hydrogen concentration 
using natural gas valve and air blower commands is studied in Chapter 7. 
Section 7.3 illustrates the use of the relative gain array method to find appro­
priate pairings of the system input and output and also to analyze the system 
interactions. The analysis shows that large system interactions degrade the 
performance of the decentralized controller, especially during transient oper­
ation. A model-based multivariable controller for the fuel processor system 
is designed in Section 7.5 using the linear quadratic optimal method. It is 
shown that significant improvement in CPOX temperature regulation can be 
achieved with the designed multivariable controller. The controller is then an­
alyzed to determine the important terms that contribute to the improvement 
of the closed loop performance. This will be useful in the simplification and 
implementation of the controller. Chapter 8 provides a summary and con­
tributions of the work. Several topics that need to be addressed and several 
other interesting areas to study are also given. 
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The major technical topics covered in this book are: 

• Two control problems of the fuel cell power generation system are for­
mulated. The first problem is the control of the air supply system for a 
high-pressure direct hydrogen fuel cell system (FCS). The objective is to 
control the compressor motor command to quickly and efficiently replenish 
the cathode oxygen depleted during system power generations. The second 
problem is the control of a low-pressure natural gas fuel processor system 
(FPS). The goal is to coordinate an air blower and a fuel valve in order to 
quickly replenish the hydrogen depleted in the fuel cell anode while main­
taining the desired temperature of the catalytic partial oxidation reactor. 

• Control-oriented dynamic models suitable for control design and analysis 
are created. The complexity of the models is kept minimal by consider­
ing only physical effects relevant to the control problems. The models are 
developed using physics-based principles allowing them to be used for dif­
ferent fuel cell systems requiring only parameter modifications. Moreover, 
the variables in the models represent real physical variables providing in­
sight into the dynamic behavior of the real system. The causality of the 
process is clearly demonstrated in the models. 

• The models are used in the model-based control analysis to develop con­
trollers and to determine required control structures that provide an en­
hanced performance over conventional controllers. Moreover, the analysis 
provides insight into the performance limitations associated with plant 
architecture, sensor location, and actuator bandwidth. 

For the FCS, the limitations of using integral control and an observer­
based controller arise from sensor locations. In particular, a direct mea­
surement of the performance variable (i.e., the oxygen excess ratio) is 
not possible. The compressor flow rate, which is located upstream from 
the stack, is traditionally used as the only feedback to the controller. 
Our observability analysis shows that the stack voltage measurement 
can be used to enhance the closed-loop system performance and ro­
bustness. The voltage measurement is currently used only for safety 
monitoring. However, we demonstrate that the fuel cell stack mean 
voltage can be used for active control of fuel cell stack starvation. This 
result exemplifies the power of control-theoretic tools in defining criti­
cal and cost-effective sensor location for the FCS. 
An additional limitation arises when the FCS architecture dictates that 
all auxiliary equipment is powered directly from the fuel cell with no 
secondary power sources. This plant configuration is preferred due to 
its simplicity, compactness, and low cost. We used linear optimal con­
trol design to identify the frequencies at which there is severe tradeoff 
between the transient system net power performance and the stack 
starvation control. The result can be used to determine the required 
size of additional energy or oxygen storage devices in the case where 
fast transient response is required. We demonstrated that the multi-
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variable controller improves the performance of the FCS and results 
in a different current-voltage dynamic relationship that is captured by 
the closed-loop FCS impedance. We expect that the derived closed­
loop FCS impedance will be very useful and will provide the basis for 
a systematic design of fuel cell electronic components. 
Multivariable feedback analysis using the control-oriented model of the 
FPS indicates large system interactions between the fuel and the air 
loops at high frequencies. Our analysis shows that the magnitude and 
speed of the fuel valve limit the closed-loop bandwidth in the fuel loop, 
and thus affect hydrogen starvation. We demonstrate that fast regu­
lation of CPOX temperature, which is the objective in the air loop, 
requires a fast blower and air dynamics if a decentralized control struc­
ture is used. On the other hand, a slow blower can also accomplish 
similar performance if it is coordinated with the fuel valve command. 
The coordination is achieved with a model-based controller that de­
couples the two loops at the frequencies of high interaction. With this 
result we provide rigorous guidelines regarding actuator specifications 
and the necessary software complexity for multiple actuator coordina­
tion. 
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1 

Background and Introduction 

Fuel cells are electrochemical devices that convert the chemical energy of a 
gaseous fuel directly into electricity and are widely regarded as a potential 
alternative stationary and mobile power source. They complement heat en­
gines and reduce the ubiquitous dependence on fossil fuels and thus have 
significant environmental and· national security implications. As such, they 
are actively studied for commercial stationary power generation, residential 
applications, and transportation technologies. Recent study has shown that, 
in the United States, carbon dioxide (C02 ) accounts for more than 

80% 
of 

greenhouse gases released [117] and the transportation sector is responsible 
for 32% of the overall C02 emission [31]. In this book, we concentrate on the 
fuel cell control requirement during transients. Application of fuel cells in au­
tomotive powertrains is emphasized, partly because ground vehicle propulsion 
conditions present the most challenging control problem, and partly due to 
their importance in global fuel consumption and emission generation. 

Fuel cell stack systems are under intensive development by several man­
ufacturers, with the Polymer Electrolyte Membrane (PEM) fuel cells (also 
known as Proton Exchange Membrane fuel cells) currently considered by 
many to be in a relatively more developed stage for ground vehicle appli­
cations. PEM fuel cells have high power density, solid electrolyte, long cell 
and stack life, as well as low corrosion. They have greater efficiency when 
compared to heat engines and their use in modular electricity generation and 
propulsion of electric vehicles is promising [62]. Fuel cell efficiency is high at 
partial load which corresponds to the majority of urban and highway driving 
scenarios [90]. At a nominal driving speed 

(30 mph) the efficiency of a fuel cell 
electric drive using direct hydrogen from natural gas is two times higher than 
that of a conventional internal combustion engine [94]. Using pure hydrogen 
as fuel can eliminate local emissions problems in densely populated urban en­
vironments. A hydrogen generation and distribution infrastructure based on 
renewable energy from wind, water, and solar energy, or fuel processors will 
help reduce our dependency on fossil fuels. 

1 
J. T. Pukrushpan et al., Control of Fuel Cell Power Systems
© Springer-Verlag London 2004



2 1 Background and Introduction 

To compete with existing Internal Combustion Engines (ICE), however, 
fuel cell systems must operate at similar levels of performance. Transient be­
havior is one of the key requirements for the success of fuel cell vehicles. 
Efficient fuel cell system power response depends on the air and hydrogen 
feed, flow and pressure regulation, and heat and water management. As cur­
rent is instantaneously drawn from the load source connected to the fuel cell 
stack, heat and water are generated, whereas oxygen is depleted. During this 
transient, the fuel cell stack breathing control system is required to main­
tain proper temperature, membrane hydration, and partial pressure of the 
reactants across the membrane to avoid detrimental degradation of the stack 
voltage, and thus efficiency reduction. These critical fuel cell parameters can 
be controlled for a wide range of currents, and thus power, by a series of 
actuators such as valves, pumps, compressor motors, expander vanes, fan mo­
tors, humidifiers, and condensers. The resulting auxiliary actuator system is 
needed to make fine and fast adjustments to satisfy performance, safety, and 
reliability standards that are independent of age and operating conditions. 
Model-based dynamic analysis and control design give insight into the subsys­
tem interactions and control design limitations. They also provide guidelines 
for sensor selection and control coordination between subsystems. Creating a 
control-oriented dynamic model of the overall system is an essential first step 
not only for understanding system behavior but also for the development and 
design of the model-based control methodologies. This book presents first the 
development of physics-based dynamic models of fuel cell systems and fuel pro­
cessor systems and then the applications of multivariable control techniques 
to study their behavior. The analysis gives insight into the control design 
limitations and provides guidelines for the necessary controller structure and 
system redesign. 

1.1 Fuel Cell 

We summarize here the principle and potential benefits of fuel cell power gen­
eration. The fuel cell principle was discovered in 1839 by William R. Grove, a 
British physicist [54]. A fuel cell consists of an electrolyte sandwiched between 
two electrodes. The electrolyte has a special property that allows positive ions 
(protons) to pass through while blocking electrons. Hydrogen gas passes over 
one electrode, called an anode, and with the help of a catalyst, separates into 
electrons and hydrogen protons (Figure 1.1), 

(1.1) 

The protons flow to the other electrode, called a cathode, through the elec­
trolyte while the electrons flow through an external circuit, thus creating elec­
tricity. The hydrogen protons and electrons combine with oxygen flow through 
the cathode, and produce water. 
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Fig. 1.1. Fuel cell react ion 

(1.2) 

The overall reaction of the fuel cell is therefore 

(1.3) 

The voltage produced from one cell is between 0 and 1 volts [69] depending 
on fuel cell operating conditions and the size of the load connected to the fuel 
cell. The typical value of the fuel cell voltage is about 0. 7 volts. To get higher 
voltage, multiple cells are stacked in series. The total stack voltage is the 
number of cells multiplied by the average cell voltage. As with other electrical 
devices, there are electrical resistances in the fuel cell. The loss associated 
with the resistance is dissipated in the form of heat. In other words , heat is 
released from the fuel cell reaction. 

Fuel cells have several advantages over internal combustion engines and 
batteries. To generate mechanical energy, the ICE first converts fuel energy 
to thermal energy by combusting fuel with oxygen at high temperature. The 
thermal energy is then used to generate mechanical energy. Because thermal 
energy is involved, the efficiency of the conversion process is limited by the 
Carnot Cycle [112]. Unlike ICE, fuel cells directly convert fuel energy to elec­
trical energy and its maximum efficiency is not subjected to Carnot Cycle 
limitations. Higher energy conversion efficiency can potentially be achieved 
by fuel cells. If hydrogen is used as fuel, the outcome of the fuel cell reaction 
is water and heat. Therefore, fuel cells are considered to be a zero emission 
power generator. They do not create pollutants such as hydrocarbon or nitro­
gen oxide. A battery is also an electrochemical device that converts chemical 
energy directly to electricity. However, the battery reactants are stored in­
ternally and when used up, the battery must be recharged or replaced. The 
reactants of the fuel cell are stored externally. Oxygen is typically taken from 
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atmospheric air and hydrogen is stored in high-pressure or cryogenic tankl:l 
which can be refueled. Refilling fuel tanks requires significantly less time than 
recharging batteries [112]. 

There are different types of fuel cells, distinguished mainly by the type of 
electrolyte used. The differences in cell characteristics, such as cell material, 
operating temperature, and fuel diversity, make each type of fuel cell !:lui table 
for different applications. It is known that Polymer Electrolyte Membrane Fuel 
Cells (PEMFC) are suitable for automobile applications. PEM fuel cells have 
high power density, a solid electrolyte, and long life, as well as low corrosion. 
PEM fuel cells operate in the temperature range of 50 to 100°C which allowi:l 
safer operation and eliminates the need for thermal insulation. The polymer 
electrolyte membrane is an electronic insulator but an excellent conductor 
of hydrogen ions. The typical membrane material consists of a fluorocarbon 
backbone to which sulfonic acid groups (S03H+) are attached [112]. When 
the membrane becomes hydrated, the hydrogen ions (H+) in the sulfonic group 
are mobile. Depending on membrane manufacturers and the versioni:l of the 
membrane, properties of the membranes differ. The thickness of the membrane 
varies from 50 to 175 microns, which is approximately 2 to 7 papers thick [112]. 
The membrane is sandwiched between two electrodes (anode and cathode) 
made from a highly conducting material such as porous graphite. A small 
amount of platinum is applied to the surface of the anode and cathode to help 
increase the rate of reaction. The three components (anode, electrolyte, and 
cathode) are sealed together to form a single membrane electrolyte assembly 
(MEA), shown in Figure 1.2, which is typically less than a millimeter thick. 

The MEA is sandwiched by two backing layers made from porous carbon. 
The porous nature of the backing layer ensures effective diffusion of each 
reactant gas to the catalyst site on the MEA. The outer surface of the backing 
layer is pressed against the flow field plates which serve as both reactant gas 
flow field and current collector. The plate is made of a lightweight, strong, 
gas impermeable, electron conducting material such as graphite or composite 
materials. The other side of the flow field plate is connected to the next 
cell. The number of cells stacked in one fuel cell stack depends on the power 
requirement of the stack, which varies across different applications. 

Typical characteristics of fuel cells are normally given in the form of a 
polarization curve, shown in Figure 1.3, which is a plot of cell voltage versus 
cell current density (current per unit cell active area). The differences between 
actual voltage and the ideal voltage of the fuel cell represent the lol:ls in the 
cell. As shown in Figure 1.3, as more current is drawn from the fuel cell, the 
voltage decreases, due to fuel cell electrical resistance, inefficient reactant gas 
transport, and low reaction rate. Because lower voltage indicates lower effi­
ciency of the fuel cell, low load (low current) operation is preferred. However, 
this will increase the fuel cell volume and weight. Moreover, constant oper­
ation at low load is not practical in automobile applications where frequent 
load changes are demanded. The polarization curve shown in Figure 1.3 is for 
a specific operating condition. The curve varies with different operating con-
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ditions, including different pressure, temperature, reactant partial pressure, 
and membrane humidity. An example of pressure effects on the polarization 
curve is shown in Figure 1.4. The data, kindly given to us by the Ford Re­
search Laboratory, are from a generic PEM fuel cell stack used in a fuel cell 
prototype vehicle. 
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1.2 Fuel Cell Propulsion System for Automobiles 
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Fig. 1.5. Automotive fuel cell propulsion system 

A fuel cell stack needs to be integrated with several auxiliary components 
to form a complete fuel cell system. The diagram in Figure 1.5 shows the 
minimal components required for a pressurized fuel cell system. The fuel cell 
stack requires four flow systems: hydrogen supply system to the anode; air 
supply system to the cathode; de-ionized water serving as coolant in the stack 
cooling channel; and de-ionized water supply to the humidifier to humidify 
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the hydrogen and the air flows. These four subsystems are denoted by control 
inputs u1 to U4 in Figure 1.5. 

Operation at high pressure significantly improves the reaction rate and, 
thus, the fuel cell efficiency and power density [8]; a compressor and an elec­
tric drive motor are needed not only to achieve the desired air flow but also 
to compress air to a desired pressure level. The pressurized air flow leaving 
the compressor is at a higher temperature, therefore an air cooler is needed 
to reduce the air temperature before it enters the stack. A humidifier is used 
to add vapor into the air flow, as illustrated in Figure 1.5, in order to prevent 
dehydration of the membrane. As the air leaves the stack, it carries vapor pro­
duced in the fuel cell. For an automotive fuel cell system, a water separator is 
needed in order to recover the water to be used to humidify the reactants. On 
the anode side, hydrogen is supplied from a container that can store pressur­
ized hydrogen or liquid hydrogen. A valve is used to control the flow rate of 
hydrogen. The hydrogen flow is, in some systems, humidified before entering 
the stack. Hydrogen and air react in the stack producing electricity, water, and 
heat. Because the temperature of the stack must be maintained below 100°C 
for the membrane to be properly humidified, excessive heat released in the 
fuel cell reaction is removed by a de-ionized water coolant. As illustrated in 
Figure 1.5, the coolant leaving the stack then passes through a heat exchanger 
or a radiator in order to remove heat from the system. A power conditioner, 
denoted as control input u5 in Figure 1.5, is usually needed because the volt­
age of the fuel cell stack varies significantly, which is not suitable for typical 
electronic components nor traction motors. The conditioned power is supplied 
to the traction motor connected to the vehicle drivetrain. The control input 
u6 in Figure 1.5 represents the control of the traction motor driv:e. 

Reactant flow rate, total pressure, reactant partial pressure, temperature, 
and membrane humidity are the main parameters that need to be regulated in 
order to ensure (i) fast system transient response, consistent warm-ups, and 
safe shut-down, and (ii) system robustness and adaptation to changing power. 
The main control devices are the compressor motor for the air flow and pres­
sure regulations, the valve for hydrogen flow rate and pressure regulations, the 
water pump or radiator fan speed for the temperature regulations, and the 
humidifier for the humidity control. However, the changes in the parameters 
are not independent. Changes in one parameter influence the others. For ex­
ample, an increase in air flow rate can cause an increase in air pressure but can 
also vary the amount of vapor and heat entering and leaving the stack, thus 
affecting the humidity of the membrane and temperature of the stack. Stack 
temperature also affects the humidity of the air and hydrogen inside the stack 
because the vapor saturation pressure depends strongly on the temperature. 

During vehicle operation, various load levels as well as sudden load changes 
are expected. For fuel cell vehicles to be commercialized, these vehicle oper­
ations need to be well handled. During this transient, the control system is 
required to maintain optimal temperature, membrane hydration, and partial 
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pressure of the reactants in order to avoid detrimental degradation of the fuel 
cell voltage and, thus, an efficiency reduction and fuel cell life shortening. 

1.3 System Interactions 

Precise control of the reactant flow and pressure, stack temperature, and mem­
brane humidity is critical to the viability, efficiency, and robustness of fuel cell 
propulsion systems. The resulting task is complex because of subsystem inter­
actions and conflicting objectives. The overall system could be partitioned into 
four subsystems. Each system has a corresponding control objective and also 
interactions with other subsystems. The subsystems are the reactant flow, the 
heat and temperature, the water management, and the power management 
subsystems. 

1.3.1 Reactant Flow Subsystem 

The reactant flow subsystem consists of hydrogen supply and air supply loops. 
As the vehicle traction motor draws current, hydrogen and oxygen become de­
pleted in the fuel cell stack. In the case where compressed hydrogen is available 
on-board the hydrogen flow in the anode and the air flow in the cathode are 
adjusted using a valve and a positive-pressure flow device, respectively. The 
control objective is to provide sufficient reactant flows (to keep the desired ex­
cess ratio) to ensure fast and safe power transient responses and to minimize 
auxiliary power consumption. A high-pressure fuel cell system that directly 
drives its own compressor reacts to a positive step in requested power with an 
inverse response of the power delivered. Although the inverse response can be 
avoided by using a battery-driven motor, the direct coupling of the fuel cell 
with the compressor is the preferred configuration due to efficiency benefits 
and compactness. The nonminimum phase behavior of the fuel cell power out­
put limits the closed-loop bandwidth of this loop. A few early patents [75, 82] 
recognize this difficulty and avoid a slow response by relying on a feedforward 
map that must be tuned at different ambient conditions [85]. Several experi­
mental systems use a fixed speed motor which supplies air flow that satisfies 
maximum traction requirements. This results in unnecessary auxiliary power 
consumption during low-load operations where less flow is needed. 

In a low-pressure fuel cell system a low-speed blower is utilized for sup­
plying the air. The blower requires less power than the compressor, and con­
sequently, alleviates the FCS inverse response. The blower inertia becomes 
then the limiting factor for the speed of the FCS power response. Other 
consequences of employing a low-pressure FCS, such as the humidification 
requirements and the FCS power density, are currently under investigation. 
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1.3.2 Heat and Temperature Subsystem 

The heat and temperature subsystem includes the fuel cell stack cooling sys­
tem and the reactant temperature system. As current is drawn by the trac­
tion motor, heat is generated in the fuel cell. With the stack size required 
for passenger vehicles, the heat generated cannot be passively dissipated by 
air convection and radiation through the external surface of the stack. This 
requires active cooling through the reactant flow rate and the cooling sys­
tem. The thermal management of the fuel cell stack is more challenging than 
that of the internal combustion engine. First, de-ionized water is used as the 
coolant in the stack instead of an effective coolant fluid. Second, the PEM fuel 
cell is designed to operate at the temperature around 80°C. Therefore, the 
exhaust air exiting the stack, which has temperature around 80°C, has less 
ability to carry out heat than the ICE exhaust gas which is over 500°C [58]. 
Heat rejection for the fuel cell stack is therefore a responsibility of the cooling 
system. Furthermore, the low temperature difference between the stack and 
the water coolant limits the effectiveness of the heat transfer from the stack 
to the coolant. Apart from the water coolant flow rate and its temperature, 
the temperature of inlet reactant air also affects the temperature of the stack. 
The heat management system can vary the speed of the cooling fan and the 
recirculation pump in coordination with adjusting a bypass valve. The goal 
of thermal management is fast warm-up with no stack temperature overshoot 
and low auxiliary fan and pump power. 

1.3.3 Water Management Subsystem 

The task of the water management system is to maintain hydration of the 
polymer membrane and to balance water usage/consumption in the system. 
The amount of reactant flow and the water injected into the anode and cathode 
flow streams affect the humidity of the membrane. Dry membranes and flooded 
fuel cells cause high polarization losses. As the current is drawn from the fuel 
cell, water molecules are both produced in the cathode and dragged from 
the anode to the cathode by the hydrogen protons. As the concentration of 
water in the cathode increases, the concentration gradient causes water to 
diffuse from the cathode to the anode. Perturbation in fuel cell humidity 
can be caused by different mechanisms: water generated while load increases, 
changes in the absolute and relative reactant pressure across the membrane, 
changes in air flow rate, and changes in stack temperature, which change the 
vapor saturation pressure. These mechanisms indicate strong and nonlinear 
interactions among the humidity control tasks, the reactant flow management 
loop, the heat management loop, and the power management loop. A 20 to 
40% drop in voltage can occur if there is no proper humidification control [24]. 
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1.3.4 Power Management Subsystem 

The power management subsystem controls the power drawn from the fuel 
cell stack. Without considering power management, the load current can be 
viewed as a disturbance to the fuel cell system. However, as shown above, 
the drawn current has a direct impact on other subsystems. If a battery is 
used as another power source in the system, the power management between 
two power sources could be applied with the objective of giving a satisfactory 
vehicle transient response, achieving optimal system efficiency, and assisting 
the fuel cell system. 

1.3.5 Fuel Processor Subsystem 

Inadequate infrastructure for hydrogen refueling, distribution, and storage 
makes fuel processor technology an important part of the fuel cell syst em. 
Methanol, gasoline, and natural gas are examples of fuels being considered 
as fuel cell energy sources. Figure 1.6 illustrates different processes involved 
in converting carbon-based fuel to hydrogen [18, 23] . Interactions between 
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Gasoline Partial Oxidation 

Natural Gas Partial Oxidation 

Fig. 1.6. Fuel sources for fuel cell systems [18, 23] 

the components and many additional control actuators in the fuel processor 
introduce additional complexity to the control problem. In addition to the fuel 
cell variables, the fuel processor variables that require precise control include 
the temperature of the reactors and the concentration of hydrogen and carbon 
monoxide in the gas stream. 
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1.4 Literature Review 

To achieve high efficiency and a long lifecycle of the fuel cell stack, the reac­
tant gas supply and water and heat subsystems need to be properly controlled 
both during steady-state and transient operations. During vehicle transient 
operation, delivering torque to meet driveability performance while meeting 
safety and efficiency criteria is of concern [107]. Yang et al. [120] described 
the control challenges and the methodologies being used in fuel cell prototype 
vehicles. A variety of control problems was identified and discussed. Another 
report [64] discussed the importance of subsystem management, or balance of 
plant, and control needed for each subsystem. The difficulties of the thermal 
management system were explained in [46]. The interactions between thermal 
management and stack performance were also addressed. Several integration 
issues and tradeoffs within the fuel cell system were discussed. The impact of 
stack water and thermal managements on the fuel cell system was studied in 
[11]. In [13] and [47], fuel cell stack in-vehicle performance was shown to be 
lower than performance on a laboratory test-stand due to the discrepancy in 
fuel cell operating conditions, particularly inadequate air supply and insuf­
ficient humidification. The need for control strategies that can respond fast 
and can regulate the fuel cell operating conditions was emphasized. 

Despite a large number of publications on fuel cell modeling, models of fuel 
cell systems suitable for control studies are still lacking. The models developed 
in the literature can be classified into three main categories, namely, detailed 
fuel cell models based on partial differential equations, steady-state fuel cell 
system models based on experimental maps or look-up tables, and dynamic 
fuel cell system models that neglect spatial variations. 

Most of the publications on fuel cell modeling were developed at the cell 
level and included spatial variations of the fuel cell parameters. Complex elec­
trochemical, thermodynamic, and fluid mechanics principles were used to de­
velop these models. The performance or efficiency of the fuel cell under dif­
ferent steady-state operating conditions can be determined using this type of 
model. The main purposes of these models are to design the fuel cell com­
ponents and to choose the fuel cell operating points. Although these models 
are not suitable for control studies, they establish the fundamental effects 
of operating parameters, such as pressure and temperature, on the fuel cell 
voltage. Several publications [4, 65, 77, 78] presented the formulation of fuel 
cell resistances which is used to predict fuel cell polarization characteristics 
at different operating conditions. Mass transport of gas and water was also 
included in several publications with both one-dimensional [5, 16, 17, 104] 
and two-dimensional models [30, 55, 100]. Springer et al. [104] also presented 
a model predicting net water flow per proton through the membrane and 
the increase in membrane resistance due to the membrane water content. 
Many publications addressed the water and thermal management of the fuel 
cell. Nguyen and White [83] developed a model investigating the effective­
ness of various humidification designs. Fuller and Newman [48] developed a 



12 1 Background and Introduction 

two-dimensional mass transport model of a membrane electrode assembly to 
examine the water, thermal, and reactant utilization of the fuel cell. Okada 
et al. [87] presented a method to analytically calculate water concentration 
profiles in the membrane. A three-dimensional numerical model that predicts 
the mass flow between the cathode and anode channels was presented in [39]. 
Bernardi [15] and Biichi and Srinivasan [24] presented models that identify 
operating conditions that result in water balance in the fuel cell. Baschuk and 
Li [14] developed a model that includes the effect of water flooding in the 
cathode catalyst layer. Wohr et al. [119] presented a dynamic model of heat 
and water transport in the fuel cell and showed the effects of various current 
density variations on the fuel cell performance. Interestingly, they showed that 
different rates of load changes can lead to a different level of fuel cell voltage 
as a result of water deficiency. Several models were developed to represent 
fuel cell stacks [72, 110]. In [72], the model was used to determine operating 
configurations. The stack model in [110] was used in the stack flow field de­
sign. A model predicting transient responses of the fuel cell stack was given in 
[6]. The heat transfer transient phenomena were incorporated into this model. 
All the papers in the above category used a combination of experiments and 
physical laws to derive their models. 

An interesting set of papers with experimental results of fuel cell perfor­
mance during dynamic excitation appeared in the literature recently. Specifi­
cally, Chu and Jiang evaluated fuel cell performance under various conditions. 
Different types of membrane were tested in [27] and the humidity and hydro­
gen flow effects were presented in [28]. The voltage-time behaviors of the fuel 
cell stack at constant current discharge were studied and a model representing 
the behavior was presented in [61]. The stack structure designs were tested in 
[60]. Laurencelle et al. [70] presented experimental results of fuel cell stack re­
sponses during load transitions. The transient behavior of stack voltage during 
positive load switching was observed in the experiment. 

Steady-state system models are typically used for component sizing, static 
tradeoff analysis, and cumulative fuel consumption or hybridization studies. 
The models in this category represent each component such as the compres­
sors, heat exchangers, and fuel cell stack voltage as a static performance or 
efficiency map. The only dynamics considered in this type of model is the 
vehicle effective inertia. Barbir et al. [12] presented a steady-state model of 
the entire system that calculates the system and component parameters for 
various operating pressures, temperatures, and power levels. System efficiency 
was also evaluated. The size of the heat exchanger or radiator was determined 
for each system configuration. Equations presented in [45] were used to find 
operating strategies based on the efficiency of each individual component in 
an indirect methanol fuel cell system. A method to optimize the net power 
output was presented. The fuel cell system models in [3, 10, 19, 84] were used 
in fuel cell/battery hybrid studies. Fuel economy was determined and super­
visory vehicle control was studied using the model in [19]. The model in [3] 
was used to study the tradeoff between maximum acceleration and auxiliary 
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power sources. The vehicle inertia dynamics were the only transient phenom­
ena in this model. Sizing of the fuel cell and battery in a hybrid configuration 
was studied in [10]. This model was used to choose the degree of hybridiza­
tion that offers high fuel economy and to study power management strategies 
between the fuel cell stack and battery. Steady-state models of the fuel cell 
stack, air supply system, and thermal management system were incorporated 
into a vehicle simulation program in [98]. The model was used to predict the 
acceleration, braking, and drive cycle fuel economy performance of a fuel cell 
stack and ultracapacitor hybrid SUV vehicles. In most of these papers, the 
fuel cell stack was modeled with a static polarization relationship for fixed 
fuel cell operating parameters. 

Several dynamic fuel cell system models exist in the literature. Different 
levels of dynamic behavior were incorporated into each of the models. The 
thermal dynamics are considered to be the slowest dynamics in the fuel cell 
system. Therefore, several publications have included only the temperature 
dynamic in their models and ignored the other dynamics such as air supply 
and humidity. Turner et al. [115] and Geyer et al. [51] included the transient 
effect of fuel cell stack temperature rise in their models. By including only 
temperature dynamics, the system transient behavior can be clearly observed 
during the warm-up period as shown in [20]. Hauer et al. [57] represented the 
dynamics of the fuel reformer with the dynamics of its temperature rise by 
using a second-order transfer function with an adjustable time constant. Kim 
and Kim [66] simplified the system model further by using a first-order time 
delay electrical circuit to represent the fuel reformer and the fuel cell stack 
voltage. The model was connected to a step-up chopper. A fuzzy controller 
was designed to improve system performance. A few publications [56, 88, 92, 
97] included the dynamics of the air supply system, that is, considered the 
dynamics of the air compressor and the manifold filling and their consequences 
to the fuel cell system. 

From the literature review above, it is obvious that a comprehensive 
control-oriented model is needed. The field is fast evolving and there is a 
lot of excitement but also a lot of commercial or confidentiality considera­
tions that do not allow state-of-the-art results to be published. The exercise 
of developing such a model is critical for future control development. 
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Fuel Cell System Model: Auxiliary 
Components 

Models developed specifically for control studies have certain characteristics. 
Important characteristics such as dynamic (transient) effects are included and 
some other effects, such as spatial variation of parameters, are neglected or 
approximated. Furthermore, only dynamic effects that are related to the au­
tomobile control problem are integrated into the models. The relevant time 
constants for an automotive propulsion-sized PEM fuel cell stack system are 
summarized in [56] as 

• Electrochemistry 0(10-19 sec), 
• Hydrogen and air manifolds 0(10-1 sec), 
• Membrane water content O(unclear), 
• Flow control/supercharging devices 0(10° sec), 
• Vehicle inertia dynamics 0(101 sec), and 
• Cell and stack temperature 0(102 sec), 

where 0 denotes the order of magnitude. The fast transient phenomena of 
electrochemical reactions have minimal effects in automobile performance and 
can be ignored. The transient behaviors due to manifold filling dynamics, 
membrane water content, supercharging devices, and temperature may have 
an impact on the behavior of the vehicle and, thus, must be included in 
the model. The response of the humidification and membrane water content 
cannot be easily decoupled from the temperature and flow dynamics and, 
thus, the associated time constant is listed as 

"unclear". Interactions between 
processes, when appropriate, are also included. However, with relatively slow 
responses, the cell and stack temperature may be viewed as a separate control 
system which is equipped with a separate controller. The temperature can 
then be considered as a constant for other faster subsystems. 

The system block diagram showing the subsystem blocks along with in­
put/output signals is illustrated in Figure 2.1. The thick arrow between two 
component blocks (marked "flow") represents flow rate as well as the condition 
of the gas (e.g., pressure, humidity, and temperature). In this and the next 
chapters, the models of several components shown in the figure are explained. 

15 
J. T. Pukrushpan et al., Control of Fuel Cell Power Systems
© Springer-Verlag London 2004



16 2 Fuel Cell System Model: Auxiliary Components 

We focus on the reactant supply subsystem and thus the models of the com­
ponents related to this subsystem are developed. The component models for 
the heat management subsystem are left for future study. Figure 2.2 illus­
trates the components and flows related to the reactant supply subsystem. 
It is assumed that the cathode and anode volumes of the multiple fuel cells 
are lumped as a single stack cathode and anode volumes. The anode supply 
and return manifold volumes are very small. Their sizes allow us to lump all 
these volumes to one "anode" volume. The cathode supply manifold lumps all 
the volumes associated with pipes and connections between the compressor 
and the stack cathode flow field. The length, and thus volume, of the cathode 
supply manifold can be large depending on the physical location of the com­
pressor with respect to the stack. The cathode return manifold represents the 
lumped volume of pipes downstream from the stack cathode. 

In this chapter, the modeling of the auxiliary components is explained. 
The compressor dynamic model is explained in Section 2.1 followed by an 
explanation of the manifold filling model in Section 2.2. Static models of the 
air cooler and the air humidifier are explained in Sections 2.4 and 2.5. In the 
next chapter, the development of the fuel cell stack model, which consists of 
stack voltage, anode flow, cathode flow, and membrane hydration models, is 
presented. 

Fig. 2.1. System block diagram 
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Fig. 2.2. Reactant supply subsystem model 

2.1 Compressor Model 

The compressor model is separated into two parts, as shown in Figure 2.3. 
The first part is a static compressor map which determines the air flow rate 
through the compressor. Thermodynamic equations are then used to calculate 
the exit air temperature and the required compressor power. The second part 
represents the compressor and motor inertia and defines the compressor speed. 
The speed is consequently used in the compressor map to find the air mass 
flow rate. 
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Fig. 2.3. Compressor block diagram 

The only dynamic state in the model is the compressor speed Wcp· The 
inputs to the model include inlet air pressure Pcp ,in, its temperature Tcp ,in , 

the voltage command to the compressor motor Vcm, and downstream pressure, 
which is the supply manifold pressure P cp,out = Psm· The inlet air is typically 
atmospheric and its pressure and temperature are assumed to be fixed at 
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Patm = 1 atm and Tatm = 25°C, respectively. The motor command is one of 
the inputs to the fuel cell system. The downstream pressure is determined by 
the supply manifold model. 

The compressor air mass flow rate Wcp (kg/sec) is determined, through 
a compressor flow map, from the pressure ratio across the compressor and 
the speed of the compressor. However, supplying the compressor flow map in 
the form of a look-up table is not well suited for dynamic system simulations 
[80]. Standard interpolation routines are not continuously differentiable and 
extrapolation is unreliable. Therefore, a nonlinear curve fitting method is used 
to model the compressor characteristics. The Jensen & Kristensen method, 
described in [80], is used in our model. 

To reflect variations in the inlet condition of the compressor, which are 
the inlet flow pressure and temperature, the "corrected" values of mass flow 
rate and compressor speed are used in the compressor map. The corrected 
values [29] are the corrected compressor speed (rpm) Ncr = Ncp/VO, and 
the corrected mass flow Wcr = WcpV0/8, where corrected temperature()= 
Tcp,in/ 288 K and corrected pressure 8 = Pcp,in/ 1 atm. Using the Jensen & 
Kristensen method, the dimensionless head parameter IJ! is first defined: 

(2.1) 

where the inlet air temperature Tcp,in is in Kelvin and Uc is the compressor 
blade tip speed (m/s), 

7f 
Uc = 60 dcNcr (2.2) 

de is the compressor diameter (m), and "Y is the ratio of the specific heats of 
the gas at constant pressure Cp/Cv, which is equal to 1.4 in the case of air. 
The normalized compressor flow rate if> is defined by 

if>= Wcr 
Pajd~Uc 

(2.3) 

where Pa is the air density (kgjm3 ). The normalized compressor flow rate if> 
is then correlated with the head parameter IJ! by the equation 

if>= if> max [ 1 -exp (~ ( 1[/=ax - 1))] (2.4) 

where if>max, ~. and Wmax are polynomial functions of the Mach number M, 

if>max = a4M4 + a3M3 + a2M2 + a1M + ao 

~ = b2M2 + b1M + bo (2.5) 

Wmax = csM5 + C4M4 + CJM3 + c2M2 +elM+ Co 

The inlet Mach number M is defined by 
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Table 2.1. Compressor map parameters 

Parameter Value Units 
Ra 2.869 X 10" J/(kg·K) 
Pa 1.23 kg/m3 

de 0.2286 m 

(2.6) 

where Ra is the air gas constant. In Equation (2.5), ai, bi, and ci are regression 
coefficients obtained by curve fitting of the compressor data. The air mass flow 
in kg/sec is then calculated using Equation (2.3): 

(2.7) 

The parameters used in the model are given in Table 2.1. The compressor 
model used here is for an Allied Signal compressor. The data were obtained 
by digitizing the compressor map given in [29]. The regression coefficients 
obtained by curve fitting are given in Table 2.2. Figure 2.4 shows that the 
curve fitting scheme represents the compressor data very well. 

Table 2.2. Compressor map regression coefficients 

Parameter Value 
a4 -3.69906 X 10 -n 

a3 2.70399 x 10-4 

a2 -5.36235 x 10-4 

a1 -4.63685 x 10-s 
ao 2.21195 x 10-3 

b2 1.76567 
bl -1.34837 
bo 2.44419 
cs -9.78755 x 10-3 

C4 0.10581 
C3 -0.42937 
C2 0.80121 
C1 -0.68344 
co 0.43331 

A look-up table of the compressor efficiency 7]cp is used to find the efficiency 
of the compressor from the mass flow rate and pressure ratio across the com­
pressor. The maximum efficiency of the compressor is 80%. The temperature 
of the air leaving the compressor is calculated from the equation 

T T Tcp,in 
cp out = cp in + --

' , 'T]cp 
[ ( Pcp,out) ~ _ ll 

Pcp,•n 
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(2.8) 

The torque required to drive the compressor is calculated using thermody­
namic equation: 

Tcp = Cp Tatm [( Psm) ~ _ 1] Wcp 
Wcp 'Tlcp Patm 

where Tcp is the torque needed to drive the compressor in N-m; 
Cp is the specific heat capacity of air = 1004 J · kg-1 · K- \ 
1 is the ratio of the specific heats of air = 1.4. 

(2.9) 

Derivations of Equations (2.8) and (2.9) are standard and can be found in the 
thermodynamics or turbine literature [21, 53]. 

A lumped rotational parameter model with inertia is used to represent the 
dynamic behavior of the compressor speed: 

dwcp ( ) 
Jcp dt = Tcm - Tcp (2.10) 

where Jcp is the combined inertia of the compressor and the motor (kg·m2 ); 

Wcp is the compressor speed (radjsec); 
Tcm is the compressor motor torque input (N-m); 
Tcp is the torque required to drive the compressor (N-m). 

The compressor motor torque is calculated using a static motor equation: 

kt 
Tcm = 'Tlcm -R ( Vcm - k vWcp) 

em 

3.~-------== 

~2-r-------" !! 

! 2r-----..L 

iOOkJUIM 

~ ~ ~ ~ ~ ~ ~ ~ ~ u 
Row (kg/sec) 

Fig. 2.4. Compressor map 

(2.11) 
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where kt, Rem, and kv are motor constants and TJcm is the motor mechanical 
efficiency. The values are given in Table 2.3. 

Table 2.3. Compressor motor parameters 

Parameter Value 
kv 0.0153 V /(rad/sec) 
kt 0.0153 N-m/ Amp 

Rem o.82 n 
'f) em 98% 

2.2 Lumped Model of the Manifold Dynamics 

The manifold model represents the lumped volume associated with pipes and 
connections between each device. The supply manifold volume includes the 
volume of the pipes between the compressor and the fuel cell stack including 
the volume of the cooler and the humidifier (Figure 1.5). The return manifold 
represents the pipeline at the fuel cell stack exhaust. 

w in 

Manifold 
T in Filling 

P m 

p 

wout 

T1=T w out 

P1=P 

A T p 
Throttle 

Fig. 2.5. Manifold block diagram 

A block diagram of the manifold model is shown in Figure 2.5. The mass 
conservation principle is used to develop the manifold model. For any mani­
fold, 

dm 
dt = Win - Waut (2.12) 

where m is the mass of the gas accumulated in the manifold volume and Win 

and Waut are mass flow rates into and out of the manifold. If we assume 
that the air temperature is constant in the manifold T and equal to the inlet 
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flow temperature T =Tin' the manifold filling dynamics follow an isothermic 
relation: 

(2.13) 

where Ra is the gas constant of air and V is the manifold volume. If the 
air temperature is expected to change in the manifold, the pressure dynamic 
equation, which is derived from the energy conservation, the ideal gas law, 
and the air thermodynamic properties, 

(2.14) 

is used in addition to the mass balance equation (2.12). The air temperature 
T in (2.14) is calculated from the air mass m in (2.12) and air pressure p in 
(2.14) using the ideal gas law. In summary, if the temperature of the air in the 

manifold is assumed constant, Equation (2.13) is used to model the manifold 
dynamics. If the temperature of the air is expected to change, Equations (2.12) 
and (2.14) are used. 

The nozzle flow equation, derived in [58], is used to calculate the outlet 
flow of the manifold. The flow rate passing through a nozzle is a function of 
the upstream pressure p1 , the upstream temperature T1 , and the downstream 
pressure p2 , of the nozzle. The flow characteristic is divided into two regions 
by the critical pressure ratio: 

( P2) ( 2 )~ 
Pl crit = 'Y + 1 

(2.15) 

where 'Y is the ratio of the specific heat capacities of the gas Cp/Cv. In the case 
of air 'Y = 1.4 and the critical pressure ratio is equal to 0.528. For sub-critical 
flow where the pressure drop is less than the critical pressure ratio 

P2 ( 2 )~ -> --
Pl 'Y + 1 

the mass flow rate is calculated from 

P2 ( 2 )~ for-> --
Pl 'Y + 1 

(2.16) 
For critical flow (or choked flow), the mass flow rate is given by 

_;rl_!_ 

. - CDATPl ! (-2-) 2 (-y-l) 
W choked - n=;;;; 'Y + 1 v RT1 'Y 

for P2 ( 2 ) '"'::_ 1 -< --
Pl - 'Y + 1 

(2.17) 

Parameter CD is the discharge coefficient of the nozzle, Ar is the opening 
area of the nozzle (m2 ), and R is the universal gas constant. The plot of 
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Fig. 2.6. Dashed line: relative mass flow rate as a function of nozzle pressure ratio 
(2.16)-(2.17); solid line: linearized mass flow rate at low pressure difference (2.18) 

W /Wchoked is shown as a dashed line in Figure 2.6. If the pressure difference 
between the manifold and the downstream volume is small and always falls 
into the subcritical flow region, the flow rate can be calculated by a linearized 
form of the subcritical nozzle flow equation (2.16) , 

(2.18) 

where k is the nozzle constant. The plot of the linearized equation (2.18) for 
various manifold pressures is shown in Figure 2.7 as a solid line, compared to 
the plot of Equation (2.16) shown as a dashed line. 

2.2.1 Supply Manifold 

For the supply manifold, the inlet mass flow is the compressor flow Wcp and 
the outlet mass flow is Wsm ,out· Because the pressure difference between the 
supply manifold and the cathode is relatively small, 

Wsm,out = ksm ,out(Psm- Pea) (2.19) 

where ksm ,out is the supply manifold outlet flow constant. Because the tem­
perature of the air leaving the compressor is high, it is expected that the air 
temperature changes inside the supply manifold. Thus, Equations (2.12) and 
(2.14) are used to model the supply manifold 

(2.20) 

(2.21) 
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where Vsm is the supply manifold volume and Tsm is the supply manifold air 
temperature, which is calculated from msm and Psm using the ideal gas law. 
A block diagram of the supply manifold is shown in Figure 2.8. 
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Fig. 2. 7. Comparison of nozzle flow rate from nonlinear and linear nozzle equations 

Nozzle 
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Fig. 2.8. Supply manifold block diagram 

2.2.2 Return Manifold 

The temperature of the air leaving the stack is relatively low. Therefore, the 
changes of air temperature in the return manifold are negligible, and the 
return manifold pressure is modeled by 

dPrm RaTrm ( ) 
~ = Vrm Wca ,out - Wrm ,out (2.22) 
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where Vrm is the return manifold volume and Trm is the temperature of the 
gas in the return manifold. The flow entering the return manifold Wca.out is 
calculated in Equation (3.47), which is in the same form as Equation (2.19). 
The outlet mass flow of the return manifold is governed by nozzle (throttle) 
equations (2.16) to (2.17). The outlet mass flow is a function of the mani­
fold pressure Prm and the pressure downstream from the manifold, which is 
assumed to be fixed at Patm· Because the pressure drop between the return 
manifold and the atmospheric is relatively large, the equations of the return 
manifold exit flow are 

and 
___::d.!_ 

W = Cv,rmAT,rmPrm ! (-2-) 2 ("!- 1 ) 
rm,out rr;;::n- "( + 1 

V RTrm "( 
_"/_ 

for Patm < (-2-) "{-1 (2.24) 
Prm - "( + 1 

The throttle opening area Ar,rm can be set constant or can be used as an 
extra control variable to regulate the return manifold pressure, and thus the 
cathode pressure [97]. The values of Cv,rm and the nominal value of Ar,rrn 
used in the model are given in Table 4.1. A block diagram of the return 
manifold model is shown in Figure 2.9. 
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Fig. 2.9. Return manifold block diagram 

The pressure calculated in the supply manifold model is used in the com­
pressor model to determine the pressure ratio across the compressor. The 
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return manifold pressure calculated in the return manifold model is used to 
determine the flow rate exiting the fuel cell cathode. The model of the cathode 
along with other parts of the fuel cell stack are described in the next chapter. 

2.3 Review of the Thermodynamics of Gas Mixtures 

In this section, we review the basic thermodynamic properties of gas mixtures 
that we use extensively in the model. Details can be found in [103]. We also 
focus on the mixture involving gases and water vapor. 

Here, we consider properties of ideal gases. Specifically, each component 
of the mixture is independent of the presence of other components and each 
component can be treated as an ideal gas. Consider the mixture of gas A and 
gas B. From the ideal gas law, we have 

pV=nRT=mRT (2.25) 

where p is the gas pressure, V is the gas volume, n is the number of moles of 
the gas, m is the mass of the gas, R is the universal gas constant, R is the 
gas constant, and T is the gas temperature. The total number of moles of the 
mixture is equal to the sum of the number of moles of each component: 

(2.26) 

If we treat each component as an ideal gas, the law in (2.25) holds for each 
component: 

PAV = nART 
p_BV = nsRT 

(2.27) 

where PA and PB are the partial pressures. By substitution of Equations (2.25) 
and (2.27) into Equation (2.26), we get 

(2.28) 

Thus, for a mixture of ideal gases, the pressure of the mixture is the sum of 
the partial pressures of the individual components. 

Let us now consider a mixture of air and water vapor. The humidity ratio 
w is defined as the ratio of the mass of water vapor mv to the mass of dry air 

mv 
w=­

ma 
(2.29) 

The total mass of the mixture is ma + mv. The humidity ratio does not give 
a good representation of the humidity of the mixture because the maximum 
amount of water vapor that the air can hold (saturation) depends on the 
temperature and pressure of the air. The relative humidity, which represents 
the amount of water in the air relative to the maximum possible amount, is 
therefore more widely used. The relative humidity ¢ is defined as the ratio 
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of the mole fraction of the water vapor in the mixture to the mole fraction 
of vapor in a saturated mixture at the same temperature and pressure. With 
the assumption of ideal gases, the definition reduces to the ratio of the partial 
pressure of the water vapor Pv in the mixture to the saturation pressure of 
the vapor at the temperature of the mixture Psat: 

¢= Pv 
Psat 

(2.30) 

The saturation pressure Psat depends on the temperature and is easily ob­
tained from a thermodynamic table of vapor [103]. In the model, the satu­
ration pressure is calculated from an equation of the form given in [83]. The 
saturation pressure data in [103] is used to obtain the coefficients in the equa­
tion: 

logw(Psat) = -1.69 X l0-10T4 + 3.85 X 10-7T 3 - 3.39 X 10-4T 2 

+0.143 T- 20.92 (2.31) 

where the saturation pressure Psat is in kPa and the temperature T is in 
Kelvin. 

The relation between the humidity ratio and the relative humidity can be 
derived from the ideal gas law: 

mv Pv vI RvT RaPv Mv Pv 
w=-= =--=--

ma Pa vI RaT RvPa MaPa 
(2.32) 

where Mv and Ma, both in kg/mol, are the molar mass of vapor and dry air, 
respectively. By using Equations (2.28) and (2.30), the relative humidity can 
be calculated from dry air pressure and the humidity ratio 

¢=wMa Pa 
Mv Psat 

(2.33) 

There are some details that should be pointed out. First, relative humidity 
having a value of one means that the mixture is saturated or fully humidified. 
If there is more water content in the mixture, the extra amount of water will 
condense into a liquid form. Second, with the ideal gas assumption, various 
components in the mixture can be treated separately when performing the 
internal energy and enthalpy calculations. 

2.4 Air Cooler (Static) Model 

The temperature of the air in the supply manifold is typically high due to the 
high temperature of air leaving the compressor. To prevent any damage to the 
fuel cell membrane, the air needs to be cooled down to the stack operating 
temperature. In this study, we do not address heat transfer effects and thus we 
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assume that an ideal air cooler maintains the temperature of the air entering 
the stack at Tel = 80°C. It is assumed that there is no pressure drop across 
the cooler, Pel = Psrn· Because temperature change affects gas humidity, the 
humidity of the gas exiting the cooler is calculated as 

-+. _ Pv,cl 
'f/cl-

Psat(Tcl) 
PclPv,atm 

PatmPsat (Tel) 
PclcPatmPsat (Tatm) 

PatmPsat(Tcl) 
(2.34) 

where cPatm = 0.5 is the nominal ambient air relative humidity and Psat(Ti) it> 
the vapor saturation pressure that is a function of temperature Ti. The change 
in temperature does not affect the mass of the gas; thus, the mass flow rate 
does not change in the cooler model; that is, We~ = Wsm,out· 

2.5 Humidifier (Static) Model 

Air flow from the cooler is humidified before entering the stack by injecting 
water into the air stream in the humidifier. Here, the volume of the humidifier 
is small and hence it can be considered as part of the supply manifold volume. 
A static model of the humidifier is used to calculate the change in air humidity 
due to the additional injected water. The temperature of the flow is assumed 
to be constant; thus, Thm = Tc~. The injected water is ast>umed to be in the 
form of vapor or the latent heat of vaporization is assumed to be taken into 
account in the air cooler. Based on the condition of the flow exiting the cooler 
(Wcl = Wsm,out, Pel, Tel, ¢c~), the dry air mass flow rate Wa,cl, the vapor 
mass flow rate Wv,cl, and the dry air pressure Pa,cl, can be calculated using 
the thermodynamic properties discussed in Section 2.3. The vapor saturation 
pressure is calculated from the flow temperature using Equation (2.31). Then, 
the vapor pressure is determined using Equation (2.30): 

(2.35) 

Because humid air is a mixture of dry air and vapor, dry air partial pressure 
is the difference between the total pressure and the vapor pressure: 

Pa,cl = Pel - Pv,cl 

The humidity ratio can then be calculated from 

Mv Pv,cl 
We[=---

Ma Pa,cl 

(2.36) 

(2.37) 

where Ma is the molar mass of dry air (28.84 x 10-3 kg/mol). The mass flow 
rate of dry air and vapor from the cooler is 

(2.38) 

(2.39) 
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The mass flow rate of dry air remains the same for the inlet and outlet of the 
humidifier, Wa,hm = Wa,cl· The vapor flow rate increases by the amount of 
water injected: 

Wv,hm = Wv,cl + Wv,inj (2.40) 

The vapor pressure also changes and can be calculated using Equation (2.32): 

Ma WvhmMa 
Pv,hm = Wet M Pa,cl = -W:' M Pa,cl 

v a,cl v 
(2.41) 

The vapor pressure Pv,hm can then be used to determine the exit flow relative 
humidity 

A. Pv,hm 
<yhm = 

Psat(Thm) 
Pv,hm 

Psat(Tct) 
(2.42) 

Because the vapor pressure increases, the total pressure also increases: 

Phm = Pa,cl + Pv,hm (2.43) 

The humidifier exit flow rate is governed by the mass continuity 

Whm = Wa,cl + Wv,hm = Wa,cl + Wv,cl + Wv,inj (2.44) 

The flow leaving the humidifier enters the fuel cell cathode and thus, in the 
next chapter, the humidifier exit flow is referred to as cathode inlet (ca, in) 
flow; for example, Wca,in = Whm and rPca,in = rPhm· 

The models of auxiliary components in the fuel cell system are developed 
in this chapter. These models will interact with the fuel cell stack model. In 
the next chapter, the fuel cell stack model and its submodels are described. 
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Fuel Cell System Model: Fuel Cell Stack 

The fuel cell stack model contains four interacting submodels which are the 
stack voltage, the anode flow, the cathode flow, and the membrane hydration 
models. A block diagram of the stack model is shown in Figure 3.1. A stack 
thermal submodel can be added in the future when temperature changes are 
taken into account. The electrochemical reaction happening at the membranes 
is assumed to occur instantaneously. In this model, the stack temperature is 
assumed to be constant and uniform across the stack. Because the stack tem­
perature dynamics has a relatively long time constant as compared to the 
other dynamics considered in this model, we assume that the stack tempera­
ture is constant at 80°C. The voltage model contains an equation to calculate 
stack voltage based on fuel cell pressure, temperature, reactant gas partial 
pressures, and membrane humidity. The fast dynamic effect of the electrode 
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Fig. 3.1. Fuel cell stack block diagram 
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RC system is also explained but is not included in the model. The dynami­
cally varying pressure and relative humidity of the reactant gas flow inside the 
stack flow channels are calculated in the cathode and the anode flow models. 
The main flows associated with the fuel cell stack are shown in Figure 3.2 
where MEA is the membrane electrode assembly that was explained in Chap­
ter 1. The process of water transfer across the membrane is represented by 
the membrane hydration model. 

Anode 
Anode Flow in Anode Flow out -

----~~--r-~--------MEA 
Cathode Flow in ---a:- ~ cathode Flow out 

cathode 

Fig. 3.2. Stack mass flow 

3.1 Stack Voltage Model 

In this section, the modeling of the fuel cell voltage is discussed. The voltage 
is calculated as a function of stack current, cathode pressure, reactant partial 
pressures, fuel cell temperature, and membrane humidity using a combination 
of physical and empirical relationships. The open circuit voltage of the fuel 
cell is calculated from the energy balance between chemical energy in the 
reactants and electrical energy. Three main types of losses in the fuel cell are 
explained. The dynamic fuel cell electrical behavior is also briefly discussed. 

3.1.1 Fuel Cell Open Circuit Voltage 

The fuel cell directly converts chemical energy into electrical energy. The 
chemical energy released from the fuel cell can be calculated from the change 
in Gibbs free energy (LJ.gf) which is the difference between the Gibbs free 
energy of the product and the Gibbs free energy of the reactants. The Gibbs 
free energy is used to represent the available energy to do external work. For 
the hydrogen/ oxygen fuel cell, the basic chemical reaction is 

1 
H2 + 202---. H20 (3.1) 

and the change in the Gibbs free energy LJ.gf is 
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The change in Gibbs free energy varies with both temperature and pressure 
[69], 

(3.3) 

where L'lg~ is the change in Gibbs free energy at standard pressure (1 bar) 
which varies with the temperature T1c of the fuel cell, in Kelvin. The partial 
pressure PH2 , P02 , and pH2 a of the hydrogen, oxygen, and vapor, respectively, 
are expressed in bar. R is the universal gas constant 8.31451 Jj(kg · K). The 
change in Gibbs free energy of the reaction in (3.1) at standard pressure L'lg~ 

is given in Table 3.1 for various reaction temperatures. The value of L'lg~ 1s 
negative, which means that the energy is released from the reaction. 

Table 3.1. Change in Gibbs free energy of hydrogen fuel cell at various temperatures 
[69] 

Form of Water Product Temperature a C Llg~ (kJ /mole) 
Liquid 25 -237.2 
Liquid 80 -228.2 

Gas 80 -226.1 
Gas 100 -225.2 
Gas 200 -220.4 
Gas 400 -210.3 
Gas 600 -199.6 
Gas 800 -188.6 
Gas 1000 -177.4 

If the fuel cell process were "reversible," all of the Gibbs free energy would 
be converted to electrical energy, which is the electrical work used to move 
an electrical charge around a circuit. For each mole of hydrogen, two moles of 
electrons pass around the external circuit and the electrical work done (charge 
x voltage) is 

Electrical work done = -2FE Joules (3.4) 

where F is the Faraday Constant (= 96485 Coulombs) which represents the 
electric charge of one mole of electrons and E is the voltage of the fuel cell. 
This electrical work done would be equal to the change in Gibbs free energy 
if the system were considered reversible: 

L1g1 = -2FE (3.5) 

Thus, using Equation (3.3), the reversible voltage of the fuel cell can be written 
as 
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E = -11gt = -11gf + RTtc ln PH2Po2 
0 [ ! l 

2F 2F 2F PH20 
(3.6) 

In practice, the fuel cell process is not reversible; some of the chemical 
energy is converted to heat, and the fuel cell voltage Vtc is less than that 
in Equation (3.6). Voltage E in Equation (3.6) is called the reversible open 
circuit voltage or "Nernst" voltage of a hydrogen fuel cell. The term -11g~j2F 
varies from standard-state (25°C and 1 atm) reference potential (1.229 V) in 
accordance with the temperature in the form [5], 

11g~ (118o) - 2F = 1.229 + (Ttc -To) 2F (3.7) 

where To is the standard-state temperature (298.15 K) and 118° is the entropy 
change. Because the variation in specific heat with the expected changes in 
temperature is minimal, the entropy change of a given reaction is approxi­
mately constant and can be set to the standard value [5]; thus, 

_ 11g~ = 1 229 _ 298.15 · 1188 (1188) T 
2F . 2F + 2F fc (3.8) 

Using thermodynamic values of the standard-state entropy change, Equa­
tion (3.8), is further expanded and yields [5] 

E = 1.229-0.85 X w-3 (Ttc- 298.15) 

+ 4.3085 X 10-5Tfc [ln(pH2 ) + ~ ln(p02 )] volts (3.9) 

In Equation (3.9), Ttc is expressed in Kelvin, and pH2 and p 02 are expressed 
in atm. 

When the fuel cell operates, the actual voltage of the cell is less than the 
value calculated by Equation (3.9), as shown in a typical fuel cell performance 
plot in Figure 3.3. The differences are a result of losses or irreversibilities. In 
Figure 3.3, cell voltage is the actual voltage of the fuel cell Vcell and the current 
density i is defined as cell current, which equals stack current lst (A), per cell 
active area Ate (cm2 ), 

. fst 
Z=-

AJc 
(3.10) 

The cell current is equal to the stack current lst because the stack is formed 
by connecting the fuel cells in series. The fuel cell losses are attributed to three 
categories: the activation loss, the ohmic loss, and the concentration loss. Plots 
of voltage drops caused by each of the losses are shown in Figure 3.4. Each of 
these losses is considered and modeled separately in the following sections. 
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Fig. 3.3. Typical fuel cell polarization curve 
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Fig. 3.4. Voltage drops caused by different types of losses in fuel cell: (a) activation 
losses only; (b) ohmic losses only; (c) concentration losses only; (d) total losses 

3.1.2 Activation Loss 

The activation loss or activation overvoltage arises from the need to move elec­
trons and to break and form chemical bonds in the anode and cathode [73]. 
Part of the available energy is lost in driving t he chemical reaction that t rans­
fers the electrons to and from the electrodes [69]. Activation overvoltage occurs 
at both fuel cell electrodes: anode and cathode. However, the reaction of hy­
drogen oxidation at the anode is very rapid whereas the reaction of oxygen 
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reduction at the cathode is considerably slower [8]. Therefore , the voltage drop 
due to the activation loss is dominated by the cathode reaction conditions. 
The relation between the activation overvoltage Vact and the current density 
is described by the Tafel equation [69] , 

Vact = alnC:) (3.11) 

where a is a constant and io, the exchange current density, is also a constant. 
Both constants can be determined empirically. 

12 

i~-~------------------------
5 OS 
> 
'll 
u 

OA 

02 

02 Oil 06 08 1 12 1.4 16 18 

Current Deosly (AA:m') 

Fig. 3.5. Voltage drop caused by activation loss: solid line for (3.11); dashed line 
for (3.12) 

The Tafel equation is, however , valid only fori> i0 . For low temperature 
PEM fuel cells, the typical value of io is about 0.1 mAjcm2 [69]. A plot of 
fuel cell voltage when considering only activation loss is shown as a solid line 
in Figure 3.5. Because Equation (3.11) is valid only fori> i 0 , another similar 
function jhat is valid for the entire range of i is preferred in the fuel cell 
simulation. Therefore, the function in Equation (3.11) is approximated by 

_ (1 -c1i) Vact - Vo + Va - e (3.12) 

where v0 (volts) is the voltage drop at zero current density, and Va (volts) 
and c1 are constants. The activation overvoltage depends strongly on the 
temperature [67] and the oxygen partial pressure [5]. The values of vo, Va, and 
c1 and their dependency on oxygen partial pressure and temperature can be 
determined from a nonlinear regression of experimental data using the basis 
function in Equation (3.12). The voltage drop calculated using Equation (3.12) 
is shown as a dashed line in Figure 3.5. 
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3.1.3 Ohmic Loss 

The ohmic loss arises from the resistance of the polymer membrane to the 
transfer of protons and the resistance of the electrode and the collector plate 
to the transfer of electrons. The voltage drop that corresponds to the ohmic 
loss is proportional to the current density 

Vohm = i · Rohm (3.13) 

where Rohm is the internal electrical resistance, which has units of 0 · cm2 • 

The resistance depends strongly on the membrane humidity [70] and the cell 
temperature [4]. Several studies in the literature [83, 104] showed that the 
ohmic resistance is a function of the membrane conductivity (O·cm)-I, rYm, 
in the form 

(3.14) 

where tm is the thickness of the membrane, and the membrane conductivity 
rYm is a function of membrane water content Am and fuel cell temperature. 
The value of Am between 0 and 14 corresponds to relative humidity of 0% and 
100%, respectively [104]. The variation of the membrane conductivity with 
different membrane humidity and temperature is in the form [104] 

(3.15) 

where b1 is a function of membrane water content Am, 

(3.16) 

and b2 is a constant. Constants b11 , b12 , and b2 are usually determined em­
pirically. Empirical values of b11 and b12 for the Nafion 117 membrane are 
determined in [104]. 

3.1.4 Concentration Loss 

Concentration loss or concentration overvoltage results from the drop in con­
centration of the reactants as they are consumed in the reaction. These losses 
are the reason for rapid voltage drop at high current density. An equation that 
approximates the voltage drop due to concentration losses is given by [56], 

( · )C3 
Vconc = i Cz-. _z_ 

Zmax 
(3.17) 

where c2, c3, and imax are constants that depend on the temperature and the 
reactant partial pressure and can be determined empirically. The parameter 
imax is the current density that causes precipitous voltage drop. 
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3.1.5 Cell Terminal Voltage 

By combining all voltage drops associated with all the losses in the previous 
sections, the single fuel cell operating voltage can be written as 

Vjc = E- Vact - Vahm - Vconc 

=E- [v0 +va(1-e-c1i)]-[iRahm]- [i(c2i~axr3 J (3.18) 

where the open circuit voltage E is given in Equation (3.9). 
Because the fuel cell stack comprises multiple fuel cells connected in series, 

the stack voltage Vst is obtained as the sum of the individual cell voltages. 
Under the assumption that all cells are identical, the stack voltage can be 
calculated by multiplying the cell voltage Vfc by the number of cells n of the 
stack: 

(3.19) 

The parameters in the expression (3.18) are determined using nonlinear re­
gression ("lsqcurvefit" of the MATLAB® optimization toolbox) on fuel cell 
polarization data from an automotive propulsion-sized PEM fuel cell stack 
[120] as shown in Figure 3.6. 

The coefficients of Rahm in Equation (3.14) are identified by assuming 
that the data are obtained from the fuel cell stack operating under a well­
controlled environment, where cathode gas is fully humidified and the oxygen 
excess ratio is regulated at 2. Because the data plotted in Figure 3.6 are 
obtained from a fuel cell operated at steady-state and at designed operating 
conditions, it shows only the effect of different pressure and temperature on 
the fuel cell voltage. The effects of reactant partial pressure and membrane 
humidity are included by splitting their contributions to the total pressure 
during the regression of the activation and concentration overvoltage terms 
based on Equation (3.18). 

Specifically, the value of b2 is identified after setting b1 in Equation (3.15) 
at the maximum membrane humidity value 

b1 = bn (14) - b12 = 0.005139(14) - 0.00326 = 0.068686 (3.20) 

where b11 = 0.005139 and b12 = 0.00326 are the ones determined in [104]. 
The best value found for b2 = 350 is different from the one given in [104]. The 
other parameters in Equation (3.18) are determined for every temperature 
and then curve fitted with the temperature. 

The regression results are 

E = 1.229- 8.5 X w-4 (Ttc- 298.15) 

+ 4.308 X 10-5Ttc [ln 1.~;~25 + ~ ln 1.~~~25 ] 
Vo = 0.279- 8.5 X 10-4 (Ttc- 298.15) 
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Fig. 3.6. Polarization data for temperatures 0.1, 20, 40, 94, 97, 100 Celsius and 
pressure 1, 1.5, 2, 2.5, 3, 3.5, 4 bar 

+ 4.308 x 10-sr [In (Pea - Psat) + ~ In ( 0.1173(Pca - Psat))] 
f c 1.01325 2 1.01325 

Va = ( -1.618 X 10-5Ttc + 1.618 X 10-2 )( 0~;~3 + Psat) 2 

+ (1.8 X 10-4Ttc- 0.166)( 0~;273 + Psat) + ( -5.8 X 10-4Ttc + 0.5736) 

c1 = 10 
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tm = 0.0125 

b1 = 0.005139Am - 0.00326 

b2 = 350 

~ m = b1 exp ( b2 ( 3~3 - T~ J) 
tm 

Rohm =­
~m 

(7.16 X 10-4TJc- 0.622)( 0~~273 + Psat) p 

+ (-1.45 X 10-3Tfc + 1.68) for ( 0 . 1~~3 + Psat) < 2 atm 

(8.66 X 10-5Tfc - 0.068)( 0~~~3 + Psat~ 
+(-1.6 X 10-4TJc+0.54) for ( 0 . 1~~3 +Psat);::: 2 atm 

imax = 2.2 

C3 = 2 (3.21) 

where TJc (K) is the temperature of the fuel cell, Pea (bar) is the cathode 
pressure, Psat (bar) is the water saturation pressure, which is a function of 
temperature, and pH2 and p 02 (bar) are the partial pressure of oxygen in the 
cathode and hydrogen in the anode, respectively. Examples of polarization 
curves created by these equations are shown in Figure 3.7. The curves of ac-

•• 

02 

~~~.2~~.~.--~ •• ~~ •• --~,--~,2~~~~~ 
Cwnwt ~ (Mn 2) 

Fig. 3.7. Fuel cell polarization curve for 94°C and varying pressure from 1 to 4 b ar 

tivation, ohmic, and concentration overvoltage at different pressures for 80°C 
are shown in Figures 3.8, 3.9, and 3.10, respectively. The variation of the losses 
with temperature at the pressure of 2.5 bar are shown in Figures 3.11 to 3.13. 
The effect of membrane water content on the cell voltage is illustrated in 
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Figure 3.14 which shows the fuel cell polarization curve for membrane water 
content of 14 (100%) and 7 (50%). The model predicts significant reduction 
in fuel cell voltage due to change in the membrane water content. It should 
be noted that oversaturated (flooding) conditions will cause condensation and 
liquid formation inside the anode or the cathode, which leads to voltage degra­
dation [14]. This effect is currently not captured in our model. 

1 bor 

4 bor 
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Fig. 3.8. Activation overvoltage for 80°C and pressures from 1 to 4 bar 
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Fig. 3.9. Ohmic overvoltage for 80°C and pressures from 1 to 4 bar 

The calculation of parameters in Equation (3.21) requires the knowledge 
of cathode pressure (representing total pressure) Pea, oxygen partial pressure 
p02 , and fuel cell temperature Ttc (Figure 3.15). The pressures are calcu­
lated from the cathode model discussed in Section 3.2. The temperature can 
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Fig. 3.11. Activation overvoltage for 2.5 bar and temperatures from 0 to 100°C 

be determined based on the stack heat transfer modeling. For the current 
study, fixed stack temperature is assumed. The membrane conductivity that 
is needed in (3.14) is calculated in the membrane hydration model discussed 
in Section 3.4. 

3.1.6 Fuel Cell Dynamic Electrical Effect 

The fuel cell exhibits a fast dynamic behavior known as the "charge double 
layer" phenomenon [69]. Specifically, near the electrode/electrolyte interface, 
there is a layer of charge, called the "charge double layer," that stores electri­
cal charge and, thus, energy. This layer behaves as an electrical capacitor. The 
collection of charges generates an electrical voltage that corresponds to the 
combination of activation overvoltage and concentration overvoltage consid-
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Fig. 3.12. Ohmic overvoltage for 2.5 bar and temperature from 0 to 100°C 
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Fig. 3.13. Concentration overvoltage for 2.5 bar and temperature from 0 to 100°C 

ered previously [69]. Therefore, when the current suddenly changes, it takes 
some time before the activation overvoltage and concentration overvoltage 
follow the change in the current. The ohmic voltage drop, on the other hand, 
responds instantaneously to a change in the current. Thus, the equivalent cir­
cuit in Figure 3.16 can be used to model the dynamic behavior of the fuel 
cell. Using Equations (3.12) and (3.17), we define activation resistance Ract 

and concentration resistance Rconc as 

( · )C3 
Rconc = C2 -. _z­

Zmax 

The dynamic fuel cell voltage behavior can be described by 

(3.22a) 

(3.22b) 
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Fig. 3.16. Fuel cell equivalent circuits 

C dvc Vc- Vo -+ =i 
dt Ract + Rconc 

V fc = E - Vc - iRohm 

(3.23a) 

(3.23b) 

The time constant of the fuel cell RC elements is not well established in the 
literature. The author in [56] reported the time constant of 10-19 seconds, 
which indicates extremely fast dynamics. This value is believed to be for a 
single fuel celL The transient response of RC elements of the automobile-sized 
fuel cell stack can be slower. However, it is expected that the dynamics are 
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still faster than that of the manifolds or other dynamics considered in this 
study. Therefore, this RC dynamic effect is not included in our model. 

3.2 Cathode Flow Model 

The cathode mass flow model captures the air flow behavior inside the cath­
ode of the fuel cell stack. The model is developed using the mass conserva­
tion principle and thermodynamic and psychrometric properties of air. The 
thermodynamic properties of gas mixtures reviewed in Section 2.3 are used 
extensively in the model. 

Mass continuity is used to balance the mass of three elements, namely 
oxygen, nitrogen, and water, inside the cathode volume, illustrated in Fig­
ure 3.17. The states of the model are oxygen mass m 02 ,ea , nitrogen mass 

tH,o-......... 

/"'Oz- l <:::::::H,o_- N, 
- H,O o, 

-~---- - -----~ 
Fig. 3.17. Cathode mass flow 

m N 2 ,ea, and water mass mw,ea. The subscript ca represents the fuel cell cath­
ode. The input to the model consists of stack current l 8 t , stack temperature 
T 8 t, water flow rate across the membrane Wv ,m embr. downstream pressure, 
which is the return manifold pressure Prm, and inlet flow properties including 
inlet flow temperature Tea,in , pressure Pea,in, mass flow rate W ea ,in , humidity 
cPea ,in, and oxygen mole fraction y02 ,ea ,in, which equals 0.21 if atmospheric 
air is supplied to the fuel cell. The stack temperature can be calculated using 
a model of stack heat transfer but it is presently assumed constant in this 
study. The water flow rate across the membrane is calculated by the mem­
brane hydration model (Section 3.4) , and the inlet flow properties are found 
in the humidifier model (Section 2.5). Figure 3.18 illustrates the calculation 
process in the cathode model. 

Several assumptions are made. First, all gases are assumed to behave as an 
ideal gas. Second, the temperature of the fuel cell stack is perfectly controlled 
by the cooling system such that its temperature is maintained constant at 
80°C and uniformly over the whole stack. Furthermore, the temperature of 
the flow inside the cathode flow channel is assumed to be equal to the stack 
temperature. Third, the variables of the flow exiting the cathode, namely, 
temperature Tea ,out, pressure Pea,out. humidity cPea ,out, and oxygen mole frac­
tion y0 ea out are assumed to be the same as the variables inside the cathode 

2 ' ' 

flow channel, Tea , P ea, cPea , and y02 ,ea. Therefore, following the assumptions 

Tea ,out = Tea = Tst (3.24a) 
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Pca ,out = P ea 

cf>ca ,out = cf>ca 
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I 
I 
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I ,. 

(3.24b) 

(3.24c) 

(3.24d) 

Moreover, when the relative humidity of the cathode gas exceeds 100%, vapor 
condenses into a liquid form. This liquid water does not leave the stack and will 
either evaporate into the cathode gas if the gas humidity drops below 100% or 
it will accumulate in the cathode. Lastly, the flow channel and cathode backing 
layer are lumped into one volume; i.e., the spatial variations are ignored. 

The mass continuity is used to balance the mass of three elements - oxygen, 
nitrogen, and water - inside the cathode volume, as shown by 

(3.25) 

(3.26) 

dmw,ca - W . - W W W - W dt - v,ca,?..n v ,ca ,out + v ,ca ,gen + v,membr l ,ca ,out (3.27) 

where W 02 ,ca,in is the mass flow rate of oxygen gas entering the cathode; 
W02 ,ca ,out is the mass flow rate of oxygen gas leaving the cathode; 
wo2 ,reacted is the rate of oxygen reacted; 
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WN2 ,ca,in is the mass flow rate of nitrogen gas entering the cathode; 
W N2 ,ca,out is the mass flow rate of nitrogen gas leaving the cathode; 
Wv,ca,in is the mass flow rate of vapor entering the cathode; 
Wv,ca,out is the mass flow rate of vapor leaving the cathode; 
Wv,ca,gen is the rate of vapor generated in the fuel cell reaction; 
Wv,membr is the mass flow rate of water transfer across the membrane; 
Wz,ca,out is the rate of liquid water leaving the cathode. 

All flows denoted with W terms have units of kg/sec. The inlet flow terms 
(subscript in) are calculated from the inlet flow condition (model input). The 
cathode outlet mass flow rate, which calculation is shown below, together 
with the cathode outlet gas condition is used to calculate the out terms. The 
amount of oxygen reacted and vapor produced in the reaction is calculated 
from the stack current using electrochemical principles. The water flow across 
the membrane is determined from the membrane hydration model in Sec­
tion 3.4. The flow rate of liquid water leaving the cathode is zero, Wz,ca,out = 0, 
according to our assumptions. The calculation of the mass flow terms in the 
state equations (3.25) to (3.27) is explained in detail below. 

The water inside the cathode volume can be in two forms, vapor and liquid, 
depending on the saturation state of the cathode gas. The maximum mass of 
vapor that the gas can hold is calculated from the vapor saturation pressure: 

Psat Vca 
mv,max,ca == 

RvTst 
(3.28) 

where Rv is the gas constant of vapor. If the mass of water calculated in 
Equation (3.27) is more than that of the saturated state, the extra amount 
is assumed to condense into a liquid form instantaneously. Thus, the mass of 
vapor and liquid water is calculated by 

if mw,ca ~ mv,max,ca ---+ mv,ca == mw,ca, mz,ca == 0 (3.29) 

if mw ca > mv max ca---+ mv ca = mv max ca,ml ca = mw ca- mv max ca(3.30) 
' ' J ' ' ' ' ' ' ' 

Using the masses of oxygen, nitrogen, and vapor and the stack temper­
ature, the pressure and the relative humidity of the gas inside the cathode 
channel can be calculated. First, using the ideal gas law, the partial pres­
sures of oxygen, nitrogen, and vapor inside the cathode flow channel can be 
calculated by 

oxygen partial pressure: 

(3.31) 

nitrogen partial pressure: 

(3.32) 

vapor partial pressure: 
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(3.33) 

where R02 , RN2 , and Rv are gas constants of oxygen, nitrogen, and vapor, 
respectively. The partial pressure of dry air is the sum of oxygen and nitrogen 
partial pressure. 

(3.34) 

The total cathode pressure Pea is the sum of air and vapor partial pressure. 

Pea = Pa,ea + Pv,ea (3.35) 

The oxygen mole fraction is determined from oxygen partial pressure and dry 
air partial pressure. 

The relative humidity of the cathode gas can be calculated from 

¢ _ Pv,ea 
ea - Psat(Tst) 

where Psat is vapor saturation pressure, a function of temperature. 

(3.36) 

(3.37) 

The inlet mass flow rate of oxygen (W02 ,ea,in), nitrogen (WN2 ,ea,in), and 
vapor (Wv,ea,in) can be calculated from the inlet cathode flow condition us­
ing the thermodynamic properties discussed in Section 2.3. The saturation 
pressure is calculated using Equation (2.31). Then, the vapor pressure is de­
termined using Equation (2.30): 

Pv,ea,in = c/Jea,inPsat (Tea, in) (3.38) 

Because humid air is the mixture of dry air and vapor, dry air partial pressure 
is therefore the difference between the total pressure and the vapor pressure. 

Pa,ca,in == Pca,in - Pv,ca,in (3.39) 

The humidity ratio is then 

Mv Pv,ea,in 
Wea,in = M -~-

a,ca,in Pa,ca,in 
(3.40) 

The air molar mass Ma is calculated by 

M . - y . X M + (1 - y . ) X M a,ca,tn - o 2 ,ca,tn o 2 o 2 ,ca,tn N 2 (3.41) 

where M 02 and MN2 are the molar mass of oxygen and nitrogen, respectively, 
and y02 ,ea,in is 0.21 for inlet air. The mass flow rate of dry air and vapor 
entering the cathode is 

w 1 w 
a,ca,in == l + Wca,in ca,z.n 

Wv,ca,in == Wca,in - Wa,ca,in 

(3.42) 

(3.43) 
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and the oxygen and nitrogen mass flow rate can be calculated by 

W · -x · W: · o 2 ,ca;tn - o 2 ,ca,-tn a,ca,zn 

W · - (1 -X · )W: · N 2 ,ca,'l.n - o 2 ,ca,zn a,ca,tn 

(3.44) 

(3.45) 

where X 02 ,ca,in, defined by X 02 = m 02 /mdryain is the oxygen mass fraction, 
which is a function of oxygen mole fraction 

(3.46) 

The mass flow rate in Equations (3.43) through (3.45) are used in the state 
equations (3.25) to (3.27). 

With the knowledge of the total flow rate at cathode exit, the mass flow 
rate of oxygen (W02 ,ca,out), nitrogen (WN2 ,ca,out), and vapor (Wv,ca,out) at the 
exit are calculated in a similar manner as the inlet flow. The total flow rate 
is determined using the simplified orifice equation discussed in Section 2.2: 

Wca,out = kca,out(Pca- Prm) (3.47) 

where Pea is the cathode total pressure, Prm is the return manifold pressure 
(one of the model inputs), and kca,out is the orifice constant. Using the mass 
flow rate in Equation (3.47) with conditions based on assumption (3.24), equa­
tions similar to (3.38) to (3.46) can be applied to the cathode exit flow in order 
to calculate W 02 ,ca,out. WN2 ,ca,out, and Wv,ca,out· The calculations are shown 
below in Equation (3.48). Note that, unlike the inlet flow, the oxygen mole 
fraction of the cathode outlet flow, which equals y02 ,ca, is not constant be­
cause oxygen is used in the reaction. The oxygen mole fraCtion is calculated 
in Equation (3.36). The calculation of Wa2,ca,out, WN2,ca,out, and Wv,ca,out is 
as follows. 

Ma,ca = Yo2,ca X Mo2 + (1- Yo2,ca) X MN2 

Mv Pv,ca 
Wca,out = ~ --

a,ca Pa,ca 

1 
Wa,ca,out = 1 + Wca,out 

Wca,out 

Wv,ca,out = Wca,out - Wa,ca,out 

W -x W: o 2 ,ca,out - o 2 ,ca a,ca,out 

WN2,ca,out = (1- Xa 2 ,ca)Wa,ca,out 

(3.48a) 

(3.48b) 

(3.48c) 

(3.48d) 

(3.48e) 

(3.48f) 

(3.48g) 
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Electrochemistry principles are used to calculate the rate of oxygen con­
sumption and water production in the fuel cell reaction. The flow rate is a 
function of the stack current l 8 t : 

nlst 
wo2,reacted = Mo2 X 4F 

- M nlst W v,ca,gen - v X --
2F 

(3.49) 

(3.50) 

where n is the number of cells in the stack and F is the Faraday number. 

3.3 Anode Flow Model 

For the system we considered, hydrogen is compressed and stored in a hydro­
gen tank. The high pressure storage allows us to assume that the a node inlet 
flow rate can be instantaneously adjusted by a valve to maintain the minimum 
pressure difference between the cathode and the anode. In other words, we 
assume that the anode c hannel flow resistance is small as compared to the 
cathode flow resistance such that maintaining the pressure difference ensures 
sufficient flow of hydrogen (for the fuel cell reaction). Other assumptions sim­
ilar to the cathode flow model are also used. The temperature of the flow is 
assumed to be equal to the stack t emperature. It is assumed that the anode 
outlet flow conditions, namely, pressure, temperat ure, and humidity, are the 
same as the conditions of the gas in the anode flow channel. Additionally, the 
flow channel and the backing layer of all cells are lumped into one volume. 

Similar to the cathode flow model, hydrogen partial pressure and anode 
flow humidity are determined by balancing the mass flow of hydrogen and 
water in the anode. Figure 3.19 illustrates mass flow in the anode. The inputs 

Fig. 3.19. Anode mass flow 

to the model, shown in Figure 3.20, consist of anode inlet (total) mass flow 
W an,in, inlet flow humidity <Pan,in, inlet flow pressure Pan,in, inlet flow tem­
perature Tan,in, stack current l st, stack temperature T8 t, and vapor flow rate 
across the membrane W v,membr · The states are hydrogen mass mH2 ,an and 
water mass mw,an inside the anode volume: 

(3.51) 

dmw ,an W W W W dt = v,an,in - v,an,out - v ,membr - l ,an,out (3.52) 
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Tan in 

Fig. 3.20. Anode block diagram 

where W H2 ,an,in is the mass flow rate of hydrogen gas entering the anode; 
W H2 ,an, out is the mass flow rate of hydrogen gas leaving the anode; 
W H2 ,reacted is the rate of hydrogen reacted; 
Wv,an,in is the mass flow rate of vapor entering the anode; 
Wv,an,out is the mass flow rate of vapor leaving the anode; 
Wv,membr is the mass flow rate of water transfer across the membrane; 
Wz,an,out is the rate of liquid water leaving the anode. 

All flows denoted with W terms have units of kg/sec. If the mass of the water 
calculated in Equation (3.52) is more than the maximum that the anode gas 
can hold, the liquid water will form inside the anode volume: 

if mw,an s mv,max,an ---+ mv,an = mw,an,ml,an = 0 (3.53) 

if mw,an > mv,max,an ---+ mv,an = mv,max,an,ml,an = mw,an - mv,max,an (3.54) 

where the maximum vapor mass is calculated from 

PsatVan 
mv,max,an = D T 

-' "v st 
(3.55) 

The mass of the hydrogen and vapor calculated is used to determine anode 
pressure Pan, hydrogen partial pressure pH2 , and the relative humidity of the 
gas inside the anode rPan· The pressure is calculated using the ideal gas law. 

Hydrogen partial pressure: 
mH2 ,anRH2 Tst 

PH2 ,an = V, 
an 

Vapor partial pressure: 
_ mv,anRvTst 

Pv,an- V, 
an 

Anode pressure: 

The relative humidity of the gas inside the anode is 

¢ _ Pv,an 
an - Psat(Tst) 

where Psat is calculated using Equation (2.31). 

(3.56) 

(3.57) 

(3.58) 

(3.59) 
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The inlet hydrogen mass flow WH 2 ,an and vapor mass flow Wv,an are cal­
culated using the anode inlet gas mass flow rate Wan,in and humidity ¢an;in· 

First, the vapor pressure is a function of the humidity: 

Pv,an,in = c/Jan,in · Psat(Tan,in) 

The hydrogen partial pressure of the inlet flow is then calculated as 

Pn2 ,an,in = Pan,in - Pv,an,in 

and the anode humidity ratio is 

Mv Pv,an,in 
Wan,in = M 

H 2 Pan,in 

(3.60) 

(3.61) 

(3.62) 

where MH2 and M, are the molar masses of hydrogen and vapor, respectively. 
The mass flow rates of hydrogen and vapor entering the anode are 

w 1 w H 2 ,an,in = 1 + . an,zn 
Wan,zn 

Wv,an,in = Wan,in- WH 2 ,an,in 

(3.63) 

(3.64) 

and are used in mass balance Equations (3.51) and (3.52). The rate of hydro­
gen consumed in the reaction is a function of the stack current 

W - M x ni 
H 2 ,reacted - H 2 2F (3.65) 

The anode exit flow rate Wan,out represents the purge of anode gas to re­
move both liquid water and other gases accumulated in the anode (ifreformed 
hydrogen is used). For the current system, it is assumed that the purge is zero. 
However, if the purge rate is known, the outlet hydrogen and vapor mass flow 
rate is calculated by the following equations. 

Mv Pv,an 
Wan,out = M 

H 2 ,an PH2 ,ca 
(3.66a) 

W H 2 ,an,out = 1 + 1 Wan,out 
Wan,out 

(3.66b) 

Wv,an,out = Wan,out- WH 2 ,an,out (3.66c) 

It is assumed that the liquid water is stored in the anode and there is no 
passage available for it to leave the stack. Thus, the rate of liquid water leaving 
the anode Wz,an,out is set to zero. The rate of water flow across the membrane 
Wv,membr is determined in the membrane hydration model which is explained 
in the next section. 
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3.4 Membrane Hydration Model 

The membrane hydration model calculates the water content in the mem­
brane and the rate of mass flow of water across the membrane. Both water 
content and mass flow are assumed to be uniform over the surface area of 
the membrane. The membrane water content and the rate of mass flow across 
the membrane are functions of the stack current and the relative humidity of 
the flow inside the anode and the cathode flow channels (Figure 3.21). The 
relative humidity of the cathode and anode flow is the output of the cathode 
flow model and anode flow model, respectively. 

Fig. 3.21. Membrane hydration model block 

The water transport across the membrane is achieved through two distinct 
phenomena [83, 104]: 

• Water molecules are dragged across the membrane from anode to cathode 
by the hydrogen proton. This phenomenon is called electro-osmotic drag. 
The amount of water transported is represented by the electro-osmotic 
drag coefficient nd, which is defined as the number of water molecules 
carried by each proton 

i 
Nv,osmotic = nd F (3.67) 

where Nv,osmetic (mol/(sec · cm2 )) is the net water flow from anode 
to cathode of one cell caused by electro-osmotic drag; 

i (A/cm2 ) is the stack current density defined in (3.10); 
F is the Faraday number. 

• In a detailed spatially distributed system, there is a gradient of water 
concentration across the membrane that is caused by the difference in 
humidity in anode and cathode flows. This water concentration gradient, 
in turn, causes "back-diffusion" of water from cathode to anode. 

dcv 
Nv,diff = Dwdy 

where Nv,diff (mol/(sec · cm2 )) is the net water flow from cathode 
to anode of one cell caused by back-diffusion; 

(3.68) 
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Cv (mol/cm3 ) is the water concentration defined below in (3.77); 
y (em) is the distance in the direction normal to the membrane; 
Dw (cm2 /sec) is the diffusion coefficient of water in the membrane. 

Combining the two water transports and approximating the water concentra­
tion gradient in the membrane to be linear over the membrane thickness, the 
water flow across the membrane can be writtenas (assuming positive values 
in the direction from anode to cathode) 

N _ i D (cv,ea- Cv,an) 
v,membr- na F- w tm (3.69) 

where tm (em) is the thickness of the membrane. For a particular membrane, 
the electro-osmotic drag coefficient na and the diffusion coefficient Dw vary 
with water content in the membrane, which depends on the water content in 
the gas next to the membrane. Because Equation (3.69) gives the flow rate of 
water per unit area in (mol/(sec · cm2)) in one fuel cell, the total stack mass 
flow rate across the membrane Wv,membr can be calculated from 

Wv,membr = Nv,membr X Mv X Ate X n (3.70) 

where Mv is the vapor molar mass, Ate (cm2) is the fuel cell active area, and 
n is the number of fuel cells in the stack. 

· The average between the water contents in the anode flow and the cathode 
flow can be used to represent the membrane water content. However, using 
the water content in the anode flow presents a .more conservative approach, as 
discussed in [83), because the membrane water content tends to be lower on 
the anode side. This is because at high current density, water transport from 
anode to cathode by electro-osmotic drag exceeds the water back-diffusion 
from cathode to anode. The membrane water content, and thus the electro­
osmotic and diffusion coefficients, can be calculated using the activities of the 
gas in the anode and the cathode: 

Yv,iPi Pv,i ai=--=--
Psat,i Psat,i 

(3.71) 

which, in the case of gas, is equivalent to relative humidity (h The index i 
is either anode (an) or cathode (ca), Yv,i is the mole fraction of vapor, Pi is 
the total flow pressure, Psat,i is the vapor saturation pressure, and Pv,i is the 
vapor partial pressure. The water concentration in the anode flow Cv,an and 
the cathode flow Cv,ea are also functions of the activation of water in the anode 
flow aan and in the cathode flow aea, respectively. 

A summary of equations used in calculating the electro-osmotic drag coef­
ficient, membrane water diffusion coefficient, and membrane water concentra­
tion is presented in [39). The equations are developed based on experimental 
results measured for the Nafion 117 membrane in [104). The water content in 
the membrane Ai, defined as the ratio of water molecules to the number of 
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charge sites [104], is calculated from water activities ai (subscript i is either 
an-anode, ca-cathode, or m-membrane). 

Ai = { 0.043 + 17.81ai - 39.85a! + 36.0ar , 0 < ai ::; 1 
14+1.4(ai-1) ,1<ai:S3 

(3.72) 

where 
(3. 73) 

The membrane average water content Am is calculated by Equation (3. 72) us­
ing the average water activity am between the anode and cathode water activ­
ities. The value of Am is used to represent the water content in the membrane. 
The electro-osmotic drag coefficient nd and the water diffusion coefficient Dw 
are then calculated from the membrane water content1 Am [39]. 

nd = 0.0029A;. + 0.05Am - 3.4 X 10-19 (3.74) 

and 

Dw = D>,exp(2416 ( 3~3 - T~J) (3.75) 

where 

{ 

10-6 , Am < 2 

D>. = 10=:(1 + 2(Am- 2)) , 2 :SAm :S 3 
10 (3- 1.67(Am- 3)) , 3 <Am < 4.5 
1.25 X 10-6 , Am ~ 4.5 

(3.76) 

and Ttc (equals T8 t in our model) is the temperature of the fuel cell in Kelvin. 
The water concentration at the membrane surfaces on anode and cathode 
sides, used in Equation (3.69), is a function of the membrane water content. 

Pm,dry \ 
Cv,an = M 1\an 

m,dry 
(3.77) 

Pm,dry \ 
Cv,ca == M 1\ca 

m,dry 
(3.78) 

where Pm,dry (kgjcm3 ) is the membrane dry density and Mm,dry (kg/mol) is 
the membrane dry equivalent weight. 

To form the fuel cell stack model, the membrane hydration model is inte­
grated with the stack voltage, the cathode flow, and the anode flow models 
developed in Sections 3.1, 3.2, and 3.3, respectively. Combining the fuel cell 
stack model described in this chapter with the auxiliary models described in 
Chapter 2 forms the dynamics of the fuel cell reactant supply system. In the 
next chapter, simulation results of the system model are presented and the 
dynamic effects of the air supply subsystem during transient operation of the 
fuel cell system are demonstrated. 

1 Membrane water content on the anode side is used in (39] because membrane de­

hydration is of more concern. However, we consider both membrane dehydration 

and membrane water flooding cases. 
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Table 3.2. Thermodynamic constants used in the model 

Symbol Variable Value 
Patm atmospheric pressure 101.325 kPa 
Tatm atmospheric temperature 298.15 K 

I ratio of specific heats of air 1.4 
Cp constant pressure specific heat of air 1004 Jj(mol·K) 
Pa air density 1.23 kg/m3 

R universal gas constant 8.3145 Jj(mol·K) 
Ra air gas constant 286.9 Jj(kg·K) 

Ra2 oxygen gas constant 259.8 J/(kg·K) 
RN2 nitrogen gas constant 296.8 Jj(kg·K) 
Rv vapor gas constant 461.5 Jj(kg·K) 

RH2 hydrogen gas constant 4124.3 Jj(kg·K) 

M02 oxygen molar mass 32 X 10-3 kg/mol 

MN2 nitrogen molar mass 28 X 10-3 kg/mol 
Mv vapor molar mass 18.02 X 10-3 kg/mol 

MH2 hydrogen molar mass 2.016 X 10-3 kg/mol 
F Faraday number 96,485 Coulombs 



4 

Fuel Cell System Model: Analysis and 
Simulation· 

The system model development in Chapters 2 and 3 focuses on the reactant 
supply systems that include the air flow control, hydrogen feed from a high­
pressure tank, and the humidification of the reactant feeds. In a direct H2 

system, the PEM fuel cell becomes the main heat source. Due to the low 
operating temperature in PEMFCs, the dynamics of the stack temperature 
are considered to be relatively slow and, thus, can be viewed as a separate 
subsystem. As a result, the stack temperature is considered as a setpoint to 
the reactant systems. The control inputs are the compressor motor voltage, 
the hydrogen valve, and the humidifier water injection commands. In this 
chapter' we integrate into the model a static controller for the humidifier and 
a proportional controller for the hydrogen tank valve. Note here that when a 
fuel cell system runs based on compressed H2 that is stored in cylinders, the 
air flow dynamics and the humidity management dominate the fuel cell system 
response. By assuming a perfect controller for the humidification, we decouple 
the phenomena of the air flow from the humidity. This enables us to focus 
on the air supply dynamics behavior and its control design. A steady-state 
analysis of the model presented in Section 4.2 is performed to determine the 
optimal air flow setpoints in terms of maximum net system power. The result 
corresponds with the value given in the literature as fuel cell specifications. 
In addition to the steady-state simulation, the dynamic model developed is 
also able to simulate the transient behavior of the system. The results from 
transient simulation are shown in Section 4.3. The transient behaviors agree 
with experimental data published in the literature. 

The parameters used in the model are given in Table 4.1. The fuel cell stack 
is based on the 75 kW stacks used in the 

FORD P2000 fuel cell prototype 
vehicle [1]. The active area of the fuel cell is calculated from the peak power of 
the stack. The compressor model represents the Allied Signal compressor given 
in [29]. The membrane properties of the Nafion 117 membrane are obtained 
from [83]. The values of volumes are approximated from the dimensions of the 
P2000 fuel cell system. 
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Table 4.1. Parameters used in the simulations 

Symbol Variable Value 
Pm,dry membrane dry density 0.002 kg/cmJ 
Mm,dry membrane dry equivalent weight 1.1 kg/mol 

tm membrane thickness 0.01275 em 
n number of cells in fuel cell stack 381 

Ajc fuel cell active area 280 cm2 

de compressor diameter 0.2286 m 
Jcp compressor and motor inertia 5 x 10-5 kg·m2 

Van anode volume 0.005 m3 

Vca cathode volume 0.01 m3 

Vsm supply manifold volume 0.02 m3 

Vrm return manifold volume 0.005 m3 

CD,rm return manifold throttle discharge coefficient 0.0124 
AT,rm return manifold throttle area 0.002 m2 

ksm,out supply manifold outlet orifice constant 0.3629 x 10-5 kg/(s·Pa) 
kca,out cathode outlet orifice constant 0.2177 x 10-5 kg/(s·Pa) 

4.1 Humidifier and Hydrogen Flow Controls 

In order to concentrate on the air supply dynamics, it is necessary to develop 
controls for the anode hydrogen valve and the humidifier. A static control 
of water injection in the humidifier is developed using thermodynamic cal­
culations. The objective is to maintain the desired humidity of the air flow 
entering the stack. It is assumed here that all necessary signals are available. 
Proportional control is used to control the hydrogen flow, with the objective 
of minimizing the pressure difference across the membrane. 

4.1.1 Humidifier Control 

Due to the lack of publicly available fuel cell data, the model developed in 
this study has not been validated with a real fuel cell experimental system. 
Several parameters are outdated, especially the parameters used in the calcu­
lation of water flow rate across the membrane (membrane hydration model), 
and those that are used to represent the effect of membrane humidity to the 
cell voltage (stack voltage model). As shown in Section 4.3, the model al­
ways predicts dehydration in the anode which results in considerable drops 
in fuel cell voltage. Simulations under these conditions are not considered as 
meaningful. Therefore, until extensive experimental data become available, 
it is more appropriate to assume that the membrane is always fully humidi­
fied by other passive means, thus Am = 14 in (3.21). These assumptions are 
justified because there is a great effort in the fuel cell industry to develop 
a self-humidifying stack by redesigning stack components such as flow fields 
and backing layers [106, 121]. The goal of the reactant humidity control then 
becomes the regulation of the humidity of the stack inlet flow. 



4.1 Humidifier and Hydrogen Flow Controls 59 

In the humidifier, the amount of water injected into the air flow Wv,inj 

is assumed to be the exact amount that is required to maintain the desired 
stack inlet humidity ¢des. This amount can be calculated with the knowledge 
of the conditions of the humidifier inlet flow, which corresponds to the cooler 
exit flow (Figure 2.1). The inlet condition includes flow rate Wei, temperature 
Tel, humidity ¢cz, and pressure Pel· Using Equations (2.35) to (2.39), we can 
calculate the dry air mass flow rate Wa,cl, the vapor mass flow rate Wv,cl, and 
the dry air pressure Pa,cl· Then, the flow rate of vapor injected is calculated 
by 

(4.1) 

where Mv and Ma are the molar mass of vapor and dry air, respectively. With 
this assumption of perfect humidifier control, the calculation of the humidifier 
static model is simplified. The cathode inlet flow rate and pressure are 

Wca,in = Wei + Wv,inj = Wsm,out + Wv,inj (4.2) 

and 
(4.3) 

respectively. 

4.1.2 Hydrogen Valve Control 

In the system considered in this study, hydrogen is supplied by a high-pressure 
tank and the flow rate is controlled by a valve. The inlet hydrogen flow is 
assumed to have 100% relative humidity. Due to the high-pressured storage, 
the hydrogen flow rate can be adjusted rapidly. With the fast actuator and 
fast dynamics of the anode volume, the anode hydrogen flow control can have 
high loop bandwidth. The goal of the hydrogen flow control is to minimize 
the pressure difference across the membrane, that is, the difference between 
anode and cathode pressures. Using simple proportional control based on the 
pressure difference, the pressure in the anode can quickly follow the changes 
in the cathode pressure. Because the valve is fast, it is assumed that the 
flow rate of hydrogen can be directly controlled based on the feedback of the 
pressure difference. However, the actual cathode and anode pressures cannot 
be directly measured. Thus, on the cathode side, the supply manifold pressure 
is used in the controller. On the anode side, because we assume that the anode 
supply manifold is small and its volume is lumped together with the anode 
volume (i.e., they have the same pressure), the anode pressure is used in the 
controller. The controller is in the form 

(4.4) 

where K 1 = 2.1 ( tlf{ s ) is the proportional gain and K 2 = 0. 94 takes into ac­
count a nominal pres~ure drop between the supply manifold and the cathode. 
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The anode and cathode pressure responses for a series of current load changes 
in Figure 4.1 show the performance of the hydrogen flow proportional control. 
The anode pressure tracks the cathode pressure very well. 

~~~;~l 
0 s , 0 l 5 20 25 30 

T im e (sec) 

Fig. 4.1. Cathode and anode pressures in nonlinear simulation 

Typically, there is also a purge valve at the end of the anode, which presents 
an additional control actuator. The purpose of the purge valve is to remove 
the liquid water accumulation in the anode to prevent flooding. Our model, 
however, does not incorporate water flooding effects. Therefore, the purge 
valve is used only to quickly reduce the anode pressure when necessary (e.g., 
when (4.4) is negative). 

4.2 Steady-state Analysis 

By applying the humidifier static control and the hydrogen valve proportional 
control explained in the previous section, the dynamics of the fuel cell system 
are governed mainly by the air supply system dynamics. The air supply system 
has a compressor motor command as the only control actuator. Two variables 
considered for the control performance are the concentration of the oxygen in 
the cathode and the fuel cell system net power. 

The net power Pnet of the fuel cell system is the difference between the 
power produced by the stack Pst and the parasitic power required to run the 
auxiliary components. The majority of the parasitic power is caused by the 
air compressor. Therefore, it is the only parasitic loss considered in this study. 
For certain stack currents, the stack voltage increases with increasing air flow 
rate to the stack because the cathode oxygen partial pressure increases. The 
excess amount of air flow provided to the stack is normally indicated by the 
term oxygen excess ratio .A02 , defined as the ratio of oxygen supplied to oxygen 
used in the cathode, that is, 

( 4.5) 

High oxygen excess ratio, and thus high oxygen partial pressure, improves Pst 

and Pnet· However, after an optimum value of A02 is reached, further increase 
will cause an excessive increase in compressor power and thus deteriorate the 
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system net power. To study the optimal value of A02 , we plot steady-state 
values of A02 and Pnet, obtained from the simulation, for different Ist, as 
shown in Figure 4.2. For the fuel cell system modeled, the highest net power 
is achieved at an oxygen excess ratio between 2 and 2.4 depending on the 
stack current. For simplicity, it is therefore desired to control the air flow to 
Ao2 = 2. 

55 ~------~--------~------~ 
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Fig. 4.2. System net power at different stack currents and oxygen excess ratios 

4.3 Dynamic Simulation 

A series of step changes in stack current is applied as input, as shown in 
Figure 4.3(a). A series of compressor motor input voltages, Figure 4.3(b), 
which gives different levels of steady-state oxygen excess ratios, shown in 
Figures 4.3(e) , is also applied. This represents the simple static feedforward 
controller of the compressor motor based on the measurement of the current 
load, as shown in Figure 4.4. 

During a positive current step, the oxygen excess ratio drops, as shown in 
Figure 4.3( e), due to the depletion of oxygen. This, in turn, causes a significant 
drop in the stack voltage, as shown in Figure 4.3( c). If the compressor voltage 
responds instantaneously during the current step (at 2, 6, 10, and 14 sec), 
there is still a transient effect in the stack voltage, and consequently in the 
stack power and the net power (Figure 4.3( c)), as a result of the transient 
behavior in oxygen partial pressure (Figure 4.3(f)) . At t = 18 sec, the response 
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Fig. 4.3. Simulation results of the fuel cell system model for a series of input step 
changes 
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Fig. 4.4. Static feedforward using steady-state map 

corresponds to a step increase in the compressor input while keeping constant 
stack current. An opposite case is shown at t = 22 sec. 

The steady-state response at 16 and 20 sec shows the effect of operating 
at .X02 higher than the optimum value. It can be seen in Figure 4.3(c) that 
even though the stack power increases, the net power decreases due to the 
high power drawn from the compressor motor. 

Figure 4.5 shows the fuel cell response on the polarization map at 80°C. 
Similar results were obtained in the experiments of [70] where switching load 
was applied in a fuel cell. The compressor transient response is shown in Fig­
ure 4.6. Figure 4. 7 shows the voltage response when considering the humidity 
of the membrane. 

The fuel cell system model is capable of capturing the effects of transient 
oxygen and hydrogen partial pressures and the membrane humidity on the fuel 
cell voltage. Even though the model has not been validated with an actual 
experimental system, the model predicts transient behavior similar to that 
reported in the literature [70, 88]. It can be seen that the drops in fuel cell 
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Fig. 4.5. Fuel cell response on polarization curve. Solid line assumes fully humidified 
membrane; dashed line represents drying membrane 
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Fig. 4.6. Compressor transient response on compressor map 

voltage are significant during fast load changes if the compressor motor is 
controlled with static feedforward based on the steady-state map. In the next 
chapter, a controller that gives better dynamic responses is developed using 
a model-based approach. Several control configurations are also considered. 



64 4 Fuel Cell System Model: Analysis and Simulation 

~ 
250 

i!l, 
~ 
0 200 , ....... ___ : 
> 
""' u ' 
.'9 ' ' (/') ' 

1500 
..... ____ ... 

5 10 15 20 25 30 
Time (sec) 

1 1 0,-----r-----r-----~----~----~----. 

t 1 00~--------------------------------~ 
~g 90 
~ 'E 80 ---, ~-- Hydrated Membrane I 
<'0 ~ \ --- Dfy Membrane .l5 <; 70 , _____ _ 
E o '.. ... .............. , 

~ u :0 5 -----,-0 ,~~ -- -----;~--~----;~ - -- - - --;0 
Time (sec) 

Fig. 4. 7. Voltage response comparing fully humidified membrane and drying mem­
brane 
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Air Flow Control for Fuel Cell Cathode 
Oxygen Reactant 

There are three major control subsystem loops in the fuel cell system 
(FCS) that regulate the air/fuel supply, the water management, and the heat man­

agement [1]. We assume here a perfect air/fuel flow humidifier, and coolers 
for the incoming air and the stack. These perfect conditions are implemented 
in the simulation model by either fixing appropriate variables or by employ­
ing simple static controllers described in the previous chapter. Moreover, the 
fast proportional feedback controller on the fuel flow ensures that the anode 
pressure is equal to the cathode pressure following almost instantaneously any 
pressure variation in the cathode side. All these controllers and assumptions 
that are by no means trivial to implement on a real system, allow us to focus 
on controlling the cathode oxygen supply. 

In this chapter we concentrate on the air supply subsystem of the fuel cell 

(FC) in order to regulate (and replenish) the oxygen depleted from the FC 
cathode during power generation and, in particular, current demands from the 
vehicle power management system. This task needs to be achieved fast and 
efficiently to avoid oxygen starvation and extend the life of the stack [120]. 
Oxygen starvation is a complicated phenomenon that occurs when the partial 
pressure of oxygen falls below a critical level at any possible location within 
the meander of the air stream in the cathode [105]. It can be observed by a 
rapid decrease in cell voltage that in severe cases can cause a short circuit and 
a hot spot on the surface of a membrane cell. Before this catastrophic event 
happens, the stack diagnostic system that monitors individual cell voltage 
removes the current from the stack or triggers system shut-down. 

Although the phenomenon is spatially variant, it is largely believed that it 
can be avoided by regulating the excess oxygen ratio in the cathode A02 , which 
is a lumped (spatially invariant) variable. This can be achieved by controlling 
the compressor motor to provide the air and hence the oxygen that is depleted 
due to the current drawn from the fuel cell. As shown in the previous chapter, 
there is an excess oxygen ratio that maximizes the net power from the FC 
system (generated FC power minus consumed compressor motor power) for 
each current drawn A des = A des (I ) 

' Oz o2 st . 
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For simplification we assume for now a fixed )..~~s = 2. In the future, 
extremum-seeking or other maximum-finding techniques can be used to search 
online for the optimum excess oxygen ratio levels. Note here that in a low 
pressure air supply system, for example, using a blower, where there are no 
pressure variations, regulation of A02 corresponds to regulation of the oxygen 
partial pressure. 

The control problem is challenging because of actuator and sensor limita­
tions. The variables manipulated via the actuator are upstream from where 
the disturbance affects the performance variable (see Figure 5.1) limiting the 
realistic disturbance rejection capabilities of the system. Given that the exoge­
nous input (stack current) is measured, a feedforward controller that cancels 
the effect of current-to-oxygen excess ratio is theoretically feasible. The design 
of such an ideal controller, called from now on the "cancellation" controller, 
is based on inverting the linearized plant model in Section 5.4. The perfor­
mance and the limitations of the cancellation feedforward controller are also 
presented. 

Fig. 5.1. Fuel cell system showing control inputs and outputs 

In Section 5.5, a two Degrees Of Freedom (2DOF) controller is designed 
based on a static pre-compensator and an integral observer-based output feed­
back controller. The challenge here arises from the fact that not all the states, 
nor the performance variable A02 , are measured. Moreover, the traditionally 
used measurements for A02 regulation are upstream from the performance 
variable due to difficulties in sensing within a vapor-saturated flow stream. 
In Section 5.5.2 we demonstrate that the FCS voltage increases the system 
observability and thus enables a higher gain controller that improves transient 
A02 regulation and robustness significantly. Currently, voltage is used in diag-
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nostic and emergency shut~down procedures due to its fast reaction to oxygen 
starvation, but we clearly define its usefulness and value in a feedback design. 

The FCS voltage is a natural feedback measurement for the FCS air con­
troller and in hindsight of our results, one can view it as one of the FCS 
performance variables. Fast regulation of the FCS voltage to its desired value 
can be an indirect measure of a good level of oxygen concentration in the FC 
cathode. Regulating FC voltage during current demands, however, can create 
infeasible power setpoints and lead to instability. 

Apart from being an indication of oxygen starvation, the FCS voltage is 
an important FC performance variable. In particular, the FCS is viewed as a 
power source from the DC /DC converter or other power electronics connected 
to it as shown in Figure 5.1. Its Current~t~ Voltage transfer function defines 
the "power quality" of the FC as a power source [74]. The air controller 
designed in this section affects the closed loop Current~t~ Voltage FC transfer 
function. We show in this chapter that the observer-based feedback controller 
with voltage measurement resembles a passive resistive power source; that is, 
for all current steps up 0.3 radjsec, the FCS voltage behaves as Vst = Rstfst 

with a small Rst = 0.05 n. This result can now be used by researchers who 
design the power electronics for the connection of the FCS with a DC or an 
AC motor/generator unit for power transfer. There is also ample interest from 
the power generation community for the dynamics of the FCS system when 
connected to a grid of heterogeneous power sources [96, 74]. Many studies 
thus far [113] have used a static polarization curve for the Current-to-Voltage 
relation, which assumes a perfect or a nonexistent FC reactant flow controller. 

In Section 5. 7 we analyze the tradeoff between the oxygen excess ratio 
and the FCS system parasitic losses during transient conditions. Namely, the 
power utilized by the supercharger is a parasitic loss for the FC stack. We 
show that minimizing these parasitic losses and providing fast air flow reg­
ulation are conflicting objectives. The conflict arises from the fact that the 
supercharger is using part of the stack power to accelerate. One way to re­
solve this conflict is to augment the FC system with an auxiliary battery 
or an ultracapacitor that can drive the auxiliary devices or can potentially 
buffer the FC from transient current demands. These additional components, 
however, will introduce complexity and additional weight that might not be 
necessary [94]. To judiciously decide about the system architecture and the 
component sizing we analyze the tradeoff between the two objectives using 
linear control techniques. We then show that a compromise needs to be made 
between oxygen starvation and FC net power for transients faster than 0. 7 
rad/sec (see Figure 5.27). In other words, if net power response that is faster 
than 1.4 second time constant is required, our analysis suggests the use of an 
auxiliary power source such as a battery or capacitor. Although this answer 
is specific to our &ystem, our analysis procedure is general and can be applied 
to other fuel cell systems. 
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5.1 Control Problem Formulation 

As discussed in the previous chapter, the combined control design objective 
is to define the compressor motor input voltage Vcm in order to maintain 
A02 =. 2 and achieve the desired fuel cell system net power P~!{. The desired 

net power can be translated into the required stack current Ist = fi(P~!{) 
assuming all other FCS variables are at the desired values. The current is then 
considered as an external input or disturbance to the system. The resulting 
control problem is defined as follows (Figure 5.2). 

x = f(x,u,w) State Equations 

X= [ mo2 mH2 mN2 Wcp Psm msm mw,an mw,ca Prm ]T 

U =Vcm 

W = fst 

(5.1) 

The potential measurements include air flow rate through the compressor Wcp, 

supply manifold pressure Psm• and stack voltage Vst· 

Y = [WcpPsm Vst]T = hy(x,u,w) 
Z = [epnet A02 ]T = hz(x, u, W) 

Measurements (5.2) 

Performance Variables (5.3) 

where epnet is defined as the difference between the desired and the actual 
system net power; that is, epnet = P~!{ - Pnet· Figure 5.1 illustrates the 
physical location of all the input/output control variables. 

Fuel Cell 
Sy~tem 

Fig. 5.2. Control problem formulation 

We formulate the two control objectives edp = 0 and >.d0 = 2, but 
net 2 

focus on the problem of using the compressor motor voltage Vst to regulate 
the oxygen excess ratio for the first sections of this chapter. Note that the 
two objectives are both achievable at steady-state, but their transients are 
considerably different, and thus cannot be achieved simultaneously by a single 
control actuator. The objective of achieving the desired transient system net 
power is ignored in the first part of the chapter, which represents the case 
where the power management system can rely on a secondary 'Power source 
such as a battery. The tradeoff between the two performance variables, that 
is, epnet and A02 , is discussed in the last section of this chapter. 
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5.2 Control Configurations 

The different control schemes for the fuel cell stack system are illustrated 
in Figure 5.3. Because the current that acts as a disturbance to A02 can be 
measured, a static function that correlates the steady-state value between 
the control input Vcm and the disturbance lst could be used in the feedfor­
ward path. This static feedforward is easily implemented with a look-up table 
(shown in Figure 5.3(a)). 

The calculation of the static feedforward is based on finding the compres­
sor voltage command v~m that achieves the air flow which replenishes the 
oxygen flow that , in turn, is depleted by the reaction of hydrogen protons 
with oxygen molecules during a current command lst· For specific ambient 
conditions (pressure, temperature, and humidity); the required air flow can 
be calculated analytically from the stack current w;P = fcpUst), based on 
electrochemical and thermodynamic principles (Section A.l). The inversion 
of compressor and compressor motor maps to find v~m = f cmUst) that gives 
the desired air flow w;P is not trivial. Nonlinear simulations or testing in an 
experimental facility can determine the static feedforward controller from "w 
to u" that cancels the effect "w to z2" at steady-state. 

w Plant 

~ 
z 

Open Loop/ 
Static Feedforward y 

(a) 

' 
-------~--1 

' w ' Plant ' ' ' 

G-.. ,.:: 
z 

Dynamic Feedforward/ 
Cancellation 

' ' ' ' ------------...1 
(b) 

~--------------------------: 

w Plant ' ' :L . z 
Feedback+ 
Static Feedforward : ~ 

: + 
y 

---------u 

(c) 

Fig. 5.3. Different control configurations 
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The unit step disturbance response of the system with feedforward con­
trol as compared to the system with no control is shown in Figure 5.4. The 
variables plotted are the deviation from nominal point (edp , >.do ) of the 

net 2 
performance variables. Because we do not have specific requirements for the 
z2 = A02 we search for the best possible disturbance rejection that can be 
achieved by a controller "w to u" that cancels the disturbance from "w to 
z2" at all frequencies. This cancellation controller can be implemented as a 
dynamic feedforward, as shown in Figure 5.3(b). The design of the dynamic 
feedforward controller is presented in Section 5.4. It is based on inversion of 
the linear plant with the input and output around the dashed area in Fig­
ure 5.3(b). 

Both static and dynamic feedforward controllers suffer from sensitivity 
to modeling error, device aging, and variations in ambient conditions. This 
degrades the system robustness, that is, performance under uncertainty. To 
improve the system robustness, feedback control is added. Figure 5.3(c) shows 
the feedback control configuration. Only measurable variables y are fed back 
to the controller. The static feedforward is considered part of the plant. Thus, 
for the feedback control design, linearization is done for the inputs and outputs 
around the dashed box in Figure 5.3(c), which cover the static feedforward 
map. Note that static feedforward is used instead of dynamic feedforward. If 
dynamic feedforward is used, the linearization will give a higher-order plant 
because there are additional dynamics contributed by the dynamic feedfor­
ward. 

The simplicity of the static feedforward (open loop control) with a slow 
proportional integral (PI) controller is very desirable, and thus establishes the 
basis for comparison between the performances of different controllers in the 
following sections. Due to the slow PI controller, the static feedforward alone 
defines the closed loop system behavior. Hence the response of the system with 
the static feedforward (open loop control) shown in Figure 5.4 is considered 
as the baseline controller from now on. 

5.3 Linearization 

The LTI system analysis in the MATLAB® /Simulink® control system toolbox 
is used to linearize the nonlinear system that is developed in Chapters 2 and 3. 
The nominal operating point is chosen where the system net power is z]' = 40 
kW and oxygen excess ratio is z2 = 2. The inputs that correspond to this 
operating point are stack current at w0 = 191 A and compressor motor voltage 
at U0 = fcm(191) = 164 V based on the static feedforward controller design 
discussed in the previous section. We denote also the nominal states at the 
equilibrium of the system for nominal inputs W 0 and U0 • The linear model is 
given by 
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Fig. 5.4. Comparison between system with no control and system with static feed­
forward 

bz = Czbx + Dzubu + Dzwbw 

by = Cybx + Dyubu + Dywbw 

(5.4) 

where c5(·) = (-) - {-)0 represents the variation from the nominal value. The 
state x, measurements y, performance variables z, input u, and disturbance 
ware 

X = [ mo2 m H2 m N2 Wcp Psm msm mw,an Prm] T 

Y = [Wcp,Psm, Vst]T 

Z = [ePnet' Aa2 JT 

U = Vcm 

W = fst 

(5.5) 

Here, the units of states and outputs are scaled such that each variable has a 
comparable magnitude. The units are as follows: mass in grams, pressure in 
bar, rotational speed in kRPM, mass flow rate in g/sec, power in kW, voltage 
in V, and current in A. . 

Note that the resulting linear model has eight states whereas the nonlinear 
model has nine states. The state that is removed, because it is unobservable 
during linearization, is the mass of water in the cathode. The reason is that 
the parameters of the membrane water flow we used cause excessive water 
flow from anode to cathode that for all nominal conditions results in fully 
humidified (vapor-saturated) cathode gas. Thus, for constant temperature, 
the vapor pressure is constant and equal to the saturated vapor pressure. 
Our nonlinear model does not include the effects of liquid condensation, also 
known as "flooding," on the FCS voltage response. As a result, the cathode 
water mass is not observable from the linearization point of view. On the 
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other hand, the anode vapor pressure is observable and it is included in the 
linearization because variations in the FCS current affect the partial pressure 
of vapor in the anode that is always less than its saturated value. The change 
in vapor pressure affects the hydrogen partial pressure due to the fast P con­
troller that regulates the anode pressure to be equal to the cathode pressure. 
The hydrogen pressure in turn affects the FCS voltage and makes the mw.an 

observable. 
There are specific linearization cases. The first is the regular input/output 

linearization of the plant shown in Figure 5.3(b) with (A, B71 , Bw, ... , Dzw) 
as in (5.4). This is used in Section 5.4 for the design of the dynamic feed­
forward. The exact system matrices are given in Table A.l. The second case 
is linearization with static feedforward fep ( w) in addition to feedback control 
Ufb shown in Figure 5.3(c) u = Ufb + u* = Ufb + fep(w). The exact matri­
ces (A, B71 , B;;_,, ... , Dgw) are given in Table A.2 and are used in Section 5.5 
where the feedback controller is designed. As our notation indicates, the matri-

ces of the two systems are the same, except B;;_, = ( .UV + ~ 8£;:) lxa ,uo .wa = 

Bw + Bu 8£~p lwo and Dg,w = Dz,w + Dz,u 8£~p lwo matrices. Note that DZ2W 
is the same for both cases because Dz2 u = 0. 

For both linear systems, the anode flow control (proportional) is included 
in the linearization. The comparison between the step responses of nonlinear 
and linear models is shown in Figure A.1. 

5.4 Dynamic Feedforward 

Due to the topology of the control variable u = Vern, and the disturbance 
w = Ist, with respect to the performance variable z2 = A02 , the disturbance 
rejection capabilities of the open loop system are moderate. In particular, 
the control signal u = Vern affects performance variable z2 = A02 through 
the dynamics associated with the compressor inertia, supply manifold filling, 
and eventually, cathode manifold filling (see also Figure 5.1 for the physical 
location of the control signal). On the other hand, the disturbance w = Ist 
affects the performance variable z2 = A02 directly (see Figure 5.1 and Equa­
tion ( 4.5) ). It is clear that in order to achieve good disturbance rejection 
the control variable u needs to be a lead filter of the measured disturbance 
w (see [41]). The lead filter can be based on the inversion of the open loop 
dynamics from "u to z2 ." 

Using the linear model given in Table A.1, the system can be arranged in 
the transfer function form 

(5.6) 

where Gz2u = Cz2(si- A)- 1 Bu and Gz2wW = Cz2(si- A)- 1 Bw + DZ271!l 
and all variables in capital letters are in the Laplace domain. For simplicity, 
the Laplace variable "s" is not explicitly shown. Let a dynamic feedforward 
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Fig. 5.5. Dynamic feedforward control 

controller be .t1U = Kuwf1W as shown in Figure 5.5. The transfer function 
from w to z2 can be written as 

(5.7) 

For complete disturbance rejection Tz2 w = 0 and K~~al cancels the response 
of z2 due to w: 

K ideal 0 -1 G 
uw =- z2u z2w (5.8) 

The open loop plant dynamics Gz2u is minimum phase and thus K~~al is a 
stable controller. Direct modification of the current disturbance or techniques 
from [35] and [34] are needed in the case of a delay or nonminimum phase 
system dynamics. The inversion of the G z2u transfer function calculated in 
Equation (5.8) is not proper and thus is not realizable (anticausal filter). 
Moreover, K~~al corresponds to a large amplitude of control input at high 
frequencies. To obtain a strictly proper feedforward controller, high-frequency 
components of K~~al are removed using a low pass filter; that is, 

(5.9) 

The values of o:1, o:2, and 0:3 used are 80, 120, and 120, respectively. Figure 5.6 
shows a comparison between K~~al and the strictly proper Kuw· 

The response of the linear system subjected to unit step in disturbance w 
is shown in Figure 5.7. The response of z2 is zero except at high frequencies 
(i.e., at the initial transient). By increasing the value of o:s, the response of 
z2 can be made faster at the expense of a large control action that is reflected 
in z1 due to the compressor power expended. 

Even though the dynamic feedforward cancels the effect of w to z2 at 
a wide range of frequencies, the model-based inversion can adversely affect 
the disturbance rejection capability in the presence of unknown disturbance, 
modeling error, and parameter variation. Because there is no feedback, the 
sensitivity function of the system with respect to an unknown disturbance is 
equal to unity at all frequencies. The frequency domain modifications in [33] 
can be used to reduce the cancellation controller sensitivity if one can find 
bounds on the size of the plant uncertainties. Here, we use instead a sim­
ple PI controller that reduces the closed loop sensitivity at low frequencies 
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Fig. 5.6. Frequency plot of dynamic feedforward controller 
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Fig. 5. 7. Step response of system with dynamic feedforward in linear simulation 

and ensures that Wcp reaches at steady-state the desired w;P = fcv(lst); see 
Figure 5.8. The dFF+PI controller is given by: 

u(t) = KuwUst(t)- /~t) + kp,caUcvUst(t))- Wcp(t)) 

+ki,ca 1t Ucp(/st(t))- Wcp(t))dr (5.10) 

We have observed that increasing weighting on the integrator degrades the 
speed of the z2 = .X02 response. We thus use a small integral gain k1,ca· The 
fundamental reason that increasing integral gain degrades the response of 
performance variable z2 = .X02 is because the integrator is applied to the air 
flow measurement Y1 = Wcp far upstream from the position . where z2 = A02 

is defined (see additional explanation in Section 5.5.1). 
Figure 5.9 shows the response of the nonlinear system with the dFF+PI 

subjected to a series of current steps. The dFF+PI controller has a better 
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Fig. 5 .9. Response of system with dynamic feedforward in nonlinear simulation 

disturbance rejection capability (from w = lst to z2 = A02 ) than the one 
achieved with the static feedforward (sFF). After the initial excursion that 
cannot be avoided as long as a causal controller is implemented, the dFF+PI 
makes >.0 recover to the 0.2% band of the nominal A0 within 0.04 sec, 2 . 2 

whereas the sFF makes A02 recover within 0.075 sec. This shows that the 
dFF+PI system is approximately two times faster than the sFF system. Note 
also that the overshoot in z2 = A02 for the case of the sFF controller is 
unfavorable because redundant power is used to produce this unnecessary 
overshoot. Moreover, the overshoot on the 02 excess ratio is equivalent to 02 
starvation when the system is subjected to a step-down disturbance. 

The calibration and implementation of the PI controller is easy. But, the 
simplicity of this control configuration usually results in reduced system ro­
bustness (see Figure 5.17) as the control performance relies more on the feed-
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forward path. In an effort to design a better (higher bandwidth) feedback 
controller, we explore next an observer-based feedback control design. 

5.5 Feedback Control Design 

Well-designed feedback controllers have advantages over feedforward control 
in terms of robustness in the presence of unknown disturbance and plant pa­
rameter variations. For the control problem considered here, the performance 
objective cannot be measured so there are inherent robustness limitations. 
The feedback controller is based on linear quadratic techniques decomposing 
the problem to a state feedback and an observer design using the separation 
principle. The linear model obtained from linearization with static feedforward 
(Table A.2) is used in designing the feedback controller. 

5.5.1 State Feedback with Integral Control 

Linear Quadratic Regulator (LQR) optimal control is used to design the state 
feedback controller. Integral control can be used together with state feedback 
to reduce the steady-state error of the control output. Because the perfor­
mance variable A02 cannot be measured, integral control must be applied to 
one of the available measurements. The most obvious choice is assigning an 
integrator on the compressor flow rate y1 = Wcp for two reasons: it is easy 
to measure Wcp and it is relatively easy to calculate the required compressor 
air flow rate w;P = fcp(Ist) that satisfies the desired oxygen excess ratio. 
This calculation (Equation (A.3)) is based on electrochemical and thermody­
namic calculations for known ambient conditions. The state equation of the 
integrator is thus 

(5.11) 

Because the control goal is to minimize the response of Jz2 without using 
excessive control input, the appropriate cost function is in the form 

(5.12) 

However, there is a disturbance feedthrough term on the performance variables 
Jz2: 

(5.13) 

This prevents the proper formulation of the cost function in terms of the states 
and control signals, which is required in solving the LQR problem. In order 
to formulate this as an LQR problem, we first define iSz~ = Cz21Sx and use iSz~ 
in the cost function as follows. 
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J = 100 oz?QzOZ~ + qTQ[q +OUT Roudt 

= 100 oxTC'l;QzCz2ox+qTQiq+ouTRoudt (5.14) 

where Qz, QJ, and Rare weighting matrices on oz', the integrator q, and the 
control input u, respectively. Then, the optimal control that minimizes (5.14) 
is given by 

ou = -K[ox (5.15) 

where the controller gain is K := R-1 fl[; P and P denotes the solution to the 
Algebraic Riccati Equation (ARE): 

(5.16) 

where A [A,O; -Cy1,0], Bu = [Bu;O], CJx = diag(Qx,QJ), and Qx = 

C~Qz2Cz2· Due to the fact that there is a disturbance feedthrough on the 
performance variable (see Equation (5.13)) we add a pre-compensator Up [42, 
43] that modifies the control input: 

ou =up- K [ox, qf (5.17) 

uP= [Cz2 (A- BuKp)- 1 Bur1 [Dz2w- Cz2 (A- BuKp)-1 Bw] ow 

Because the integrator is not used on the performance variable oz2 = 0A02 , 

increasing the weighting QI on q = j(oW;P - OWcp)dT causes slow perfor­
mance in terms of 0A02 • Figure 5.10 shows that although the high integrator 
gain (i.e., high weighting Q 1) brings the compressor flow rate y1 = Wcp to 
its steady-state value fast, the response of oz2 becomes slower. This apparent 
tradeoff is explained below. The fast integrator regulates (to steady-state) the 
compressor flow that is upstream from the supply manifold and the cathode 
manifold. For fast recovery of A02 , the compressor flow Wcp needs to exhibit 
overshoot. Increasing the weighting Qz helps only the initial part of the tran­
sient, as shown in Figure 5.11. As can be seen in Figure 5.10, the best z2 

response is obtained with QI = 0.001, which gives the controller gains 

K = [-28.593 -1.6 xl0- 13 -60.571 7.572 579.74 2.55-3.6 xl0- 14 -189.97] 

and KI = -0.18257 (5.18) 

This small integral gain can slowly bring the steady-state to zero. The linear 
responses of the system with full-state feedback controller (Equation (5.17)) 
and static feedforward are shown in Figure 5.12. 

It can be observed that decreasing weighting on the integrator at low 
frequencies can improve the speed of the z2 response because y1 is allowed to 
overshoot during the transient. The frequency shaping method discussed in 
[7] could be applied by adding a filter to the output and augmenting the filter 
state in the cost function. The downside is an increase in controller complexity 
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due to additional dynamics contributed by the output filter. The frequency 
shaping technique and the selection of output filter are interesting topics for 
future study. 

Notice also that the fundamental reason that increasing integral gain de­
grades the response of performance variable z2 is because the integrator is 
applied to the air flow measurement y1 far upstream from the position where 
z2 is defined (see Figure 5.1). Thus, moving the flow measurement to the po­
sition closer to the fuel cell stack (either flow entering or exiting) seems to be 
more appropriate in terms of designing integral control. However, in practice, 
flow measurement near the stack can cause trouble due to a large variation in 
the humidity, pressure, and temperature of the flow [52]. Moreover, because of 
this large change in the thermodynamic condition of the flow at this location, 
it is impossible to accurately calculate the required amount of air flow to be 
used as a reference value in the integral control. 

In practice, to prevent stack starvation, the stack current signal is filtered 
by a low pass filter in order to allow enough time for the air supply system 
to increase air flow to the cathode. This solution, however, slows down the 
fuel cell power response because the power is a direct function of the current. 
Therefore, it is desirable to use the highest possible cutoff frequency in the 
low pass filter such that fast current can be drawn without starving the stack. 
As can be seen from Figure 5.13, to reduce the magnitude of the excess ra­
tio, the current filter used for the controlled system can have a higher cutoff 
frequency, which means that the controlled system can handle faster current 
drawn without starving the stack and, thus, faster power is produced from 
the fuel cell system. 

This result is easier to see in the time domain. If a current limiter were 
used whenever A02 deviates, say 0.2% of the nominal value, it would have 
been active for 0.075 sec for the open loop system, whereas , in the closed 
loop system the current limiter becomes active for only 0.04 sec as seen in the 
zoom-in of the plot in Figure 5.12. Figure 5.14 shows that the improvements 
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Fig. 5.13. Magnitude of frequency response of closed-loop system from w to z2 

in the closed loop performance persist in nonlinear simulations. 
The plot of the input sensitivity function in Figure 5.15 shows the benefit 

of the feedback over the feedforward configuration. In a single-input single­
output (SISO) system, the sensitivity function can be viewed as a transfer 
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Fig. 5.14. Response of system with full-state feedback in nonlinear simulation 

function from output disturbance to tracking error. Based on this interpreta­
tion, small sensitivity corresponds to good disturbance rejection. The sensi­
tivity function is also inversely proportional to the distance between the loop 
gain Land the - 1 point in the s-domain, S = 1/ (1 + L) [101]. Based on this 
relationship, the sensitivity function offers a measure of distance to instabil­
ity. The smaller S is, the more variation in the parameters is needed to cause 
instability [42] . In summary, small S indicates high robustness. Figure 5.15 
shows that the feedback configuration reduces system sensitivity. 
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Fig. 5 .15. Magnitude of input sensitivity function of system with full-state feedback 

The responses shown in this section are based on the assumption that all 
system states are known 8x = 8x. In practice, a state estimator (or observer) 
is needed to estimate the system states 8x from available measurements y. 
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The design of a state observer and the effects of different measurements are 
presented in the following section. 

5.5.2 Observer Design 

The estimate of the state 6x used in the calculation of the control input in 
Equation (5.17) is determined using a state observer based on the Kalman 
filter design. The three measurements available are compressor air flow rate 
Yl = Wcp, supply manifold pressure Y2 = Psm, and fuel cell stack voltage 
Y3 = V 8 t (see Figure 5.1). These variables are relatively easy to measure. 
The compressor flow rate is typically measured and used for feedback to the 
compressor controller. The stack voltage is normally monitored for diagnostics 
and fault detection. Low voltage indicates a fault and triggers FCS shut-down 
and removes the current drawn from the FCS. The observer state equations 
are 

6:i = A6x + Bu6u + B':,6w + L(6y- 6y) 

6y = Cy6x + Dyu6u + Dyw6w 

(5.19) 

Based on the linear quadratic Gaussian method , the optimal observer gain 
Lis 

(5.20) 

where S is the solution to 

(5.21) 

The positive definite matrices Wy and Vx represent the intensities of measure­
ment noise and process disturbance, respectively [38]. 

The observability analysis is summarized in Table 5.1, which shows the 
system eigenvalues Ai, the corresponding eigenvectors, the rank, and the con­
dition number of 

(5.22) 

for several different cases: (1) measuring only y1, (2) measuring Y1 and Y2, and 
(3) measuring all y1 , y2, and Y3· The dynamics associated with an eigenvalue 
is unobservable if the corresponding matrix (5.22) loses rank (Section 2.4 of 
[63]). In this sense the corresponding eigenvalue can be called unobservable. 
A large condition number of a matrix implies that the matrix is almost rank 
deficient. Thus, the large condition number of the matrix (5.22) indicates a 
weakly observable eigenvalue Ai· 

Comparing cases (1) and (2), Table 5.1 shows that adding 'the Y2 measure­
ment does not change the observability. This is because pressure and flow are 
related with only an integrator. The eigenvalues -219.63 and -22.404 are not 
observable with measurements Y1 and Y2· The eigenvectors associated with 
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Table 5.1. Eigenvalues, eigenvectors, and observability 

Eigenwlues 1 1 I I 
J.. ·219.631 -89.485 -46.177 ·22.4041 -18.2581 ·2.915 ·1.64731 -1.4038 

E igemectors 
f--

x1 1.06E-16 .0.1 7539 .0.091325 3.43E-16 0.050201 0.024367 0.86107 .0.25619 
x2 r- 0.29428 0.016479 0.012583 0.1289 0.0036888 0.016047 0.007579 .0.0074482 
x3 -3.23E-16 .0.74707 .0.099392 -5.92E-16 0.13993 0.44336 .0.14727 .0.098068 
x4 ·1 .21E·16 .0.12878 .0.45231 3.24E· 15 .0.98678 0.62473 0.27811 .0.27037 
x5 -9.58E-18 0.0479 0.067229 -5.98E-17 0.0046179 0.046501 0.022519 .0.022231 
x6 ·7.23E-17 0.61398 0.86233 ·7.93E·16 0.057898 0.6389 0.3981 .0.92234 
x7 0.95572 0.071474 0.1 1197 .0.99166 .0.016026 .0.0078755 .0.0026628 0.0024275 
x8 -3.04E-17 0.099469 .0.12794 ·2.05E-16 0.022705 0.043444 0.021407 .0.019503 

Measuring y1 
Rank(AI -A; C) 7 8 8 7 8 8 8 8 
Cond()J ·A; C) 1.29E+16 171 .1 7 157.79 9.52E+16 461 .59 1130.3 9728.4 2449.9 

Measuring y1 y2 
Rank (AI -A; C) I 7 8 [ 8 7 8 8 8 8 
Cond()J·A; C)J 1.32E+16 171.16 157.79 3.15E+ 17 461 .59 1130.3 9726.4 2449.9 

Measuring y1 y2 y3 
Rank()J ·A; C) I 6 6 61 8 8 8 8 8 
Cond )J-A; C 226.69 154.99 143.861 943.77 402.6 938.86 1617 1686.2 

these eigenvalues suggested that the unobservable mode is almost a represen­
tation of the mass of vapor in the anode mw,an· This agrees with the fact that 
the two measurements are in the air supply side and the only connection to 
the water in the anode is small membrane water flow. The hydrogen mass is 
however (more) observable through the anode flow control (which regulates 
anode pressure following cathode pressure). These two unobservable eigenval­
ues are, however, fast and thus have small effect on observer performance. 
On the other hand, the slow eigenvalues at -1.6473 and - 1.4038 can degrade 
observer performance because they are weakly observable, as indicated by the 
large condition numbers at 9728.4 and 2449.9, respectively. 

Adding the stack voltage measurement improves the state observability, 
as can be seen from the rank and the condition number for case 3. However, 
the high condition number for a slow eigenvalue (- 1.4038) could degrade ob­
server performance. Many design iterations confirm the degradation. When 
this eigenvalue is moved, the resulting observer gain is large, and thus pro­
duces large overshoot in observer error. From the implementation viewpoint, 
when combined with a controller, large observer gain can produce a compen­
sator with undesirably high gain. To prevent high observer gain, we design a 
reduced-order output estimator (closed-loop observer) for the observable part 
and an input estimator (open-loop observer) for the weakly observable part. 
Below, the design process for the case of three measurements is explained. 

First, the system matrices are transformed to the modal canonical form 
ox= Tox [26] such that the new system matrices are 



5.5 Feedback Control Design 83 

[
..\1 . . 0 l A=TAT-1 = 
0 As 

(5.23) 

(5.24) 

Note the special structure of matrix A which has eigenvalues on the diagonal. 
The matrices are then partitioned into 

[~:] (5.25) 

where Ao = As = -1.4038. The reduced-order observer gain L is then designed 
for matrices A0 , B0 , and 00 • 

with 
- -r - - - - -r - -1 - -

0 = SAO + AoS + Vx + sco wy CoS 

The chosen weighting matrices are 

Vx = diag[ 0.01 10 10 0.01 10 10 10 ) + aBo B'{; 
Wy = 1 X 10-6 diag [ 10 100 1] 

(5.26) 

(5.27) 

(5.28) 

(5.29) 

which correspond to the process noise and to the measurement noise, respec­
tively, in the stochastic Kalman estimator design [7). The Vx is in the form 
used in the feedback loop recovery procedure [38). Using this procedure, the 
full state feedback loop gain properties can be recovered by increasing the 
value of a. The value of a chosen in this design is 30. The reduced-order 
observer gain L is then transformed to the original coordinate 

(5.30) 

Figure 5.16 (right) shows the response of observer error based on three 
measurements in linear simulation. The initial errors of all states are set at 
1% of maximum deviation from the nominal point. It can be seen that most 
of the states converge within 0.4 sec. There is one slow convergence which is 
caused by the weakly observable eigenvalue (.As= -1.4038). Figure 5.16 (left) 
shows the observer response when using one measurement, y1 = Wcp· Large 
overshoot and slow convergence can be observed. 

Figure 5.17 shows that the single measurement (i.e., Y1 = Wcp) feedback 
(with static feedforward (sFF)) cannot reduce the input sensitivity function as 
much as the multiple measurement feedback ( +sFF) can. The loop transfer 
recovery method [38) could be used to bring the input sensitivity closer to 
that of full-state feedback. However, the convergence rate of the observer 
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Fig. 5.16. Observer state error using only the first measurement (left) and all three 
measurements (right) 

becomes much slower. The single measurement feedback ( +sFF) has better 
bandwidth than the dFF +PI controller but the full potential of the model­
based controller is realized when the voltage measurement Y3 = V 8 t is included 
in the feedback. In particular, Figure 5.17 shows that the feedback with three 
measurements fully recovers the robustness of full-state feedback. 
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Fig. 5.17. Sensitivity function for different controllers 

Simulations of the nonlinear system with different controllers are shown in 
Figure 5.18. Good transient response is achieved by both dynamic feedforward 
control (dFF+PI) and combined static feedforward and feedback with three 
measurements. The feedback configuration is, however, superior in terms of 
robustness. The analysis of the feedback controller performance and robust­
ness indicates that the voltage measurement should be used as feedback to 
the controller and not only for safety monitoring. 
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Fig. 5.18. Nonlinear simulation of system with different controllers 

Different control configurations are considered in this first part of the chap­
ter. The control design and discussion of the features and properties of each 
control design are presented. The advantages and disadvantages, such as sim­
plicity and robustness, of each configuration are succinctly explained. Depend­
ing on the characteristics of the fuel cell system and the system model (for 
example, the source of unknown disturbance, the degree of parameter varia­
tions, and/or model accuracy) a control engineer can select the most suitable 
control configuration. Because of its good performance and robustness, the 
observer-based feedback with the FCS voltage measurement is used in the 
remaining sections. 

5.6 Closed Loop Fuel Cell Impedance 

The closed loop fuel cell system is comprised so far of (i) the air flow controller 
with the observer-based feedback described above, (ii) the simple PI anode 
pressure controller, and (iii) the perfect cathode humidification described in 
Chapter 4. Figure 5.19 shows a schematic of the closed loop configuration with 
emphasis on the air flow controller. The closed loop FC system is viewed as a 
voltage source from the power management system, as shown in Figure 5.20. 

The voltage of the controlled FCS (cFCS) can be written as V 8 t(t) = 
v~t + c_- l (ZcFcs(s)Lll8 t(s)) where ZcFcs(s) is the impedance of the cFCS 
and £ is the Laplace transformation. Figure 5.21 shows the ZcFC s ( s) in a 
Bode magnitude and phase plot. Electrochemical impedances are sometimes 
also shown with Nyquist plots (see, for example, [89, 118]) and used to iden­
tify the FCS performance for different material selection. The Bode plot in 
Figure 5.21 indicates that the cFCS can be represented by a passive resis­
tance min (IZcFcsl) = R~cs = 0.05 n for current commands slower than 
0.1 rad/sec. A passive resistance of max (IZcFcsl) ~ Rrz'F'cs = 0.3 n can also 
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Fig. 5.19. Controlled fuel cell stack as viewed from the power management system 

I, v .. 

Fig. 5.20. Controlled fuel cell stack modeled as impedance 

be used for current commands faster than 100 rad/sec. From the impedance 
phase, one can clearly see that the voltage drops for increasing current. 
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Fig. 5.21. Impedance of the controlled fuel cell stack 

A plot of current-voltage trajectories against the polarization curves of the 
noncontrolled FCS is shown in Figure 5.22. Immediately after a step change in 
current the voltage drops along the fixed cathode pressure polarization curve 
based on the high frequency impedance (R~F'cs = 0.3 0). After the initial 
transient, the controlled FCS shows a voltage that transverses to another po-
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larization curve of higher cathode pressure. This behavior justifies the smaller 
cFCS resistance (R;y08 = 0.05 0) at low frequencies. The increase in oper­
ating cathode pressure is dictated by the ..\02 regulation. This phenomenon is 
associated with the high-pressure air supply through a high-speed compressor. 
A low-pressure FCS will have similar controlled and uncontrolled impedances, 
primarily due to the approximately constant operating pressure. Figure 5.23 

Fig. 5.22. Current-voltage trajecto­
ries that correspond in the nonlinear 
simulation of Figure 5.18 plotted ver­
sus the open loop FCS polarization 
curves 

Fig. 5.23. Compressor flow / pressure 
trajectories during the nonlinear sim­
ulation of Figure 5.18 plotted against 
the compressor map 

shows the compressor flow /pressure trajectories during the nonlinear simula­
tion of Figure 5.18 plotted against the compressor map. This plot shows the 
actuator activity and indicates which current steps can bring the compressor 
close to surge or stall conditions. 

5. 7 Tradeoff Between Two Performance Objectives 

In the case when there is no additional energy storage device such as a battery 
or supercapacitor, the power used to run the compressor motor needs to be 
taken from the fuel cell stack. A transient step change in stack current requires 
rapid increase in air flow to prevent depletion of cathode oxygen. This requires 
power drawn by the compressor motor (Pcm) and thus an increase in parasitic 
loss, which affects the system net power (Pnet = Ppc - Pcm)· 

The control problem that we have considered so far is the single-input 
single-output problem of controlling the compressor command u = Vcm to 
regulate the oxygen excess ratio z2 = A02 . During steady-state, achieving 
the desired value of z2 = ..\0 2 ensures that the desired net power z1 = Pnet 
is obtained. During transients, however, the two objectives are independent, 
resulting in a Single-Input Two-Output (SITO) control problem [44] shown 
in Figure 5. 24. 
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U=Vcm 

Fig. 5.24. Schematic of the coupling from Ist and Vcm to the performance variables 
Pnet and .\02 

Let us consider first the effects of the exogenous input w = f st and the 
control signal u = Vcm on the first performance variable z 1 = PnetUst, Vcm) = 

Ppc(Ist,Vcm ) - Pcm(Vcm), or in the linear sense ozl = GZlwOW + GZluOU. As 
can be seen from the step responses in Figure 5.25, fst has a posit ive effect 
on the net power. On the other hand, the compressor command Vcm causes 
an initial inverse response in the net power due to a nonminimum phase zero. 
The last plot in Figure 5.25 shows the net power during a step change in f st 

together with a step change in Vcm = fcmUst) that in steady-state ensures 
that z2 = A~2 = 2. It can be seen that the time needed for Pnet to reach the 
desired value is approximately one sec. 

Fig. 5.25. Responses of Pnet to steps in (i) I 5 t, (ii) Vcm , and (iii) coordinated I st 

and V cm 
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It is apparent that to speed up the Pnet response, we need either a larger 
magnitude of lst (to increase stack power) or a smaller value of Vcm (to de­
crease the parasitic losses). Either case will degrade the speed of the .-\ 0 2 re­
sponse because larger lst causes additional drops in A02 and smaller Vcm slows 
down the recovery rate of A02 • The tradeoff between Pnet and A02 responses 
cannot be eliminated because there is only one control actuator. The actuator 
has to compromise between the two conflicting performance variables. 

We systematically explore the tradeoff by setting up the LQ control prob­
lem with the cost function in terms of both performance variables: 

J = 100 
Qzlzt + Qz2Z~ + Ru2 + Qil dt (5.31) 

Figure 5.26 shows the time responses of the linear model with the different 
control gains based on different weighting in the cost function. The tradeoff 
between Pnet and A02 is evident during transient. In particular, controller de­
sign 4 (solid line) corresponds to the best power response but at the expense of 
slow recovery of the excess oxygen ratio. On the other hand, the fast recovery 
of excess oxygen ratio (dotted line) causes a net power lag of 0.200 sec which 
might be considered undesirable. 
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Fig. 5.26. Linear system response: 1 - feedforward 2 3 4 feedback with different 
gains 

The same results are shown in the frequency domain using the Bode mag­
nitude plots of Figure 5.27. The closer the two graphs are to zero, the better 
regulation is achieved. It can be seen that there is a severe tradeoff between 
the two variables in the frequency range between 0.7 radjsec and 20 radjsec. 
At these frequencies, when the magnitude of the upper variable is pushed 
closer to zero, the magnitude of the lower variable "pops up" indicating worse 
.-\02 regulation. To decide on the best compromise between the two perfor­
mance objectives, one needs to first establish a measure of how important to 
the stack life are the deviations in the excess oxygen ratio. 

One option to overcome the tradeoff is to filter the current drawn from 
the stack and to use an additional energy storage device (battery or ultra-
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Fig. 5.27. Closed loop frequency responses for different control gains. 

capacitor) to supplement the system power during transient . Another option 
is to have an oxygen storage device placed near the entrance of the stack to 
provide an instant oxygen supply during rapid current changes. The required 
size of the energy or oxygen storage devices could be determined based on the 
frequencies associated with the tradeoff (Figures 5.13 and 5.27). The control 
analysis with the dynamics model of the fuel cell system provides an important 
tool to identify the required sizes of these storage devices. Without this control 
analysis, it is very likely that unnecessary weight and volume would be added 
to the FCS system by oversized auxiliary components. 



6 

Natural Gas FUel Processor System Model 

A PEM fuel cell system that is not fueled by pure hydrogen can use a fuel pro­
cessor to convert its primary fuel into hydrogen. For residential applications, 
fueling the fuel cell system using natural gas is often preferred because of its 
wide availability and extended distribution system [36]. 

Common methods of 
converting natural gas to hydrogen include steam reforming and partial ox­
idation. The most common method, steam reforming, which is endothermic, 
is well suited for steady~state operation and can deliver a relatively high con­
centration of hydrogen [2], but it suffers from poor transient response [23]. 
On the other hand, the partial oxidation offers several other advantages such 
as compactness, rapid start-up, and responsiveness to load changes [36], but 
delivers lower conversion efficiency. 

The main reactor of a partial oxidation-based natural gas fuel processing 
system (FPS) is a catalytic partial oxidation (CPOX) reactor. Here, hydrogen­
rich gas is produced by mixing natural gas with air over a catalyst bed. The 
amount of hydrogen created in the FPS depends on both the catalyst bed 
temperature and the CPOX air-to-fuel ratio, more specifically, the oxygen-to­
carbon ratio. This oxygen-to-carbon ratio also influences the amount of heat 
generated in the CPOX, which then affects the CPOX catalyst bed tempera­
ture. 

System-level dynamic models of fuel cell power plants built from physics­
based component models are extremely useful in understanding the system­
level interactions, implications for system performance, and model-aided con­
troller design. The system-level dynamic models also help in evaluating alter­
native system architectures in an integrated design and control paradigm. In 
this chapter, we develop a dynamic model for the FPS control of the air blower 
and the fuel valve for fast and efficient H2 generation. The FPS model is de­
veloped with a focus on the dynamic behavior associated with the flow and 
pressure in the various FPS reactor stages and the temperature of the CPOX. 
We neglect variations of the pressure, concentration, and temperature and 
lump them into spatially averaged variables that can be described using ordi-
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nary differential equations. The model is parameterized and validated against 
simulation results from a high-order fuel cell system model [40]. 

6.1 Fuel Processing System (FPS) 

Air from 

Fig. 6.1. FPS components 

H2 richga.s 
to FC stack 

Figure 6.1 illustrates the components in a natural gas fuel process­
ing system [111]. The FPS is composed of four main reactors, namely, 
hydro-desulfurizer (HDS) , catalytic partial oxidation (CPOX), water gas 
shift (WGS), and preferential oxidation (PROX). Natural gas (Methane CH4) 
is supplied to the FPS from either a high-pressure tank or a high-pressure 
pipeline. Sulfur, which poisons the water gas shift catalyst [23] , is then re­
moved from the natural gas stream in the HDS [36, 49] . The main air flow is 
supplied to the system by a blower (BLO) which draws air from the atmo­
sphere. The air is then heated in the heat exchanger (HEX). The heated air 
and the de-sulfurized natural gas stream are then mixed in the mixer (MIX). 
The mixture is then passed through the catalyst bed inside the catalytic par­
tial oxidizer where CH4 reacts with oxygen to produce H2. There are two main 
chemical reactions taking place in the CPOX, namely, partial oxidation (POX) 
and total oxidation (TOX) [122, 68] : 

(POX) 
1 

CH4 + 202-> CO+ 2H2 .1H~ox = -0.036x 106 Jjmol (6.1) 

(TOX) CH4 + 202-> C02 + 2H20 .1H?ax = -0.8026x 106 Jjmol(6.2) 

Heat is released from both reactions. However, the TOX reaction releases much 
more heat than the POX reaction. The rates of the two reactions depend on 
the selectivity S, defined as 

S = rate of CH4 reacting in POX 
total rate of CH4 reacting 

(6.3) 

The selectivity depends strongly on the oxygen-to-carbon (02C) ratio (02 to 
CH4) entering the CPOX [122]. Hydrogen is created only in the POX reaction 
and, therefore, it is preferable to promote this reaction in the CPOX. However, 
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carbon monoxide (CO) is created along with H2 in the POX reaction as can 
be seen in (6.1). Because CO poisons the fuel cell catalyst, it is eliminated 
using both the water gas shift converter and the preferential oxidizer. As 
illustrated in Figure 6.1, there are typically two WGS reactors operating at 
different temperatures [23, 71]. In the WGS, water is injected into the gas flow 
to promote a water gas shift reaction: 

(WGS) (6.4) 

Note that even though the objective of WGS is to eliminate CO, hydrogen is 
also created from the WGS reaction. The level of CO in the gas stream after 
WGS is still high for fuel cell operations and thus oxygen is injected (in the 
form of air) into the PROX reactor to react with the remaining CO: 

(PROX) (6.5) 

The amount of air injected into the PROX is typically twice the amount that 
is needed to maintain the stoichiometric reaction in (6.5) [23, 37]. 

There are two main control objectives. First, to prevent stack H2 starvation 
[120, 102], which can permanently damage the stack, the hydrogen flow from 
the FPS must respond rapidly and robustly to changes in the stack power 
level (i.e., changes in stack current [93]). Unfortunately, oversupply of H2 by 
adjusting the FPS flow at a higher steady-state level is not an option because 
this will cause wasted hydrogen from the anode exhaust [102]. Thus, hydrogen 
generation needs to follow the current load in a precise and fast manner. 

Second, the temperature of the CPOX must be maintained at a certain 
level. Exposure to high temperature will permanently damage the CPOX 
catalyst bed whereas low CPOX temperature reduces the reaction rate [122]. 
The optimization of these goals during transient operations can be achieved 
by coordinating the CPOX air blower command and the fuel (natural gas) 
valve command. 

6.2 Control-oriented FPS Model 

The FPS model is developed with a focus on the dynamic behaviors associated 
with the flows and pressures in the FPS and also the temperature of the 
CPOX. The dynamic model is used to study the effects of fuel and air flow 
command to (i) CPOX temperature [122], (ii) stack H2 concentration [102], 
and (iii) steady-state stack efficiency. The stack efficiency is interpreted as the 
H2 utilization, which is the ratio between the hydrogen reacted in the fuel cell 
stack and the amount of hydrogen supplied to the stack. 

6.2.1 Modeling Assumptions 

Several assumptions are made to simplify the FPS model. Because the con­
trol of WGS and PROX reactants is not considered in this study, the two 
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components are lumped together as one volume and the combined volume is 
called WROX (WGS+PROX). It is assumed that both components are per­
fectly controlled such that the desired values of the reactants are supplied to 
the reactors. Furthermore, because the amount of H2 created in WGS is pro­
portional to the amount of CO eliminated in WGS (Reaction (6.4)), which in 
turn is proportional to the amount of H2 generated in CPOX (Reaction ( 6.1)), 
it is assumed that the amount of H2 generated in the WGS is always a fixed 
percentage of the amount of H2 produced in the CPOX. The desulfurization 
process in the HDS is not modeled and thus the HDS is viewed as a storage 
volume. It is assumed that the composition of the air entering the blower is 
constant. Additionally, all temperatures except the CPOX temperature are 
assumed constant and the effect of temperature changes on the pressure dy­
namics is assumed negligible. The volume of CPOX is relatively small and 
is ignored. It is also assumed that the CPOX reaction is rapid and reaches 
equilibrium before the flow exits the CPOX reactor. Finally, all gases obey the 
ideal gas law and all gas mixtures are perfect mixtures. Figure 6.2 illustrates 
the simplified system and state variables used in the model. The physical con­
stants used throughout the model are given in Table 6.1 and the properties of 
the air entering the blower (approximately 40% relative humidity) are given 
in Table 6.2. 

Fig. 6.2. FPS dynamic model 

Table 6.1. Physical constants 

Parameter Value 
R 8.3145 Jjmol·K 

MN2 28 X 10-3 kg/mol 

M CH4 16 X 10-3 kgj mol 

M ea 28 X 10-3 kg/ mol 

Mco2 
44 X 10-3 kgjmol 

MH2 2 X 10-3 kgjmol 

MH2 0 18 X 10-3 kg/mol 

M o2 32 X 10-3 kg/ mol 
F 96,485 Coulombs 
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Table 6.2. Conditions of the atmospheric air entering the blower 

Parameter Value 

Pamb 1 x 10° Pa 
Yatm 0.6873 

N2 
Yatm 0.13 HtO 
Yam 0.1827 

02 

27.4 x 10-3 kg/mol Matm 
atr 

6.2.2 Model States and Principles 

The dynamic states in the model, shown in Figure 6.2, are blower speed Wblo, 

heat exchanger pressure phex, HDS pressure phds, mixer CH4 partial pres­
sure pr;)~~, mixer air partial pressure p;;);~x, CPOX temperature Tcpox, WROX 
(combined WGS and PROX) volume pressure pwrox, WROX hydrogen partial 
pressure P';;~ox, anode pressure pan, and anode hydrogen partial pressure p~~. 
Mass conservation with the ideal gas law through the isothermal assumption 
is used to model the filling dynamics of the gas in all volumes considered in 
the system. The orifice equation with a turbulent flow assumption is used to 
calculate flow rates between two volumes. The energy conservation principle 
is used to model the changes in CPOX temperature. The conversion of the 
gases in CPOX is based on the reactions in (6.1) and (6.2) and the selectivity 
defined in (6.3). 

6.2.3 Orifice 

The flow between any two volumes in the FPS system is based on the orifice 
flow equation. Specifically, the mass flow rate between two volumes is given 
as a function of upstream pressure p1 and downstream pressure P2. The flow 
is assumed turbulent and the rate is governed by 

W = WoJPl -p2 
Llpo 

(6.6) 

where W0 and L1p0 are the nominal air flow rate and the nominal pressure 
drop of the orifice, respectively. 

6.2.4 Blower (BLO) 

The speed of the blower is modeled as a first-order dynamic system with time 
constant Tb. The governing equation is 

dJ..Jblo 1 ( Ublo ) 
-- = - --wo - Wblo 

dt Tb 100 
(6.7) 

where Ublo is the blower command signal (range between 0 and 100) and 
w0 is the nominal blower speed (3600 rpm). The gas flow rate through the 
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blower wblo is determined using the blower map, which represents the relation 
between a scaled blower volumetric flow rate and a scaled pressure head [21]. 
The scaled pressure head is the actual pressure head scaled by a square of the 
speed ratio; that is, 

[scaled pressure head] = [actual head] (:) 
2 (6.8) 

and the scaled volumetric flow rate is the actual flow rate scaled by the recip­
rocal of the speed ratio; that is, 

[ l d fl l [actual flow] 
scae ow = (;o) (6.9) 

Note that the changes in gas density are ignored and thus only the blower 
speed is used in the scaling. The blower mass flow rate Wbto is calculated by 
multiplying the volumetric flow rate with constant air density (1.13 kg/ m3 ). 

The blower map is shown in Figure 6.3 and the blower time constant is 0.3 
sec. 

'"'o!----,sot:-----:,:=oo----,,=so,....--l00~-~~50 
-pr ..... •-{JlcnH,OJ 

Fig. 6.3. Blower map 

6.2.5 Heat Exchanger Volume (HEX) 

The only dynamics considered in the heat exchanger is the pressure dynamics. 
The changes in temperature of the gas are ignored and it is assumed that the 
effects of actual temperature changes on the pressure dynamics are negligible. 
The rate of change in air pressure of the HEX is described by 

dphex 

dt 
(6.10) 
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where Mgf;n is the molecular weight of the air flow through the blower (given 
in Table 6.2). The orifice flow equation (6.6) is used to calculate the outlet 
flow rate of the HEX Whex, as a function of HEX pressure phex, and mixer 
pressure pmix. 

6.2.6 Hydro-desulfurizer Volume (HDS) 

The pressure of the gas in the HDS is governed by the mass balance principle. 
It is assumed that the natural gas fed to the HDS is pure methane (CH4 ) 

[23], and thus the desulfurization process is not modeled. The HDS is then 
considered as a gas volume and the pressure changes are modeled by 

dphds RT; 
___ h_ds_(Wtuel _ Whds) 

d:t=M Vi CH4 hds 
(6.11) 

where Whds is the rate of mass flow from HDS to the mixer (MIX), and is 
calculated as a function of phds and pmix using the orifice equation (6.6). The 
temperature of the gas Thds is assumed constant. 

The flow rate of methane into the HDS Wfuel is controlled by a fuel valve. 
The orifice equation (6.6) with variable gain based on the valve input signal 
Uvalve (0 to 100) is used to model the flow through the valve. 

W ( Uvalve) TXT 
fuel = loO vvo,valve 

ptank _ phds 

Llpo,valve 

where ptank is the fuel tank or supply line pressure. 

6.2. 7 Mixer (MIX) 

(6.12) 

The natural gas flow from the HDS Whds, and the air flow from the blower 
Whex, are combined in the mixer. Two dynamic variables in the mixer model 
are the methane pressure P';;~: and the air pressure p~~x. The state equations 
of the MIX model are 

dp~~x 
dt 

RT mix (Whds _ mix wcpox) 
M 1T XCH 

CH4 Vmix 4 

RTmix (Whex _ mixwcpox) 
Matmv; . Xa,r 

air mtx 

(6.13) 

(6.14) 

where wcpox is the flow rate through the CPOX which is calculated in Sec­
tion 6.2.8. The mixer total pressure is the sum of the CH4 and the air pressures 
P mix = pmix + pm.ix Based on pmix and pmix the mass fractions of CH and 

cH4 azr · cH4 azr ' 4 

the air in the mixer x';;~: and x~~x are calculated by 
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(6.15) 

(6.16) 

where M0 H 4 and M~f:."' are the molar masses of methane and atmospheric air, 
respectively (see Table 6.2). Note that xr;)~~ +x~~x = 1 because the gas in MIX 
volume is composed only of methane and atmospheric air. The temperature 
of the mixer gas Tmix is assumed constant. 

The mass fractions of nitrogen, oxygen, and vapor in the mixer needed for 
the calculation of the CPOX reactions are calculated by 

xmix = xatmxmix 
N 2 N 2 azr 

xmix = xatmxmix 
o 2 o 2 azr 

X mix = Xatm X'f11;iX 
H 2 o H 2 o a2r 

( 6.17) 

(6.18) 

(6.19) 

where xftm is the mass fraction of species i in atmospheric air, which is cal­
culated from the mole fractions given in Table 6.2. Note that xr;.:2ix + x';;2ix + 
xr;:;~ = x~~x. The oxygen-to-carbon, that is, 02-to-CH4, (mole) ratio A020 , 

which influences the reaction rate in the CPOX, is calculated by 

n pmix 
A = ~ = Yatm _gE::_ 

020 - n 02 pmix 
CH4 CH4 

(6.20) 

where ni is the number of moles of species i, and yatm is the oxygen mole 
02 

fraction of the atmospheric air. 

6.2.8 Catalytic Partial Oxidation (CPOX) 

Because the gas volume in the CPOX catalyst bed is relatively small, the pres­
sure dynamics of the gas is ignored. The flow rate though the CPOX wcpox is 
calculated using the orifice equation (6.6) as a function of mixer total pressure 
pmix and the total pressure in WGS and PROX combined volume pwrox. The 
only dynamics considered in the CPOX is the catalyst temperature Tcpox· The 
temperature dynamics is modeled using the energy balance equation 

mcpoxccpox dTcpox = [en~~=~ ]- [ e~~!~t ] + [ heat ~rom J (6.21 ) 
bed P,bed dt py py reactiOns 

flow flow 

where m~~~x (kg) and C?~:d ( J /kg· K) are the mass and specific heat capacity 
of the catalyst bed, respectively. The last two terms on the right-hand side of 
(6.21) depend on the reaction taking place in the CPOX. 



6.2 Control-oriented FPS Model 99 

In the catalytic partial oxidation reactor, methane CH4 is oxidized to 
produce hydrogen. There are two CH4 oxidation reactions: partial oxidation 
and total oxidation. 

(POX) 

L1H~ox = -0.036 X 106 J /mol of CH4 (6.22) 

(TOX) CH4 + 202 ___, C02 + 2H20 

L1H?ox = -0.8026 X 106 J /mol of CH4 (6.23) 

The other two secondary reactions considered here are water formation, or hy­
drogen oxidation (HOX), and carbon monoxide preferential oxidation (COX). 

(HOX) 

(COX) 

2H2 + 02 ___, 2H20 

2CO + 02 ___, 2C02 

L1H~ox = -0.4836 X 106 J /mol of 02 (6.24) 

L:JH~ox = -0.566x106 Jjmol of02 (6.25) 

The species entering the CPOX include CH4, 02, H20, and N2. Nitrogen does 
not react in the CPOX. The water may react with CH4 through steam reform­
ing reaction; however, this reaction is ignored in this study. Methane reacts 
with oxygen to create the final product, which contains H2, H20, CO, C02, 
CH4, and 0 2 [122]. The amount of each species depends on the initial oxygen­
to-carbon ( 02 to CH4) ratio A02c of the reactants and the temperature of the 
CPOX catalyst bed Tcpox· All rea~tions in the CPOX occur concurrently. How­
ever, to simplify the model, we view the overall CPOX reaction as a sequential 
process of reactions (6.22) to (6.25), as illustrated in Figure 6.4. 

CO,fCH,---------- ----. 

CH, 

Fig. 6.4. Illustration of calculation of CPOX reactions 

The figure notations are: r = "react," nr = "not react," and f = "from." 
Following the diagram, first, consider the CH4 and 02 that enter the CPOX. 
The amount of CH4 that reacts is a function of both the 02C ratio and CPOX 
temperature. The relation is determined from the thermodynamic equilibrium 
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analysis that was presented in [122]. Here, the relation is modeled using the 
variable a:, defined as 

rate of CH4 reacts NcH4 r 

a: := rate of CH4 enters := NcH4 in ( 6·26) 

The expression of a: is developed by curve fitting the results in [122]. 

0: = { O:!Ao2c Ao2C < 0.5 (6.27) 
1- (1- 0.5a:l) (1- tanh(a:2(A0 2C- 0.5))) A02c 2: 0.5 

where 

0:1 = min(2, 0.0029Tcpox-1.185) 

0:2 = 0.215e3.9X 10- 8 (Tcpox-600) 3 

(6.28) 

(6.29) 

For illustration purposes, Figure 6.5 shows a plot of (1- a:), which represents 
the amount of CH4 that slips through the reactor (i.e., does not react) as a 
function of A02c and temperature Tcpox· For A01c less than 0.5, the oxygen 
supplied is not enough to react with all the CH4 and thus there is unreacted 
CH4 left regardless of the CPOX temperature. For A02c larger than 0.5, all 
CH4 reacts for CPOX temperature over 1073 K. For lower temperature, not 
all CH4 reacts, which means that part of the fuel is wasted. Note that the 
curve fitting does not fit well for lower temperature (Tcpox < 700 K) when 
compared with the results in [122]. However, as shown in Section 6.3, the FPS 
model is operated at CPOX temperature around 900 K to 1000 K where the 
model fits very well. 

0.6 

liS .c 0.4 

0.2 

0 

0 0.5 1.5 2.5 
02C 

Fig. 6.5. Amount of unreacted CH4 that leaves the CPOX 

CH4 engages in either POX or TOX reactions depending on the initial 
02C ratio, which, in this model, is the 02C ratio in the MIX. The POX and 
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TOX reaction rates are determined by the selectivity S defined in (6.3), 

S := NcH4 rPOX 

NcH4 r 
(6.30) 

which is a function of A020 . Here we assume that the function is linear, as 
shown in Figure 6.6, which agrees with the results from the high-temperature 
thermodynamic equilibrium in [122]. The relation between the selectivity and 
the oxygen-to-carbon ratio in Figure 6.6 can be expressed as 

(6.31) 

Larger values of S indicate that more CH4 engages in the POX reaction and 
thus more hydrogen is generated. The products from CH4 oxidation (POX 
and TOX) are H2 , CO, H20, and C02, denoted in Figure 6.4 as H2JCH4, 
COjCH4, H20JCH4, and C02JCH4, respectively. 

s 

Fig. 6.6. Selectivity between POX and TOX 

As explained earlier, when A020 < ~' the supplied oxygen is not sufficient 
to oxidize all supplied fuel and the hydrogen production rate is limited by the 
amount of oxygen. At normal operation, A020 is kept higher than ~ in order 
to avoid fuel waste. A high value of A020 (low S) indicates that there is more 
TOX reaction. Because more heat is released from TOX reaction, operating 
CPOX at high A020 will overheat the CPOX and can permanently damage 
the catalyst bed. The desired value of A020 in the literature varies from 0.4 
to 0.6 [25, 91, 95]. In this study, the desired value is chosen at A020 = 0.6 to 
allow some buffer for A020 before it becomes lower than ~ during transient 
deviations. 

The amount of 0 2 that does not react (nr) with CH4 (02nrCH4), reacts 
with H2 and CO, created in the POX reaction, to form H20 (HOX reaction) 
and C02 (COX reaction), respectively. If there are no H2 and CO generated 
(no POX reaction), there will be unreacted 0 2 (02nr), which then leaves the 
CPOX. This corresponds to the situation where A020 ?: 2. If A020 < 2, all 
0 2 that does not react with CH4 will react with H2 and CO (02rH2CO) . In 
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this model, the rate of HOX and COX reactions is described by the variable 
(3, defined as 

{3 := rate of 02 reacts with H2 ·- No2 rH2 

rate of 02 reacts with both H2 and CO .- No2 rH2co 
(6.32) 

In POX, there are two moles of H2 produced per one mole of CO produced 
and 0 2 reacts with H2 more than CO. Therefore, the ratio {3 is kept constant 
at {3 = ~· The water product of the HOX reaction, denoted as H20 f H2 
(water from H2) is then added to the water produced in the TOX reaction. 
Similarly, the final product of C02 is the sum of C02 from the TOX reaction 
(C02fCH4) and C02 from the COX reaction (C02jCO). The final products 
of H2 and CO are the amount produced in the POX reaction (H2 fCH4 and 
COjCH4) less the amount that reacts with 0 2 (H2r02 and COr02 ), which 
can be easily calculated using stoichiometry of the HOX and COX reactions. 

The species in the CPOX model are calculated in mole basis. The molar 
flow rate of the gas entering the CPOX can be calculated from 

mixw 
N·. _xi cpox 

'l.)Ln- Mi (6.33) 

where i represents CH4, 02, N2, and H20; Mi is the molecular mass of gas i; 
and Wcpox and xiix are the CPOX total flow rate and mole fraction of gas i 
in MIX; both are calculated in the MIX model (Equations (6.15) to (6.19)). 
From the definition of a, the rate at which CH4 reacts is 

(6.34) 

and the rate at which 0 2 reacts with CH4 is 

3 3 
No2 rCH4 = (2- 2S)NcH4 r = (2- 2S)aNcH4 in (6.35) 

Thus, the rate of 02 not reacting with CH4 is 

3 3 
No2 nrCH4 = No2in- (2- 2S)aNcH4 in = (A020 - (2- 2S)a)NcH4 in (6.36) 

If there is a POX reaction (Sf. 0), the oxygen that does not react with CH4 
will either react with H2 or CO. If there is no POX reaction (S = 0), there is 
no H2 or CO to react with the oxygen. The amount of 0 2 that reacts either 
with H2 or CO (No2 rH2 co) and the amount of unreacted 02 (No2 nr) are 

No2 rH2 CO = No2nrCH4 Sign(S) 

= (A020 - (2- ~S)a)sign(S)NcH4 in 
No2 nr = No2 nrCH4 (1- sign(S)) 

= (A020 - (2- ~S)a)(1- sign(S))NcH4 in 

(6.37) 

(6.38) 



6.2 Control-oriented FPS Model 103 

The product of H2, CO, C02, and H20 from POX and TOX reactions can be 
calculated from 

NH2JCH4 = 28 · NcH4r = 28 · aNcH4 in (6.39) 

NcofCH4 = S · NcH4 r = S · aNcH4in (6.40) 

Nco2JCH4 = (1- S) · NcH4 r = (1- S) · aNcH4in (6.41) 

NH20JCH4 = 2(1- S) · NcH4r = 2(1- S) · aNcH4in (6.42) 

The rate of H2 and CO reacted and the rate of H20 and C02 created in HOX 
and COX reactions are 

NH2r02 = 2/3 · No2rH2CO 

Ncoro2 = 2(1 - /3) · No2rH2CO 

Nco2JCO = 2(1 - /3) · No2rH2CO 

NH20!H2 = 2/3 · No2rH2CO 

(6.43) 

(6.44) 

(6.45) 

(6.46) 

Combining Equations (6.37), (6.42), and (6.46), a set of equations to calculate 
the total products of CPOX reactions can be written as 

NH2 = NH2JCH4- NH2r02 

= [2sa- 2/3(A020 - (2- ~S)a)sign(S)] NcH4 in 

Nco = NcotcH4 - Ncoro2 

= [sa- 2(1- f3)(A020 - (2- ~S)a)sign(s)J NcH4in 

Nco2 = Nco2JCH4 + Nco2JCO 

= [(1- S)a + 2(1- f3)(A 020 - (2- ~S)a)sign(S)] NcH4in 

NH20 = NH20fCH4 + NH20fH2 + NH20in 

(6.47a) 

(6.47b) 

(6.47c) 

= [2(1- S)a + 2/3(A020 - (2- ~S)a)sign(S)] NcH4in + NH2 0in (6.47d) 

NcH4 = (1- a)NcH4in (6.47e) 

No2 = No2in - No2r = (No2in - (2- ~S)aNcH4in) sign(S) (6.47f) 

(6.47g) 

A plot of products calculated from (6.47), assuming no inlet N2 and H20, is 
shown in Figure 6.7, which matches with the theoretical results in [122]. The 
mass flow rate of each species leaving the CPOX is W?ox =MiNi. The mass 
conservation property of chemical reactions ensures that the total mass flow 
across the CPOX is conserved; that is, I; Wicpox = wcpox. 
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Fig. 6. 7. Products of CPOX reaction per unit of CH4 entering CPOX 

The dynamic equation of temperature (6.21) can now be expanded. The 
enthalpy of the gas flow depends on the flow rate, the flow temperature, and 
the gas composition. Thus 

[ Enthalpy flow J _ wcpox (Cmix (T: . _ T: ) _ ccpox (T. _ T. )) 
in _ out - P m•x ref p cpox ref 

(6.48) 
where Tref is the reference temperature (298 K). The gas specific heat C?ix 
and C'jfD"' (Jjkg · K) are that of the gas in the mixer (gas before the CPOX 
reaction) and the gas in the CPOX (after reaction), respectively. They are 
functions of gas composition and gas temperature. 

(6.49) 

(6.50) 

where i represents four species in the MIX (Equation (6.33)) and seven species 
in the CPOX (Equation (6.47)). The heat released from the reaction depends 
on the amount of reaction taking place. 

Heat from 
reaction 

= NcH4 r (S · ( -L1H2ox) + (1- S) · ( -L1H~ox)) 

+No2 rH2 CO (f3 · ( -L1H~ox) + (1- (3) · ( -L1H~ox)) (6.51) 

where -L1H2ox> -L1Hfox> -L1H~ox> and -L1H~ox (Jjmol), given in Equa­
tions (6.22) to (6.25), are the heat released from the POX, TOX, HOX, and 
COX reactions, respectively. Combining Equations (6.21), (6.48), and (6.51), 
the state equation of the CPOX temperature can be written as 

dTcpox _ 1 [Wcpox (cmix(T: T: ) ccpox(T. T: )) -dt - cpoxccpox p mix - ref - p cpox - ref + 
mbed P,bed 

NcH4 r (S · ( -L1H2ox) + (1- S) · ( -L1H~ox)) 

+ No2 rH2 CO (f3 · ( -L1H~ox) + (1- (3) · ( -L1H~ox))] (6.52) 
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6.2.9 Water Gas Shift Converter and Preferential Oxidation 
Reactor (WROX) 

The water gas shift converter and the preferential oxidation reactor are lumped 
together as one volume, denoted as WROX. The three flows entering the 
volume are H2-rich gas flow from the CPOX wcpox, water injection needed for 
WGS reaction w;;;~, and air injection required for PROX reaction w::;.ox. The 
flow rates of water injected into WGSs are equal to the amount that is needed 
to cool down the gas temperature to the desired WGS inlet temperatures [23, 
37]. The amount of air supplied to the PROX reactor is normally twice that 
required to oxidize the rest of the CO in the gas stream based on the desired 
operating condition [23, 37]. The WROX model has two states: total pressure 
pwrox and hydrogen pressure p~;ox. Because the amount of CO created in 
CPOX is proportional to the rate of H2 created (POX reaction), it is assumed, 
in the WROX model, that the rate of H2 generated in the WGS is a fixed 
percentage ( 'r/wrox) of the rate of hydrogen generated in the CPOX. The state 
equations are 

dpwrox = RTwrox (wcpox _ wwrox + ww9 s + wprox) 
dt Mwrox Vwrox H20 atr 

(6.53) 

d wrox T 
~ = R wrox ((l + )Wcpox _ xwroxwwrox) 

dt M V: 'r/wrox H2 H2 
H 2 wrox 

(6.54) 

where Mwrox is an average molecular weight of the gas in WROX, and Twrox 
is an average temperature of WGSs and PROX. The WROX exit flow rate 
wwrox is calculated using the nozzle equation (6.6) based on the pressure drop 
between WROX and anode volume pwrox -pan. The hydrogen mass fraction 
in the WROX xwrox can be determined from the two states by 

H2 

(6.55) 

The rate of water injected into WROX w;;;~ is equal to the amount 
required to cool the gas from CPOX down to the aesired WGSs inlet temper­
atures. There are two WGS reactors and thus the total rate of water injected 
is wwgs = wwgsl + wwgsl. The flow rate of water into each WGS is calcu-

H2o H 2 0 H 2 0 

lated using the energy balance between enthalpy of the gas flows, enthalpy of 
the flow at the desired temperature, and the heat of water vaporization. It 
is assumed that PROX air injection w:;rox is scheduled based on the stack 
current at the value twice needed [23, 37] at the designed operating condition. 

6.2.10 Anode (AN) 

Mass conservation is used to model the pressure dynamic in the anode volume. 
To simplify the model, only three mass flows are considered, including flows 
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into and out of the anode volume and the rate of hydrogen consumed in the 
fuel cell reaction. The dynamic equations are 

dpan = RTan (wwrox - wan - W ) 
dt Man Van H2 ,react 

(6.56) 

dpan RT. 
---.!:!2..- an ( wroxwwrox- anwan- w ) 

dt - M V: XH2 XH2 H2,react 
H 2 an 

(6.57) 

where wan is calculated as a function of the anode pressure pan and the 
ambient pressure Pamb using Equation (6.6). The rate of hydrogen reacted is 
a function of stack current Ist through the electrochemistry principle [69] 

W = M nlst 
H 2 ,react H 2 2F (6.58) 

where n is the number of fuel cells in the stack and F is the Faraday number 
(given in Table 6.1). 

The two important performance variables for the anode are the hydrogen 
utilization U H 2 and the anode hydrogen mole fraction yH2 , which are calcu­
lated from 

(6.59) 

and 

(6.60) 

The hydrogen utilization represents stack efficiency and the hydrogen mole 
fraction is used as an indication of stack H2 starvation. Low hydrogen utiliza­
tion means that more hydrogen is wasted through the anode exhaust and thus 
the stack efficiency is reduced. High utilization corresponds to high fuel cell 
efficiency, but it increases the risk of fuel cell H2 starvation during transient. 

6.3 Simulation and FPS Model Validation 

The low-order (10 states) model described in Section 6.2 is developed in the 
MATLAB® /Simulink® platform. The model is parameterized and validated 
with the results of a high-order (>300 states) detailed model [40] developed 
using the Modelica language and DymolaTM software [114]. Here, we describe 
briefly the detailed physics-based Dymola™ model used for validating the sim­
plified model presented in this chapter. 

Besides the fuel processing system the Modelica fuel cell system model 
includes the cell stack assembly (CSA), power conditioning system (PCS), 
and the thermal management system (TMS) to accommodate the needs of 
several design teams in stationary and automotive applications. It consists 
of hundreds of components, several hundred dynamic states, and more than 



6.3 Simulation and FPS Model Validation 107 

20,000 equations. The FPS and CSA are the most complex subsystems. The 
FPS comprises detailed models of all the previously described reaction stages, 
namely, CPOX, two WGS, and two PROX reactors. The reactor models are 
described as continuous stirred tanks (CSTR) and employ bulk rate expres­
sions based on experimental data. Besides the oxidation reactions for methane 
and hydrogen, carbon monoxide is also considered. The detailed model con­
tains a complex flow network near ambient pressure with several recycle flows. 
The CSA cathode and anode volumes are discretized with multinode approxi­
mations and separated with membrane models that incorporate gas and liquid 
diffusion. 

The focus of our work is to capture the essential dynamic input/output 
behavior associated with the hydrogen generation, and thus our main focus is 
in pressures, temperatures, and flows upstream from the CPOX reactor. We 
assume that temperature deviations in a well-controlled WROX subsystem 
do not propagate upstream in the CPOX reactor. The pressure dynamics of 
the WROX subsystem can, however, affect the flow through the CPOX and 
thus are captured in the control-oriented (10 states) model. Note here that 
the simplified model is based on well-controlled (constant and nominal) con­
ditions in the WGS and the PROX that allow us to lump them in one volume 
equation (WROX). We test these important assumptions by augmenting the 
detailed Dymola model with several heat exchangers and a complex thermal 
management system in order to ensure good temperature conditions in all 
reactor stages and in the anode of the CSA. 

The two models are compared with equivalent inputs after the Dymola 
model is imported as an S-function in Simulink®. The model parameters 
for a system designed to be used for residential or commercial buildings are 
given in Table 6.3. A similar power range would be needed for a bus or a 
heavy-duty vehicle propulsion system. The FPS key performance variables 
are the 02C ratio, the CPOX temperature, the FPS exit total flow rate, 
and the FPS exit hydrogen flow rate. Several parameters, such as the orifice 
constants and the component volumes, are adjusted appropriately in order to 
obtain comparable transient responses. Note that the model is expected to 
provide a close prediction of the transient response of the variables located 
upstream from the WGS inlet (WROX inlet). On the other hand, a relatively 
large discrepancy is expected for the variables downstream from the CPOX 
because the WGS and PROX reactors are approximately modeled as one 
lumped volume and are assumed perfectly controlled, which is not the case 
for the Dymola model. 

The nominal operating point used in the validation is chosen at the oxygen­
to-carbon ratio A020 = 0.6 and the stack hydrogen utilization U H 2 = 80% 
[37]. The results are shown in Figures 6.8 to 6.12. Step changes (up/down) 
of the three inputs: the stack current I 8 t, the blower signal ublo, and the fuel 
valve signal Uvalve, are applied individually at time 400, 800, and 1200 sec, 
respectively, followed by the simultaneous step changes of all inputs at 1600 
sec (see top three plots of Figure 6.8). The input Uvalve has a value between 
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0 and 1 in these plots. Note here that, in practice, it is unlikely that an input 
is applied individually. Often, the blower and the valve inputs are applied 
simultaneously based on the changes in load current. It is therefore more 
critical to obtain good agreement on the responses in the case of simultaneous 
inputs (at 1600 sec). 

The responses of the key variables are shown in Figure 6.8. In the right 
column is the zoom-in of the response at 1600 sec which represents the simul­
taneous input step increase. Various pressure and flow variables are shown in 
Figure 6.9. It can be seen that, despite the offset, there is a good agreement 
between the two models for most transient responses. 

Fig. 6.8. Model validation results: inputs and performance variables. Dark = high­
order model; light = low-order model 
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·-~· -
Fig. 6.9. Model validation results: pressures (Pascal) 

At 400 sec where the step of stack current is applied, the low-order model 
does not show any transient because the stack current only affects the hy­
drogen consumption in the anode which has very little influence on the FPS 
variables. On the other hand, the high-order model shows a small transient. 
This transient is caused by a built-in feedforward controller in the high-order 
model that adjusts several flow rates based on the changes in stack current. 
The feedforward controller is not implemented in the low-order model. 

The step of the air blower command at 800 sec raises CPOX temperature, 
which is a result of an increase in the 02-to-CH4 ratio. When 02 to CH4 ratio 
rises , the rate of the POX reaction decreases, and thus lowers the final product 
hydrogen, as shown in the response of W H 2 ,/ps. However, there is an initial 
increase of W H 2 ,Jps right at 400 sec caused by the increase of total flow that 
initially has a high H2 concentration. This behavior indicates that the FPS 
plant has nonminimum phase (NMP) relation from the blower command to 
the H2 generation. This NMP response can also be observed when the blower 
command decreases, as seen from the WH2 ,Jps response at 1000 sec. 

During the step increase in fuel valve command (at 1200 sec), the 02-
to-CH4 ratio drops and results in more POX reaction, thus more hydrogen 
is generated (W H2 .fps increases) . After the initial increase in W H 2 ,/ps, the 
TOX reaction drops and heat generated from the reaction is not sufficient to 
maintain the CPOX temperature. The drop in T cpox later lowers the rate of 
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Fig. 6.10. Model validation results: flow rates (%of full flow) 

CH4 reaction (see Figure 6.5) and thus reduces the product hydrogen; that 
is, W H 2 ,J ps decreases. 

Small discrepancies can be spotted in the responses, for example, in the 
anode pressure. The discrepancies arise mostly from the results of the as­
sumptions used to simplify the model. The main assumption is that the WGS 
and PROX reactors are combined into one volume. This results in a crude 
approximation of the pressure in the WGS and PROX, as can be seen in 
Figure 6.11. 

Steady-state offsets of the model can also be reduced. For example, the 
CPOX temperature offset shown in Figure 6.8 might be reduced if the enthalpy 
terms in the CPOX temperature equation (6.48) are directly calculated from 
gas composition and temperature rather than from a lumped specific heat. 

It can be seen that, despite the offset, there is a good agreement between 
the two models for most transient responses. The model is also tested at dif­
ferent power (current) operations and transient responses also agree well. The 
low-order model is therefore accurate enough for control design in Chapter 7. 
A more accurate model can be developed with the expense of extra complexity. 
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Fig. 6.12. Model validation results: CPOX composition 
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Table 6.3. Typical model parameters for a 200kW system [23, 32, 36, 40, 95] 

Parameter Typical Value 
Thex 400-500 K 
Vhex 0.05 m3 

Wo,hex 0.04 kg/s 
L1po,hex 450-500 Pa 

Thds 350-400 °C 
vhds 0.3 m3 

Ptank 133 kPa 
Wo,valve 0.0075 kg/s 
L1po,valve 3600 Pa 

l!Vo,hds 0.0075 kg/s 
L1po,hds 100-110 Pa 

Tmix 300°C 
Vmix 0.03 m3 

ccpox 
P,bed 450 Jjkg-K 
cpox 

mbed 2.8 kg 
Wo,cpox 0.05 kg/s 
L1po,cpox 3000 Pa 

'T]wrox 20-50 % 
Twrox 500 K 
Vwrox 0.45 m3 

Mwrox 16 x 10-3 kg/mol 
T~~~l,in 400°C 
T!~~2,in 200°C 

Twgsl 400°C 
Wo,wrox 0.06 kg/s 
L1po,wrox 2000 Pa 

Tan 65-80°C 
Van 0.0045 m3 

Man 27.8 x 10-3 kg/mol 
n 750-1000 cells 

Wo,an 0.06 kg/s 
L1po,an 500-600 Pa 
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Control of Nat ural Gas Fuel Processor 

During changes in the stack current, the fuel processor needs to (i) quickly 
regulate the amount of hydrogen in the fuel cell stack (anode) to avoid star­
vation or wasted hydrogen [79] and (ii) maintain a desired temperature of 
the CPOX catalyst bed for high conversion efficiency [91]. Accurate control 
and coordination of the fuel processor reactant flows can prevent both large 
deviation of hydrogen concentration in the anode and large excursion of the 

CPOX catalyst bed temperature. 
In this chapter, the control-oriented model of the natural gas fuel pro­

cessing system developed in the previous chapter is used for a multivariable 
control analysis and design. The two main performance variables are the an­
ode hydrogen mole fraction [105] and the CPOX catalyst bed temperature 
[122]. The two control actuators are the fuel ( CH4 ) valve command and the 
CPOX air blower command. The control problem is formulated in Section 7.1 
and a linearized model derived in Section 7.2 is used in the control analysis 
and design. 

Typical fuel processing systems rely on a decentralized (single-input single­
output) control of the air blower command to control CPOX temperature and, 
separately, the fuel valve command to control the anode hydrogen concentra­
tion. In Section 7.3, an analysis using the relative gain array method confirms 
the appropriateness of the traditional input-output pairs for the decentralized 
control. The study also shows large interactions between the two loops at high 
frequencies and different operating conditions. These interactions can be more 
efficiently handled with the multivariable control studied in Section 7.5. The 
linear quadratic optimal control method is used to design the controller and 
the state estimator that achieves a significant improvement in the CPOX tem­
perature regulation as compared to the decentralized controller. It is shown 
in Section 7.5.3 that the regulation of the anode H2 mole fraction depends 
strongly on the speed of the fuel valve command and the improvement in the 
CPOX temperature regulation is due to the coordination of the two inputs. 

With realistic measurements where sensor lags are significant, the perfor­
mance of the multivariable controller can degrade. The analysis of observ-
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ability gramian, presented in Section 7.5.4, can be used to guide the control 
design and measurement selections. This observability analysis can also help 
in assessing the relative cost-benefit ratio in adding extra sensors for the flow 
and pressure measurements in the system. 

7.1 Control Problem Formulation 

As previously discussed, the main objectives of the FPS controller are (i) to 
protect the stack from damage due to H2 starvation, (ii) to protect the CPOX 
from overheating, and (iii) to keep overall system efficiency high, which in­
cludes high stack H2 utilization and high FPS CH4-to-H2 conversion. Objec­
tives (ii) and (iii) are related because maintaining the desired CPOX temper­
ature during steady-state implies proper regulation of the oxygen-to-carbon 
ratio which corresponds to high FPS conversion efficiency. 

Two performance variables that need to be regulated are the anode hydro­
gen mole fraction yH2 (Equation (6.60)) , and the CPOX temperature T cpox, 

calculated by integrating Equation (6.21). They are chosen based on the fol­
lowing rationale. High Tcpox can cause the catalyst bed to overheat and be 
permanently damaged. Low Tcpox results in a low CH4 reaction rate in the 
CPOX [122] and potential methane slip. Large deviations in yH are unde­
sirable. A low value of yH2 means anode H2 starvation [105, 102J which can 
permanently damage the fuel cell structure. On the other hand, a high value 
of yH2 means lower hydrogen utilization which results in a waste of hydrogen. 

In this control study, we assume that all CH4 that enters the CPOX reacts 
without any methane slip. Note that this assumption reduces the validity of 
the model for large T cpox deviations. The effect of the modeling error due to 
this assumption can degrade the performance of the model-based controller. 
However, achieving one of the control goals, which is the regulation of T cpox, 

will ensure that this modeling error remains small. 
The H2 valve actuator dynamics is ignored. The stack current lst is con­

sidered as an exogenous input that is measured. Because the exogenous input 
is measured, we consider a two degrees of freedom controller based on feedfor­
ward and feedback, as shown in Figure 7.1. The control problem is formulated 
using the general control configuration shown in Figure 7.2. The two control 

I., 

Fig. 7.1. Feedback control study 



7.2 Analysis of FPS Linearized Models 115 

inputs u are the air blower signal Ublo and the fuel valve signal Uvalve. The 
feedforward terms provide the valve and the blower with values that reject 
the steady-state effect of current to the outputs. 

(7.1) 

The value of u* is obtained by nonlinear simulation and can be implemented 
with a look-up table. The performance variable z includes the CPOX temper-

W =1st 

PLANT lubloJ 
U = Luvalve 

Z =[TcpoJ 
YHd -

f------- y H2 y=[T~oJ 
Wair 

Wtuel 

Fig. 7.2. Control problem 

ature Tcpox and the anode exit hydrogen mole fraction y~~. 
Several sets of measured variables are considered. The variables that can 

be potentially measured are the CPOX temperature r:;ox' the hydrogen mole 
fraction ym , the air flow rate through the blower Wain and the fuel flow rate 

H2 

Wfuel· The temperature can be measured by a thermocouple or a noncon-
tact temperature sensor [99]. The hydrogen mole fraction can be measured 
with a combination of electrochemical sensors [116, 59] and model-based ob­
servers [9]. An extensive research effort is currently underway to develop fast, 
repeatable, and robust hydrogen sensors. The measured values r:;ox and Y7:2 

are the values obtained from realistic sensors with measurement lag. The con­
trol objective is to reject or attenuate the response of z to the disturbance w 

by controlling the input u based on the measurement y. 
In order to determine the fundamental limitations or issues that are related 

to the plant based on the actuator topology and not the sensors, we first study 
the control design based on the perfect measurements of the performance 
variables, that is, perfect measurements of Tcpox and y~:. Then, later in this 
chapter, we analyze the effect of realistic measurements, with sensor lag and 
noise, on the performance of the observer-based controller. 

7.2 Analysis of FPS Linearized Models 

A linear model of the FPS is obtained by linearizing the nonlinear model 
developed in Chapter 6. In this study, the desired steady-state is selected 
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at stack H2 utilization U H 2 = 80% [37] and CPOX oxygen-to-carbon ratio 
A02c = 0.6. This condition results in the value of the CPOX temperature 
Tcpox = 972 K (corresponding to Ao2c = 0.6), and the value of the anode 
hydrogen mole fraction yH2 = 8.8% (corresponding to UH2 = 80%). The 
control objective is therefore to regulate Tcpox at 972 K and yH 2 at 0.088. This 
desired value of Tcpox also agrees with the value published in the literature 
[32]. Static feedforward terms (illustrated in Figure 7.1) are included in the 
linear plant so that the steady-state Tcpox and yH2 are maintained at nominal 
values during changes in stack current. The linearization of the plant is given 
by 

Llx = ALlx + BuLlu + BwLlw 
Llz = CzLlx + DzuLlu + DzwLlw 

where the state x, input u, disturbance w, and performance variables z, are 

= [ T pan pan phex W phds pmix pmix pwrox pwrox] T X cpox H 2 blo cH4 azr H 2 

W = fst U = [ Ublo Uvalve] T Z = [ Tcpox Y~:] T (7.2) 

For simplicity, the symbol Ll, which denotes the deviation of the variables 
from the nominal point, is dropped for the rest of the chapter. The matrices 
for a 50% current (load) level are given in Table A.3. The units of states are 
pressure in kPa, temperature in Kelvin, and rotational speed in kRPM. The 
current input is in Amperes. The blower and the valve signals Ublo and Uvalve 

vary between 0 and 100. The outputs are the CPOX temperature in Kelvin 
and the anode hydrogen mole fraction in percent. In the transfer function 
form, the plant is represented as 

[Z] = G [W] [Gzw Gzu] [W] 
y U Gyw Gyu U 

(7.3) 

The comparison of time responses between the nonlinear and the linear models 
in Figure A.2 shows acceptable agreements. The small offsets are the results 
of errors in the linearization of feedforward terms. The eigenvalues and eigen­
vectors of the linear system are shown in Table 7.1. It can be observed that 
the slow eigenvalue at -0.086 is associated with the CPOX temperature and 
the other slow eigenvalues at -0.358 and -1.468 are related to the hydrogen 
concentration in the stack anode volume and the WROX volume. 

The nonlinear plant model is linearized at three different current (load) 
levels that correspond to 30%, 50%, and 80% of the plant power level. The 
linear models are referred to as 30%, 50%, and 80% systems (or models) 
depending on their linearization point. The Bode plots and step responses 
of the linear plants obtained from different system power levels are shown 
in Figures 7.3 and 7.4. For clarity, in these two figures, the units of current 
are (x10 Amp). Note first that the static feedforward controller does well in 
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Table 7.1. Eigenvalues and eigenvectors of FPS linear model 

-U676 -0.:!579 -660.66 -157.92 -89.097 -12.171 -2.7625•0.48121 ·2.7825-0.46121 -0.085865 -3.3333 

24130.73 1 12932.24 062598.60 5113.45 I 8426.44 I 5802.98 5803.98 5696.54 5600.03 

I 0001!!{>.1-A;Cz) I 839.51 I 4245.89 275896.56 7375.08 I 17499.82 I 2539.83 I 924.46 924.46 I 2152.40 1 tooo.s3 I 

rejecting the effect from lst to yH2 in steady-state. The H2 recovery using 
feedforward is, however, relatively slow. A feedback controller is , thus, needed 
to speed up the system behavior and to reduce the sensitivity introduced by 
modeling uncertainties. 
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Fig. 7.3. Bode plot of linearized models at 30%, 50%, and 80% power 

The response of the outputs due to step changes in the actuator signals 
shown in Figure 7.4 indicates a strongly coupled system. The fuel dynamics 
are slower than the air dynamics, primarily due to the large HDS volume. 
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Fig. 7.4. Step responses of linearized models at 30%, 50%, and 80% power 

Note that a right half-plane (RHP) zero exists in the path Ublo --> yH2; it can 
be easily detected from the initial inverse response of the yH~ due to a step 
change in ublo · Moreover, as can be seen in the step responses from ublo to yH2, 
the RHP zero that causes the nonminimum phase behavior moves closer to the 
imaginary axis and causes a larger initial inverse response at the low power 
level (30%). It can also be seen in the Bode plot that, at high frequencies, 
the disturbance lst has more effect on the H2 mole fraction than the CPOX 
temperature, as compared to that at low frequencies. This is because the 
current has a direct impact on the amount of hydrogen used in the anode, 
which is coupled with the H2 mole fraction only through the fast dynamics of 
the gas in the anode volume. 

The characteristics of the FPS plant can vary when operating at different 
load levels or operating points. The distance between two system matrices 
is represented by the gap metric [50], which has values between zero and 
one. More specifically, the gap metric represents the degradation of stability 
margins when the first system is perturbed to become the second system [109]. 
A value closer to one indicates a large distance between the two systems. 
The gap metrics of three linear models of the plant, which are obtained by 
linearizing the nonlinear model at three different current (load) levels, 30%, 
50%, and 80%, are presented in Table 7.2. The MATLAB® J..t-Analysis Toolbox 
is used to calculate the gap metrics. From the large value of the gap between 
the 30% and 80% models, it is expected that there will be degradation of 
control performance when a linear controller designed for one model is used 
on the other. This suggests the need for gain scheduling that can be pursued 
in the future. The linearization of the system at the 50% power level shown 
in Table A.3 is used in the control study in the following sections. 
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Table 7.2. Gap between linearized systems 

Linearization Points Gap 
(power level) 
30% and 50% 0.3629 
50% and 80% 0.3893 
30% and 80% 0.6624 

7.3 Input-output Pairing 

One of the most common approaches to controlling a multi-input multi-output 
(MIMO) system is to use a diagonal controller, which is often referred to as 
a decentralized controller. The decentralized control works well if the plant is 
close to diagonal which means that the plant can be considered as a collection 
of individual single-input single-output (SISO) subplants with no interactions 
among them. In this case, the controller for each subplant can be designed 
independently. If an off-diagonal element is large, then the performance of the 
decentralized controller may be poor. 

The design of a decentralized controller involves two steps: input-output 
pairing and controller tuning. Interactions in the plant must be considered 
as we choose input-output pairs. For example, having a choice, one would 
drop the pairing between Ubto and yH2 due to the RHP nonminimum phase 
relationship. A method used to measure the interactions and assess appropri­
ate pairing is called the Relative Gain Array (RGA) [22]. RGA is a complex 
nonsingular square matrix defined as 

RGA(G) = G x (G-1f (7.4) 

where x denotes element by element multiplication. Each element of the RGA 
matrix indicates the interaction between the corresponding input-output pair. 
It is preferred to have a pairing that gives an RGA matrix close to an identity 
matrix. The useful rules for pairing are defined in [101]. 

1. To avoid instability caused by interactions at low frequencies one should 
avoid pairings with negative steady-state RGA elements. 
2. To avoid instability caused by interactions in the crossover region one 
should prefer pairings for which the RGA matrix in this frequency range is 
close to identity. 

The 2 x 2 RGA matrices of Gzu defined in (7.2) to (7.3) and calculated 
for the 50% load in Section 7.2 are given in (7.5) for different frequencies. 
According to the first rule, it is clear that the preferred pairing choices are 
the Ublo --+ Tcpox pair and the Uvalve --+ YH2 pair to avoid instability at low 
frequencies. 

[ 2.302 -1.302] 
RGA(O rad/s) = -1.302 2.302 
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RGA(O 1 d / ) = [ 2.1124- 0.36663i -1.1124 + 0.36663i] 
· ra s -1.1124 + 0.36663i 2.1124- 0.36663i (7.5) 

RGA(1 d/ ) = [ 1.1726- 0.50797i -0.17264 + 0.50797i] 
ra s -0.17264 + 0.50797i 1.1726- 0.50797i 

RGA(lO d/ ) = [0.24308- 0.0021386i 0.75692 + 0.0021386i] 
ra s 0.75692 + 0.0021386i 0.24308- 0.0021386i 

However, it can be seen that at high frequencies , the diagonal and off-diagonal 
elements are closer, which indicates more interactions. In fact, a plot of the 
magnitude difference between the diagonal and off-diagonal elements of the 
RGA matrices of the linearized systems at 30%, 50%, and 80% power in Fig­
ure 7.5 shows that interactions increase at high frequencies [81 , 101]. At low 
power levels, the values of the off-diagonal elements of the RGA matrix are 
even higher than the diagonal elements (IRGAnl- IRGAd < 0) , indicat­
ing large coupling in the system. At these frequencies, we can expect poor 
performance from a decentralized controller. 

08 

06 

~ 02 

0 ................. . .... .. ......... . ...... . 

. , 
' · 

I~= I 
---- 1!10% -~ - - --... 

-o.:o':;-., ---~ •• -:;--., ---~ •• ,... ----',.,.-. -----l··· 
Frequency (rodls) 

Fig. 7.5. Difference between diagonal and off-diagonal elements of the RGA matrix 
at different frequencies for three power setpoints 

7.4 Decentralized Control 

To illustrate the effect of the interactions, we designed several PI controllers 
for the two single-input single-output systems that correspond to the diag­
onal subsystem of Gzu, that is, Ublo -> Tcpox (Gzu(1, 1)) and U v alve -> YH2 

( Gzu(2, 2) ). The PI controller is the most commonly used controller for pro­
cess control. The diagram in Figure 7.6 shows the decentralized controller. 
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Fig. 7.6. Decentralized control 

Each controller gives different closed loop characteristics, as shown in Ta­
bles 7.3 and 7.4. The closed loop Bode plots and step responses of the system 

Table 7.3. Controller for Gzu(1, 1) 

Controller Transfer Function Rise Time ( s) Overshoot (%) 

Klla 0.0389 (4.18 + 1) 3.14 11 
s 

Kllb 0.0667 ( 4"38 + 1) 1.0 7 
s 

Kllc 0.0135 (5.68 + 1) 6.58 12 
s 

Table 7.4. Controller for Gzu(2 , 2) 

Controller Transfer Function Rise Time ( s) Overshoot (%) 

K22a 0.268 (2.8s + 1) 3.95 6 
s 

K22b 0.165 (21s + 1) 1.33 10 
s 

with different controllers are shown in Figures 7.7 to 7.12. Three responses 
are shown in each figure which are open loop or feedforward response (solid) , 
decentralized feedback response of the full plant (dashed) , and the ideal de­
centralized control response (dotted) which is the expected response if the 
off-diagonal elements of Gzu (see (7.3)) are zero. 

Relatively slow controllers (Klla and K22a) in both loops are used for the 
response in Figure 7. 7. It can be seen that the performance of the slow decen-
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tralized controller does not deteriorate significantly when the cross-coupling 
interactions are introduced. Despite its robustness, the slow controller cor­
responds to large yH2 excursions during transient. Thus, a faster controller 
is needed. Figure 7.8 shows the closed loop response when faster controllers 
(Kllb and K22b) are employed in both loops. The control performance starts 
deteriorating due to system interactions. Moreover, because the interaction is 
larger for the low power (30%) system, the performance of fast decentralized 
control deteriorates significantly and even destabilizes the system as shown 
in Figure 7.9. To prevent the adverse effect of interactions, it is possible to 
design the two controllers to have different bandwidths. Figure 7.10 shows the 
response when using a slow controller in the fuel loop (K22a) and a fast con­
troller in the air loop (Kllb ). It can be observed here that the recovery speed 
of yH2 mainly depends on the speed of the fuel valve, or fuel flow, and thus 
the fast H2-valve loop is necessary. Therefore, we tune the controller K22 of 
the Uvalve __, yH2 subsystem to achieve the desired yH2 response (iyH2 1 < 0.08). 
To get fast yH response while avoiding the effect of the interactions, the 

2 ' 
Tcpox-air loop needs to be much slower or faster than the Uvalve __, YH2 closed 
loop subsystem. Unfortunately, faster Ublo __, Tcpox is not feasible due to ac­
tual magnitude constraints. Thus Kll = Kllc is selected, which slows down 
the first subsystem loop compromising the Tcpox response, as shown in Fig­
ures 7.11 and 7.12. These two figures show that large time-scale separation 
is needed in order to use the decentralized control method. In the following 
sections, for comparison with other controllers, the PI controllers Kllc and 
K22b are used. 

"' l: .. y:; 

10 ' 

10" 
10'' 10 1$ ~ 

'n'ne(MC) 

Fig. 7.7. Bode magnitude and unit step response of 50% model with controllers 
Klla and K22a 

Note that more complex decentralized controllers can be used (PID or 
high-order, for example). The PI controller tuning here (Tables 7.3 and 7.4) is 
used only to illustrate the effect of plant interactions and difficulties in tuning 
the PI controllers without systematic MIMO control tools. The conclusion 
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Fig. 7.8. Bode magnitude and unit step response of 50% model with controllers 
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Fig. 7.9. Bode magnitude and unit step response of 30% model with controllers 
Kllb and K22b 
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Fig. 7.10. Bode magnitude and unit step response of 30% model with controllers 
Kllb and K22a 
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Fig. 7.11. Bode magnitude and unit step response of 30% model with controllers 
Klla and K22b 
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Fig. 7.12. Bode magnitude and unit step response of 30% model with controllers 
Kllc and K22b 

from this section is that the large plant interactions illustrated by Figure 7.5 
must be considered in the control design. 

An interesting point is that, for the decentralized PI controller, the band­
width of the air loop needs to be smaller than the bandwidth of the fuel loop. 
This is the only way to achieve a bandwidth separation within the blower sat­
uration constraints. However, if a higher-order controller is allowed, a higher 
closed loop bandwidth can be achieved. Indeed, as we show later in Sec­
tion 7.5.3, a high-order decentralized controller using the diagonal terms of 
a full MIMO controller achieves a decade higher bandwidth compared to the 
fuel loop without saturating the blower. 

7.5 Multivariable Control 

We show in the previous section that interactions in the plant limit the perfor­
mance of decentralized controllers. In this section, we assess the improvement 
that can be gained by using a multi-input multi-output (MIMO) controller 
and model-based control design techniques. The controller is designed using 
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the linear quadratic (LQ) methodology. The control development consists of 
two steps. A full state feedback controller is designed using linear quadratic 
optimization for the controller gains. Because the plant states cannot be easily 
measured, the second step is to build a state observer or state estimator based 
on the measured performance variables. 

7.5.1 Full-state Feedback with Integral Control 

To eliminate steady-state errors, we add to the controller the integrators on the 
two performance variables Tcpox and yH2. Note that in this section, we assume 
that these two variables can be directly and instantaneously measured. The 
state equations of the integrators are 

(7.6) 

where r;;Jx = 972 K and y~:f = 8.8% are the desired values of Tcpox and yH2, 
respectively. In the linear domain, the desired deviation from the reference 
value is zero for all current commands. The augmented plant, which combines 
the original states x and the integrator states q is represented by 

The controller is designed to minimize the cost function 

(7.8) 

where u = [ublo Uvalve]T and Qz, QI, and Rare weighting matrices on the 
performance variables z, integrator state q, and control input u, respectively. 
The cost function can be written in the linear quadratic form of the augmented 
states Xa as 

f'X) [CTQ C 0 ] {oo 
J= Jo xr z Oz z QI Xa+uTRudt= Jo xrQxa+uTRudt (7.9) 

The control law that minimizes (7.9) is in the form 

u=-Kp(x-xd)-K1q=-K[(x~xd)J =-R- 1BrP[(x~xd)J (7.10) 

where P is the solution to the Algebraic Riccati Equation (ARE) 

PA +ATP+Q-PB R- 1BTP=0 a a a a (7.11) 

which can be solved using MATLAB®. Variable Xd in (7.10) is a function of 
w and can be viewed as the desired value of the states (as a function of w) 
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that gives the desired value of z = 0. In other words, the term Kpxd is an 
additional feedforward term (or pre-compensator) [42, 43] that compensates 
for the changes in the output steady-state value due to the feedback. As a 
result, this additional feedforward term is a function of the feedback gain 
Kp. It can be shown that the term Kpxd is equivalent to the term up in 
Equation (5.17). The value of Xd can be found by simulation or by the linear 
plant matrices; that is, 

(7.12) 

which results in 

X~= 10-3 X [ 0 0.67 7.538 84.148 7.941 79.219 18.197 59.761 8.9 35.72] W 

(7.13) 
As it is based on the linear model, the value of xd calculated in (7.12) will be 
different from the actual desired state in the nonlinear plant. The error in xd 

definitely influences the steady-state error of the performance variables Tcpox 

and yH2. The integral control implemented through the augmented integrators 
(7.6) then becomes more critical. The fact that Xd is not accurate must be 
taken into account when choosing the weighting between Q z and Q I. Large in­
tegrator gain slows down the response, thus relatively small Q I shows a better 
(faster) performance in the linear design. However, the response in nonlinear 
simulation with small QI gives poor steady-state performance because the 
p~rformance is based heavily on the proportional part of the controller and 
therefore suffers from the error in Xd· Thus, if a more accurate value of Xd 

cannot be obtained, the transient performance must be compromised in order 
to get satisfactory steady-state performance of the controller through the in­
tegral part. Alternatively, a more accurate xd can be obtained by numerically 
solving the nonlinear simulation and storing the solution in a look-up table. 

Figures 7.13 and 7.14 show the closed loop responses when different weight­
ing matrices are used in the LQ design. The effect of varying Uvalve, while 
constraining the magnitude of Ublo, is shown in Figure 7.13. When the magni­
tude of Uvalve increases, a faster response of yH 2 can be achieved with a small 
degradation of the Tcpox response. On the other hand, Figure 7.14 shows 
a large tradeoff between two performance variables when the magnitude of 
Ub!o is varied while maintaining the magnitude of Uvalve. It can be seen that a 
small improvement in yH2 can be obtained using Ublo· However, there is a large 
degradation in the Tcpox response because large Ublo is needed to improve yH 2 

(due to the nonminimum phase relation), and thus significantly affects Tcpox· 

These two figures imply that the improvement in H2 starvation (yH 2 ) mainly 
depends on the speed and magnitude of the valve command Uvalve· The blower 
command Ublo has little impact on yH2, but if well coordinated with the valve 
command, it can provide a large improvement in Tcpox regulation. 

The final design of the controller generates the response shown in Fig­
ure 7.15. The controller gains are obtained by using the weighting matrices 

[ 80 0 ] 
Qz = 0 1100 [ 150 0 ] 

QI = 0 100 R = [100 0 ] 
0 120 

(7.14) 
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Fig. 7.13. Tradeoff between two performance variables Tcpox and Yn 2 with respect to 
magnitude of Uvalve· The plots are created by selecting different weighting matrices 
in the LQ design 

-IK 
0 I t l 

Fig. 7.14. Tradeoff between two performance variables Tcpox and Yn 2 with respect 
to magnitude of Ublo· The plots are created by selecting different weighting matrices 
in the LQ design 
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Fig. 7.15. Response of the FPS linear model with the controller from LQ design 

which results in the gains 

K = [ 1.405 0.182 0.029 1.066 39.04- 6.611-0.705 0.604 0.767 0.939] 
p -0.1301.150-0.132-0.244-8.4226.111 0.618 -0.139 3. 787 0.127 

KI = [ -1.207 -0.169] 
0.189 -0.9 

The closed loop eigenvalues are given in Equation (A.5) . 

(7.15) 

There are a few slow closed loop eigenvalues which are the result of the 
weakly controllable mode associated with the plant eigenvalue A.2 = -0.3579, 
as suggested by the large condition number of [A.2J -ABu] in Table 7.1. 

A comparison of the decentralized controller, explained in Section 7.4, 
and the full-state feedback controller in nonlinear simulation is shown in Fig­
ure 7.16. The significant improvements in both T cpox and yH2 regulation when 
using the MIMO controller are the result of considering system interactions 
via the model-based state feedback design. To be able to implement the MIMO 
controller, in the next section, the full-state feedback controller is converted 
into output feedback using available measurements. 

7.5.2 State Estimator 

The estimate of the plant state x can be determined using the dynamic model 
of the plant together with the available performance measurements. It is as­
sumed that perfect measurements of Tcpox and yH2 are available. The observer 
state equations are 

:i = Ax + Buu + Bww + L(z - z) 
z = Czx + Dzuu + DzwW (7.16) 
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Fig. 7.16. Comparison of decentralized control and full-state feedback control in 
nonlinear simulation 

where x is the estimator state vector and L is the estimator gain. The observ­
ability gramian Qobs, that is, the solution of 

(7.17) 

has full rank but the condition number of the observability gramian is high, 
indicating rank deficiency (i.e., weak observability). Sometimes, this result 
arises because of poor selection of units of the model states (scaling). Thus, 
to better evaluate system observability, we normalize the condition number of 
the observability gramian ( c~J by the value when all the states are measured, 
Cx = I. 

N cond (Qobs, {C= Cz }) 5 
cb = =2x10 

0 8 cond ( Q obs, { C=I}) 
(7.18) 

A large normalized observability gramian implies that the pair (A,Cz) is 
weakly observable. 

The observer gain Lin (7.16) is used to place the observer eigenvalue at the 
desired points, which is normally at least twice as fast as the dominant closed 
loop eigenvalues. Because the plant has several fast eigenvalues (Table 7.1) 
that do not need to be moved using output feedback, a reduced-order observer 
can be used to simplify the observer. This can be done by first transforming 
the system matrices into the modal canonical form [26] x1 = Tx such that 
the new system matrices are 

(7.19) 

Note the special structure of the matrix A1 which has eigenvalues on the 
diagonal. The system matrices in the new coordinates are shown in Table A.4. 
The matrices are then partitioned into 
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[ A1o 0 ] 
0 Ala 

[ B1o] 
Bla 

[ C2o C2a] (7.21) 

where 
-3.333 0 0 0 0 0 

0 -2.782 0.4612 0 0 0 

Ala= 
0 -0.4612-2.782 0 0 0 

(7.22) 
0 0 0 -1.468 0 0 
0 0 0 0 -0.358 0 
0 0 0 0 0 -0.086 

which contains the slow eigenvalues of the plant. The reduced-order observer 
gain L1 is then designed for the set A1x = Ala + od, B1a, and Cla· The 
modification of A1a to A1x follows the method described in [7] to guide the 
observer pole placement for fast response as prescribed by the constant a. 
Using the Kalman filter method, the observer gain L1 is determined by solving 
the optimal quadratic problem 

L1 := sc?:,wy- 1 (7.23) 

0 = SAfa + A1aS + Vx + SCTc,Wy- 1C1aS (7.24) 

The weighting matrices V and W represent the process noise and measurement 
noise, respectively. The weighting matrices chosen are 

Vx = 100 diag [ 10 200 200 20 50 80 ] + Bla B[a 

Wy = 1x10-6 diag [ 0.1 0.01 J 

(7.25) 

(7.26) 

The reduced-order observer gain L1 is then transformed to the original coor­
dinate L, 

L = r-1 [o1:2] (7.27) 

which results in the gain given in Equation (A.6). Figure 7.17 shows the 
response of the observer error ( x- x) in a linear simulation. The initial errors 
of all states are set at 1% of the maximum deviation from the nominal point. It 
can be seen that most estimation errors disappear within 1 sec. The nonlinear 
simulation of the system with the decentralized PI feedback and with the 
output observer-based feedback (MIMO) is shown in Figure 7.18. The output 
feedback gives satisfactory performance in both yH2 and Tcpax regulations. 

7.5.3 Insight Gained by the Multivariable Design 

The combination of the state feedback control (7.10) and the state observer 
(7.16) results in a model-based multivariable output-feedback controller. The 
state space representation of the controller can be written as 
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Fig. 7.18. Comparison of decentralized PI controller and observer feedback in non­
linear simulation 

[ ~ ] = [A- Bu~- LCz - B0K1] [ ~ ] + [ B w + ~uKPad !:I] [ ~ ] 

u= ['-Kp-KI] [~] + [Kpado] [ ~ ] (7.28) 

where the output of the controller is the plant input u = [ Ubto Uvalve jT. Vari­
able ad is equal to the coefficient of Xd in Equation (7.13). Note that Equa­
tion (7.28) is formed taking into account that Dzu = Dzw = 0. In transfer 
function form, the controller can be written as 

(7.29) 

The Bode plot of each element of the controller C is shown in Figure 7.19. 
The Cuw term is an additional dynamic feedforward that is superimposed on 
the original static feedforward u* in (7.1). The term Cuz is the feedback part 
of the controller. 
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Fig. 7.19. Frequency response of the controller 

In an effort to simplify the feedback controller for gain scheduling and im­
plementation purposes, we investigate which cross-coupling term of the feed­
back contributes to the performance improvement by the MIMO controller. 
By zeroing out the cross-coupling term and plotting the closed loop frequency 
and time responses in Figures 7.20 and 7.21 , we can see that the performance 
of the full controller is maintained when C21 = 0 (triangular MIMO con­
troller). However, the performance degrades when C12 = 0 (diagonal MIMO 
controller). Thus it is clear that the C12 term is the critical cross-coupling term 
that provides the MIMO control improvement. This analysis gives a different 
result, however, if the blower bandwidth is allowed to be higher, for example, 
by using a more powerful and faster blower, as shown in Figures 7.22 and 
7.23. These plots are generated by lowering the LQ weight on ublo in the state 
feedback design; that is, R(1 ,1) = 1 in (7.14). There is more actuator activity 
(high-bandwidth controller) of Ubto, as shown in Figure 7.22, and the diag­
onal controller ( cl2 = c21 = 0) performs similarly to the full multi variable 
controller. 

The importance of C12 is interpreted as follows. Following Figure 7.24, the 
current disturbance Ist affects y H 2 more than T cpox during fast transient as 
can be seen by the large high-frequency magnitude of the transfer function 
from I st to yH2 (Figure 7.25) for the plant with feedforward control: Gw = 
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Fig. 7.20. Closed loop frequency response with different feedback controllers 
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Fig. 7.21. Closed loop time response for analysis of elements in the feedback con­
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trollers assuming high-bandwidth blower 
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Fig. 7.23. Closed loop frequency response for analysis of elements in the feedback 
controllers with high-bandwidth blower 
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Fig. 7.24. Block diagram of FPS plant and simplified controller 

Gw + GCw . The valve signal Uvalve tries to reject the effect of Gw2lst to yH2 
(see Figure 7.24) by using the feedback terms C22 through G22· The blower 
signal, on the other hand, cannot reject the effect of Gw2lst to yH 2 through 
G21C12 because of the nonminimum phase zero of G21 (zNMP = 3.07). This can 
be verified by the equality of two frequency plots close to the nonminimum 
phase frequency: 

Indeed, Figure 7.19 shows that the magnitude of C12 is low at frequencies close 
to that of the NMP zero. Meanwhile, the valve that tries hard to reject the 
Gw2lst to yH2 causes disturbances to Tcpox through the plant G12 interaction. 
The controller cross-coupling term C12 is thus needed to compensate for the 
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Fig. 7.25. Frequency magnitude plot of the plant with dynamic feedforward part 
of the controller Gzw in (7.5.3) 

effect of Uvalve to T cpox by partially canceling G12c22 with G11 c12 at certain 
frequencies. 

Tcpox = 012
1Cl2; ~1012 eyH ~ 0 => C12 ~ -G]}G12C22 

11 11 2 

Note that this partial cancellation involves the plant elements G11 and G12 

that do not change significantly for different power levels, as compared to G21 

(see Figure 7.3). Thus the benefit of the controller cross-coupling term C12 

is maintained in the full range of operating power. If the air loop has high 
bandwidth, the G11 C 11 term can reject the disturbance by itself and, then, 
controller C12 is not needed to cancel the interaction from the valve to T cpox· 

Figure 7.19 also verifies that C21 does not contribute to the overall MIMO 
controller. The magnitude of C21 is, in fact, smaller than other feedback terms. 
At high frequencies where the effect of Gw2lst to YH2 is large, the term c21 is 
not used to help regulating yH2 because the deviation in yH2 is not reflected in 

the Tcpox measurement (Gw 1lst is small). At low frequencies where lst affects 
Tcpox, C21 may be used to help reduce Tcpox error but will cause disturbance 
to the well-behaved fuel loop, thus c21 is also insignificant at low frequencies. 

By comparing the response of the decentralized PI controller in Figure 7.18 
and that of the diagonal MIMO controller in Figure 7.21, we can see that 
the diagonal controller derived from the MIMO controller outperforms the 
decentralized PI controller. This is achieved as shown in Figure 7.26 because 
of the higher closed loop bandwidth of the air loop when compared with that 
of the PI-based controller. As seen in Figure 7.19, the high-order C11 term 
achieves high bandwidth without having high gains and thus avoids blower 
saturation. High bandwidth cannot be achieved using a PI controller. Indeed, 
Figure 7.19 verifies that the gain of C11 is low at the frequencies where loop 
interaction is large (see Figure 7.5 for the loop interactions). 
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Fig. 7.26. Frequency (magnitude in dB) response from reference signal of closed 
loop system with MIMO controller 

In summary, the MIMO controller achieves a superior performance in com­
parison with the decentralized PI controller due to certain factors. First , the 
MIMO controller achieves a high bandwidth on the air loop without saturat­
ing the actuator. This is only feasible with high-order controllers. In hindsight 
of the success of the C11 term of the MIMO controller, one can design a PID 
or a PI + lead-lag controller that reproduces similar gain and phase to be 
used in the decentralized controller. 

Second, the MIMO controller achieves better coordination between the two 
actuators by utilizing a cross-coupling term. The cross-coupling term acts in a 
"feedforward" sense and changes the blower command based on how the fuel 
valve behaves. This partially cancels the interaction between the fuel valve 
to the air loop. This partial cancellation, luckily, involves plant elements that 
do not change significantly for different power levels. Thus, without having 
explicitly designed for robustness, the MIMO controller maintains its perfor­
mance at all power levels. 

7.5.4 Effect of Measurements 

In practice, the CPOX temperature measurement and anode hydrogen mole 
fraction cannot be instantaneously measured. The temperature and hydrogen 
sensors are normally slow, with time constants of approximately 40 sec and 
10 sec [108], respectively. In this section, we show that the lag in the mea­
surements can potentially degrade the estimator performance, and thus the 
feedback bandwidth must be detuned in favor of robustness. For fast response, 
the system has to rely more on feedforward control of the fuel valve and the 
blower command based on the measured exogenous input Ist· The feedfor­
ward controller, in turn, depends on the actuator dynamics and reliability. A 
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common method to speed up and robustify actuator performance is a cascade 
configuration of a 2DOF controller for each actuator based on measurement 
of the air flow rate Wair and the fuel flow rate Wfuel (both in gjsec). The 
cascade controller architecture in Figure 7.27 shows a decentralized version 
of the cascade controller. The decentralized version, which is very popular 
in industrial settings [86], uses feedforward and PI controllers to achieve the 
desired fuel and air flows. 

I,. 

Blower Actuator Control 
r--------------------------------~ 
I I 
I I 
I I 

ref • I 

W1ue1 : w~ : 

Fuel Cell 
SystPm 

Fig. 7.27. Typical FPS control configuration 

Two additional dynamic states are added to the plant when we consider 
the dynamics of the sensors. Two sensor-state equations that are augmented 
to the plant (Equation (7.2)) are 

[ s':] = [ -0.025 0 ] [ sr] + [0.025 0 ] [Tcpox] 
SH 0 -0.1 SH 0 0.1 YH2 

(7.30) 

where sr is the CPOX temperature sensor state and SH is the hydrogen sensor 
state. The order of the plant and sensor dynamics is 12 (10 for the plant and 
2 for the sensors). 

Xs = [ XT ST SH l T (7.31) 

where xis from Equation (7.2). The measurements are 

(7.32) 

where T'/;ox and y~ are the measured values of Tcpox and yH2, respectively. 
The matrices in (7.32) are shown in Equation (A.7). 

The observability gramian Qobs, that is the solution of 
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(7.33) 

is used to determine the degree of system observability for a set of measure­
ments. If the gramian has full rank, the system is observable. However, a high 
condition number of the observability gramian indicates weak observability. 
Sometimes, this result arises because of poor selection of units of the model 
states (scaling). Thus, to better evaluate system observability, we normalize 
the condition number of the observability gramian (c~8 ) by the value when 
all the states are measured, y = x or Cy = I. For example, the normalized 
observability gramian when the two performance variables are measured is: 

(7.34) 

A large normalized observability gramian implies that the system with perfect 
measurements of Tcpox and yH2 is weakly observable. 

Each set of measurements provides a different degree of observability as 
can be seen by comparing the normalized condition number of the observ­
ability gramian in Table 7.5. The normalized observability gramian for slow 
temperature and hydrogen sensors is calculated to be 1.3 x 1010 . The lag in the 
measurements can potentially degrade the estimator performance, and thus 
the feedback bandwidth must be detuned in favor of robustness. 

Adding the fuel and air flow measurements lowers the observability con­
dition number to a value lower than the one obtained with perfect measure­
ment of Tcpox and yH2• We thus expect a better estimation performance. The 
estimation performance is expected to be even better if additional measure­
ments such as mixer pressure are available, as shown in Table 7.5. More work 
is needed to define the critical measurements that will be beneficial for the 
observer-based controller. 

Table 7.5. Normalized condition number of observability gramian 

Measurements Condition Number 

Tcpox, YH 2 
2 X 10" 

Tc';ox' Y';2 
1.3 X 1010 

r::;;OX) Y';2' Wair, Wjuel 3672.7 
r= m w w mix 1928.8 cpox' YH 2 ' air, fuel, P 



8 

Closing Remarks 

A satisfactory transient behavior is one of the critical requirements of the fuel 
cell system for both automotive and residential applications. A well-designed 
control system is needed in order to provide fast and consistent transient 
behavior of the fuel cell system. The overall system for a typical polymer 
electrolyte membrane fuel cell (PEM-FC) consists of four main subsystems, 
namely, reactant supply, heat and temperature, water management, and power 
management subsystems. Additional complexities arise for the system with a 
hydrogen fuel processor that converts carbon-based fuel into hydrogen. Inter­
actions among the subsystems lead to complex control problems. 

Control problems related to the PEM fuel cell system are presented in 
this book. The first problem is the control of the cathode oxygen reactant 
for a high-pressure direct hydrogen fuel cell system (FCS). The control goal 
is to effectively regulate the oxygen concentration in the cathode by replen­
ishing quickly and accurately the oxygen depleted during power generation. 
The second problem is the multi-input multi-output control of a low-pressure 
partial oxidation based natural gas fuel processor system (FPS). The control 
objectives are to regulate both catalytic partial oxidation (CPOX) tempera­
ture and anode hydrogen concentration. System dynamic analysis and control 
design are carried out using a model-based linear control approach. 

A control-oriented nonlinear dynamic model suitable for each control prob­
lem is developed from physics-based principles. Not only are they easily scal­
able and expandable, but the system-level dynamic models built from physics­
based component models are also very useful for understanding the subsys­
tem interactions and designing model-based controllers. The models of the 
FCS and FPS are developed using physical principles such as chemical re­
action, electrochemistry, thermodynamics, mechanics, and lumped parameter 
fluid dynamic principles. The transient behavior captured in the model in­
cludes flow characteristics, inertia dynamics, manifold filling dynamics, time­
evolving reactant pressure or mole fraction, membrane humidity, and the rel­
evant CPOX converter temperature. 
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8.1 Fuel Cell Stack System 

The stack voltage is calculated based on time-varying load current, cell tem­
perature, air pressure, oxygen and hydrogen partial pressure, and membrane 
humidity. The fuel cell voltage is determined using a polarization curve based 
on the reversible cell voltage, activation losses, ohmic losses, and concentra­
tion losses. Flow equations, mass conservation, and electrochemical relations 
are used to calculate changes in partial pressures and the humidity of the gas 
in the fuel cell stack flow channels. The FCS model contains nine states that 
capture the dynamics evolution of critical system variables. 

In this study, we focus on the control of the cathode oxygen supply. For 
this purpose, a proportional controller for the hydrogen flow and an ideal 
humidifier are used in the FCS model. The hydrogen flow control ensures a 
minimum pressure difference between the anode and the cathode channels, 
and the humidifier ensures a fixed humidity of the air entering the stack. 
Furthermore, perfect conditions of temperature and humidity are assumed at 
several places in the model, for example, the temperature and humidity of the 
inlet air, of the inlet hydrogen, and of the cell membrane. The control input 
is the compressor command. The performance variable is the oxygen excess 
ratio, which is defined as the ratio between oxygen supplied to the cathode 
and oxygen used in the reaction. 

The steady-state optimal value of the oxygen excess ratio is obtained from 
analysis of the nonlinear FCS model. Operating the system at the optimal 
value ensures that the maximum net power is achieved for a specific current 
load. The identified optimal value agrees with the fuel cell specification and 
its desired operating point given in the literature, thus indirectly validating 
the accuracy of the model. 

Features and properties of different control configurations such as dynamic 
feedforward, observer feedback, and proportional plus integral are presented. 
The advantages and disadvantages, such as simplicity and robustness, of each 
configuration are explained. Depending on the characteristics of the fuel cell 
system and the system model, such as source of unknown disturbance, degree 
of parameter variations, and/or model accuracy, a control engineer can select 
the most suitable control configuration. 

Control performance limitations due to sensor availability are also illus­
trated. The performance variable, that is, the oxygen excess ratio .Ao2 , itself, 
cannot be measured. The compressor flow rate, which is located upstream 
from the .Ao2 location is used. The fact that Wcp is measured instead of Ao2 

limits the uses of integral control. The two main reasons are as follows: the 
reference value needs to be calculated from a known atmospheric condition, 
which in reality varies; and a large integral gain cannot be used as it enforces 
a fast compressor response to the setpoint upstream from the manifold filling 
volume, and thus slows down the Ao2 response. 

Using the stack voltage measurement as one of the feedback signals to 
the controller increases the system observability. Voltage is currently used for 
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monitoring, diagnostic, and emergency shut-down procedures. The observabil­
ity analysis presented suggests that the voltage should be used in the feedback, 
especially for estimation purposes. 

There is a tradeoff between fast regulation of the oxygen excess ratio and 
fast delivery of the desired net power during transient operations. The conflict 
arises from the fact that the compressor is using part of the stack power to 
accelerate. The tradeoff is shown to be associated with frequencies between 
0.11 to 3.2 Hz for the FCS in this study. One way to resolve this conflict is to 
augment the FCS with an auxiliary battery or an ultracapacitor that can drive 
the auxiliary devices or can potentially filter current demand to frequencies 
lower than 0.11 Hz. 

8.2 Nat ural Gas Fuel Processor System 

A low-order (10 states) model of the FPS is developed with a focus on the 
dynamic behavior associated with the flow and the pressures in the FPS and 
the temperature of the CPOX. The effects of both the CPOX temperature 
and 02-to-CH4 ratio on the CPOX reaction are included. The FPS model is 
parameterized and validated with a high-order detailed fuel cell system model. 
The model allows us to analyze the FPS control problem. Specifically, the FPS 
two-input two-output (TITO) control problem has the air blower and the fuel 
valve as inputs and the CPOX temperature and the anode hydrogen mole 
fraction as performance variables. 

We show that tuning two PI controllers for the air and the fuel loops is 
difficult. Moreover, the closed loop performance is adversely affected by the in­
trinsic interaction between the two loops. One way to prevent the performance 
degradation is to have bandwidth separation between the two control loops. 
This introduces a compromise of the air-temperature closed loop response in 
favor of the fuel-hydrogen loop. 

On the other hand, a model-based high-order controller designed using 
linear multivariable methodologies, LQR-LQG in our case, can achieve very 
good response for a wide range of operating conditions. Our analysis shows 
that the multivariable controller can be simplified to a lower triangular con­
troller where the blower command depends on both errors in Tcpox and yH2 

(or, equivalently, the fuel valve). If the multivariable controller is further sim­
plified to a diagonal controller (no cross-coupling between control inputs and 
errors in the performance variables), the closed loop performance degrades 
with respect to the full multivariable controller but it still outperforms the 
two PI-based closed loop performance. 

Additional measurements are needed if the MIMO controller is to be im­
plemented with realistic sensors that have slow dynamics. The observability 
analysis can help in assessing the relative cost-benefit ratio for adding extra 
sensors in the system. 
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8.3 Future Study 

Modeling: A lot of work remains to be done in the fuel cell modeling area. Even 
though the FCS model behavior agrees with several experimental results pub­
lished in the literature, the model and its parameters have not yet been verified 
with experimental data from an actual fuel cell system. An extensive identifi­
cation effort is needed to increase the model fidelity. Each component model, 
such as the compressor, the blower, or the manifolds, can be parameterized 
and validated separately. A considerable amount of validation is also needed 
for the stack model, especially for the parameters related to the humidity, for 
example, those used to calculate the water transfer rate across the membrane 
and those used to calculate the effects of membrane humidity on the cell volt­
age. Some of these parameters can be determined with experiments on a single 
cell or a single membrane. However, experimental procedures for the identi­
fication of the stack-effective membrane humidity parameters are not known. 
Other parameters, such as the orifice constants, can be easily obtained from 
a stack-level experiment. 

The fuel cell voltage also depends on the liquid water residing in the fuel 
cell stack. Accumulation of liquid water in the fuel cell, also know as a "flood­
ing phenomenon" needs to be included in the model. Several publications 
[14, 15, 76] suggest that cathode water flooding reduces the fuel cell per­
formance because it decreases the porosity of the electrode, which affects the 
diffusion ability of the gas. Temperature changes also have a significant impact 
on the humidity of the gases and the membrane. The temperature effects need 
to be taken into account in the model by either developing dynamic models of 
the gas and stack temperatures or, if the temperature dynamics is considered 
slow, analyzing the system behavior at different temperature setpoints. 

A substantial amount of information is lost when using the lumped­
parameter models. Important fuel cell variables such as partial pressures and 
temperature are, in fact, spatially distributed along the flow channel. As a 
result, the current density is not uniformly distributed over the fuel cell area. 
The effect of spatial variation needs to be included in the model especially if 
the model is to be used for estimation or diagnostic purposes. Flow patterns 
must also be incorporated to improve estimation accuracy. 

FC stack control: Several interesting control problems can be addressed 
using the existing model. In a typical fuel cell operation, extra hydrogen is 
supplied to the stack in order to avoid hydrogen starvation at the end of the 
anode channel and excessive flooding. Thus, there is always unused hydrogen 
leaving the stack. To make use of the remaining hydrogen, the anode recir­
culation, in which the exit hydrogen flow is rerouted to the anode inlet flow, 
is implemented similarly to that in the P2000 system [1]. This recirculation 
improves the steady-state hydrogen utilization, and thus system efficiency. 
However, the recirculation may magnify the difficulties in controlling the an­
ode hydrogen concentration during transient. This is due to the additional 
volume associated with the re-circulation. It might be interesting to analyze 
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the dynamic behavior of the anode recirculation process and the tradeoff's 
associated with the steady-state and transient behavior. 

The problem of online finding the steady-state optimal oxygen excess ratio 
will be useful in enhancing the efficiency of the fuel cell system. The optimal 
value of the excess ratio varies with different operating loads and may change 
depending on system age and environmental conditions. Extremum-seeking 
or other maximum-finding techniques can be used to search online for the 
optimum excess ratio levels. Apart from supplying enough oxygen reactants, 
excess air is also required to manage flooding. These multiobjective consider­
ations result in a challenging control problem especially in low-pressure fuel 
cell systems that utilize blowers instead of high-speed compressors. The cou­
pling between the heat and the water management system requires special 
attention and is expected to be crucial for low-pressure FCS. 

FPS control: The main assumptions of the FPS model used in the control 
study are: (1) full conversion of CH4 , and (2) a combined lumped volume of 
the water gas shift (WGS) and preferential oxidation (PROX) reactors. It is 
desirable to eliminate these FPS assumptions in order to improve the fidelity 
of the model. However, if the first assumption is relaxed, the FPS model will 
become highly nonlinear with respect to the 0 2-to-CH4 ratio and the CPOX 
temperature. Thus, nonlinear techniques are needed to analyze and design the 
controller for the system. The assumptions on the WGS and the PROX vol­
ume limit the range of predictions for the anode variables. Separate dynamic 
models of the two reactors can be added in the current FPS model offering 
higher fidelity at the expense of model complexity. The need for precise control 
of carbon monoxide in the anode inlet gas requires coordination of additional 
actuator inputs such as WGS water flow and PROX air flow. The problem 
becomes even more challenging if the supply of PROX air flow is shared with 
that of the CPOX air flow, which is desired in commercial applications due 
to space and cost constraints. 

The fuel processing approach discussed in this book is based on catalytic 
partial oxidation of natural gas fuel for hydrogen generation. Other types of 
fuels, such as gasoline and methanol, are also considered as potential fuels 
for fuel cells. There are also different types of hydrogen conversion processes 
such as steam reforming and auto-thermal reforming. The control task is then 
augmented by the fuel vaporization and steam generation which are slow and 
heat-intensive processes. 

Last but not least, higher overall system (FPS and FCS) efficiency can 
be achieved by using the anode outlet gas in a catalytic burner to heat the 
inlet CPOX fuel and air flow, and vaporize the WGS water flow. Combined 
optimization of heat and power ( CHP) in the fuel cell and the catalytic burner 
might allow lower FCS utilization levels, which can alleviate the transient re­
quirements for hydrogen generation. However, tight integration of the fuel cell, 
the catalytic burner, and all the heat exchangers in the FPS creates thermal 
feedback loops and challenging control problems. Similar concurrent control­
optimization problems arise in Solid Oxide Fuel Cells (SOFC) when they are 
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combined with gas turbines for stationary power and heavy transportation 
industry (rail and marine) applications. 



A 

Miscellaneous Equations, Tables, and Figures 

A.l FCS Air Flow Control Design 

This section presents the tables, figures, and equations related to the FCS 
control design presented in Chapter 5. Tables A.1 and A.2 show the system 
matrices obtained by linearizing the FCS nonlinear model with and without 
static feedforward. Figure A.1 shows that the responses from nonlinear and 
linearized models agree very well. 

A 
-6.30908 

0 
·18.7858 

0 
1.299576 
16.64244 

0 
2.02257 

0 
0 

Table A .l. Linearization results without static feedforward 

0 ·10.9544 0 
-161 .083 0 0 

0 -46.3136 0 
0 0 -17.3506 
0 2.969317 0.3977 
0 38.02522 5.066579 

-450.386 0 0 
0 4.621237 0 

-1. 9773 0.109013 .()21897 
0 ·1 .45035 0 

0 0 5.066579 
0 0 0 

10.32532 .0.56926 0 

83.74458 0 
51 .52923 0 
275.6592 0 
193.9373 0 
-38.7024 0.105748 
-479.364 0 
142.2064 0 

0 0 

0 0 
13.64306 0 

·1 16.446 0 
1 0 
0 0 

0 24.05866 
-18.0261 0 

0 158.3741 
0 0 
0 0 
0 0 

-80.9472 0 
0 -51 .2108 

0 0 
0 0 

0 0 
0 0 
0 0 

Bu 
0 
0 
0 

3.946683 
0 
0 
0 
0 

The eigenvalues of the FCS linear plant are 

Bw 
.().03159 
.0.00398 

0 
0 
0 
0 

.0.05242 
0 

D 

I :96jl 

.>. = [ -219.63 -89.485 -46.177-22.404 -18.265-2.9161 -1.6474 -1.4038] 
(A.1) 

The required compressor flow rate that satisfies the desired oxygen excess 
ratio can be calculated from 
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A Bu B_w_ 
-6.3091)6 0 -10.9544 0 83.74458 0 0 24.05866 0 -{) .03159 
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Fig. A.l. Comparison of FCS responses between nonlinear and linear models 

W cp = (1 + Watm) Wair 

( Mv Psat(Tatm) ) 1 \ M nl = 1 +- --"'02 o2-
Ma Patm - Psat(Tatm) X 02 4F 

(A.2) 

(A.3) 

where Watm is the humidity ratio of the atmospheric air, Wair is the required 
mass flow rate of dry air, Ma is the dry air molar mass, and x 02 is the oxygen 
mass fraction in dry air. If the mole fraction of oxygen in the dry air is 0.21, 
the values of Ma and X 02 are 28.84 x 10-3 kg/mol and 0.23301 , respectively. 

The observer gain here is used in (5.19) for the FCS system observer. 
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L= 

17.667 -0.31359 2785.1 
-9.1023 5.9184 20.78 
23.741 99.245 -247.9 
8159.8 446.15 1496 

-20.122 19.43 54.645 
-155.13 265.91 1057 
-72.553 5. 7114 -31.406 
7.2343 6.6423 65.186 

A.2 FPS Control Design 

(A.4) 

Table A.3 shows the matrices of the linearized FPS model with static feedfor­
ward included and Figure A.2 shows the responses from both the linear and 
nonlinear models. 

Table A.3. FPS linear model system matrices 
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Fig. A.2. Comparison of FPS responses between nonlinear and linear models 
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The closed loop eigenvalues of the FPS system in Section 7.5.1 are 

-660.66 
-157.92 
-89.097 
-12.174 
-5.8954 
-3.0122 + 3.8238i 
-3.0122 - 3.8238i 

(A.5) 

-1.3514 + 0.6979i 
- 1.3514- 0.6979i 
-1.3578 
-0.27348 
-0.35855 

Table A.4 shows the FPS system matrices after the state is transformed 
to the modal canonical form. 

Table A .4. FPS linear model system matrices in modal canonical form 

BlU 
-660.7 0 0 0 0 0 0 0 0 0 -0.011 0.0646 'ii:"6"i54 

0 -89.1 0 0 0 0 0 0 0 0 -0.661 ·0.386 ·0.251 -0 0 -157.9 0 0 0 0 0 0 0 -0.001 0.0004 -0.024 
0 0 0 -12.17 0 0 0 0 0 0 -0.155 0.4411 0.0937 
0~ 0 0 0~333 0 0 0 ~+- 0 366.64 0 81 .314 
0 0 0 0 0 

:~:~:! ~24~~~ 0 0 345.79 -4.027 751~ 
0 0 0 0 0 0 0 0 -378.3 -15.9 -87.76 
0 0 0 0 0 -1 .468 0 0 -3.555 -1 .855 ·1.618 
0 0 0 0 0 0 0 0 -0.358 0 -0.568 0.9745 0.1421 
0 0 0 0 0 0 0 0 0 -0.086 3.2203 -2.916 ~ 

c ,z D1zu D1zw 
-0.003 0.0354 -3E-05 -0.248 0.6991 -0.755 0 0 0 0.9999 0 -~0 B -2E-04 0.0008 0.0764 0.1414 0.0895 -0.113 -0.027 0.9941 0.9119 -0.006 0 0 

The observer gain for the FPS estimator with perfect measurements in 
Section 7.5.2 is 

L = 

469.67 138.59 
5.6245 818.34 

- 93.622 -12.759 
-742.29 - 99.077 
- 30.245 - 4.7928 
- 795.89 - 104.2 
-2149.2 -392.69 
1400.7 294.09 
1559.8 3547.1 

- 430.89 - 58.728 

(A.6) 

The C and D matrices for the FPS system with realist ic measurements are 
given in (A.7) . 
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000000 0 0 0001 [
000000 0 0 00101 

Cy= 000000-4.27477.170000 
0 0 0 0 0 0 0 -0.1350 0 0 0 

lo o ] l o ] 0 0 0 
Dyu = 0 0 Dyw = 0 

00.202 0.0555 
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