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PREFACE 

The theory of time-dependent engineering materials, considering material 
deterioration and changes of thermo-mechanical properfies in time, is a quickly 
developing branch of solid mechanics. Several monographs and textbooks have 
been published during last years and a great number of scientific papers have 
dealt both with a constitutive modelling of materials and its experimental 
calibration, as weil as a computerized FEM and FDM application to the analysis 
and design of structural elements for creep-damage, elastic-plastic-damage, creep­
fatigue and other conditions. State and evolution equations capable of analysing 
of simple structures and lifetime predicting for complex thermo-mechanical 
loading conditions are usually either a mechanisms-based when an intuitive 
phenomenological approach is used, or the thermo-dynamic-based when the 
rigorous thermodynamics of irreversible processes is employed. Creating a bridge 
between the theoretical material modelling on one hand, and the experimental 
validation and computer simulation on the other, is the main objective of this 
course. 

The idea to organize the CISM Advanced School on "Modelling of Creep 
and Darnage Processes in Materials and Structures ", held in Udine ( Italy) from 7 
to 1/ September, 1998, was born in 1996 when the coordinators were invited to 
read lectures on CEEPUS Summer School on "Analysis of Elastomers and Creep 
and Flow of Glass and Metals", organized in Zilina (Slovakia) from 19 to 30 
August, 1996, by prof Vlado Kompis. The CISM Advanced School eventually 
collected six lecturers, professors: Holm Altenbach (Germimy ), Jean-Louis 
Chaboche ( France), Peter Gummert (Germany ), David Hayhurst ( United 
Kingdom), Erhard Krempl (USA) and Jacek Skrzypek (Poland), who presented 
lectures to circa 50 participants from 16 countries. The course has provided a 
comprehensive survey of one- and three-dimensional constitutive material models 
based on the continuum mechanics, creep-damage mechanics and 
thermodynamics. On the other hand, a possibility of numerical applications of 
various time-dependent material behaviour problems, including creep, creep­
damage, elastic-brittle-damage, elastic-plastic-damage, creep-fatigue, thermo­
creep-damage, etc., has been reviewed and discussed. Experimental observations 
of the primary creep, the steady-state creep, the tertiary creep, the cyclic creep, 
and other behaviours, have been the starting point of the one-dimensional 
modelling and its calibration and discussion. In addition, for practical use of the 
time-dependent material constitutive equations we need their three-dimensional 
generalization, which requires a tensorial representation for the anisotropic, in 
general, constitutive and evolution equations of damaged metallic or non-metallic 
materials. 

In these Lecture Notes six contributions of the authors are included in such 
a way that various approaches to constitutive and structural modelling for creep, 
darnage and other conditions are developed and demonstrated, starting from the 
most generat material behaviour, principles and state variables ( P. Gummert, H. 
Altenbach, J. Skrzypek) through experimentally-based as weil as advanced 
thermodynamically-based constitutive modelling of the crystalline met~llic and 
ceramic or composite materials for high-temperature creep, damage, fattgue an.d 
other conditions (1.-L. Chaboche, D. Hayhurst, E. Krempl). Each of the stx 



capable of describing metallic, non-metallic or composite materials. When applied 
to the metallic materials, ductile plastic darnage and creep-fatigue darnage are 
presented in a detailed form. Concise discussion of brittle-damage models applied 
to metallic matrix composites or ceramiclceramic composites is presented. 
Application of CDM methods to the inelastic damage structural analysis, the 
lifetime prediction, and the local approach to fracture, are also included. 

In Chapter 5: "Material Data Bases and Mechanisms-Based Constitutive 
Equations for Use in Design" by David R. Hayhurst (UMIST, Manchester), single­
or multi-state variables mechanism-based CDM creep-damage constitutive 
equations for the super-computer simulation of high-temperature design of 
engineering components, are reviewed. Particular emphasis is placed upon the 
aluminium alloys and nicke! superalloys applications. Experimental techniques 
and procedures are discussed for selection of the dominant mechanism, and 
calibration of these equations for the accurate predictions and extrapolations. 
Capability of CDM approach to the high temperature creep crack growth analysis 
and lifetime prediction is also discussed and recommended. The example of a 
ridged test piece is used to demonstrate the power of the method and to highlight 
the importance of carrying out a reliable Iabaratory testing and creating good 
material data. 

Chapter 6: "Cyclic Creep and Creep-Fatigue Interaction" by Erhard 
Krempl (Rensselaer Polyrechnie Institute, Troy, N.Y.) provides a survey of the 
experimental results from low-cycle fatigue testing of various metallic materials 
( copper, 304 stainless steel, different engineering alloys, etc.) in low or high 
homologaus temperature conditions. The unified approaches of the viscoplasticity 
theory with state variables and the viscoplasticity theory based on overstress (VBO) 
are systematically developed and applied to modelling of primary, secondary and 
tertiary creep at very high temperature. The results give confidence that VBO 
model is capable of predicting the long-term cyclic behaviour and lifetime of 
structural components at high temperature. Three appendices are attached to give 
details for the standard linear solids, modelling of rate independence and negative 
rate sensitivity and excerpts from the WRC bulletin. 

The book is addressed to young researches and scientists working in the 
field of mechanics of inelastic materials and stmctures as weil as to Ph.D. students 
in computational mechanics, mechanical, environmental and civil engineering, 
and material science. The book interlinks the material science foundations, the 
constitutive modelling and computer simulation applied to analysis and design of 
simple structural components for high temperature creep, damage, fatigue and 
other conditions. This publication may be recommended as an interesting textbook 
which shows the creep and collfinuum damage mechanics as a rapidly developing 
discipline, although the wish Iist in this field is lang and open - to mention only 
material anisotropy, creep damage of composites. unilateral damage response, 
damage-fracture interaction, application of CDM approach to crack growth 
prediction, loca/ and non-local approaches, probabilistic approaches, etc. 

Holm Altenbach 
Jacek Skr:ypek 
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ABSTRACT 

GENERAL CONSTITUTIVE EQUATIONS FOR SIMPLE 
AND NON-SIMPLE MATE RIALS 

P.R. Gummert 
Technical University Berlin, Berlin, Germany 

Stress and deformation are related by constitutive equations. Using the symmetric stress tensor 
field S(X, t) at the place of X and at the present timet and a (symmetric) deformation field, e.g. 
B(X, T) at the same place of X and the past timeT, it is necessary and possible to postulate six 
equations S(B). Together with three equations of NEWTON's law (resp. with three equilibrium 
conditions) and six equations of displacement-deformation conditions between B(X, T) and the 
displacement field u(X, T) an array of fifteen equations is generated to solve the fifteen unknowns 
as scalar components of the two tensor fields S(X,t), B(X,T) and the vector field u(X,T). 
Embedded in a consistent mathematical and physical frame theory, this paper is an attempt to 
derive constitutive laws in a general way and to classify the materials in a systematical way. The 
knowledge about a material is complete, if in addition to the constitutive equations a procedure 
of determination of the appropriate material functions and/or parameters is provided (material 
identification). 
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1. KINEMATICS 

A body B is a three-dimensional differentiable manifold. The elements of B are called 
elements Z and one of them representing all Z is called X. The body B is mapped to the 
EUKLIDean space ~3 . There we find B (see Fig. 1.1) 

(i) in a timeless and arbitrary reference placement x(X, t0 ) = n. 

(ii) in a past placement x(X, 7) at the time 7 

(iii) in an instantaneous placement x(X, t) 

with -oo < 7 :S t. Let s = t- 7 the past time, starting at the present time 7 = t; s = 0 
and running to the infinite past 7 --+ -oo, s --+ oo, thus oo > s 2:: 0. 

ln every placement we find all elements Z ofthe body at an unique position x(Z, t). One 
element never can be at two different places at the sametime s, and two different elements 
never can be at the same spot within the same time s. The manifold of the placements, 
mapped to ~3 • are called configurations x(Z, t) and are described by EUKLIDean vectors 
x(X, 7) = x(X, t- s). The special placement of X in the reference configuration is denoted 
by X(X, to). 

PCFG 
.,, .. 

Figure 1.1: Configuration 

lf a field <I>(X, 7) is referred to the placement of X at the PCFG (ICFG is included, 
as 7 = t is included), then the field is described by <I> = <I>(x, 7) with x = x,e,, and the 
co-ordinates xi are called spatia/. 
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lf a field <I>(X, r) is referred to the placement of X at the RCFG, then the field. is 
described by <I> = <I>(X, r) with X = Xie1, and the co-ordinates X 1 are called .material. 
This way the field <I>(X, T) at the time T is described by the position X the element. X has 
been placed in the RCFG. 

ln particular a motion of a body is a sequence of configurations x(X, r) for all X 
denoted either by x(X, r) = x(x, T) in spatial representation or by x(X, T) = x(X, r) in 
material representation, whereas x(X,r) = x(r) is the place of X at T described by the 
Co-ordinates X 1 referring to the RCFG. 

Additionally it is presumed that the derivatives of x; and X1 exist and are continuous 
in a sufficient number. For the derivatives with respect to xt, that means for the spatia/ 
gradients follows 

{1.1) 

and analogue with respect to X 1 resp. for the material gradients follows 

ax ( a ) ßx; ~ -1 
Grad X = x\7 = ax = (x,e;) eJ axj = axJ e;ej = F = F (1.2) 
Grad X= I 

where F is called the "deformation gradient" 1. lt maps all geometrical and physical states 
from RCFG to PCFG (ICFG) and allows to convert material co-ordinates to spatial Co­
ordinates and vice versa. 

The second-order tensor F is regular with the consequence of det F -:f:. 0. So we get 
(Fig. 1.2) 

ax 
dx = ßXdX = GradxdX = FdX 

da n = (det F) F-T dA n0 

dv = (det F) d'' 

Moreover for the scalar-product of two vectors dx and dy results 

dx · dy = (FdX) · (FdY) = (FdXf · (FdY) = (dXFT) · (FdY) 
= dX . FTF . dY = dX . c . dY 

(1.3) 

(1.4) 

(1.5) 

{1.6) 

lt is shown by comparison of two motions of the same body differing by a (pure) 
time depending vector c(t) that F is invariant to (pure, rigid) translation. Let x2(X, t) = 
x 1(X, t) + c(t), then 

F2 = Gradx2 =Grad [x1 + c(t)] = Gradx1 = F1 = F {1.7) 

lSince F contains more than the deformation of the body it should be better called "configuration 
gradient" 
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no 

Figure 1.2: Element mappings 

Then F must still contain the (rigid) rotation and the (proper) deformation. These two 
properties can be separated now by a unique multiplicative decomposition: 

F (X, r) = R (r) U (X, r), (1.8) 

in which is R (proper) orthogonal with RRT =I; det R = +1, describing the rigid body 
rotation, and 

u = uT = FTR = RTF 
U 2 = uTu = (FTR) (RTF)= pTp =: c (1. 9) 

(U- right Stretching tensor; C- right CAUCHY tensor), describing the deformation. lt 
is caused by (1.6) that C = pTp is a basic quality to determine all deformation processes 
(stretching and shearing angles) of an element with 

dx · dy = ({dxd;~i·. (dxyej) = dxidxj cos aij = dX, C dXJ = C,ydX,c!Xj 

dX2' z = J c - J 
'J - dxi dxj cos aij. 

dXi dXj ' i -1- j 

Using the material formulation with the "detour" 

x=X+u 

(1.10) 

(1.11) 
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whereas u is the displacement-vector (see Figs. 1.1, 1.2) and 

x\7 = F = (X+ u) V'= XV'+ u\7 =I+ H 

defining the displacement gradient: 

H := u\7 f HT = V'u 

we get for arbitrary deformations expressed by the right CAUCHY tensor (1.9) 

c = FTF = (I + H) T (I + H) = I + H + HT + HTH = cT 
=I+ u'V + V'u + (V'u) (u'V) 

5 

(1.12) 

(1.13) 

(1.14) 

The advantage ofthisform isthat the influence of the geometrical non-linearity is evidently 
shown by the last (non-linear) term HTH and that the non-linearity is considered by this 
squared term completely and only. 

The physical meaning of (1.8) F = RU is an sequential mapping, separating the 
configuration-gradient in a (right) stretching history U (X, 7) first and in an arbitrary rigid 
body rotation R later. The uniqueness of the mapping demands that the same result would 
be obtained by a rotation first and a Stretching second: 

F (X, 7) =V (X, 7) R(7) 

Here V (X, 7) is the left stretch i ng tensor with the relations 

vT = FRT = RFT = RURT 
(RURT) (RURT) = RUURT = RU2 RT 
RCRT 
RURT RURT = FIFT = FT =: B 

where B is consistently the left CAUCHY deformation tensor 

B = FFT = (I + H) (I + H) T 
= I + H + HT + HHT = BT 
=I+ u'V + V'u + (u'V) (V'u) 

( 1.15) 

(1.16) 

(1.17) 

( 1.18) 

U and V have the same eigen-values k and the eigen-directions k are rotated with k 1 = 
Rku. 

As (1.14) includes the identity-mapping between RCFG and ICFG, what could be in­
terpreted as the rigid body motion up to t, only the terms H, HT and HTH contain the 
proper deformation. So it is obvious to define a measurement of deformation without the 
identity, called the right and left GREEN-tensors: 

er = ~ [FTF- I] =~[C-I]= UH + HT + HTH] 

= ! [u'V + V'u + (V'u) (u'V)] 
(1.19) 
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G 1 = UFFT - I] = ~ [B - I] = ~ [H + HT + HHT] 

= ~ [uV + Vu + (uV) (Vu)] 

For reasons of linearization a magnitude of H is introduced by 

c = sup IIHII = sup [tr (HHT)r12 

P.R. Gummert 

(1.20) 

(1.21) 

Then His of order O(c); HT is of order O(c); but HTH and HHT are of order O(c2). 

From (1.20) e.g. we get 

G 1 = ~ [uV + Vu + (uV) (Vu)] = 0 (c) + 0 (c) + 0 (c2) (1.22) 

lf a problern is allowed to be geometrically linearized, then the terms of O(c2) are neglected 
in comparison with O(c). lt results in 

lin G 1 = ~ [uV + Vu] = ~ (H + HT) = E 

lin Gr = ~ [uV + Vu] = ~ (H + HT) = lin G 1 = E 

E = HuV+Vu] = HH+HT) 

as the infinitesimal strain tensor (engineering strains). 

(1.23) 

(1.24) 

(1.25) 

Because RRT = I and ciet R = + 1, we get furthermore det U = det V = det F; 
det C = det B = (det F)2 

For the relative configuration (see Fig. 1.1) at the past time T resp. s we get by chain 
rule and with (1.2) 

Dx (r) Dx (t) 
Vx (r) = F (r) = Dx (t) DX (t) = F 1 (s) F (t) (1.26) 

Here Ft(s) is the relative configuration gradient, which maps the instantaneous configura­
tion to the past configuration. The polar decomposition theorem takes the form 

(1.27) 

The deformation tensors C resp. B are now related to this relative gradient by 

C (r) = FT (t) C1(s) F(t) and B( r) = F1(s) B(t) F( (s) (1.28) 

As we need the deformationrate additionally, it comes together with (1.26) for the derivative 
with respect to T 

. D . 
F (r) = Dr F (r) = F 1 (s) F (t); 

or by eliminating F1(0) 

Ft(O) = Ft(t) F- 1 (t) =: L =Grad :X (t) =Grad v =Grad v F (t) (1.30) 

Using decomposition L =RU, L can be written as 
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L = FF-1 =(RU)" (RUr1 =(:Ru+ u:R) (U-1R- 1) = RR- 1 + RÜU- 1RT 

The symmetric part of L is the deformation-rate tensor 

D = ~ (L + LT) = symL = ~ [R (uu-1 + u- 1ü) RT] 

and the skew part of L is called the spin tensor W 

w = ~ (L- LT) = skewL = RRT + ~ [R (uu-l + u-1ü) R] 

Higher time-derivatives could be denoted in a similar way by Ln = Grad (~. 

2. GENERAL CONSTITUTIVE EQUATION 

2.1. Fundamentals 

(1.31) 

{1.32) 

A mechanica/ process2 is described completely, if the stress field S(X, t) and the kine­
matical field represented by the configuration x(X, r) or by the displacement vector u(X, r) 
is known. This process might be called admissible, if it is possible to determine one of these 
fields if the other is given. ln general the order of priority is arbitary, but here we will sub­
mit the order to be determined by the kinematica/ history first and the kinetic body state 
(stress) is to be subsequent. 

With the balance of the stress field (CAUCHY 1), we have three equations, and with the 
displacement-deformation conditions (e.g. (1.14), (1.19)) wehaveadditional six equations 
to solve the mechanical process with the symmetric stress tensor S = gT (six unknowns), 
the displacement vector (three unknowns) and the appropriate symmetric deformation resp. 
deformation-rate tensors C, B, L, or others (six unknowns). 

Hence we have nine equations for fifteen unknowns - therefore six equations are miss­
ing. Those are expected from the condition of admissibility of a mechanical process resp. 
by the relation of stress and configuration in a continuous media. They are called the mate­
rial laws or the constitutive equations. To generate these equations we postulate principles 
which have to be satisfied necessarily if the mechanical process is an admissible one. 

2.2. Principle of determinism (POET) 
The stress S of an element X as a part of a body B at the time t is determined by the 

entire kinematical motion-history of all elements Z of B, thus x(Z, r) 
t 

S (X, t) = :F [X (Z, r), X, t] (2.1) 
-r=-oo 

lf a material is homogenous and non-aging there is no influence of an explicite X and of 
the present time t to the material properties: 

t 00 

S(X,t) = :F [x(Z,r),X,t] =:F [x(Z,t-s)] 
-r=-oo s=O 

(2.2) 

21n thermodynamics the number of fields and the number of variables is higher, since at least the 
internal energy, the entropy, the temperature, and the heat flux vector must be taken into account. 
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One consequence of {2.2) is: if any two motions of two elements Xl and X2 are the same 
for all times s > 0, then the value of the functional :F, and therefore, the stress S is the 
same. 

The functional is a tensor-valued functional of rank two, but it is not necessarily a 
second-order tensor function, as the entire history s > 0 has its influence to the present 
value (s = 0, t) of S. lt is the response functional to arbitrary, but purely mechanical 
processes, that means to arbitrary motions of a continuous, deformable body in respect to 
the element X at the time t. 

Since {2.2) is the general constitutive law, it describes the material behaviour. This 
behaviour and within the material properties may not depend on the observer resp. on the 
base these properties are related to. Therefore the next step will be the postulation of this 
invariance. 

2.3. Principle of frame-indifference (PFIN) 
Let 081 and 082 are two observers of the same kinematical history x with the assump­

tion that they describe their observations related to the bases [1] resp. [2]. Let us assume 
that 081 is fixed resp. that he describes the process in respect to a fixed base. 082 may 
be moved arbitrarily, that means, he or his base differs from 081 by an arbitrary translation 
c(t) and a (rigid) rotation Q(t) (Fig. 2.1). lf the process is objective (same physical process 
related to different bases), the process-variable must satisfy the following conditions: 

scalar s, objective if s* = s- s0 (shifted base) 
vector-field v, objective if v* = Qv (rotated base) (2.3) 
tensor-field T, objective if T* = QTQT (rotated base) 

x[2] = QTx* 

c(t) 

082 

Figure 2.1: Observer transformation 



General Constitutive Equations for Simple and Non-Simple Materials 

For the configurations yield with x* = Qx 

x[l] = c(t) + x[2] = c(t) + QTx• 

x* = Qx[2] = Qx[l]- c(t) 

9 

{2.4) 

(2.5) 

lf now observer 082 takes PDET {2.2) introducing his observation x*, he gets "his" stress 
"S". This stress must be objective in the sense of (2.3), hence "S" = S* 

00 

"S" (X, t) =F [X (Z, t- s)] = S* = QSQT 
s=O 

(2.6) 

t may be replaced by t* (see (2.3)), if t is shifted objectively. 
Since the observation of OBl is x. he gets the stress S = QTS*Q = F[x]. Tagether 

with (2.2) the two observations can be merged either by 
00 

:F [x* (Z, t- s)] = S* = QSQT = Q:F [X (Z, t- s)] QT 
s=O 

(2.7) 

or by 
00 00 00 

:F [x (Z, t- s)] = QT :F [x* (Z, t- s)] Q = QT :F {Q [x (Z, t- s)- c]} Q(2.8) 
s=O s=O s=O 

Not any functional is a constitutive equation, but those and only those which satisfy the 
functional-restrictions (2. 7) or (2.8) are matter-functiona/s, as the stress caused by the 
motion must be objective (PFIN). This must be valid for all elements Q of the rotation 
group and for all only time-depending vectors c (t- s). Then it must be right for Q =I 
and c(t) = x(X, t) either. By this we deduce from (2.8) the constitutive equation 

00 00 

S(X,t) =F [x(Z,t-s)] =F [x(Z,t-s) -x(X,t-s)] 
s=O s=O 

(2.9) 

and the stress becomes a functional of the motion-difference-history of all Z in respect to 
X of the body. 

lf the body is rigid, then must be x(Z, t- s) = x(X, t- s) {identical motion of all 
elements) with the consequence 

00 00 

S (X, t) =F [x (Z, t- s)] =F [X (X, t- s)- X (X, t- s)] = :F[O] := 0 {2.10) 
s=O s=O 

That includes the statement that an arbitrary motion history does not produce any stress 
in a body of rigid material, resp. the stress in a rigid body is not determined by an arbitrary 
motion of this body. 

2.4. Principle of neighbourhood (PNBH) 
From (2.9) we see that all particles Z of B have an influence to the matter-functional 

and herewith to the stress. 
Let N(X) a neighbourhood of X (see Fig. 1.1). The timeless reference configuration 

may be denoted by K, then N(x) is representable by the difference position vector of Z as 
the Jocalization in N(X) of the configuration K 

Y(Z) = Z- X= K(Z) - K(X) {2.11) 
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lf the body is moved with time, the neighbourhood is changed to 

y(Z, 7) = z- x = X(Z, 7)- x(X, 7) (2.12) 

Now y(Z, 7) describes the motion of a neighbourhood of X as it appears to an observer 
moving with the element X, since y(X, 7) = 0. Hence (2.12) can be converted into material 
representation, considering that y differs from x only by translation 

y(Z, 7) = x(Z- x, 7) = x(Y, 7) 

and that the gradient of x coincides with the gradient of y: 

F(Y,7) = Gradx(Y,7) = F(Z,7)- F(X,7) 
F(X,7) = Gradx(X,7) = Grady(0,7) 

(2.13) 

(2.14) 

An equivalent representation with the relative configuration and the relative configuration-
gradient Ft(X, s) is always possible (cp. (1.27)). . 

The localization is helpful in order to get informations about the influence of the more 
or less larger neighbourhood y of X to X itself. lf the influence of the motion x of the 
neighbourhood N(X) is small, or if the neighbourhood y(Z, 7) considered as decisive for 
this influence is small, then the material is called a /ocal material, otherwise it is called 
non-/ocal. 

Analogue to a TAYLOR-expansion for scalar functions 

f(z) = f(x + ~x) = f(x) + f'(x)~x + V"(x)~x~x + ... + Res(~x) (2.15) 

we expand the motion x(Z, .) at any time in the neighbourhood y of X: 

ax 1 a2x x(Z, .) = x(X + Y, .) = x(X, .) + ax Y + 2 ax2 YY + ... + Res(Y) (2.16) 

The terms ;~~ are the derivatives of x(X, 7) with 
1,2,3, ... ,N. 

respect to X of the order n = 

For n = 1 we get again (see (1.2)) 

ax(X,.) ( ) fJX = x\7 = Grad X = F X,. (2.17) 

For higher n > 1 the derivatives are 

n=2: 82x a (ax) 2 fJX2 = ax fJX = x\7\7 = GradGradx =F (X,.) (2.18) 

n=3: ~X & (~) 3 fJX3 = ax2 ax = x\7\7\7 = Grad Grad Grad X = F (X,.) (2.19) 

n: 
anx n 
axn = x\7 ... (n) ... \7 =Grad ... (n) ... Grad X =F (X,.) (2.20) 

n 
the material gradients F (X,.) of the configuration. 
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lf the order of differentiation is n, the appertaining gradients are tensors of rank (n+ 1). 
They are not functions of Z anymore, but of X now3. 

The more terms n are taken, the more we know about the kinematical environment 
Y and its influence to the local element X at X, the more precise the influence of the 
neighbourhood is described, and the error of the expansion represented by the neglected 
remainder "Res" becomes smaller. 

lf it is assumed or ascertained that the elements Z with far distance IYI have less or 
no influence to the state at X, or if this influence is restricted to a small(er) region at all, 
the higher gradients N > n loose their importance and they can be neglected. This case is 
postulated by a special principle of loca/ action (PLOA). 

lt may be mentioned that the expansion is only analogue to a TAYLOR-expansion, 
as we want to know only which and of what kind the independent variables expected in 
the matter functional are. The investigation of convergency of the TAYLOR-expansion or 
the representation by other convergent series, e.g. by multiplicating the higher gradients F 
with fitting parameters or factors, is not necessarily considered, if we demand informations 
about the motion-difference-history in (2.9) as the argument of the functional. For the 
motion-difference-history as the argument in (2.9), we obtain with (2.15) 

X (Z, t- s)- X (X, t- s) =X (X+ Y, t- s)- X (X, t- s) 
= a1 (x\7) Y + a2 (x\7\7) YY + ... +an (x\7 ... (n) ... \7) Y ... (n) ... Y (2.21) 
+Res(n, Y) 

For the matter-functional in the updated form (2.9) we obtain with (2.15) ... (2.21) 

S(X, t) = F[x(Z, t- s)- x(X, t- s)] 
= F[x\7, x\7\7, x\7\7\7, ... , x\7 ... (n) ... \7, Y] (2.22) 

with x = x(X, t-s). The gradients can be eliminated by the configuration-tensors F(X, t) 
according to (2.21): 

S(X,t) = F[x\7,x\7\7, ... ,x\7 ... (n) ... \7,Y] 

= F[F(),F(),F(), ... ,F(),Y] (2.23) 

n 
A material ofthistype (2.23) which is described by the first n gradients up to F (X, t- s) 
is defined as a material of grade n. 

Of course, (2.23) is a material equation, if and only if the principle of frame-indifference 
(2.7) is satisfied additionally. 

2.5. Materials of grade n(> 1) 
lt is to expect that, if the funcional contains higher gradients n as tensors of rank 

(n + 1), the stress-tensors as the consequence of Eq. (2.23) are of higher rank than two 

3For some authors this is the argument to aver that the theory looses its character of non-locality 
hereby. lf non-locality, however, is a more or less influence of a more or less kinematical neighbourhood, 
then this influence is considered completely by the higher gradients in an appropriate theory. 
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also. But, for higher stress tensors are no equations of balance of momentum available, 
unless for the "classical" EULER-CAUCHY stress tensor of rank two. 

For this yields 

V·S+k=px=pü (2.24) 

Together with (2.23) it would come 

\1· F[F(X, t- s), F (), F (), ... , F (), Y] + k = p ü (2.25) 

Relation (2.25) Ieads to a differential equation of order (n + 1) in respect to the spot. 
As the number of boundary conditions does not increase in the same way as necessary to 
determine all integration-constants and to solve the appropriated boundary problem, the 
formulation of a non-local constitutive theory by (2.25) would cause additional problems, 
unless an analogue equation of momentum-balance as in (2.24) would exist and found for 
each rank n > 1, for instance in the form: 

n=l V·S+k=px=pü 
2 2 

n = 2 V· S + K= p2 (u\1)" = p2H·· (2.26) 
n n (n-1) 

n V· S + K= Pn (u\1 ... (n) ... \1)" = Pn H" 
Those balance equations are neither defined nor known as fundamental theorems. That is 
the reason why we will not follow this way. 

Another possibility of balancing, proposed by [8], is to stay at the classical field equation 
(2.24) (CAUCHY I) 

Y'·T+k=px (2.27) 

but to summarize all stress tensors S in a suitable way (see later) with the result of a total 
stress tensor T of rank two. Each of the added stress tensors is declared as a member of a 

kinetic set S : { S, S, S, ... , S} , and is generated by a 

kinematical set U: { u, Ö, Ö, ... , U}, where U are m-independent 

kinematical tensors of rank m, which are co-ordinated to X at every time. lf the elements of 
the kinematical set are separated into a displacement part u(X, t) and an element-rotated 

m 
part w(X, t), which is the axial vector of the skew part of U. even COSSERAT -media resp. 
polar media of grade m are describable. The special case m = 1 for a non-polar media 
is included. ln the ongoing treatment only non-polar materials will be investigated further. 
Therefore is m = 1 and the kinematical set reduces to U = u and the gradients: 

u\1 = H = F- I; 
2 

u\1\1 = (u\1) = H\1 =H; 
n 

u\l ... (n) ... \1 =H (2.28) 

The members of the kinetic set S are now computed by an energy-balance instead of 
the· missing momentum-balance for higher stress tensors. Herewith the theory bases on a 
energy-equivalence and guarantees this way the satisfaction of the energy-resp. energy-flux 
criteria (first theorem of thermodynamics reduced to mechanical processes) [8, 9, 14, 15]. 
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With the definition of the kinetic energy E = I e dm, the deformation energy W = I w dm, 
and the work P = Pv +PA. where the work is divided into the work of the volume forces 
Pv and the work of the external surface forces PA. the energy balance is 

P = E + W = I [e + w] dm (2.29) 

resp. written as energy-flux relation 

P = E + w = I [e + w] dm (2.30) 

lf the kinematical set U has one member only, that means m = 1, hence 

Pv =I k · udV (2.31) 
V 

For polar materials (m > 1) the equivalent expression would be 

Pv =I [k · u+ K .. (u\7) + K .. · (u\7\7) + ... J dV (2.32) 

V 

lf the kinetic set S has one member only, that means n = 1, hence 

PA= I O'n • udA = I (n · S) · udA = I n · (S · u) dA (2.33) 
A(V) A(V) A(V) 

we would have to expand (2.33) for non-local materials n > 1 by an analogue expression, 

PA= I n · [ T · u+ T .. (u\7) + T .. · (u\7\7) + ... ] dV (2.34) 

A(V) 

n 
wheras T are the total stress tensors of rank n according to (2.27). For the time derivative 
P the vector u in (2.31) is to Substitute by ü = v, hence form= 1 and for all n 

Pv =I k · üdV {2.35) 
V 

PA = I n · [~ ( kj,2 · ( k + 1) · ( ü \7 ... ( k) ... \7))] dA 
A(V) k=O 

{2.36) 

The integral over the surface in (2.36) is replaced by an integral over the volume for every 
multiplication "®" by theorem of GAUSS 

I n ® <I>dV =I \7 ® <I>dV (2.37) 

A(V) V 

PA~{". [% ('T'. (k+ I). (UV ... (k) ... V)) l dV (2.38) 
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Between the higher gradients and their multiple scalar products with an arbitrary tensor A 
the following identity is proved by product-rule: 

2 

A · · (u\7) 

3 
A ... (u\7\7) 

\7· (l·u)- (\7·A) ·u 

\7· [l··(u·\7)] -\7· [(\7·A) ·u] 

+ [\7· (\7·i)J ·\7 

(2.39) 

(2.40) 

lntroducing {2.39) and (2.40) to (2.38) and comparing the result with the equivalent form 
of the classical field theory (n = 1), thus 

PA = J \7 . (8 . u) dV 
V 

n 
the "total stress tensors" T must be related with the set-members 8 under energy-
equivalence conditions by 

T=8-\7·8+\7· \7·8 -+ ... =8-\7·T 
k+2 k+2 k+3 ( k+4) k+2 k+3 

(2.41) 

in particular, for k = 0 

T =8 -\7· 8 +\7 · \7· 8 - + ... 2 3 ( 4) (2.42) 

For T equation {2.27) holds, hence 

\7 . [ s -\7. s + \7 . ( \7. s) -+ ... ] + k = pü (2.43) 

m 2 3 
The set-members 8=8, S, ... follow from the constitutive equation (2.23). 

Equation {2.43) may be interpreted as an extended local balance (2.24) for the volume, 
where the local stress S is replaced by the total stress T ( comp. (2.27)): 

\7·T+k=pü 

and by an equivalent surface work expression (cp. (2.36)): 

PA = J n. [T. u+ ± .. (u\7) + T ... (u\7\7) + .. ·] dA 

A(V) 

= J n· [I:ki,2·(k+1)·(u\7 ... (k) ... \7)] dA 
A(V) k=O 

(2.44) 

ln case of geometrical linear problems and of hyper-elastic materials, the stress tensors are 
delivered by a potential function as a strain energy function 

w (X, t) = w (E, \7E, \7\7E, \7 ... (n- 1) ... \7E) (2.45) 
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whereas with {1.22) 

E = Hu\7 + V'u) = ~ (H + HT) 
\7 ... ( n - 1) ... V'E = [V' ... ( n - 1) ... \7 ( u \7 + \7 u)] (2.46) 

ln particular we get for 

k+2 öw s = -:-:-:--:-----:---:------:-
8 (\7 ... (k) ... V'E) {2.47) 

and again with {2.41), thus 

T = S -V'· S +V'· V'· S - + ... = S -V'· T 
k+2 k+2 k+3 ( k+4) k+2 k+3 

{2.48) 

for W = J pw dV follows tagether with {2.39) and {2.41) 

w = I P [~; .. (u\7) + 8 f;E) ... (u\7\7) + ... J dV 
V 

{2.49) 

w = 1 {v· (p~; ·u) -V'· [v·pa~E) ·u] +V'· [Paf;E) .. uv-+]}dv 
V 

- I {v· (P~;) ·u-\7· [v·pa~E)] ·u+V'· [Pa~E)] .. uv-+}dv 
V 

The first integral is, aftertransferring with GAUSS-theorem {2.36), the surface work PA. 
and the second integral becomes the momentum-balance (see (2.43)). After introducing 
(2.47) and by comparing with (2.48) we prove the result {2.42): 

{rep. {2.42)) 

2.6. Applications 
ln an elastic shear beam structure the shear force is proportional to the stress and the 

stress is proportional to the third derivative of the displacement 

S rv Q = (EI~:~) ez rv u\7\7\7 · · · ez =F · · ·ez {2.50) 

hence the structure can be comprehended as a material-structure of grade n = 3. 
lnvestigations of this non-local theory considering higher gradients up to the ordern = 2 

and n = 3 have been made about COUETTE-flow of REINER-RIVLIN fluids (14, 15], of 
blood-stream and special visco-elastic materials (animal and human bones). The results 
show that special properties and phenomena, e.g. the velocity-profile of a shear flow can 
be described correctly with higher gradients better, resp. at all. While a solution by a local 
theory (REINER-RIVLIN) with (D, see (1.31)) 

S = (pl) + Yl(Dr, Drr,, Drrr)D + Y2(Dr, Du, Drrr)D2 {2.51) 
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V= Vo .. 

X --.-.non-simple materials 

---with wall boundary conditions 

-- -- .without wall boundary conditions 

v=O 

Figure 2.2: Velocity profile in COUETTE-flow 

Ieads to a linear profile (see Fig. 2.2): 

v(z) = vozex (2.52) 

The real profile observed in experiments is non-linear and is related to a non-local material 
at least of grade n = 3, better n = 5, with the constitutive equation: 

S = (pl) + o:1D + o:2 V'V'D + o:3 V'V'V'V'D (2.53) 

resulting in a profile (see Fig. 2.2) 

v(z) = [voz + Csinh(o:z)] ex (2.54) 

2.7. Materials of graden= 1, simple materials 
Starting with (2.23), a local material is influenced by an infinitesimal neighbourhood 

only. The higher gradients n > 1 are not considered anymore. The only argument in the 
functional becomes with (2.21) 

X (Z, t- s)-x (X, t- s) =X (X+ dX, t- s)-x (X, t- s) = (xV') dX = F dX(2.55) 

(princip/e of /oca/ action). The constitutive equation (2.23) is simplified to 
00 00 

S (X, t) =F [:xV', dX] =F [F (X, t- s)] 
s=O s=O 

(2.56) 

The material is of grade n = 1 and is called a simple material. Compared to PFIN (2.7), 
the variable has changed from x* to x*V'. This is the configuration gradient of an arbitrary 
moved observer (082). Because it is not yet proved, whether this gradient is the objective 
gradient F*, let's call at first 

x*V' = "F" (2.57) 
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Since PFIN (2.6) is a necessary condition for the matter functional, it follows with (2.3) 

"F" = x*\7 = {Q [x (X, t- s)]- c (t)} \7 

= (Q\7) [x (X, t- s)- c (t)] + Q {[x (X, t- s)- c (t)] \7} (2.58) 
"F" = Q [x (X, t - s) \7] = QF (X, t - s) 

We obtain "F" = QF "I F* = QFQT with the result that "F" is not objective. Therefore 
the constitutive equation for simple materials has to fulfil (2.7) in the form 

:F [Q (t- s) F (X, t- s)] = Q (t) :F [F (X, t- s)J QT (t) (2.59) 

or 

:F [F (X, t- s)J = QT (t) :F [Q (t- s) F (X, t- s)J Q (t) (2.60) 

lnserting the polar decompostion (1.8) resp. (1.15) the consequence is 

s = :F [F (X, t - s) l = Q T ( t) :F [ Q ( t - s) R ( t - s) u (X, t - s) l Q ( t) ( 2. 61) 
and because Q as weil as R are orthogonal tensors with QQT = RTR = I, adapted to 
the rigid body rotation at every time, it is allowed to substitute Q by RT resp. QT by R 
at every time. 

As the objective material equation we obtain 

S = :F [F (X, t- s)] = R (t) :F [U (X, t- s)] RT (t) (2.62) 

This is postulated as a principle of material objectivity (PMOB) for simple materials. The 
independent variable of the functional is now the right stretching tensor U resp. (U2 = C) 
the right CAUCHY deformation tensor C: 

S = :F [F (X, t- s)] = R (t) :F [C (X, t- s)] RT (t) (2.63) 

Sometimes the convected stress tensor sc and the rotated stress tensor SR are introduced 
by 

and 

sR = RTsR 

With those stress tensors equation (2.62) gets the form 

sc = V(t):F [U (X, t- s)] U(t) 

and respectively using (2.65) 

sR = RT [R:F [U (X, t- s)] RT] R = :F [U (X, t- s)] 

(2.64) 

(2.65) 

(2.66) 

(2.67) 

Evidently a material is determined objectively by the right deformation tensors U or C, 
although neither U or C are objective, how we see from this relations: 

"F" "R" "U" = QF = QRU = QVR = QVQT =V* 

"C" = "FT" "F" = ( QRU) T ( QRU) 
uTRTRRTRu = uTu = U 2 = c 

"U" U and "R" = QR 

(2.68) 

(2.69) 
(2.70) 
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The left deformation tensors are not arguments in the material functional, although they 
are objective 

"B" = "F" "FT" = ( QRU) ( QRU) T 

= RTRUUTRTR = U2 = c (2.71) 

"B" = (QF)(QF)T = QFFTQT = QBQT = B* 

= RTV2R = QV2QT = (V*)2 = ("V")2 (2.72) 

"V" = V* = U = "U" = RU*RT 1- V= U* (2.73) 

Considering the right deformation history C(t- s) we will express the functional relation 
by the relative configuration PCFG, using (1.26), (1.27), et. al. 

F(t) = R(t)U(t) 

F(r) = F(t- s) = Ft(s)F(t) = Rt(s)Ut(s)F(t) = Rt(s)Ut(s)R(t)U(t) (2.74) 

With U;(s) = QUt(s)QT follows 

F(t- s) = Rt(s)R(t)U;(s)RT(t)R(t)U(t) = R(t- s)U;(s)U(t) (2.75) 

The material objectivity demands (see (2.59)) 

F [Q (t- s) F (X, t- s)] = Q (t) F [F (X, t- s)] QT (t) (2.76) 

hence for the left side with (2.75) and QT(t) = R 

F [Q (t- s) F (X, t- s)] = F [Q (t- s) R (t- s) u;(s)U(t)] (2.77) 

and the material law can be writen as 

S = RF [U;(s)U(t)] RT or gR = F[u;(s)U(t)] 

or in an equivalent representation, expressed by C = U2 

S = RF[c;(s)C(t)] RT or sR = F[c;(s)C(t)] 

lf the relative right GREEN tensor is used analogue to (1.19) 

G*(s) = c;(s)- I 

(2.78) 

(2.79) 

(2.80) 

we can finally generate the constitutive equation for simple (local) materials under satisfying 
all foregoing principles 

gR = F [I+ G* (s) C (t)] = F[C (t) + G* (s) C (t)] 

As the objective material equation we obtain 

S (X, t) = F [C (t)] + F [G* (s) C (t)] 

= f [C (X, t)] + F [G* (s) C (t)] 

(2.81) 

(2.82) 

Here f[C(X, t)] is a tensor-valued function of the (history-less) instantaneous right 
CAUCHY tensor and F [G* (s) C (t)] is the functional containing the relative right GREEN 
deformation history and the right CAUCHY deformation at the presence. 



General Constitutive Equations for Simple and Non-Simple Materials 19 

lf the material has no memory to events of the past, the tensor function f is the only 
relation between the stress and the deformation - the material reacts spontaneously to 
the instantaneous deformation state ( super-elasticity ). 

lf the material has a memory, then the actual state of stress depends on all events ever 
happened in the past with a more or less influence to the presence. This way the memory 
can be a permanent one, as nothing is forgotten, or it can be a fading memory with the 
consequence that: the "older" (!arger s) the event G*(X, s) is, the less is its influence to 
the stress state at the present time t as a response to all events ( and vice versa ). 

lt may be mentioned that the matter-functionals contain special deformation tensors 
which are the results of satisfying the different principles. This answers the question: what 
are the "right" or "best" deformation tensors to describe the material and which of the 
numerous proposals of deformation qualities are consistently related to the stress in a 
constitutive equation. 

Finally and last but not least, this relations succeed in a possibility of classification of 
materials in a general and systematical way, embedded in a consistent mathematical and 
physical frame theory. 

2.8. Material symmetry 
The properties of a material can be influenced or determined by orientation of the ma­

terial. ln order to describe this influence of the grade of anisotropy, we change the reference 
configuration from the origin one to another by an initial transformation (mapping). lf the 
functional, containing the material properties is changed too, the material has no symmetry. 
lf the functional under a modified reference by a special transformation is not changed, the 
material is symmetric related to this transformation. 

Let RCFGl and 2 two reference configurations and Iet B one body which is related to 
those RCFG by two different vectors X and X (cp. Fig. 2.3). 

Assuming the same motion history of the same material referred to both reference 
configurations Rl and R2, we get: 

RCFGl: x(X, t) -t x(X, t)\l = F(X, t) 
RCFG2: x(X, t) -t x(X, t)\l = F(X, t) 

By chain-rule it is shown, that 

F = ox = ox oX = FK 
ax axax (2.83) 

· h f' ax h f h · f f. · · · · F b. K w1t \. = -=, as t e tensor o t e re erence-con 1gurat1on-translt1on . or ar 1trary ax 
we get always 

F[F] = F [:FJ = F[FK] (2.84) 

This can be considered as a proof, that a simple material remains a simple material even 
under the modification of the reference, because the response of the material depends on 
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the history of motion only through the history of the deformation gradient F resp. F. Only 
the form of the functional is changed from F to F by a history-independent configuration­
change tensor K. 

RCFG 1 

RCFG 2 

Figure 2.3: Changing of reference configuration 

lf now the transition of the RCFG even Ieads to the same functional F = F, so 
that the material has the same properties when we choose to refer its motion to different 
RCFGs, then we call this material symmetric, and we denote the specific tensors K = M 
{members ofthe materia/-symmetry group). The same property ofthe material demands the 
identical constitutive equation as a stress-deformation relation. Hence for simple materials 
we postulate a princip/e of material symmetry (PMAS): 

S = F [FJ = F[FM] = F [FJ = F[FM] = :F[M] = S (2.85) 

Herewith the tensors M are those for which the material equation is invariant under change 
of reference configuration expressed by M. The preceded 'motion' M is without any influ­
ence to the stress-strain relation. 

lf one member M is found, another member under transition of the reference can be 
generated by 

F [FJ = F[FK] = F[(FM) K] = F [(FK-1) (MK)] = F [FM] (2.86) 

thus 

(2.87) 

We can arrange the members of M into groups of different material symmetry with 
different properties of the members. lt is possible that one particular property belongs to 
different groups simultaneously orthat one group is completely included into another group. 
Every group should contain at least one member (Fig. 2.4) 
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special rotation group 
no material symmetry 

··········./ 
K.,.--- ····· ... 

matert<!.~ symmetry 

unimodular group (fluids) 

complete rotation group (isotropic solids) 

Figure 2.4: Material symmetry groups 

1. lf there is one element only, and this element is the identity 

M=l, .F[FM]=F[F] (2.88) 

then the M-group defines a complete anisotropic material or the tric/inic crystal dass. 
ln any other 'direction' by changing the RCFG we obtain other material properties. 

2. lf there is a special group of proper (at least one) rotation 

M = 0 = Qf (k = 1, 2, 3; a = -\1r) #I 

F[F] = F[FQ~] 

(2.89) 

the reference configurations RCFGl and 2 are called undistored, the material is a 
simple solid, and its symmetry is called aelotropic. 
lt denotes a neither completely anisotropic, nor a completely isotropic solid. 

(a) l.e. for a = 1r and k = 1, 2: Q1Q2 
an orthotropic solid and the rhombic crystal dass 

(b) l.e. for a = 7r or 7r /2 and k = 1, 3: q;/2Q[ 
an orthotropic solid and the tetragonal crystal dass 

(c) l.e. for a = 1r /2 and k = 1, 2, 3: Q~l2 q;12 q;12 

an orthotropic solid and the hextetrahedral crystal dass 

3. lf the group has the property 

detF = detF; .F[F] =F[FP] (2.90) 

this group is called the unimodular group and it defines a simple fluid. 

21 
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With (2.84) it follows from (2.90) 

detF = det(FP) = (detF)(detP) = detF; detP = 1 (2.91) 

This might be not mixed up with the constraint condition 

det F = 1 (2.92) 

as the condition for isochoric processes (see {1.5)); v = V resp. for incompressible 
materials. As far as (2.91) is concerned, merely the transition of the reference con­
figurations RCFG1 and 2 has to take place without any change of the body-volume, 
that means: Only the preceded motion RCFG1 -+ 2 is an isochoric process. 

Such members can be generated from the statement: 

m, n arbitrary (2.93) 

Eq. (2.93) together with (2.90) yield 

FP = F[(det F)mFn] = (det F)mFFn (2. 94) 

and, for instance, with n = -1 

(2.95) 

and finally together with (2.91) we get 

det P = 1 = det [(det F)m F-1] = (det F)3m(det F)-1 = (det F)3m-1 (2.96) 

thus 

3m -1 = 0 or m = 1/3. 

lntroducing the results (2.97) in (2.93) the symmetry group is 

p = (det F)1f3F-1 = (Fm)1/3 F-1 

(2.97) 

(2.98) 

lt follows from (1.5) that Fm = det F = v(t)/V = pj p(t), thus Eq. (2.98) can be 
written as 

P = [pj p(t)]F-1 (2.99) 

Roughly, the response functional (2.90) changes to 

S = F[F] = F[FP] = F[F[p/ p(t)]F-1 = F[p(t), p] (2.100) 

ln a simple fluid the stress depends on the density only, if the RCFG is identified 
with the instantaneous configuration (ICFG) at (every) present time t (EULER­
representation)4. 

4 if not, see later (2.125) at al. 
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4. lf the group M 

M = Q or M = R = QT F[F] = F[FQT] (2.101) 

contains the entire proper rotation group QQT = I; det Q = det QT = +1, we 
receive the special aelotropic property of isotropy. The material has for all directions 
( every rotation is allowed) the same behaviour - it is isotropic. 

Because all elements of Q satisfy the condition det Q = +1, the isotropic group is a 
sub-group of the P-group (2.90) with the consequence that every simple fluid is isotropic, 
but only those materials satisfying (2.101) aresimple isotropic solids. 

2.9. Conclusions 
Whenever the transition M is executed and whatever the symmetry group M in (2.85) 

is, if there is any symmetry at all, the constitutive relation for simple materials (2.59) does 
not depend on this RCFG-change. This Ieads from (2.63) to 

S(X, t) = F[F] = F[FM] = RF[QFM]RT (2.102) 

resp. 

sR(x, t) = F[QFJ = F[QFMJ (2.103) 

ln application to isotropic solids, we get from (2.103) with M = R = QT 

F[~J =F[~J =~ 
"F" F· F"' 

(2.104) 

F [QFQT] = F[F*] = F*[F] = QF[F]QT (2.105) 

(2.105) stands for the decisive statement: For simple isotropic solids the functional of 
the objective argument F* must be the objective functional F* of the (non-transformed) 
drgument. Functionals of this quality are called isotropic functionals. 

Under satisfaction of all principles PDET, PFIN, PLOA, PMOB, and PMAS the following 
constitutive equation for simple materials is accomplished: 

sR(X, t) = F [QF(X, t- s)QT] = F[F*(X, t- s)] = F* [F(X, t- s)] (2.106) 

lf we would now use (2.67), where U(X, t- s) has been the appropriate deformation 
tensor, we would obtain from (2.103): 

F[QF] = F[QRU] = QF[RU]QT 
= F[RTRU] = F[U] = QF[RU]QT = F*[RU] (2.107) 

lf this relation would fulfil (2.105), then U must be U = (RU)*. But, due to (RU)* = 
Q(RU)QT = RTRUR =UR -1- V, the calculation shows that F[U] is not an isotropic 

matter functional. 
Using, however, F = VR = VQT, and starting again from (2.103) we would obtain 

F[QF] = F[QVR] = F[QVQT] = QF[VR]QT (2.108) 
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Since QVQT =V* and F[VR] = F[VM] = F[V] with M = R in case of isotropic 
material symmetry, it is deduced that 

F[QVQT] = F[V*] = QF[V]QT = F*[V] (2.109) 

is an isotropic functional indeed. The stress-strain relation becomes 

SR= F[V(X, t- s)] resp. S = QF[V(X, t- s)]QT (2.110) 

and we ascertain: the rotated stress tensor for those materials is a functional of the left 
Stretchinghistory V(X, t- s). 

Equivalent again are the forms with B = V 2 

SR= F[B(X, t- s)] resp. S = QF[B(X, t- s)]QT (2.111) 

and with G1 = HB - I] 

gR = F [G1 +I] = F[G1(X, t- s)] + F[I] = f0 + F[G1(X, t- s)] (2.112) 

Apparently an isotropic functional must be a functional of an objective deformation-history. 
By equation (2.68) and (2. 71) it has been proved that the right deformation tensors 

"C" = C and "U" = U, that means: they are not objective. On reverse, the left deforma­
tion tensors have been "B" = B* and "V" = V*, they are objective and therefore, they 
are the arguments of the matter-functional. 

According to the intermediate (relative) configuration at the past time T = t - s we 
receive with the relations (1.26), (1.27) 

F(t- s) = Ft(s)F(t); F(t) =RU= VR; Ft(s) = Rt(s)Vt(s) 
F[QF(X, t- s)M] = F[Q(t- s)R1(s)Ut(s)V(t)R(t)Q] (2.113) 

lf this holds for every rotation, it must be valid for Q(t- s) = Rt(s) too, and (2.78) 
becomes 

F[Ri(s)Rt(s)Ut(s)V(t)R(t)RT] = F[Ut(s)V(t)] 

Due to (2.106), it is 

F[F*] = Q(t)F[F]QT(t) = Q(t)SQT(t) = F*[F] 

(2.114) 

(2.115) 

Since Q(t- s) = Ri(s), consistently follows Q(t) = Ri(O) = I, and the constitutive 
equation is formulated as 

S(X, t) = Ri(ü)F[Ut(s)V(t)]Ri(O) = F[Ut(s)V(t)] 

respectively 

S(X, t) = F[Ct(s)B(t)] 

or with the relative GREEN-history (2.80) 

S(X, t) = F[G(s) + I)B(t)] = F[B(t)] + F[G(s)B(t)] 

= f[B(t)] + F[G(s)B(t)] 

(2.116) 

(2.117) 

(2.118) 
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The stress becomes a tensor-valued tensor functions of the actualleft CAUCHY deformation 
plus a functional (memory part) of left relative GREENdeformation-history and the actual 
left CAUCHY deformation. 

The necessity to introduce the relative right deformation history and the absolute left 
actual deformation in i.e. (2.117) is substantiated by the properties of Ct(s) and of B(t) 
in connection with the material symmetry elements of M. Thus, for 

Ct(s) = F[(s)Ft(s) = (F(r)F-1(t)]T (F(r)F-1(t)] 

we get 

Ct(s) = p-T(t)FT(r)F(r)F-1(t) 

On the other hand results for 

Ct(s) F;(s)Ft(s) = [F'(r)F-\t)r [F(r)F-1(t)J 

[(F(r)M) (F(t)M)-1]T [(F(r)M) (F(t)M)-1] 

= [F(r)MM-1F-1(t)]T [F(r)MM-1F-1(t)] 

F-T(t) (MM-1) T FT(r)F(r)(MM-1 )F-1(t) 

Ct(s) = F-T(t)FT(r)F(r)F-1(t) 

(2.119) 

(2.120) 

Comparison of (2.120) with (2.119) shows that Ct(s) = Ct(s) is invariant to the RCFG, 
and this holds for every material symmetry M, and for simple solids as weil as for simple 
fluids. For the actual left deformation, however, we get B(t) = F(t)FT(t), but 

B (t) = F (t) FT (t) = (F (t) M) (F (t) M)T = F (t) MMTFT (t) (2.121) 

ln general, B (t) is not B(t), unless MMT could be indentfied as the unit tensor I. This is 
valid for M = Q, thus for isotropic solids. For those we get especially 

B (t) = F(t)MMTFT(t) = F(t)QQTFT(t) = F(t)FT(t) = B(t) (2.122) 

This can be considered as a proofthat Ct(s) and B(t) are the appertaining deformation 
qualities for simple isotropic solids as in (2.117): 

S(X, t) = F[Ct(s)B(t)] (2.123) 

For simple fluids, which are described by the intermediate configuration (PCFG), Ct(s) 
remains the needed deformation tensor. But introducing the fluid group M = P into 
(2.121) the deformation tensor B(t) has tobe replaced by 

B (t) = F(t)PPTFT(t) = F(t) [(det F)m F-1 (det FTt p-T]'FT(t) 

= (detF)2m [FF-1F-TFT] = (detF) 2ml (2.124) 

= i.e. (detF)213 I = (p/p(t)) 2/ 3 I 

and the material relation (2.117) or (2.123) for isotropic fluids turns into 

S(X, t) = F[Ct(s); p(t)] (2.125) 
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Ct(s) does not change by the transition of reference, but e.g. the density p(t) does. 
lf the fluid does not even change the density (simple, incompressible fluid, thus det F = 

1), it permits the choice of any arbitrary and changing RCFG and the actual B is to 
substitute by a multiple of the identity I, following (2.124): B = pl, and for the constitutive 
law results 

S(X, t) = f[pl] = e.g. = -pl (2.126) 

The example S = -pl is the constitutive law for a PASCAL-fluid without shear stresses 
and with an isotropic pressure distribution p in all directions. 

3. SPECIAL CLASSES OF ISOTROPIC SIMPLE MATERIALS 

With (2.123) for simple, isotropic solids and with (2.125) for simple fluids, we have 
deduced the general constitutive equations under satisfaction of all postulated principles. 

The representation and the special form of the response functional to the motion-history 
remains open, as long as we make no restrictions and assumptions about the special kind 
of the memory the material has. Now we demand systematically memory properties of the 
material, and we will obtain different classes of materia/s and their valid matter equations. 

3.1. Geometrically and physically non-linear, compressible materials without 
memory ( super-elasticity) 

lf the material has no memory at all, the functional of 's' becomes a tensor-valued 
tensor-function of the appropriate actual deformation tensor. The material is not influenced 
by the past but only by the presence - it forgets all and remembers nothing - it reacts 
spontaneously. 

The materiallaw (2.117) resp. (2.118) is reduced that way to 

S(X, t) = F[B(t)] + F[Ct(s) B(t)] = f[B(X, t)] (3.1) 

This tensor function could be e.g. a complete polynomial series of arbitrary order m: 
m 

f[B(X, t)] = foB 0 + ftB 1 + hB2 + hB3 + ... + fmBm =I: fkBk (3.2) 
k=O 

where fk is a scalar-valued tensor function of B, but only, if it is provable that (3.2) is an 
isotropic tensor function. Then it must hold (2.107): 

f(B*) = f(QBQT) = Qf (B) QT = f* (B) 
2: [ Q(JkBk)QT] = Q [2: fkBk] QT (3.3) 

The objectivity of the scalar function demands !k = J;, or in other words: the function fk 
depends on the only qualities of B, which are invariant to objective tensor transformations, 
that means to orthognal transformations resp. rigid rotations Q. These are the invariants 
of B. Hence, the material functions must be 

or (3.4) 
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introducing the principle invariants 

IB = tr(B); II8 tr(B2); (3.5) 

From (3.3) we receive 

J; L [ Q(Bk)QT] = !k(Br, Bn, Bnr, )Q [L Bk] QT 

Since 

QBkQT = QBB ... (k) ... BQT 

QB (QTQ) B (QTQ) ... (k) ... (QTQ) BQT (3.6) 

= QBQT QBQT ... (k) ... QBQT = (QBQT)k, 

it is proved by (3.6) that (3.3) is fulfilled, and that a tensor polynom in B is an isotropic 
tensor function. The stress-strain relation becomes: 

m 

S(X, t) = f[B(X, t)] = L fk (Er, Bn, Bnr) Bk (3.7) 
k=O 

With the reiteration condition (no expansion, no approximation) of CAYLEY-HAMILTON 

(3.8) 

we can express every order k of B by the next three lower powers of B and the invariants 
B1, Bn, Bnr. Westart inserting (3.8) with k = m and end up with k = 3. The functions 
fk are modified to other functions <I>k, but they remain functions of the three invariants. 
We conclude finally, instead of (3.7) with 

S(X, t) = <I>o (Er, Bn, Bnr) B0 + <I>1 (Br, Bn, Bnr) B1 + <I>2 (Er, Bn, Bnr) B2 

= <I>o (Er, Bn, Bnr) I+ <I>1 (Er, Bn, Bnr) B 1 + <I>2 (Er, Bn, Bnr) B2 (3.9) 

lf the inversion of B-1 is prefered instead of the squared form B 2 , the reiteration can be 
continued to the next lower power with the result 

S(X, t) = w _1 (Er, Bn, Bnr) B-1 +Wo (Er, Bn, Bnr) I+ W1 (Er, Bn, Bm) B (3.10) 

lffinally the left GREEN-tensor (1.22) is introduced again, we get from (3.9) the alternative 
form 

S(X, t) = <I>0I + <I>1 (2G1 +I) + <I>2 (2G1 + I) 2 

= (<I>o + <I>1 + <I>2) I+ 2 (<I>1 + <I>2) G1 + 4<1>2 (G1)2 (3.11) 

9o (Gr, Gn, Gm) I+ 91 (Gr, Gn, Gm) G1 + 92 (Gr, Gn, Gm) (G1) 2 

The functions <I>k, wk, or 9k are the materials functions (e.g. no parameters), which have 
to be determined by fitting multi-axial experiments and by consequences and conclusions 
from energy balances and criterias. 

Often (3.9) is called the MOONEY-RIVLIN-material equation. lt contains the complete 
geometrically and physically non-linear behaviour of a non-memorizing (elastic, sponta­
neous) simple solid material. 
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3.2. Geometrically and physically non-linear, incompressible materials without 
memory 

The special case {2.92) according to {1.5) of isochoric processes det F = 1 with 

Em = det B = det FFT = ( det F)2 = 1 = const 

describes an incompressible material. The hydrostatic pressure pi remains undeterminable 
from the motion and the constitutive equation (3.9) reduces to 

S(X, t) = (p + </>0)I + </>1 (Er, En)B + </>2 (Er, En)B2 

S(X, t) =AI+ </>1 (Er, En)B + </>2(Er, En)B2 

or {3.11) is specialized as 

S(X, t) =AI+ ''fl(Gr, Gn)G + 'Y2(Gr, Gn)G2 

(3.12) 

{3.13) 

The numbers of the material functions is diminished from 3 to 2. They are functions of the 
two first invariants only. {3.12) is sometimes used to .describe rubber-like materials, but 
often not very sucessful, because compressibility and memory effects in reality contradict 
to the presumptions of this class. 

3.3. Geometrically-linear, compressible material without memory 
The case of geometrical linearization is realized with (1.22): the GREEN-tensors are 

substituted by the infinitesimal deformation tensor ( engineering strains). Und er these con­
ditions, it would result from (3.11): 

9o (Gr, Gn, Gm) I+ gl(Gr, Gn, Gm)E + 92(Gr, Gn, Gm)E2 {3.14) 

Butthis would be an inconsistent linearization, as some terms (i.e. HHT) of order O(c-2) are 
already neglected, however, the squared term E 2 is of order O(c-2 ), too. lt also must vanish 
in order to achieve a consistent geometrical linearized constitutive condition. Additionally, 
the invariants of the GREEN tensor are transferred to the invariants of the classical strain 
tensor Er. En and Em. So we finally get: 

S(X, t) = ho (Er, En, Em) I+ h1(Er, En, Em)E (3.15) 

3.4. Geometrically-linear, incompressible material without memory 
Again the hydrostatic pressure is not determined from the motion, since an arbitrary 

pressure could be superposed changing the stress but not the strain. On the other hand, 
now the first invariant Er = c-1 +c-2 +c-3 = div u = V'· u = 0 describes the volume dilatation 
v = V = const, with the consequence that Er = 0, and that the material relation becomes 
here: 

S(X, t) =AI+ h1(En, Em)E (3.16) 

3.5. Physically-linear, compressible material without memory 
lf there is a linear connection between the stress and the deformation, we call those 

behaviour physical-/inear. As the invariants I, II, 111 are of power one, two, and three in 
the deformations, the first invariant <1>0 (Er) i.e. in (3.9) connected with the identity is the 
only one which can occur in the material relations. ln case of physically-linear problems 
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the material function «l> 1 connected with the deformation tensor itself must be a material 
constant «P 10 and the material function «l>2 must vanish, since it is linked with the squared 
deformation tensor. The constitutive equation (3.9) becomes 

S(X, t) = «P0 (B1)I + «l> 10B (3.17) 

A pure stress-strain linearity, however, is achieved only if «P0 (B1) is linear in B1, thus 

«Po(Br) = «l>ooBr = «l>oo tr B (3.18) 

The last two equations together Iead to 

S(X, t) = «l>oo (trB) I+ «l>10B (3.19) 

(3.19) is not geometrically linearized, although the term B2 is not contained anymore, but 
B still represents the geometrical nonlinearity with respect to !arge displacement derivatives 
(H, HT, and HHT). 

3.6. Physically-linear, incompressible material without memory 
As before, the factor of the unit tensor remains undetermined and the hydrostatic 

pressure and «l>00 are merged to a common, motion-independent, and initial state-depending 
quality A. This case is related by 

S(X, t) = AI + «l> 10B (3.20) 

3.7. Geometrically and physically-linear, compressible material without memory 
lf we start with (3.14) and add the constraints according to physical linearity (3.17), 

we immediately formulate the completely linearized stress-strain-relation as 

S (X, t) = h00 (trE) I+ h10E (3.21) 

With h00 = ..\ and h10 = 2J.L, we have derived HOOKE's law in the well-known LAME form: 

S(X,t) =.A(trE)I+2J.LE (3.22) 

or with h00 = 2Gvj (1- v) and h10 = 2G (shear modulus), we obtain the elastic material 
equation in the form: 

S (X, t) = 2G [E + _v_ ( tr E) I] (3.23) 
1-v 

3.8. Geometrically and physically-linear, incompressible material without mem­
ory 

With the constraint condition (detF = 1) and/or (trE = 0) again, it is deduced at 
once that the material law gets the form: 

S (X, t) =AI+ 2GE (3.24) 

To avoid the terms A I in every incompressible material equation, it is senseful to modify 
these equations with the stress deviator 

§ = S- ~ (trS) I (3.25) 

with the consequence that the deformation terms remain in the stress-strain relations only. 
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3.9. Non-linear, compressible materials with short memory (differential-type 
materials) 

With the assumption of a (very) short memory, the relative deformation history in 
(2.116) forasimple material 

S(X,t) =F[Ut(s)V(t)] (3.26) 

has its influence to the stress, but the value of F depends on the values of U 1 ( s) for s 
very near to zero only. We use a TAYLOR expansion for U1 (s) around s = 0 up to the 
order r 

8Vt 82Vt 2 arvt r 
U1 (s) = U1 (0) + a1 ass + a2 882 s + ... + ar ßsr s (3.27) 

With (1.27), (1.30), and (1.31) it was shown that the following relations hold: 

Ft (s)ls=O = Ft (0) = F (t) y-l (t) = L = D (t) + W (t) (3.28) 

On the other hand, we get from (2.76) 

Ft(s) = Rt(s) Ut(s); F1 (s) = Rt (s) Ut (s) + Rt (s) Üt (s) (3.29) 

with the first derivative with respect to s and with R1 (0) = U1 (0) = I 

Ft (0) = Rt (0) Ut (0) + Rt (0) Üt (0) = Üt (0) + Rt (0) (3.30) 

Equations (3.28) and (3.30) are two expressions for the same tensor L = F1 (0). The 
comparison of both Ieads to 

D (t) = U1 (0) and w (t) = Rt (o) (3.31) 

We define the higher derivative of U1 (relative Stretching velocity) as 

r ( ) _ arvt (s) I _ (r) ( ) 
D t - -Ut 0 

ßsr s=O 
(3.32) 

then the TAYLOR-series (3.27) has the formulation 

2 2 r 
Ut (s) =I+ a1D (t) s + a2 D (t) s + ... + ar D (t) sr (3.33) 

The functional :F becomes a functional of the deformation-rate tensors D (t) up to the 
time-derivative r. The number r is called the complexity of the material. 
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Since the time-variable of D is the present time t now, the functional of Ut (s) is a 
tensor-valued tensor function f of D (t) again: 

S (X, t) = F [Ut(s) V (t)] = F [I, D (t), D (t), ... , D (t), V (t)] 

S(X,t) =f [n(X,t),D (X,t), ... ,D (X,t),V(X,t)] 
(3.34) 

For simple isotropic solids of the differential-type dass the actualleft deformation tensor 
V (X, t) resp. B (X, t) are together with the actual deformation rate tensors the arguments 
of the tensor function determining the stress. 

For simple fluids of the differential-type dass with short-time memory the actual left 
deformation, i.e. B (X, t) is to substitute by the density p(t) (see (2.124)) again: 

S(X,t) =f [n(X,t),n (X,t), ... ,o (X,t),p(t)] (3.35) 

For example, we take an isotropic solid with the complexity r = 1. Using isotropic tensor 
polynoms, like in (3.2), for the two objective tensors D and V, we would obtain in analogy 
to (3.7)- (3.9) and after reiteration with CAYLEY-HAMILTON a reduced form up to the 
order 2, i.e.: 

S (X, t) f [D (X, t), V (X, t)] = f1 [D (X, t)] f2 [V (X, t)] 

[ ao ( D K) I + a1 ( D K) D + a2 ( D K) D2] 

[bo (VK) I+ b1 (VK) V+ b2 (VK) V 2] 

foo ( D K, V K) I + !10 () D + ho () D 2 + fo1 () V + fo2 () V 2 

+ fu () (DV + VD) + !21 () (D2V + VD2) 

+ !12 () (DV2 + V 2D) + !22 () (D2V 2 + V 2D 2) 

(3.36) 

The constitutive relation contains 9 material functions of the 3 invariants DK and the 3 
invariants VK. 

A special case would follow, if for r = 1 a simple fluid is considered. The deformation 
V is replaced by the density p. Thus, the stress (3.35) would be expressed by 

S (X, t) = g [D (X, t), p (t)] = 9oo (DK) I+ 910 (DK) D + 92o (DK) D2 (3.37) 

The result is well-known as a REINER-RIVLIN fluid. The material law is analogue to the 
MOONEY-RIVLIN material for an isotropic solid without memory (compare (3.9)). lf the 
second order term D2 is neglected resp. if the material function 920 is determined by zero, 
the special case of a generalized compressible NEWTON fluid is obtained, where the stress 
is proportional to the deformation rate D 

S (X, t) = h00 (DK) I+ h10 (DK) D (3.38) 

3.10. Physically-linear materials with memory (rate-type materials) 
The general constitutive relation for a simple isotropic material according to (2.110) 

resp. (2.116) had the form 

sR (X, t) = F [V (X, t- s)] = F [u; (s) V (t)] (3.39) 
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whereas 

u; (s) = Q (t) Ut (s) QT (t) = RT (t) Ut (s) R (t) (3.40) 

The definition (3.32) 

(3.41) 

Ieads tagether with (3.40) to 

(r) (r) 
U*t (0) = RT (t) Ut (s) R (t) (3.42) 

The solution of the functional equation (3.39), S (t) a~ dependend on Ut (s), may be 
restricted by a differential equation, where p = 0, 1, 2, ... , q is the order of differentiation 
of the stress tensor with respect to time t, and k = 0, 1, 2, ... , r (as above) is the r-th 
time-derivative of the relative stretching (3.41). This restriction for (3.39) as an admissible 
mechanical process should be 

{ 
. .• (q) . .. (r) } 

d S, S, S, ... , S; Ut(O) =I, Ut(O), Ut(O), ... , Ut (0) = 0 (3.43) 

or 

(q) { • (q-1) . .. (r) } 
S = d S, S, ... , S ; Ut(O), Ut (0), ... , Ut (0) {3.44) 

The dass of materials with this restriction are called materia/s of the rate type. The 
derivatives should exist in a sufficient number, and the differential equation should have a 
solution that is determined except for the initial conditions 

• (q-1) 
s (0) 's (0) ' ... , s (0) . 

Because the general constitutive equation has to satisfy the PMOB, we have to demand 
that the derivative of the stresses are objective and that the restriction (3.44) is an isotropic 
function, too. This way we postulate the co-rotational stress rate, analogue to {2.6), by 

0 a 
1 S= ßs [RJ(s) S (t) Rt(s)] ls=o (3.45) 

and in an appropriate way for the higher derivatives 

0 aq 
_qS= ßsq [Ri(s)S(t)Rt(s)]is=o (3.46) 
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lf {3.45) is performed, by product rule we get tagether with {3.31) and by the property of 
a skew tensor 

W(t) =Rt(O) and W=-WT 

1 S = :s [RJ (s) S (t) Rt(s)J is=o = [RJSRt + R[SRt + R[SRt] ls=o {3.47) 

=S+SW-WS 

As sR(X,t) = RT(t)SR(t) and u;(s) = RT(t)Ut(s)R(t) the constitutive law must 
be satisfied if SR is replaced by S and u; (s) by Ut (s). ln other words: if the material 
satisfies PMOB and PMAS, then the argument can be replaced by its passive transformation 
for any arbitrary orthogonal R (t) (cp. {2.105)). The sameisvalid for the higher derivatives. 
Hence d in (3.44) is an isotropic function describing an isotropic material of the rate type, 
if 

o { o o . .. (r) } 
q S= d Sl, S=, ... ,q-1 S; Ut (0), Ut (0), ... Ut (0); V (t) 

{ 
o o 2 r } 

= d S,1 S=, ... ,q- 1 S; I, D, D, ... , D; V 
(3.48) 

at every timet. Fluids follow an equation that is formulated analogously as (3.48), but with 
p (t) instead of V (t). 

lnvestigating some special cases, it is obvious that for so Iids with q = 0 ( cp. (3.34)) 

s = d { D,D, ... ,D;V} (3.49) 

the rate-type material is identical with the differential-type material. For solids with q = 1 
we obtain for a rate-type meterial of the complexity r 

S= S+SW- WS= d D,D, ... ,D;V 1 o · { 2 r } (3.50) 

and in particular for the complexity r = 1 

0 

1 S = S + SW -WS = d {S, D, V} 
S =d{S,D,W,V} =d{S,L,V} 

(3.51) 

As herewith stress S and stress rate S are related to deformation V and deformation rate 
D by a differential equation of first order, (3.51) describes basically linear visco-elastic 
materials of MAXWELL-Iike and KELVIN- like bodies. 
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The combinations of these material models result in 
THOMPSON, LETHERSICH, and for q = 2 and r = 2 

higher parametric bodies like 

2° { 10 2} S= d S, S,D,D (3.52) 

in a BURGER material, which is a suitable model to describe linear visco-elastic materials 
with a sufficient number (eight) of material parameters. These are adapted in a process 
of material-identification to the behaviour of the matter in reality. Initial (spontaneous) 
effects are reproducable as weil as creep-, retardation- and relaxations- phenomenas. 

The memory of this material dass is a lang-time memory with the special character of 
exponential functions. Those are monotonaus functions that fulfil the restriction: the less 
time has passed since the motion event (deformation) has happened, the more influence 
the event to the presence has, and vice versa. The memory kernels in the solution of the 
differential equation (i.e. (3.48)) are LAPLACE-kernels with negative exponents in the 
exp-functions 

h (s) = exp [-a (t- 7)] = exp ( -as) (3.53) 

lf (3.51) is linear in D and the isotropic function d is independent on V (i.e. simple fluid), 
the constitutive equation (3.51) is reducable to 

0 

1 S=d{S,D} resp. S=d{S,L} (3.54) 

Those materials are called hypo-elastic materials. 
The linearity in D and the application of CAYLEY-HAMILTON relation allows a form 

of (3.54) by a general representation-theorem (RIVLIN-ERICKSEN): 

d (S, D) = [doo trD + dw tr (SD) + d20 tr (S2D)] I 

+ [dol trD +du tr (SD) + d21 tr (S2D)] S 

+ (do2 tr D + d12 tr (SD) + d22 tr (S2D)] S2 (3.55) 
+ [doJD] + [d13 (SD + DS)] + [d23 (DS2 + S2D)] 

(3.54) and (3.55) are an access to plasticity (material with permanent memory) or by 
shifting the time scale s---+ f(s) to endochronical inelasticity (12]. 

3.11. Non-linear materials with memory (integral-type materials) 
Let us resume the general constitutive equation for simple materials in the form (2.81) 

sR (X, t) = f [C (X, t)J + F [G* (X, s) c (X, t)] (3.56) 

lf the functional in (3.56) is at least one integral over the time 0 < s < oo, separating the 
argument of the functional in a polynom of the tensor function g (s; C) and a polynom of 
the deformation history G* (X, s), thus 

00 

:f";0 [G* (X, s) C (X, t)] = J [g (s; C)] [G* (X, s)] ds (3.57) 

0 
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the simple material described by (3.57) is of the integral-type. 
ln application to simple isotropic media we restriet (3.57) together with the constitutive 

law (2.116) or (2.117) to 

S (X, t) = :F [Ct (s) B (t)] = f [B (t)] + :F [(G (s) B (t))] (3.58) 

00 

:F [G (X, s) B (X, t)] = f [g (s; B (t))] [G (X, s)] ds (3.59) 

0 

This time it is necessary that the integrand of (3.59) is an isotropic tensor function, hence 

Q [g (s; B) G] QT = g (s; QBQT) (QG (X, s) QT) (3.60) 

For a simple fluid (tensor B replaced by scalar p ) it comes from (3.60) 

Q [g (s) G] QT = g (s) (QGQT) (3.61) 

With the assumption of a first order polynom in G, (3.57) is rewritten as 

S(X,s) = {f[B(t)]+:F[G(s)B(t)J} = -pi+:F[G(s)] 
00 

= -pl + f g ( s) G (X, s) ds 
(3.62) 

0 

For a simple, isotropic solid (3.58) is reduced by (3.59) 

S (X, s) = f [B (t)] + :F [G (s) B (t)] 
00 

= f [B (t)] + J [g (s; B)] [G (X, s)] ds 
(3.63) 

0 

lf the solid is of first order (linear in G), we get instead of (3.63) 

00 

S (X, s) = f [B (t)] + f [h (s; B)] [G (X, s)] ds (3.64) 

0 

(3.64) is interpretable as the response of an event G (X, s) at the past time T = t - s, 

during the time ds, weighted (remembered, memorized) with the memory function h (s), 
taken at the time s that has passed between the event and the presence. 

The function h (s) is the memory function as the kerne! of the integral equation. lt can 
be every monotonaus function, i.e. like exp-function (LAPLACE-kernels, compare chapter 
above), LIOUVILLE-kernels, or ABEL-kernels as an expression of the appertaining fading 
memory. The extreme would be a permanent memory, that means h ( s) = const for all 
s. in Fig. 3.1 the memory function or the influence function h (s) = llh (s)ll under the 
conditions 
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1. h( s) > 0, positive and real 

2. h(O) = 1, normalized 

3. lim (s -r oo) [sPh (s)] = 0 , monotonaus 

is sketched for different material classes and different kind of memories. 
permanent mem h(s) 

----------~------------------------~~1 

without 
mem 

T 
T = t 
s=O -----------------1·4-------------------Q 

s 

Figure 3.1: Memory (kernel) functions 

As mentioned above, special cases would be 

LAPLACE kernels : h(s) = exp ( -o:s) 
ABEL kernels : h(s) = 1/ (o:s + l)ß 

T 

The linearity in G (3.64) could be regarded as a result of a weak (GATEAU-) derivative of 
the functional. That is a variation of the functional with respect to a scalar parameter in 
the argument. The result is always linear in the increment G. ln opposite, if the functional 
is differentiated to the argument G itself, it is a strong (FRECHET -)derivative. Using left 
GREEN tensors G 1 = G instead of left CAUCHY tensors B = 2G +I (see (1.20)), the 
functional in (3.63) becomes 

F[G (s) B (t)] = F[G (s) (2G (t) +I)]= F[G (t); G (s)] (3.65) 

Defining the relative-difference GREEN deformation by 

Gct (s) = G (r)- G (t) = G (t- s)- G (t) (3.66) 
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with the particular value 

Gct (0) = G (t- 0)- G (t) = 0 

we rewrite (3.59) resp. (3.65) 

F [G (s) B (t)] = F [G (t); Gct (s)] 

37 

(3.67) 

(3.68) 

and we force the linearity in Gct (s) of the argument in the functional by a weak derivative 

a 
F[G(t);Gct(s)] =F[Gct(s);O]+ 8).. [F[G(t);Gct+AGct(s)l]I,\=O (3.69) 

= g [G (t)] + <B [G (t); Gct (s)] 

with the essential difference that in (3.69) the functional is linear in Gct (s). This is an 
equivalent form to (3.64) and the constitutive equation for simple, isotropic solids with 
memory of the integral-type becomes: 

00 

S (X, t) = g [G (t)] +I [g (s, G (t))] [Gct (X, s)] ds (3.70) 

0 J 

As a consequence of its linearity in Gct (s) the integrand J of (3.70) can be described by 
the RIVLIN-ERICKSEN representation theorem ( cp. (3.55)). 

J = (aol+alG+azG2)(ß01+ß1Gct(s)) 
= c/Jol + c/J1 G + c/J2G2 + c/J3 Gct (s) + c/J4 [Gct (s) G + GGct (s)] (3.71) 

+c/J5 [Gct (s) G2 + G2 Gct (s)] 

cPo cPo 1 tr [Gct (s)] + cP02 tr [Gct (s) G (t)] + c/J03 tr [Gct (s) G2 (t)] 
c/J 1 = c/J 11 tr [Gct (s)] + c/J 12 tr [Gct (s) G (t)] + c/J13 tr [Gct (s) G2 (t)] (3.72) 

c/J2 = cP2 1 tr [Gct (s)] + c/J22 tr [Gct (s) G (t)] + c/J23 tr [Gct (s) G2 (t)] 

With a tensor polynom reduced to second order for g [G (t)] (see(3.11)), we get finally [19] 

2 S = 7j;01 + 7/J 1 G + 4J2G 
00 +I { [c/J01 tr (Gct (s)) + c/J02 tr (Gct (s) G (t)) + c/J03 tr (Gct (s) G2 (t))] I 

s=O 

+ [c/J11 tr (Gct (8)) + c/J12 tr (Gct (s) G (t)) + c/J13 tr (Gct (s) G2 (t))] G (3.73) 

+ [c/J21 tr (Gct (8)) + c/J22 tr (Gct (s) G (t)) + c/J23 tr (Gct (s) G2 (t))] G2 

+ [c/J31 Gct (s) + c/J32 (Gct (s) G + GGct (t)) + c/J33 (Gct (s) G2 + G2Gct (s))]} ds 

whereas cjJ01 , ... , cjJ33 are 12 material functions for the memory part with cPij = 

cPi1 (G1,Gu,Gm,s) and ·ljJ 1, 7j;2 , 4J 3 are 3 material functions for the spontaneaus part with 
7/J, = 1/!,(Gr,Gu,Gm). 
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Using the order of magnitude E (cp. (1.21)) again, we can classify all terms of (3.73) this 
way, and we obtain 

Gct(s) =O(E) 
G ct ( s) G = 0 ( c2 ) 

G2 = 0 (c2 ) 

tr (GctG2) = 0 (c3) 

G 2Gct (s) = 0 (c3) 

trG, trGct = 0 (E) 
tr G (GGct) = tr (GctG) = 0 (c2 ) 

recognizing that the highest order Gct (s) G 2 is of order 0 (c3). Herewith reductions of 
lower order become possible. For instance, neglecting this highest order, we accomplish a 
consistent theory of 2nd order: 

S (X, t) = 'tPoi + 'lj;1 G + 'lj;2G 2 
00 +I {[r/i01 tr (Gct) + r/i02 tr (GctG)] I (3.74) 

0 

+ [r/J11 tr (Gct)] G + [r/i31 Gct + r/J32 (GctG + GGct)]} ds + 0 (c3 ) 

with 8 material functions 'lj;i = 'lj;i (Gr, Gn, Gm); rPij = rPij (Gr, Gn, Gm). 
lf even the terms of order 0 (c2) are neglected, a reduced consistent theory of pt order 

would be achieved. This could be i.e. physically linearized (see above) with the result 

00 

S (X, t) = 'lj;0 (Gr) I+ '!f; 10 G +I [r/J01 trGct (s) I+ r/i31 Gct (s)] ds + 0 (c2 ) (3.75) 

0 

with 4 materials values '!f;10 , r/i01 , r/i31 = const, '!f; 0 = '!f;00 tr (G). 
All 'classical' viscous and visco-elastic materials (MAXWELL, KELVIN) and even higher 

parametric visco-elastic materials, with a generalized memory behaviour and not only with 
LAPLACE-kernels as material functions <P are included. 

lf the memory part {the integral) is not considered at all, we come back to elastic 
materials and the result of {3.75) would be HOOKE's law again. 

ln order to reduce the number of material functions in (3.74) and/but to avoid the 
assumption of incompressible materials ( detF = 1). which is difficult to prove or to measure 
in real bodies especially for !arge deformations, we formulate a constraint condition for 
weak-compressible matters: 

detF = Fm = 1 + 6 (3.76) 

Since the relation holds 

the increment 6 in (3.76) can be identified as the first principal invariant I8 , if the higher 
invariants are neglected in a theory of 2nd order. But as I8 is of order 0 (E) itself, it becomes 
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clear that only the terms G, Gd ( s) , trG, trGd ( s) , G 2 , and GGd ( s) accordingly a theory 
of magnitude 0 (s2) are taken into account. From (3.74) follows 

S (X, t) = 1/!01 + 1/!1 G (t) + 1j!2 G 2 (t) 
00 

+ J { <flo1 tr (Gd (s)) I+ </l31 Gd (s) + </l3dGd (s) G (t) + G (t) Gd (s)]} ds (3·77) 

0 

with only 6 material functions 

<Po1 = <Po; </J31 = </J1; <P32 = <P2 
1/!i = 1/!i (Gr, Gn, Gm); <Pi= <Pi (Gr, Gn, Gm, s) 

lf the integral-type material is incompressible, the 1/!0 and <Po are no material functions and 
within a consistent theory of order two (3. 7 4) is simplified to [13] 

S (X, t) = 1/!0I + 1/! 1 G (t) + ·!/J2G 2 (t) 
00 

+ J {<Po tr (Gd (s)) I+ </J31 Gd (s) + </l32 [Gd (s) G (t) + G (t) Gd (s)]} ds (3·78) 

0 

where we find 4 material functions 1/!i = 1/!i (Gr, Gn); <Pi= rpi (Gr, Gn, s). 
Toseparate the influence of time s and motion (deformation) G, the material functions 

can be expanded like the functional in the neighbourhood of the non-motion (rest), thus 

<Pij (Gr, Cu, Gm, s) =<Pt] (0, 0, 0, s) + ~~j I (Gr- 0) + z~ij I (Gn- 0) 
1 O,s Il O,s 

+ :~iJ I (Gm- 0) + t { ~~i I G[ + ~2G<P;1 I G?r + 0~2~~ I GIGn + ···} 
III O,s I O,s II O,s I Il O,s 

(3.79) 

Ac; all <P are linked with at least trGd (s), in the sense of a 2nd order theory the expansion 
is considered up to the first derivative only 

rpi1 (Gr,Gu,Gm,s) = rp,1 (0,0,0,s)+</li1GI+O(s2 ) 

= <Pij (0, 0, 0, s) + </l;1 (s) (trG) 

Consequently, the material functions become functions of s only. The number of them 
can be reduced to the number three, since the spontaneaus part is always the initial value of 
the entire historical part (partial integration). These three functions are to determine from 
experiments on multi-axial testing machines (tension and/or torsion and internal pressure). 
So finally we obtain for weak-compressible, integral-type materials of order 2: 

S (X, t) =<Po (0) I+ </J1 (0) G + </l2 (0) G2 

00 

+ J {<Po (s) trGd (s) I+ </l1 (s) Gd (s) + </l2 (s) [Gd (s) G + GGd (s)]} ds (3·80) 

s=O 

with 3 material functions that depend on s only. 
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The constitutive equations can be applied in case of slow motion (slow deformation 
processes) with the replacement of D instead of G either. For geometrical linearized defor­
mation Gct (s) = G (t- s)- G (t) is to Substitute by Ect (s) = E (t- s)- E (t) and the 
squared term E~ is consistently scratchable. 

Retardation, relexation and creep as weil as all time-depending stress-strain effects 
are successfully described with these material equations e.g. in application to rubber and 
plastomers. 

Often the problern is to find a sufficient number of experimental tests and data to 
determine the material functions in a process of multiaxial material identification. Test­
ing machines which are invariant-controlled are not (yet) available. But by tension and/or 
torsion experiments at least the first and/ or the second invariant can be controlled sepa­
rately. The interaction of tension and torsion is an additional experiment, as the problern is 
non-linear and this is why the interaction is more than the sum of both tests separated. 

4. NON-LINEAR DAMAGED MATERIALS 

Analogue to continuum mechanics methods in order to postulate, generate and deter­
mine material equations for homogeneous and undamaged materials, it is possible to deduce 
those even for materials with voids and cracks in the sense of damaged matters. 

We can find an access to this darnage mechanics by introducing an additional, virtual 
or fictitious configuration (FCFG). This should have the property that it is the mapping 
of the real damaged body (ICFG) to a fictitious undamaged body in FCFG (Fig. 4.1), [16] 
under equivalence of geometry and deformation. The stresses are co-ordinated the same 

damaged 

Figure 4.1: Configuration and their mappings 
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way, strictly speaking: the real stress in the damaged material Z (X, t) is adapted to the 
stress tensor S (X, t) in the virtual configuration, which is the stress tensor used above, 
satisfying the theorems CAUCHY I and CAUCHY II, thus for the equilibrium stress 

V'. s +k = pü and 

and where p is the mass density and k the volume force of the damaged body. The stress 
tensors S in FCFG and Z in ICFG are linked by a mean tensor M = MT in a unique 
and bijective way. This tensor represents the homogenisation effect of the stress with the 
transition to FCFG. 

resp. S=MZ (4.1) 

Z should exist at every X, unless X is damaged. Herewith follows as darnage condition 

detM = 0 (4.2) 

ln order to formulate the material equation we define a symmetric stress tensor for the 
fictitious configuration ( effective stress) 

Together with (4.1) it comes 

sF = M-1sM-T 

{4.3) 

(4.4) 

Since Z, S, and SF are related by ( 4.3) and ( 4.4), one of them can be eliminated, e.g. 
the darnage stress tensor Z. The constitutive equation is writable as a relation of SF and 
M now. Depending on the behaviour of the material, it could be elastic, plastic, or visco­
elastic, we use one of the equation of the material classes above. l.e. for a rate-type material 
of q = 1 and r = 1, we get from (3.50) for the undamaged material [16) 

0 

M= d(SF,M) (4.5) 

The motion-history from RCFG X= x (X, t0) to FCFG x (X, t) is now considered as 
a two-step history 

1. from RCFG to the PCFG: x (X, t0) --t XF = XF (X, t) 

2. from PCFG to the FCFG: XF (X, t) --t x = x (xF, t), 

and we get as configuration gradients: 

FF = xFV and as before F = xV (4.6) 

The total configuration gradient is the one-by-one mapping (chain-rule) 

(4.7) 
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The darnage process should occur during the second step, thus from PCFG to FCFG(ICFG), 
with the consequence that constitutive law for the damaged material depends on the config­
uration gradient between PCFG and FCFG, that is <P. Hence, the objective left CAUCHY­
deformation is here 

(4.8) 

and the constitutive equation for the damaged part of the material follows analogue to 
(3.50) as 

(4.9) 

As (4.9) is linear in Bv, the matter law can be written with the representation theorem 
(3.55) for isotropic tensor functions 

[dootrBv + d10 tr (SFBv) + d2o tr (S}Bv)] I 
+ [do1trBv + dntr (SFBv) + d21tr (S}Bv)] SF 
+ [do2trBv + d12tr (SFBv) + d22tr (S}Bv)] S} 
+ [do3trBv + d13tr (SpBv + BvSF) + d23tr (BvS} + Bv)] 

(4.10) 

With the assumption that (4.10) is linear in SF either, the equation is simplified again like 
in Chap. 3.11: 

d (Sp, Bv) = [dootrBv + d10tr (SFBv)] I+ [do1trBv + dntr (SpBv)] Sp (411) 
+ [do3trBv] + [d13tr (SFBv + BnSF )] . 

With the stress tensors S and Sp, with the mean tensor M, and the unknowns x and xF 
as the placements of X in the different configurations and the deformation tensor Bv we 
obtain an array of 42 unknowns. On the other hand we have 3 equations by CAUCHY I, 3 
non-trivial equations from CAUCHY II, 9 material (4.5) for the undamaged, 9 material (4.9) 
for the damaged material, 9 displacement-deformation equations with ( 4.8), and 9 relations 
(4.4) between the two stress tensors, thus we have 42 equations. lf the symmetry of all four 
tensors is considered at once, the array would have 30 unknowns with 30 relations only. 

0 

By a simultaneaus solution, i.e. in the order S, x, Xp, Sp, Bv. Bv. and M the darnage 
process in materials with elastic or inelastic properties can be described in a similar way 
and by the same methods as in continuous media. 
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CLASSICAL AND NON-CLASSICAL CREEP MODELS 

H. Altenbach 
Martin Luther University, Halle-Wittenberg, Germany 

ABSTRACT 
The following paper gives a short introduction into classical and non-classical creep models and 
their application to structural mechanics calculations. The analysis of creep processes is becoming 
more and more important in engineering practice. This development is connected with extended 
exploitation conditions and increasing safety standards. The quality of the predictions is influenced 
by the reliability of the material and structural models. ln other words, it depends strongly on the 
possibilities to describe the creep problem, which should be analysed with the help of an adequate 
mathematical model. 

ln solid mechanics two types of equations are generally used - material independent and ma­
terial dependent equations. The latter one should contain relations, which are able to reflect the 
individual response of the materials to external loadings. One goal in mechanics is to formu­
late suitable constitutive and, if necessary, evolution equations describing the material behaviour 
phenomenologically. Such an approach should be adopted for the material behaviour by an iden­
tification procedure which allows to find relations between the parameters in the equations and 
the experimentally determined characteristics of the material. The following considerations are 
related to these questions. 

Classical creep equations are insensitive to the kind of loading. They describe, for example, 
identical behaviour under tension and compression ( only the sign of the creep deformations is 
opposite). ln addition, constitutive equations, which are able to reflect differences in the material 
behaviour with respect to the kind of loading, are discussed. 
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1. MOTIVATION 

ln engineering practice, an increasing number of different materials is used. Their real 
behaviour, especially their deformation and strength characteristics, can be described only 
approximately by classical material models. The extended application of light alloys, poly­
mers, composites, ceramics, etc., requires an extension of the classical phenomenological 
constitutive equations and strength criteria. Certain materials show some effects in tests, 
which cannot be described by classical models. For example, different behaviour in tension 
and compression or the Poynting-Swift effect [1] (shear stresses result in axial strains) are 
obtained. ln most cases, classical constitutive equations are based on potential formula­
tions and equivalent stresses, which may be quadratic forms of the von Mises equivalent 
stress type and therefore insensitive to the sign of loading. So we can conclude that the 
von Mises-type theories cannot describe different behaviour in tension and compression. 
ln addition, some effects cannot be modelled by tensorial linear equations, hence tensorial 
nonlinear constitutive equations must be formulated even in the case of small strains. 

Until now no unique terminology is in use and such effects are called second order 
effects [2] or non-classical effects [3] in the literature. ln all cases, a dependence of the 
material behaviour on the kind of loading can be established. lt seems that it is necessary 
to connect the classification of the additional effects with experimental observations. Other 
definitions, partly given only by the type of the mathematical expressions ( e.g., tensorial 
linear or nonlinear equations) describing the material behaviour, are not satisfying. Forthis 
purpose a proposal for a definition of the kind of material behaviour is presented in section 
3. From the methodological point of view similar definitions are formulated for isotropic 
and anisotropic material behaviour. Additionally, the creep-damage coupling with respect 
to non-classical models is discussed. 

The non-classical effects are connected with different types of material behaviour ( elas­
tic, plastic, creep) or Iimit states (strength, damage, fatigue). Here, we direct our attention 
to the creep behaviour and the main effects obtained in tests, which are the different be­
haviour in tension and compression, different equivalent stress-equivalent strain curves in 
tension and torsion, the dependency on the hydrostatic stress state, the compressibility and 
the Poynting-Swift effect. These effects are not only considered in the case of primary and 
secondary creep, but also in the case of creep-damage coupling, assuming isotropic darnage 
with one scalar-valued darnage variable. ln the Iiterature the creep-damage coupling be­
haviour is also named tertiary creep. By analogy we can discuss other models (anisotropic 
damage, more than one darnage parameter or inner variables). 

Starting with classical creep models a systematic extension of the classical models is 
presented. Here we introduce only models which correspond to the phenomenological ap­
proach. ln the case of isotropic behaviour the classical creep law, the Norton's law, is based 
on the creep exponent and one additional parameter. Both are identified for the given ma­
terial, loading and temperature conditions. The proposed generalised creep law is based on 
the creep exponent and six additional parameters. Special cases with a reduced number of 
parameters are deduced. All models are related to the assumptions of isothermal processes, 
quasi-static loadings and monotonic loading path. lt is necessary that in the next years new 
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theories for non-isothermal processes and cyclic loadings should be worked out, because 
there are many applications, e.g., in mechanical engineering. 

After a short introduction into material modelling and the discussion of some experi­
mental observations the main part is directed to classical and non-classical creep models 
without or with damage. All models are proposed for isotropic and anisotropic behaviour. 
Examples of applications are reported briefly. For a better understanding, the following 
section contains a short introduction into tensor calculus with Cartesian tensors. 

2. SOME IMPORTANT FORMULAE IN TENSOR ALGEBRA AND ANALYSIS 

The contents of this section is related to some rules of calculations with tensors in the 
three-dimensional Euclidean space. Restricting the derivations to the case of orthogonal 
Cartesian coordinates the direct ( symbolic) and the component notation of tensor quantities 
are used. The direct notation is independent from the choice of the coordinate system. More 
details about the tensor calculus can be taken from [4, 5]. 

2.1. Scalars, vectors and tensors 
ln mechanics several tensorial variables of different rank are used. Examples are: 

• the density p, the temperature T, the energy W, ... - scalars (zeroth rank tensors), 

• the radius vector r, the displacement vector u, ... - vectors (first rank tensors), 

• the stress tensor u, the deformation tensor e, ... - dyads (second rank tensors), 

• the Hookean tensor (4) E, the material tensor (4lb, ... - fourth rank tensors and 

• the material tensor (6) c - sixth rank tensor. 

Sealars are variables, which are fully independent on the choice of coordinate system (in­
variant variables) because they have no orientation. Vectors can be written as 

a = a1e1 + a2e2 + a3e3, a = (a1, a2, a3), a = (a;), i = 1, 2, 3. (2.1) 

The a; are the coordinates of the vector, which are related to the vector basis e; with 
respect to the given coordinate system. This vector basis is assumed to be an orthonormal 
basis 

{ 1 i = j 
ie;l = 1, e;. ej = 0 i # j . 

For shorter writing we introduce the Einstein's summation convention 
3 

i is a dummy index. 

a = a1 e 1 + a2e2 + a3e3 = L a;e; = aie;, 
i=l 

(2.2) 

(2.3) 
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The scalar product (inner product, dot product) of two vectors a and b is defined as 

{ 1 i = j 
a · b = aiei · b;e; = aib;ei · e; = aib;8ii = aibi = a; 8ii = 0 i f:. j . (2.4) 

The second product is the dyadic product of two vectors 

ab = aieib;e; = aib;eiei = 1i;eiei = T. 

ln some textbooks for this product the following designation is used 

a® b =ab. 

With the help of the dyadic product the second rank tensor T can be introduced 

T = ab= aib;eiei = 1i;ei"e;. 

ln a similar way we represent tensors of higher ranks: 

• the 4th rank tensor 

(2.5) 

(2.6) 

(2.7) 

(4) A = abcd = aib;ckdleiejekel = TS = 1i;Skleie;ekel = Aijkleie;ekel (2.8) 

• and the 6th rank tensor 

(6)B=abcdgf = TSP=Ji;SktPmneiejekelemen=Bijklmneiejekelemen. (2.9) 

For the second rank tensors T and S we define the following products: 

• the contraction or tensor product (scalar product) 

T · S = 7i;eie; · Skteket = 7i;Sktei8;ket = 7i;S;teiet = Mileiet, 
which Ieads to a second rank tensor, 

• the double contraction (double scalar product) 

T · · S = 7i;eiei · · Skteket = 7iiSkl8ik8u = 7i;S;i = a, 

resulting in a scalar, and 

• the dyadic product 

TS = 1i;eie;Sklekel = 1i;Skleie;ekel = Aijkleie;eket, 

which Ieads to a fourth rank tensor. 

2.2. Special second rank tensors 
The following special tensors can be introduced: 

• the unit tensor (identity tensor) I 

I= 8ijeiei = e1e1 + e2e2 + e3e3, ei ·I· e; = 8i;, 

• the transposed tensor TT 

T =ab===> TT = ba, T = 7i;eiei ===> TT = 7i;e;ei = Tjieie;, 

(2.10) 

(2.11) 

(2.12) 

{2.13) 

(2.14) 
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• the symmetric and the antisymmetric (skew) tensors 

- the symmetric tensor T 5 

T = TT, ,..,.. T T T 5 .lij = ji ==> = 
- and the antisymmetric tensor TA 

T = -TT, T;,j = -Tji ==> T =TA, 

• the trace of a tensor 
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(2.15) 

(2.16) 

trT =I·· T = 8kzekez · · T;ie;ei = T;,; = T11 + T22 + T33 . (2.17) 

• the spherical part TK of a tensor T and the deviator T 0 

A second rank tensor can be represented by a spherical part 

K 1 1 
T = 3 (I · · T)I = 3 rkk8ijeiei (2.18) 

and a deviator 
D K 1 1 

T = T- T = T- 3 (I · · T)I = (T;i- 3 rkk8;j)e;ei (2.19) 

in the following unique way 

(2.20) 

or 
1 1 

T;jeiej = 3Tkk8ijeiej + (T;j- 3Tkk8ij)e;ej, (2.21) 

2.3. lnvariants of a second rank tensor 
Invariantterms are independent on the choice of the coordinate system. Such a system 

of invariants can be related to the coefficients of the characteristic equation 

det(T- >.I)= >.3 - J1(T)>.2 + Jz(T)>.- J3(T) = 0. (2.22) 

The J; are called principal invariants. So we introduce 

• the linear principal invariant 

J1 (T) = trT := T · · I := T;;, (2.23) 

(2.24) 

• and the cubic principal invariant 

J3(T) ~ [l1(T3) + 3Jl(T)Jz(T)- Jf(T)] 

1 3 1 2 ( 1 3( ) 3J1(T)- 2J1(T )J1 T) + {/1 T (2.25) 

det(T;j)· 
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Other systems of invariants can be developed, e.g.: 

• the basic invariants 
linear basic invariant Ir (T) 
quadratic basic invariant h(T) 
cubic basic invariant I3(T) 

• or the modified basic invariants 

1ii, 
TiJTJi, 
TiJTJkTki, 

lr(T)=T··l, 
h(T) = T· · T, 
h(T) = (T · T) · · T, 

(2.26) 

- - 12- 13 I1 (T) = tr(T), !2 (T) = 2tr(T ) , I3 (T) = 3tr(T ) . (2.27) 

The following relations between the principal and the basic invariants are existing 

J1 /r, I1 J1, 

J2 ~(I~- I2), I2 Jt- 212, (2.28) 

J3 = ~I3- ~I1h +~Ir, I3 3J3- 3Jrl2 + Jf. 

For the deviator we r:an derive the principal and the basic invariants by analogy: 

• principal invariants of the deviator 

D 1 D D J3(T )=Jh(T ) = detT , 

• and basic invariants 

II(T0 ) 

l2(T0 ) 

l3(T0 ) 

TS 
rgrR 
rgr1~Tß 

The following relations between the invariants can be deduced 

I1 (TK) = J1 (TK) = J1 (T), 

(2.29) 

(2.30) 

l2(T0 ) -2J2(T0 ) = -2J2(T) + ~J~(T), (2.31) 
3 2 

h(T0 ) 3J3(T0 ) 3h(T)- J1(T)h(T) + gJr(T). 

2.4. Eigenvalue problern for a second rank tensor 
The eigenvalues ). and the eigendirections n for a second rank tensor T can be obtained 

from the solution of the following equations 

(T- >..I)· n = 0, n · n = 1, (Tij- )..8i1)n1 = 0, njnj = 1. (2.32) 

The eigenvalues follow from the condition that nontrivial solutions are existing, which Ieads 
to the characteristic equation 

det(T- >.I) = 0, det(TiJ- >.8i1) = 0. (2.33) 
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The roots of this equation A(a)> o: =I, II, II I are called principal values. lt can be shown 
that in the case of symmetric second rank tensors all principle values are real [5]. For each 
root we get the eigendirections (principal directions) n)a), o: =I, II, II I from the system 

(Tn - >.)n1 + T12n2 + T13n3 0, 
T21n1 + (T22- >.)n2 + T23n3 0, 
T31n1 + T32n2 + (T33- >.)n3 0, 

{2.34) 

ni + n~ + n~ l. 

The second rank tensor satisfies his characteristic equation (Cayley-Hamilton theorem) 

T 3 - J1 (T)T2 + J2 (T)T - J3 (T)I = 0, {2.35) 

which enables the representation of Tn (n ~ 3) as a linear function of T 2 , T, T 0 = I, e.g., 

T 3 = J1(T)T2 - J2(T)T + J3(T)I. (2.36) 

2.5. Transformation rules for tensors 
The rules of transformation from one coordinate system to a rotated system for tensors 

of the rank 2, 4 or 6 are (all indices range from 1 to 3) 
I 

aij O:miÜ:njamn, 

b:jkl = Ü:miÜ:njÜ:skO:tlbmnst, 
I 

Cij klop = Ü:mi O:nj 0: sk Ü:tl O:uo O:vp Cmnstuv · 

The O:ij are the elements of the transformation matrix: 

O:ij = cos(e/, ej)· 

2.6. Functions of a tensor argument 
We can introduce the following linear functions 

7/J B ·· D 
c = (3lB ·· D 
P = (4lB ·· D 

linear scalar function, 
linear vector function, 
linear tensorial function. 

(2.37) 

{2.38) 

{2.39) 

A linear scalar function can also be represented by a quadratic form of a second rank tensor 

7/J[P(D)] = 7/J((4) B · · D) = ((4) B · · D) · · D = BkzmnDnmDlk· {2.40) 

lf Bklmn = Bmnkl and the symmetry conditions 

D = D T ===> Pst = BstmnDnm, Bklmn = Bklnm {2.41) 

and 

{2.42) 

hold true, the number of linear independent coordinates of a fourth rank tensor can be 
reduced from 81 to 21 coordinates. 
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2. 7. Derivatives of the invariants of a second rank tensor 
A scalar-valued function of a second rank tensor can be represented by 

1jJ = 1/J(D) = 1/J(Dn, D22, ... , D31). {2.43) 

Then we can calculate the derivative by the following equation 

81/J 81/J 
1/J,v = 8D = 8Dkt ekel. {2.44) 

On the other hand the derivatives of the invariants are 

Jl(D),D I, Jl(D2),D = 2DT, Jl(D3),D = 3D2T, 

J2(D),D = Jl(D)I- DT, (2.45) 

J3(D),D D 2T- J1(D)DT + J2(D)I = J3(D)(DTt1. 

So, we finally get 

( 81/J 81/J 81/J ) ( 81/J 81/J ) T 81/J 2 T 
7/J[JI, J2, J3],D = 8Jl + Jl 8J2 + J2 8J3 I- 8J2 + Jl 8J3 D + 8J3 D . {2.46) 

These calculations can be helpful for the use of the representation theorem of an isotropic 
function [6] 

P = F(A) =voi + v1A + v2A2 . {2.47) 

The coefficients vi itself are functions of the invariants 

(2.48) 

3. INTRODUCTION INTO MATERIAL BEHAVIOUR MODELLING 

Experimental observations are important for understanding the behaviour of different 
materials. Restricting our discussion to the case of phenomenological models, we only need 
information from macroscopic tests (standard tests in material testing). During these tests, 
Ioads and changes of the geometry are measured. On the other hand, the constitutive 
equations are formulated in terms of stresses and strains. Therefore, these stresses and 
strains have to be calculated from the acting forces or momentums and the elongations 
etc. of the specimen. This calculation is correct, presuming the existence of a homogeneous 
stress-strain state in the specimen. lt is difficult to realise such states, but in many standard 
tests this assumption is approximately fulfilled. 

Approximations in material testing are connected with the classification of the observed 
effects depending on their significance. At first, only the main effects, neglecting secondary 
influences, should be investigated. Thus we can introduce a first approximation of the 
material behaviour, which Ieads to simple constitutive equations with only a few parameters. 
For the identification of these parameters different standard tests in mechanical material 
testing can be used. Such tests are the uniaxial tension test, from which the axial strain and 
the transverse strain (transverse contraction) can be derived, or the torsion test, from which 
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we get the shear strains. 8oth tests can be performed without difficulties and we can find 
a Iot of test data in the literature. More difficulties are connected with other standard tests 
(e.g., uniaxial compression). Their realization demands high accuracy of the measurements 
and/or special equipment. 

ln addition, for many materials we obtain the same stress-strain curves in tension and 
compression tests {only the signs are opposite), but for some materials the behaviour is 
different. This Ieads to the conclusion that test data should be analysed and treated carefully. 

3.1. Experimental motivation 
Every engineering analysis and calculation is based on models, which can, in general, be 

described by some mathematical expressions (equations}. With respect to the mechanics 
we can distinguish between two main groups: 

• the material independent equations and 

• the material dependent equations. 

The first group reflects the geometrical relations {the strain-displacement equations) and 
the equilibrium conditions (static or dynamic). lf we count the number of equations and the 
number of independent mechanical variables, we can see that the system of the material 
independent equations is undetermined (we have more variables than equations). lt is thus 
necessary to introduce additional information to complete the system of governing equa­
tions. From our experience we know, for example, that a beam made of steel or made of 
rubber shows different deflections under the same transverse Ioad, if the geometrical prop­
erties are identical: we obtain individual responses depending on the material used. To find 
an adequate mathematical description for the individual response {material behaviour) is 
the main topic in material modelling. These models must satisfy mathematical restrictions 
and reflect physics and materials science knowledge, but they have to be simple enough for 
engineering applications. 

The development of material behaviour models is connected with different experimen­
tal observations. The first models start from macroscopic observations and are formulated 
basing on pure empiricism. After some developments in mathematics and mechanics, math­
ematically and mechanically based models on the phenomenological Ievel were derived. ln 
the last years we also got new proposals for models of the material behaviour from the 
atomic modelling (or physical modelling) using microscopic observations [7]. The different 
approaches give several answers to the question, in which way the model of the material 
behaviour should be formulated and what kind of experimental observations should be taken 
into account. On the other hand the different approaches Iead to different possibilities to 
describe several effects of the material behaviour. The physical approach is connected with 
the investigation of deformation, darnage and fracture mechanisms on the microscopic (or 
submicroscopic) Ievei. The materials science approach, which is related to the mesoscopic 
Ievei, describes the correlation between the structure of the material and their properties. 
The continuum mechanics approach uses the macroscopic Ievei for the formulation of phe­
nomenological models based on observations in standard material tests [8]. Until now the 
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last approach is most convenient for the use in engineering applications (analysis of the 
stress-strain-state in constructions or structural elements). The different approaches are 
summarised in Table 3.1. 

Table 3.1: Classification of material behaviour models 

LEVEL Microscopic Mesoscopic Macroscopic 
CHARACTERISTIC w-w - w-1 m w-1 - w-4 m 10-4 - ••• m 

LENGTH, Atoms, Assemblage of Structure, 
SCALES Molecules Grains Specimens 

TYPICAL Vacancies, Microcracks, Macrocracks 
DEFECTS Dislocations Cavities, Voids 
SCIENCE Solid physics Materials science Solid mechanics 
AlM OF Mechanisms Relations between Phenomenological 

RESEARCH of deformation structure of the materials constitutive 
and fracture and their properties equations 

Every discussion in material modelling starts with material testing. The first question is 
- what kind of tests do we have to take into account. There is no unique answer, because 
it depends, for example, on the given experimental equipment and the facilities in the 
laboratories, etc. ln general, the recommendation can be given to start with the so-called 
basic tests in mechanical testing {uniaxial tension, uniaxial compression, torsion). 

ln this section the explanations are focused on the standard tensile test. ln Fig. 3.1 
stress-strain curves for different materials are schematically shown. All curves are related to 

a b 

cr 

(I) 

(2) 

'---------------------> ----------------> 

Figure 3.1. Stress-strain curves for various materials. a- brittle (1) and ductile (2) material, b­
rubber-like {1) and viscoelastic (2) material 
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the nominal stress and the Cauchy's strain (both are computed for the initial geometrical 
values). These curves Iead to the conclusion that the mathematical description of material 
behaviour must result in different mathematical expressions useable for engineering appli­
cations. The problern is to find equations suitable and convenient for application, which 
are detailed enough to reflect the main effects and in the same time simple enough for an 
easy handling. The solution of this problern in the engineering sense is the introduction 
of some simplification. The real experimental curves can be divided into sections, each of 
them can be presented approximately by a simple model. Examples of such models are the 
linear or the nonlinear elastic model, the perfectly plastic model, the linear elastic-perfectly 
plastic model, the plastic model with linear or non-linear hardening, etc. All these simple 
phenomenological material models can be formulated by engineering or continuum mechan­
ics based methods. ln fundamental research models of solid physics or materials science are 
used, too. 

3.2. Classification of material models 
Several kinds of classification for the material behaviour can be given. For example, in 

engineering applications material behaviour can be classified as 

• elastic behaviour, 

• plastic behaviour, and 

• creep. 

Real materials rarely show a behaviour which can be related to only one of these items. 
ln many Situations it is unavoidable to combine these simplified models, what Ieads to 
viscoelastic, viscoplastic, elastic-plastic, etc., models. Fig. 3.1a shows the stress-strain curve 
for a brittle material (1), which can be approximated by a linear elastic law, and for a ductile 
material (2), which can be approximately characterised as an elastic-plastic material with 
nonlinear hardening. Fig. 3.1b shows a rubber-like (1) material and the constitutive equation 
sho•lld be nonlinear elastic. Fig. 3.1b (2) shows the typical behaviour of a viscoelastic 
material, which partly creeps. 

Another possibility of classification is the dependence on the kind of loading (Fig. 3.2). 
lf we perform tension and compression tests, we observe that some materials show an 
identical behaviour (Fig. 3.2a). ln other cases (Fig. 3.2b and c) the behaviour is different 
with respect to the microstructure of the material. The elastic range of the stress-strain 
curves is marked by thick lines. 

ln this paper the following classification of the material behaviour is used: 

• classical material behaviour, and 

• non-classical material behaviour. 

For better understanding of the further discussions a definition of classical and non-classical 
material behaviour with respect to creep problems will be presented according to (3]: 
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a cr b cr c cr 

Figure 3.2. Stress-strain curves from tension and compression tests for different types of materials. 
a - crystalline material {identical behaviour), b- rubber-like material {different behaviour), c­
material with a cellular structure {different behaviour) 

• Let us assume that the creep equation can be derived from a potential function 

(3.1) 

CY eq is the equivalent stress, which is a function of the stress tensor u and which 
can be defined in a suitable manner. With the help of this equivalent stress we can 
compare multiaxial and uniaxial stress states. The expression of the equivalent stress 
can be additionally dependent on some specific material parameters, which must be 
found by basic tests with standard specimens. 

• Definition 1: All material models for isotropic materials of which the specific material 
parameters of the equivalent stress can be identified with help of one basic test 
(mostly uniaxial tension test) are called classical models. lf more than one basic test 
is necessary for the parameter identification we have a non-classical or generalised 
model. 

• Definition 2: All material models for anisotropic materials for which the identification 
of the specific material parameters is possible with help of one basic test, but in 
different directions, are defined as classical models, otherwise the models are cal/ed 
non-classical or generalised models. 

Remark: 8oth definitions are not restricted to creep models. Elasticity, plasticity or certain 
types of failure behaviour can be analysed in the same way [3]. 

3.3. Approaches in material modelling 
Mathematical-mechanical equations which are able to describe the material behaviour 

should reflect the individual response of a certain material on external influences (for ex­
ample, mechanical and thermal loadings) caused by its specific internal constitution. lt is 
necessary to introduce a precise number of constitutive equations1 and, if necessary, evolu-

11n this paper term "constitutive equation" is used in a weak sense, which Ieads to similarities with "state 
equation", etc. A strong definition of the term "constitutive equation" is presented in the contribution of 
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tion equations to supplement the material independent equations of structural mechanics. 
ln such a way the mechanical problern becomes determined. The material models can be 
classified with respect to the observation scale: the physics scale is connected with the 
deformation mechanisms, the materials science scale - with structure-properties relations 
and the continuum mechanics scale- with the phenomenological behaviour (Table 3.1). For 
each case we have different types of material behaviour equations. Limiting our discussions 
to phenomenological equations three different possibilities for modelling material behaviour 
can be distinguished: 

• the deductive derivation of constitutive equations based on complex mathematical 
expressions and on fundamental principles of material theory [4, 6, 9, 10], 

• the inductive derivation based on experimental performances, simple mathematical 
relations and a step-by-step generalisation [3, 11], and 

• the rheological modelling based on simple rheological basic models and their combi­
nations [10, 12, 13]. 

The first approach is preferable from the point of view of mathematics and has to take into 
consideration so-called constitutive axioms (causality, determinism, objectivity, etc.) This 
approach is briefly discussed by P. Gummert in these Lecture Notes. ln addition, the use 
of the deductive derivation is close to some mathematical techniques, especially the tensor 
function representation for isotropic and anisotropic materials, discussed, for example, by 
Betten in [14]. From the point of view of practical applications this first approach can be 
recommended only in some cases, if other possibilities do not work (solids with complex 
behaviour, mixtures, etc. ). The method of rheological modelling, which is widely used in 
visco-elasticity for modelling plastics, is connected with an increasing development during 
the last years. The reasons for this is the simplicity and the easy formulation of complex 
models by some combination rules. The inductive approach is mostly used in practical 
applications because this approach is connected with general rules of engineering modelling. 
For the classical and non-classical creep models, which are presented here this approach 
will be used. 

A Iot of constitutive equations for creep processes are proposed in the literature. The 
mechanism-oriented description (microstructural Ievei) Ieads to equations of the following 
form for the creep strain rate (see, e.g., [15]) 

·er A ( T )m (TD) (b)n 
E = iDi G kT d (3.2) 

TD/ kT is the relation between the mechanical and thermal energy ( T - applied stress, k 
- Boltzmann's constant, n - atomic volume, T- absolute temperature), bjd describes the 
grain size dependence (b- Burger's vector, d -grain size), Di is the diffusion coefficient and 
Ai - the "diffusion area measure". G denotes the shear modulus, m and n are exponents 
specific for each material and loading condition. The materials science-based models start 

P. Gummert in these Lecture Notes. 
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from experimental observations (micrographs). By this way the type of the creep process, 
the nucleation and growth of darnage and the factors, which have a significant influence on 
the creep process, can be classified. Equations related to this approach are presented, e.g., 
in [16, 17]. With respect to the different creep mechanisms (climb-controlled dislocation 
motion, diffusion-controlled creep, etc.) the mathematical expressions and the influence fac­
tors differ from one model to another. All these equations are inconvenient for engineering 
structural analysis, but Iead to suitable results when they are applied to the description of 
deformation and darnage processes in the microstructure of the material. lt should be re­
marked that all these micromechanics-based equations are supporting the phenomenological 
creep curve describing equations. Successful use in engineering applications of mechanism­
based equations is reported by D. Hayhurst in these Lecture Notes. 

The phenomenological approach to creep processes is based on constitutive equations 
of the following type [18, 19, 20] 

c = f(a, t, T), (3.3) 

where t denotes the time. The classical creep equations for metals were summarised, e.g., 
in [21]. The form of the constitutive equation differs from author to author. The reason for 
this is that these equations can be written for the strains c, for the creep strains cer, for 
the strain rates € and for the creep strain rates €er. The problern is how to find suitable 
expressions for the creep equation. Additional difficulties are connected with the extension 
to the multiaxial case. 

A possibility of extending the classical creep equations is the introduction of a darn­
age parameter. The darnage parameter allows a simple description of the tertiary creep. 
Creep-damage equations are discussed, e.g., in [18, 22, 23, 24, 25), but the number of 
necessary darnage parameters, the mathematical nature of these variables (scalar-valued, 
vector-valued, tensor-valued) remains an open questions. The discussion of these problems 
is included in the contributions of J. Skrzypek and J.L. Chaboche to these Lecture Notes. 

4. CLASSICAL CREEP MODELS 

Creep is a time- and temperature-dependent phenomenon that occurs in engineering 
materials at elevated temperatures usually exceeding 0.4 times the melting temperature 
Tm in the case of metals [26]. Creep tests are performed at constant stress and fixed 
temperature. The creep strain vs. time curve can be separated into three stages (Fig. 4.1): 

• primary or transient creep with hardening of the material, 

• secondary or steady-state creep with hardening and softening equilibrium, and 

• tertiary or accelerated creep with softening ( degradation of the materia1)2 . 

2This definition of tertiary creep is a simplification. A different approach is discussed in J.L. Chaboche's 
contribution to these Lecture Notes. 
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a 

b f; 

Figure 4.1. Characteristic of the creep behaviour. a - Typical creep curve (total strain vs. time) 
and b- Creep strain rate vs. time curve (tf- failure time) 

Each stage can be characterised by a typical strain rate curve shape (Fig. 4.1b). During 
the first stage the creep rate is decreasing, during the second stage we obtain an approxi­
mately constant creep rate and the third stage corresponds to increasing creep strain rate. 

All three stages can be obtained in tests, but they are more or less developed. For 
example, if the temperature is moderate the tertiary creep does not occur. The significance 
of the creep stages also depends on the kind of material. 

As shown in Fig. 4.1a in the case of moderate Ioads the deformation starts with an 
instantaneous elastic part c:e1• lf the Ioad is removed from the specimen at the time t 1 the 
elastic part of the strains is recovered instantaneously, too. lt is established by tests that 
the creep strain will be recovered incompletely over the time, hence a non-zero permanent 
strain should be taken into account. ln the case of Ioads which result in plastic deformations 
the instantaneous deformations are composed of two parts: an elastic and a plastic part. 

lt must be underlined that the different stages of creep are connected with different 
creep mechanisms. This Ieads to different mathematical descriptions of creep processes. 
For engineering applications simplification must be introduced for a better handling of the 
model equations and for a reduction of the experimental efforts in the identification of 
material parameters. 

4.1. Uniaxial creep models 
Creep constitutive equations are more complicated than the elastic equations. ln 

general, we presume in the uniaxial case 

j(E, a, t, T) = 0, (4.1) 
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where c, a, t and T denote the strain, the stress, the time and the temperature, respectively. 
c and a have the same direction. ln many situations (4.1) can be simplified or approximated 
by simpler equations. 

Separating stress, time and temperature influences a convenient approximation of the 
creep law (4.1) can be given by (19, 27) 

cer = fl(a)h(t)!J(T) (4.2) 

or (28) 
n 

(4.3) 
i=l 

cer is the creep strain. Different proposals for the functions ft, h and h are presented in 
the Iiterature (18, 19, 20). Assuming the creep strain as a function of time with fixed stress 
and temperature the following equations are proposed (20) · 

cer = ßt113 + kt Andrade, 1910, 
ccr = Ftn Bailey, 1929, 
cer = G[1- exp( -qt)] + Ht McVetty, 1934, 
cer = c 1 + Algt + Bt Leaderman, 1943 (4.4) 
cer = c 1 + ctn (n < 1) Findley, 1944, 
cer = c1 + A lg t Philips, 1956, 
cer = 2: aitn; Graham and Walles, 1955. 

i 

For the creep strain rate-stress relation the following proposals exist 
E:er =Kam (3 < m < 7) Norton, 1929, Bailey, 1929, 

E:er = B [exp :* -1 J Soderberg, 1936, 

Nadai, 1938, McVetty, 1943, 

Johnson et al., 1963, 

Garofalo, 1965, 

Odqvist, 1966. 

(4.5) 

The approximation of creep data by the power function Ieads in some cases to mathematical 
difficulties, which can be solved, for example, if the approximation is realised by the sinh­
function (29). Other problems with the approximation of creep data are reported in [30). 

The description of the temperature dependencies is more complicated. The reason for 
this can be seen in the temperature influence on the material parameters (temperature 
dependent parameters) and on the structural changes (the increase of the temperature 
yields different creep mechanisms). ln dependence on the stress and the temperature Ievei, 
the grairi size, etc. different creep mechanisms are existing. So-called deformation maps 
(normalised shear stress vs. homologaus temperature) show, which kind of creep mechanism 
can be assumed. Such deformation maps are derived from experimental observations for 
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w-2 plastic deformation 
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Figure 4.2: Typical deformation map: normalised shear stress vs. homologaus temperature 

many materials. A typical deformation map is shown in Fig. 4.2. Various creep deformation 
mechanisms are described, e.g., in [15]. Several examples of deformation maps are presented 
in [31]. Temperature-dependent creep equations can be expressed by 

Ecr ~ exp[-(Q- "(a)/RT] 
cer = J [ t exp (-Q / RT)] h ( a) 

Kauzman, 1941, 
Dorn and Tietz, 1949, 

Eer ~ f exp( -Qj RT) Lifshiz, 1963, 

cer = f[texp(-QjRTWh(a) Penny and Marriott, 1971. 

(4.6) 

Q, R, "(, n denote the activation energy, the gas constant and material parameters, respec­
tively. 

At varying stress the creep theories which include primary and secondary creep can be 
formulated by different approaches. The main directions are [18, 19, 20] 

• the total strain theory, 

• the time hardening theory, 

• the strain hardening theory and 

• the hereditary theory. 
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The total strain theory assumes the existence of a relationship between the total strain, 
the stress and time (a surface in the stress-strain-time space) at fixed temperatures. The 
time hardening theory, which is also called the flow theory, assumes the existence of a 
relationship between the creep strain rate, the stress and time at fixed temperatures. The 
strain hardening theory is based on the assumption of the existence of a relation between 
the creep strain rate, the creep strain and the stress at fixed temperatures. ln some cases 
instead of the creep strain rate and the creep strain the inelastic strain rate and the inelastic 
strain are used. ln the hereditary theory the relation between stress and strain is given by 
integral equations of the Volterra type. This theory is mostly applied in the description of 
the viscoelastic behaviour of plastics. Further information on this special approach can be 
taken from [18]. 

Here we discuss only the flow theory, which is similar to the theory of plasticity. The 
main problern is to find a suitable expression of the basic expression of the flow theory 

<J>(E:cr, u, t, T) = 0. (4.7) 

The recommendations for the choice of a certain creep theory are reported in detail in, for 
example, [20, 32]. 

4.2. Extension 1: Multiaxial behaviour 
All constitutive equations formulated here are restricted by the following assump-

tions: 

• geometrically linear theory, that means infinitesimal strains, 

• non-polar, homogeneaus materials, that means symmetrical stress tensor, and 

• isothermal processes, that means elevated, but constant temperatures. 

From the first assumption, it follows that the coordinates of the stress tensor in the Eulerian 
and Lagrangian coordinates and the engineering stresses are identical [4]. The deformation 
state can be described by Cauchy's strain tensor. From the second assumption follows that 
only the symmetric part of the strain tensor is involved in the material behaviour equations 
[4]. ln addition, the material characteristics are constant in all parts of the volume. The 
third assumption simplifies the formulations of the material model, because the material 
characteristics do not change with temperature. This assumption can be used in the case 
of fixed temperatures. 

The classical multiaxial creep equations can be derived from the following creep potential 
[18] 

(4.8) 

u denotes the second rank symmetric stress tensor and the qn(n = 1, ... , m) are a set of 
inner (rheological) parameters characterising hardening, damage, etc. Assuming the equiva­
lence between the uniaxial creep state (known from tests) and the three-dimensional creep 
state the potential should be a function of the equivalent stress aeq· This scalar-valued 
function of a tensor-valued argument can be restricted by some assumptions. ln the case of 
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isotropic materials the equivalent stress is a function of the stress tensor invariants. Neglect­
ing the influence of the kind of loading a suitable approximation of the equivalent stress 
can be given by the quadratic invariant. Restricting the discussion to cases not influenced 
by the hydrostatic pressure we get with respect to the flow theory 

<J>(aeq)- e(qn) = 0, aeq = avM = J~8 · · 8, {4.9) 

avM denotes the von Mises equivalent stress and 8 - the stress deviator. The function ~ 
is a characteristic property of the creep surface which can be influenced by hardening and 
other phenomena. The creep strain rate tensor can be calculated by 

. er • a<I> 
e = TJ au· (4.10) 

The unknown factor i] follows from the assumption that the dissipated power pdiss in the 
three-dimensional case is the same as in the equivalent uniaxial case 

pdiss = u .. eer = a E:er eq eq· (4.11} 

Taking into account some specifications of the creep potential <I> we can calculate i]. ln 
the case of the so-called von Mises-type theory ~ = ~0 is constant and <I> depends on the 
second invariant of the stress deviator 8 

<I>(aeq)- e = aeq2 - ~~ = 0. 

Following (21], we get for the creep strain rate 

The equivalence relation (4.11) Ieads to 

and we finally find (27]. 

eer = 3i]8. 

·er 
. ceq 
TJ=-

2aeq 

(4.12) 

(4.13) 

(4.14) 

3 ·er 
eer =- ceq 8. (4.15) 

2 aeq 

The function €~~ must be determined by tests. Usual approximation is the Norton's creep 
law. With respect to ( 4.5) we assume 

·er K m ceq = aeq 

which results in the well-known equation 

eer = ~Kaeqm-18 
2 

(4.16} 

(4.17) 

presented in the classical textbooks. Additional discussions on classical creep equation can 
be found in (18, 19, 20, 21, 27, 28, 33, 34]. 
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4.3. Extension II: Anisotropie behaviour 
ln tests many engineering materials are (more or less) anisotropic, which means that 

their constitutive behaviour is dependent on the given test direction. A typical example of 
this group of materials are single crystals, but anisotropic behaviour can also result from 
certain technological processes. For all these materials we need a suitable description by 
mathematical equations. 

Limiting our discussions to the case of creep behaviour the introduction of a simple 
model which corresponds to the isotropic creep model (flow theory) is possible. The starting 
point is again a creep potential 

(4.18) 

ln the case of anisotropic behaviour we must introduce material tensors similar to the theory 
of plasticity 

(4.19) 

(4)b denotes the fourth rank material tensor. The dependence on the inner (rheological) 
parameters qn can be dropped in some cases. A convenient proposal for the potential <I> is 
a quadratic function 

<I>= (1' •• (4)b .. u, (4.20) 

and the creep strain rate tensor can be calculated by the standard flow rule 

• er • a<I> 2 . (4) b c =ry-= Tl ··(1'. au ( 4.21) 

The unknown factor iJ follows from the dissipated power pdiss. (4.20) is the gen~ralisation 
of the isotropic creep potential, based on the second invariant of the stress deviator. This 
potential was suggested in [35). The fourth rank tensor (4)b satisfies the symmetry conditions 
of the Hookean tensor which means that 21 components of this tensor are independent. 

Different additional proposals restricting the form of the presented anisotropic creep 
equation are discussed in literature. For example, as in the classical theory of isotropic 
creep, incompressibility can be presumed. Such restrictions result in a reduced number of 
material properties of the material tensor (4lb. Taking into account the incompressibility 
condition (no influence of the hydrostatic stress state) in the anisotropic case the number 
of independent components reduces to 15. Another possibility of reducing the experimental 
and computational efforts is given by the assumption of special kinds of anisotropy. For 
example, orthotropic behaviour, which can be established in thin sheets, !eads to a reduc­
tion of the number of independent components to 9. The additional introduction of the 
incompressibility condition reduces it to 6. This case was discussed in the theory of plasticity 
by Hili [36). 

4.4. Extension 111: Creep-damage coupfing 
Engineering materials operate under different mechanical and environmental condi­

tions leading to microstructural changes which decrease their strength. These processes in 
the materials are irreversible and in the Iiterature they are called damage. There are different 
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kinds of darnage ( creep darnage, ductile plastic darnage, fatigue darnage, ernbrittlernent, en­
vironrnental degradation, etc.), which are discussed in several textbooks, e.g., [23, 24, 37]. 
Here we restriet to creep-darnage interaction. Additional inforrnation are presented in J.L. 
Chaboche's and J. Skrzypek's contributions to these Lecture Notes. 

The classical creep-darnage rnodel introduced by Kachanov and Rabotnov is based on 
a constitutive law for the creep strain rate and on an evolution law for the scalar darnage 
variable w (isotropic darnage). With respect to the classical creep equations connecting the 
creep strain rates with the stresses for the description of the creep-darnage coupling, we 
substitute the stresses by the effective stresses (stresses divided by the continuity 7/J = 1-w, 
which is the cornplernentary variable to the darnage variable) using the equivalent strain 
principle. ln addition, we have to forrnulate an evolution equation for the darnage variable. 
Thus, the starting point is the following systern of equations 

• er • er ( ) • • ( ) e =e a,w, ... , w=wa,w, .... (4.22) 

The concept of two coupled equations (one for the creep behaviour and one for darnage) 
is working successfully, because we can give understandable interpretations for this rnodel. 
The continuity ( or darnage) variable is connected with the changes of the cross-section area 
in a test specirnen. lf A denotes the actual area, which is calculated with respect to the 
"lost darnaged" parts of the initial area A0 , the darnage is 

A 
w = 1- Ao, 0:::; w:::; 1. (4.23) 

This description is correct, if isotropic darnage is presurned. lt rnust be underlined that the 
darnage is a rnonotonically increasing variable (w ~ 0) and for real rnaterials we obtain 
in rnany cases that an initial darnage is existing (w is different frorn zero at the starting 
rnornent) and that the rnaxirnurn value is less than 1 (the rupture occurs on a lower Ievei 
of darnage). 

ln accordance to the classical flow theory a sirnilar creep-darnage rnodel can be forrnu­
lated. Neglecting instantaneous deforrnations a dependence between the creep strain rate 
and the stress deviator follows frorn the flow theory 

(4.24) 

With respect to Odqvist's flow rule for steady state creep [21] and Rabotnov's scalar darnage 
variable [18] the creep-darnage equations can be established: 

• the constitutive equation 

ecr = ~F(avM)K(w)~, 
2 avM 

(4.25) 

• and a darnage evolution equation 

w = R(w)H[(x(a))] (4.26) 

The functions F, K, R and H can be specified as 

F(a) = aan, K(w) = (1- wtm, H(a) = bak, R(w) = (1- w)-1• (4.27) 
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a, n, m, b, k and l are material parameters which must be determined by creep tests. ln 
order to incorporate different darnage mechanisms the following expression for x( u) 
can be used [38] 

X(u) =aal+ 3ßaH + (1- a- ß)avM, (4.28) 

ai. aH denote the maximum principal stress and the hydrostatic stress, respectively, 
and 

( ( )) = { x(u), x(u) > 0 
X u o, x(u) ~ 0 · 

(4.29) 

lt should be underlined that the creep constitutive equation uses a different expression 
for the equivalent stress (von Mises-equivalent stress avM) than the darnage evolution 
equation ( more general equivalent stress x( u)) since these equations describe two different 
mechanisms. 

5. NON-CLASSICAL CREEP MODELS 

Creep behaviour, which is influenced by the kind of loading, can be obtained in tests for 
some geomaterials, some kind of ice, some light metals and their alloys, graphite, several 
ceramics, polymers etc. Such effects like different behaviour in tension and compression 
or the influence of the hydrostatic stresses on creep are ignored in the classical theories. 
Below the experimental results are discussed and a mathematical model for the description 
of non-classical behaviour is proposed. 

5.1. Experimentalobservations 
Some materials show a strong dependence of their behaviour on the kind of loading in 

tests. One of these effects, which is often reported (see [18, 39, 40, 41, 42, 43]), is the 
different behaviour under tensile or compressive Ioad. ln the case of the same absolute value 
of tensile and compressive stress and the same temperature, the first approximation of the 
creep behaviour (creep strain vs. time) gives identical curves (Fig. 5.1a). Such behaviour is 
assumed in classical theories. For some materials, different behaviour is obtained, which is 
schematically shown in Fig. 5.1b. This behaviour cannot be described by classical theories, 
which are not sensitive to the sign of the Ioad. 

A very simple, but often used creep law in engineering calculations is the Norton's law. 
Let us assume the following relationship in the case of tension 

(5.1) 

L+ and n are similar to the material parameters in the previous section (Norton's law). ln 
the case of identical behaviour in tension and compression we have an analogaus equation 
for compression with the same material parameters (only the sign is opposite) 

E:cr = -L+Ialn. (5.2} 
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a 

Figure 5.1: ldentical and different behaviour in tension (1) and compression (2) 

ln the case of non-identical behaviour it is necessary to introduce a second equation for 
compression 

Ecr = -L-Iain, L_ > 0, (5.3) 

with L_ =/= L+ as a new material parameter. The creep exponent n can be assumed 
independent on the kind of loading. This follows from experimental observations [34]. 

The ratio L+/ L_ can reach different values: for light alloys 2 ... 3 [44] and for polymers 
1,5 ... 5 [39, 44]. Higher values can be obtained for ceramics: 39 for aluminium oxide based 
ceramies and 289 for a silicone nitride based ceramies [41]. 

We can also observe different behaviour in tension and compression in the case of 
nonlinear creep vs. time curves, which is schematically shown in Fig. 5.2. Examples of such 
hehaviour are given in [3]. 

Another type of dependence of the material behaviour on the kind of loading can be 

a 

identical behaviour different behaviour 

Figure 5.2. ldentical ( a) and different (b) primary creep behaviour in tension (1) and compression 

(2) 
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a b 

identical behaviour different behaviour 

t 

Figure 5.3. Equivalent strain vs. time curves for tension (1) and torsion (2). a- identical behaviour, 
b - different behaviour 

obtained, if results of creep tests under tensile force and torsional momentum are compared. 
ln the first case we get an axial creep strain vs. time curve, the second case Ieads to a shear 
creep strain vs. time curve. The comparison of both curves is possible, if we introduce 
equivalent stress and equivalent strain values. Suitable expressions were proposed by von 
Mises for the equivalent stress and strain 

1 
8 = u - 3" ( u · · I) I, 

1 
ecr = ecr- -(ecr .. 1)1. 

3 

(5.4) 

U, 8 denote the Stress tensor and deviator, ecr, ecr - the creep strain tensor and deviator. 
The classical material behaviour is characterised by identical equivalent creep strain vs. 
time curves in tension and torsion (Fig. 5.3a). Some tests show a behaviour, which yields 

a b 

3 

identical behaviour different behaviour 

t 

Figure 5.4. ldentical (a) and different (b) equivalent strain vs. time curves for tension (1), com­
pression (2) and torsion (3) 
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different curves (Fig. 5.3b). ln both tests the equivalent stress has got the same value. 
Experimental results, connected with this effect, are published for some kind of austenitic 
steels, polymers and pure copper [45, 46, 47, 48, 49, 50]. 

By taking experimental test data from tension, compression and torsion tests, identical 
equivalent creep strain vs. time curves can be obtained for most engineering materials 
(Fig. 5.4a). Some polymers [42, 51] showdifferent equivalent creep strain curves for tension, 
compression and torsion (the equivalent stress takes the same value in tension, compression 
and torsion). Such dependence on the kind of loading is shown in Fig. 5.4b. 

ln the Iiterature other non-classical effects [1, 39, 52, 53, 54, 55, 56], obtained in creep 
tests are described. The classical models neglect the influence of the hydrostatic pressure on 
the creep and of pure torsion on the volumetric creep, etc. These experimental observations 
of non-classical behaviour are reported in [3]. Non-classical effects are obtained for primary, 
secondary, and also for tertiary creep. 

5.2. Non-classical creep law 
We presume that the deformation behaviour of a material can be derived from a potential 

<I>, which is a function of the stress tensor components, the temperature and, may be, some 
additional parameters. ln analogy to the classical creep law assumptions, the potential is 
assumed to be temperature-independent, which means that all processes are performed 
at fixed temperatures. The dependence on the stress tensor components is substituted by 
a dependence on an equivalent stress a eq. lf neither the temperature nor the additional 
parameters enter into the potential function, its most simple form is 

(5.5) 

For the equivalent stress we can find several definitions in the literature. ln the case of 
strength or plasticity criteria some possibilities are discussed in [57]. 

Considering non-classical creep behaviour in the case of isotropic materials the equiva­
lent ~cress itself is a function of the invariants of the stress tensor. The set of invariants can 
bedefined in different ways (see, e.g., [58, 59]). For our derivations the following definition 
of the equivalent stress is useful 

aeq = o:a1 + ßaz + ')'a3, 

with the linear, quadratic and cubic invariants 

and 

(5.6) 

(5.7) 

Il(CT) = (1' •• I, h(CT) = (1' •• CT, I3(CT) = (CT. CT) .. CT. (5.8) 

The Ii ( i = 1, 2, 3) are the linear, the quadratic and the cubic basic invariants, the /Lj (j = 
1, ... , 6) are parameters, which depend on the material properties. a, ß, ')' are numerical 
coefficients for weighting the different parts in the expression of the equivalent stress. Such 
weighting is also used for other material behaviour models. ln [60] similar coefficients are 
introduced for characterising different failure modes. 
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The basic invariants are connected with the principal invariants ( coefficients in the 
characteristic equation). Using the relations between the principal and the basic invariants 
(see subsection 2.3.) the principal invariants can be calculated from the basic invariants 
and vice versa. 

The equivalent stress aeq introduced above contains the von Mises equivalent stress 
avM as a special case. We compare the von Mises equivalent stress 

a~M = ~s · · s, (5.9) 

and the equivalent stress equation (5.6) with a = ry = 0, ß = 1 

aeq 2 = a~ J.L2 l~ + J.L3/2 = J.L2(a · · 1)2 + J.L3CT • • CT 

1 )2 = (f.L2 + 3 f.L3) ( (1" •• I + f.L3S .. s. 

The comparison of the coefficients in both expressions for the von Mises stress avM and for 
the equivalent stress aeq Ieads to 

3 1 
f.L3 = 2' f-L2 = -2. (5.10) 

Therefore one can conclude: lf a = ry = 0, ß = 1 and J.L3 = 1.5, J.L2 = -0.5 the von Mises 
equivalent stress expression results from (5.6). For a better comparison of the classical 
approaches and the generalised creep equation, we will set ß = 1 in the following derivations, 
which Ieads to the equivaleni stress 

aeq = aa1 + a2 + "W3· (5.11) 
lntroducing the creep strain rate tensor ecr with respect to the flow theory [18] we can 

propose the following creep law (see subsection 4.2.) 

·er · ä<I>(aeq) (5.12) 
e = TJ äa ' 

where r, is an unknown scalar factor. Let us calculate the derivative of the potential in the 
generalised creep equation with respect to the introduced equivalent stress and the chain 
rule 

ä<I> Öaeq 
----
Öaeq äa 

(5.13) 

= ä<I> (a äa1 + äa2 + 'Y Öa3) . 
äa eq äa äa äa 

Taking into account the relations between the invariants ai (i = 1, 2, 3) and the basic 
invariants Ii (i = 1, 2, 3) we get 

(5.14) 
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(5.15) 

The creep law (5.15) is tensorial nonlinear. 
Remark: The derivation is only correct for the case a 3 -1- 0, otherwise the third term 
in the equivalent stress (5.11) vanishes and our derivation should be repeated with the 
consideration that 

aeq = aa1 + a2. (5.16) 
ln this case, we get a reduced tensorial linear creep equation 

·er_ . 8<I> ( I f-l211I + f-l30') c - 'Tla af-L1 + . 
aeq a2 

(5.17) 

The unknown scalar factor i] can be determined by the assumption of the equivalence of 
the uniaxial and the three-dimensional states of stress and strain in the material. lntroducing 
an invariant value pdiss (the dissipationpower during the creep process), it can be presumed 

P diss = 0' . . .;.er = a e-er " - eq~eq. 

The substitution of the creep strain rate tensor e:er according to (5.15) Ieads to 

(5.18) 

. 8<I> [ 1-l 11I + ft u (tt41? + 1-ls 12) I+ ~Jts1tu + f-l60' · u] pdiSS=O'••i]-- af-Lti+ 2 3 +"( 3 23 , 
8aeq a 2 a3 

(5.19) 
With respect to the definitions of the basic invariants and the equivalent stress the previous 
equations Iead after reordering to 

P diss . a<I> ( ) . a<I> . = ry-a aal+ a2 + "(a3 = ry-a aeq ====} 'TJ = 
aeq aeq 

As in ( 4.11), we assume that pdiss = a eqEeq and it follows 

pdiss 

a<I> , 
aeq-a 

aeq 

. . [ p hi + ll u (p41? + P3s 12) I+ _32 1-lshu + f-l60'. u] 
cer = Eer afJ, I + 2 3 + "' . eq 1 a ' a2 2 3 

(5.20) 

(5.21) 

(5.22) 

The generalised creep equation can be used, if the parameters I-li ( i = 1, ... , 6) are defined 
by basic tests and the function t~~ = t~~(aeq) is known. As in the previous section, suitable 



72 H. Altenbach 

a 2 b 2 

T 

T 1 1 

T 

Figure 5.5: Different loading conditions leading to a shear stress state 

approximations for the experimental creep data in the case of secondary creep processes 
are the power function, the hyperbolic sine function and the exponential function: 

4J(aeq) = aeqn, 4J(aeq) = sinh (a~q), 4J(aeq) = exp (a;q), (5.23) 

n, a, b depend on the material, temperature, etc. Other proposals for approximations of the 
function E"eq = 4J(aeq) can be taken from the Iiterature (see, e.g., [19]). 
Remark: The proposed generalised creep equation has the form of the general tensorial 
nonlinear relation between two co-axial tensors [18, 61] 

eer =Hol+ H1u + H2u · u. (5.24) 

For isotropic materials the coefficients Hi (i = 1, 2, 3) depend only on the invariants of the 
stress tensor u. The comparison of the general tensorial nonlinear relation (5.24) and the 
deduced constitutive equation (5.22) used here Ieads to 

. er ( fl2/1 3tt41~ + fts/2) 
Ho = E"eq O!ftt + -- + 'Y 3 2 ' 

a2 aa 

H ·er fl6 
2 = Ceq'Y2· 

aa 

(5.25) 

(5.22) is a tensorial nonlinear equation because quadratic terms of the stress tensor are 
included. Tensorial nonlinear constitutive equations Iead to so-called second order effects 
[2, 14, 62]. For example, pure shear loadings Iead to shear creep strain rates, and additional 
axial creep strain rates (Poynting-Swift effect) and volumetric creep strain rates (similar to 
the Kelvin effect in elasticity). Assuming tensorial linear constitutive equations ('Y = 0) we 
get tensorial linear relations between the creep strain rate tensor and the stress tensor. 

Let us discuss two short examples. ln the first example a shear state is presumed. This 
state can be performed by different loading conditions. ln the first case (Fig. 5.5a) this 
shear stress state is defined by pure shear loading 

u = r(e1e2 + e2et), (5.26) 
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in the second case by bi-axial normalloading (Fig. 5.5b) 

u = T(e1e1- e2e2). 
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{5.27} 

Let us calculate all coordinates of the creep strain rate tensor and its invariants for both 
cases: 

• case a: 
basic invariants and equivalent stress 

11 = u · · I = 0, 12 = u · · u = 2T2, 13 = ( u · u) · · u = 0, (5.28) 

a1 = /11ft = 0, a~ = J121f + J1312 = 2J13T2, a~ = J141~ + /151112 + j1613 = 0, (5.29) 

O"eq = 0"2 = .j'i/i;T, (5.30) 

· er · er · er · er · er · er ..,f2ji; · er · er 0 cn = c22 = c33 = ceqO'.J-ll, c12 = ceq-2-, c13 = c23 = , 
invariants of the creep strain rate tensor 

• case b: 

12(€er) 

13(€er) 

eer .. I = t~~ = 3ter (}'.II 
n eq 1""1' 

= eer .. eer = (t~~)2 (30'.2/1~ + /13), 

( €er . €er) .. €er = ( t~~) 3 O'.J-ll ( 0'.2 /1~ - ~3) ; 

basic invariants and equivalent stress - see case a, 
creep strain rate tensor 

·er_ ·er [ I .../2ii;(e1e1- e2e2)] 
e - ceq O'.J-ll + 2 ' 

·er ·er ( yl2ji;) cn = ceq O'.J-ll + -2- ' fer = fer (a 11. _ yf2ii;) 
22 eq 1""1 2 ' 

·er ·er ·er 0 c12 = c13 = c23 = , 
invariants of the creep strain rate tensor - see case a. 

{5.31) 

{5.32) 

(5.33) 

(5.34) 

{5.36) 

The calculations show that different stress states result in different creep strain rate tensors. 
On the other hand, the invariant values are the same. The explanation can be given by 
calculation of the principal values and the principal directions for both cases. The principal 
values are the same, but in case 'a' the principal directions are rotated by an angle of 45° 
to the axis 1 and 2. 
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The second example is related to the hydrostatic pressure state 

u = -pl. 

H. Altenbach 

{5.37) 

The calculations of the basic invariants, the equivalent stress and the creep strain rate 

tensor Iead to: 
basic invariants and equivalent stress 

creep strain rate tensor 

ecr = E~~ ( CYf..Ll- ~J3tt2 + IL3 + 'Y ~ yf9tt4 + 3tts + IL6) I, 

ti~ = t~~ = t~~' t~j = 0 {i # j). 

The calculation of the invariants of the creep strain rate tensor is elementary. 

5.3. ldentification of the material dependent parameters 

{5.38) 

{5.39) 

{5.40) 

{5.41) 

The generalised isotropic creep equation contains unknown parameters, which must 
be identified by tests. Several possibilities of identification procedures, based on static or 
dynamic tests, are known. ln the case of creep problems creep tests with constant Ioads 
can be recommended3 . The identification procedure is shown schematically in Fig. 5.6. The 
choice of the kind of tests depends at first on the experimental facilities. On the other hand 
this choice must correspond to the possibilities of receiving analytical solutions. 

lt is necessary to determine the parameters tt1 , ... , tt6 from basic tests. ln accordance 
to the identification procedure (Fig. 5.6) we can propose the following tests: 

A. Physical tests 

( a) uniaxial tension 

{5.42) 

(b) uniaxial compression 

·er L I ln Eu = - - au ' {5.43) 

( c) torsion 

{5.44) 

3This approach is widely used in engineering applications, but should be carefully handled, because the 

material dependent parameters are determinated for a given constant Ioad Ievei. The use of state equations 

with these parameters is allowed only in a small range of stresses in the neighbourhood of the given Ioad 

Ievei [29). Other possibilities (the use of functionals) are discussed in the contribution of P. Gummert in 
these Lecture Notes. 



Classical and Non-Classical Creep Models 

PHYSICAL TESTS MATHEMATICAL TESTS 
(Experimental determination (Analytical solution of 
of material characteristics) simple creep problems) 

~ ~ 
known characteristics unknown parameters 
of the given material in the constitutive equations 

~ / 
IDENTIFICATION PROCEDURE 

(Comparison of strain rates) 

! 
Results: 

Parameters as functions 
of the characteristics of the material 

~ 
VERIFICATION 

~ additional independent tes~ 

Figure 5.6: ldentification procedure for the parameters in the creep equations 

( d) hydrostatic pressure 
• er • er • er p I In En = E22 = c33 = - an , 

L+, L_, Q, N, M, P, n are parameters from test data. 

B. Mathematical tests 
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(5.45) 

Let us assume the relation between E~~ and aeq in analogy to the Norton's creep law 
</J(aeq) = aeqn· From (5.22) we get the following results for the different loadings: 

(a) uniaxial tension {an > 0) 

E~~ (ap,l + VJl-2 + Jl-3 + /~Jl-4 + Jl-6 + J-ts)n+la~l' 

t~; (ap,l + JJ-t2 + Jl-3 + !{/Jl-4 + Jl-6 + l-l5t 

[ 
Jl-2 Jl-4 + Y ] n 

x +ap,l+l 23 an, 
VJl-2 + Jl-3 (p,4 + Jl-6 + J-ts) 1 

(5.46) 

{b) uniaxial compression (an < 0) 

E~~ = - ( -ap,l + V,....l-l-2 -+-p,-3 - I{/ Jl-4 + Jl-6 + J-tst+1 lanln, {5.47) 
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(c) torsion (a12 =/:- 0} 

2t~; = ( ~t+l 0"~2, {5.48} 

{d) hydrostatic pressure (an = a22 = 0"33 =/:- 0) 

t~~ = -~( J9p2 + 3p3 - o:p1 - 1{/27p4 + 3p6 + 9p5t+1 lanln· (5.49) 

The comparison of {5.42-5.45) and (5.46-5.49) Ieads to 

Pa = N 2r /2, 0:111 = M/( ~t, /12 = X 2 - f1a, 

613 p4 = [ J9p2 + 3p3 - 3ap1 - (3PYP - 3(T - ap1) 3 

+ 18 ( /12 + Q:ll + QL-nr) (T _ 0:11. )2 
. ///2 + //.3 r'l .+ r'l , 
V~-""' ~-""' (5.50) 

213115 = 3(T- ap1)3 - [J9p2 + 3p3 - 3apl- (3PYP 

24 (V /1:~ 113 + O:f11 + QL:;:nr) (T- O:f11)2' 

13116 (T- 0:111)3 - 13/14- 13J1s, 

with T = (L~- U_)/2, X= (L~ + LT_)/2, r = 1/(n + 1). 

5.4. Special cases 
The generalised creep equation contains several special cases. At first we discuss the 

classical creep equation, which is connected with the von Mises equivalent stress. After this 
some creep laws with a smaller number of parameters are deduced. lt can be shown that 
different models with three parameters can be introduced and we get tensorial linear or 
nonlinear equations. 

The classical creep equation, based on the von Mises equivalent stress, can be derived 
from the generalised equation (5.22) in connection with the equivalent stress and the 
following parameters 

a = 1 = 0, p 2 = -1/2, p3 = 3/2, 

O"eq = 0"2 = -~![ + ~/2 = J~s · ·S = O"vM· 

From this the creep rate strain tensor follows 

ecr = <P ( C) 3u- 111 = ~ </J(avM) s, V 28 •• 8 F- 2 O"vM 
2 -s .. s 

2 

(5.51) 

(5.52) 

(5.53} 

which is identical to [21, 18] and the similar equation in subsection 4.2. The classical model 
can be recommended, if material constants, determined from basic tests, approximately 
fulfill the relations 

M=P=O. (5.54) 
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These conditions follow from (5.50) with respect to the values {5.51). 
Let us assume identical behaviour in tension and compression and neglect the Poynting­

Swift-effect and the influence of the hydrostatic pressure. Setting G:f.L1 = 0, 'Y = 0 we get 
the equivalent stress as 

(5.55) 

which Ieads to 

{5.56) 

This is a tensorial linear equation with two parameters (f.L2, f.L3). They can be determined 
from uniaxial tension and torsion tests (L+, N) or only from uniaxial tension test (L+, Q). 
The constitutive equation (5.56) can be recommended, if the relations 

L+ = L_, M = 0, 9L~- 3N2r = (3P) 2r {5.57) 

are experimentally obtained. 
Assuming no influence of the third invariant ('Y = 0), the strain rate can be expressed 

as 

(5.58) 

For this equation the relations 

T = M N-nr, V9X2 - 3N2r = 3T + (3Ft (5.59) 

between the characteristics of the material should be obtained from tests. 
lncluding only the quadratic and cubic invariants (n:f.L1 = f.L4 = f.Ls = 0), we get a 

tensorial nonlinear equation 

·er_,./..( ) (f.L2/1J + fL30" + f-l60" · 0") e -'I' aeq 'Y 2 · 
a2 a3 

(5.60) 

For this special case we should obtain from tests 

3T3 - [v9X2 - 3N2r- (3Pt] 3 = Y = M = 0 (5.61) 

with Y = X = N 2r /(2X) + QL+nr. Another tensorial linear equation can be deduced, 
setting G:f.L1 = f.L4 = f.L6 = 0 

·er_,-~..( ) [f.L2/1/ + f.L30" + f.Ls(hl + 2/lu)] e -'I' aeq 'Y 2 • 
a2 3a3 

This equation can be recommended for use, if 

[ JgX2 - 3N2r - (3Ft r -9T3 = T + 3Y = M = 0 

is obtained from tests. 

(5.62) 

(5.63) 
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6. EXTENSIONS OF THE NON-CLASSICAL CREEP LAW 

Below we discuss possible extensions of the non-classical creep law. T wo interesting 
cases are creep-darnage coupling and anisotropic behaviour. 

6.1. Extension 1: Creep-damage coupling 
For describing the tertiary creep behaviour with the prirnary creep neglected ( cp. Fig. 

6.1} we can use the generalised isotropic creep equation for secondary creep. A possible 
a b 

C!eq = const 

t t 

Figure 6.1: Creep curves: a - secondary creep, b - secondary and tertiary creep 

extension of the generalised equation follows by introducing a darnage variable and an 
evolution law for this variable. According to the papers of Kachanov, Rabotnov and others 
the specific dissipation power pdiss can be proposed as a rneasure of the intensity of creep 
<p 

t 

pdiss = 0' .. E:cr, <p = J pdiss dt (6.1) 
0 

At t = 0, we assurne that no darnage has occurred: <p(t = 0) = 'Po = 0. lf t = t. the 
dissipated energy is independent on the kind of loading 

<p(t = t.) = <p. = const. (6.2} 

ln real rnaterials an ideal undarnaged state is never obtained on the occasion of rnanufac­
turing, etc. The independence of the final state on the kind of loading can be observed in 
tests [63]. 

Let us assurne that 

pdiss = J ( a eq , <p) (6.3} 

with 

(6.4} 

m, ~(aeq) and <p. should be deterrnined by tests. For the introduced darnage variable the 
relation to Rabotnov's darnage pararneter w [18) can be shown 

w = J!_' 0 s w s 1. {6.5} 
<p. 
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Thus we get 

On the other hand 

which Ieads to 

with 

Substituting w by cp / cp. we get 

d. 1 
p ISS = t;;{ a ) -;-----,--

eq (1- w)m 

pdiss = a tc' 
eq eq> 

pdiss g(a ) Ecr _ __ _ eq 

eq- aeq - (1- w)m 

which should be completed by an evolution equation 

. cpr;' 
cp = t;;(aeq) ( ) cp. - cp m 

The unknown parameters J.Li must be determined from basic tests. 
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{6.6) 

(6.7) 

(6.8) 

(6.9) 

(6.10) 

(6.11) 

(6.12) 

ln accordance to the identification procedure (Fig. 5.6) we can propose now the following 
tests: 

A. Physical Tests 

( a) uniaxial tension 

(6.13) 
·er n cpr;' 
E22 = -Qan( ) · cp. - cp m 

The evolution equation for both strain rates is assumed to have the same form 

(6.14) 
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The evolution equation follows from the assumption that the darnage can be 
characterised by a scalar-valued darnage variable. The rp. should be identified 
experimentally. 

{b) uniaxial compression 

{6.15) 

(c) torsion 

·er 
1'12 

·er n rp";' 
2€12 = Na12( ) ' , VJ. - ip m 

{6.16) 
·er n VJ": 
€11 = Ma12( ) · VJ.- <p m 

The evolution equation for both strain rates is assumed to be the same 

· n+ 1 rp";' 
ifJ = Na12 ( ) . VJ. - ip m 

{6.17) 

( d) hydrostatic pressure 

(6.18) 
- n+l VJ": 
- 3Pianl ( ) . VJ.- ip m 

L+, L_, Q, N, M, P, n, m and VJ. characterise the material behaviour. 

B. Mathematical Tests 
Let us presume g(aeq) = aeqn· From {6.11) we get the following results for the 
different loading cases: 

(a) uniaxial tension {a11 > 0) 

t~~ = (Vf-l2+f-l3+af-L1+'Y\If-l4+f-ls+f-l6)n+ 1a~1( VJ":), 
<p.- <p m 

(6.19) 
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(b) uniaxial compression (a11 < 0) 

E~~ = - (V /12 + /13 - Gf-Lt - 'Y {/ /14 + f-Ls + f16t+ 1 iauln ( rp": )m, 
rp. - rp 

(c) torsion (a12 =J. 0) 

2 ·er 
E12 

= ( ~)n+lan+l rp": 
V ~/k3 12 (rp. _ rp)m' 

(d) hydrostatic pressure (au = a 22 = a33 =J. 0) 

(6.21) 

E~~ =--3
1(J9J-L2+3tt3-afLt-'Y{/27J-L4+9tts+3J-L6)n+llauln( rp":), 

rp.- rp m 

rp 

Comparing the results of the physical and mathematical tests, we receive the unknown 
material parameters /1i as functions of the material characteristics. Due to the fact that the 
J-Li are identified for secondary creep behaviour only the non-classical material behaviour 
effects are included mainly into the secondary creep. The introduction of the darnage variable 
Ieads to a material behaviour model for the tertiary creep similar to the Kachanov-Rabotnov 
approach. 

ln analogy to the previous section the classical creep theory follows from the general 
creep rate equation, if the following conditions for the characteristics are obtained in tests 

L+ = L_, M = P = 0, N 2r = 3L~. (6.23) 

Considering 

1 
(); = 'Y = 0, 11·3 = -3j12, 112 = -2, (6.24) 

we finally get the strain rate equation and the darnage evolution equation [3] 

·er 3 g(avM)rp:n . ( ) rp": 
c = - ( ) s, rp = "' avM ( ) 2 rp. - rp mavM rp. - rp m 

(6.25) 
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Taking into account w = cpfcp. the classical creep-damage equations follow: 

·er_ 3 ( ) 1 S . _ ~~;(avM) 1 (6.26) e - -g O"vM , W - ( ) 2 (1- w)m O"vM cp* 1- W m 

These equations are similar to [27] or subsection 4.4. 

6.2. Extension II: Anisotropie behaviour 
Assuming again the existence of a creep potential 

<I> = <I>(aeq), (6.27) 

the constitutive equation follows from 

·er · 8<1> (6 28) 
e = TJ ou' · 

with r, as a scalar and O"eq as the equivalent stress, which is a function depending on 

• the stress tensor and 

• some material tensors (tensors of the material constants) 

The physical state of an anisotropic continuum can be described with the help of different 
tensors of the material constants, e.g., a, (4)b , (6)c. Using the mixed invariants 

a1 = a · · u, a~ = u · · (4)b · · u, a~ = u · · (u · · (6)c · · u), (6.29) 

the equivalent stress results in 

(6.30) 

This is a suitable generalisation of the non-classical creep law reported in section 5 .. The 
equivalent stress expression, proposed in [64], can be deduced from (6.30) setting a = 1 = 0 

O"eq = 0"2. (6.31) 

Assuming a f. 1 f. 0 after some calculations we get the creep strain rate tensor 

·er_ . 8<I>(aeq) ( 00"1 00"2 OO"a) 
e-ry!l a!l +!l +!!l 

uO" eq uU uU uU 

and with respect to 

8a1 8a2 (4)b · · u 8aa 
8u = a, ou a2 8u 

the generalised anisotropic creep law can be obtained 

U·· (6)C· • U 

·er . 8<1> ( (4)b · · U u · · (6)c · · u) 
e = TJ~ aa + + 'Y 2 . 

uO" eq 0"2 0" 3 

(6.32) 

(6.33) 

(6.34) 

The determination of r, can be related totheinvariant pdiss (the product of the creep strain 
rate tensor and the stress tensor in uniaxial or multiaxial cases). After some calculations 
(similar to section 5.) follows 

(6.35) 
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or considering 

we finally get 

pdiss = a E:er 
eq eq' 

( 
(4)b .. u u .. (6)c .. u) 

eer = E:~~ aa + + 1 2 . 
0"2 (}"3 
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(6.36) 

(6.37) 

The unified generalised anisotropic constitutive equation (6.37) corresponds to the gener­
alised anisotropic creep equation proposed in [18, 65] 

eer = H +(4) M .. u + ((B)L .• u) .. u. (6.38) 

From the comparison of (6.37) and (6.38) the material tensors H, (4)M and (B)L can be 
obtained. 

Equations with a reduced number of parameters can also be derived: 

• a = 1,1 = 0 Ieads to 

( 
(4)b .• 0') ·er_ •er + e -Eeq a --- , 

0"2 
(6.39) 

• whereas for a = 0, 1 = 1 follows 

(6.40) 

ln the first case we get a tensorial linear constitutive equation, in the second case a tensorial 
nonlinear one. The tensors a, (4)b and (B)c contain 819 material parameters (a- 9, (4)b 
- 81, (B)c- 729), which should be determined from tests. The solution of this problern is 
impossible. Thus we need some simplification for practical use of the generalised anisotropic 
equation. The first simplification follows from the symmetry of the stress tensor and the 
kinematical tensor and from the assumption of the existence of a potential. From this we 
get a reduction to 83 characteristics (a- 6, (4)b- 21, (6)c- 56). 

With the help of the transformation rules of tensors we can deduce simplified relations 
for special forms of anisotropy: 

• Orthotropic material 

(6.41) 
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The other elements of the creep strain rate tensor can be calculated by cyclic exchange 
of the indices 1, 2 and 3. The invariants can be computed to be: 

a1 = an an+ a22a22 + a330"33, 

(6.42) 
ln the case of orthotropic material behaviour the number of independent elements 
reduces to 32 (a- 3, <4lb- 9, <6lc- 20). 

• Isotropie material behaviour 

aii J.LlOij, 
1 

bijkl = J.L20ij8kl + 2J.L3(8ik8jl + 8li8jk), 

Cijklmn = J.L40ij0kl0mn 

+ ~5 (OijOkmO!n + OjjOknOlm + OklOimOjn (6.43} 

+ 8kl8in8im + 8mn8ik8il + 8mn8il8ik) 

+ ~6 (8ik0jm0ln + OikOjnO!m + 8il8km0jn + 8u8kn0jm 

+ OimOkjOln + OimOknOlj + OinOkjOlm + OinOkmOlj)• 

The number of Iinear-independent elements is reduced to 6 (a- 1, <4lb- 2, <6lc- 3}. 
An additional reduction can be obtained if the incompressibility condition is used. 
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An anisotropic creep-damage model can be deduced analogously. The starting point is 
the following particular form of the potential 

ci> = aeq (6.44) 

and the generalised anisotropic creep rate equation (6.34) 

( 
(4)b .. u u .. (6lc .. u) 

·er 2" + + e = rw eq o:a '"Y 2 . 
a2 a3 

( 6.45) 

lntroducing again the specific dissipation power: 
pdiss 

2i]aeq = --, 
aeq 

(6.46) 

we can presume a relation between the creep and the darnage processes 

diss rp';' 
P = f(aeq, rp) = A;(aeq) ( ) 

<p. - <p m 
(6.47) 

The constitutive equation then Ieads to 

<pm ( (4)b .. 0" 0" .. (6)c .. 0") 
eer = g(aeq) ( • ) o:a + + '"Y 2 , 

<p. - <p m a2 a 3 
(6.48) 

which should be completed by an evolution equation 

. rp';' 
<p = A;(aeq) ( )m, 

<p. - <p 
(6.49) 

with 

(6.50) 

The identification of the generalised anisotropic creep-damage law is very complicated, 
f:oo. The material parameter tensors include a great number of parameters, which should 
be determined from tests. ln this case reduced models can be introduced. 

Let us assume a simplified expression for the equivalent stress, which results from the 
general case o: = 1 and '"Y = 0. lt results in 

( 
(4)b .. 0") ( (4)b .. 0") 

eer = (a1 +a2t a + a 2 = (a·· u+v u · · C4lb · · u)n a + a 2 . (6.51) 

Presuming that the coordinate axes are identical to the principle directions of orthotropy 
and a plane stress state can be obtained in the material, the following basic tests for the 
identification of the material parameters can be proposed: 

• uniaxial tension in direction 1 

EI~ = (an+ ~r+l a?1, 

E~; = (an + ~r ( a22 + ~) a~l· (6.52) 

From experimental data we get 
•er D+ n ·er •er 
En = 1 an, f22 = -p,21En; (6.53) 
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• uniaxial compression in direction 1 

f~~ =- -an+~ ianin· ( )
n+l 

From tests follows 

• uniaxial tension in direction 2 

The experimental data Iead to 

·er D-1 in cn =- 1 an ; 

·er D+ n. c22 = 2 0"22• 

• uniaxial compression in direction 2 

f~; =- -a22 + yfb;.;;; la22!n. ( )
n+l 

The experimental data result in 

• pure torsion 

•er D-1 ln E22 =- 2 0"22 ; 

')'~; = 2t~; = 2 ( ~) n jb;;;;a~2 . 
From experimental data we get 
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(6.54) 

(6.55) 

(6.56) 

(6.57) 

(6.58) 

(6.59) 

(6.60) 

( 6.61) 

Thus we have 6 equations for the unknown parameters an. a22. bnn. bn22. b2222. b1212. 
which are dependent on the material characteristics Di, u;, Di, D2, D12. J.L21 . The creep 
exponent n is assumed independent from the orientation. 

7. APPLICATIONS 

The models discussed in the previous sections are applied in different situations. Some 
solutions of practical problems have been reported in [3] and several articles. The main 
attention has been directed to 

• the identification of some models with a reduced number of parameters and 

• the use of reduced models in structural analysis of plates and shells 

The first item is connected with the selection of suitable test results and the verification of 
the identified models by independent tests. The second item Ieads to additional discussions 
on the foundations of plate and shell theory. 
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The proposed creep equations are verified on the basis of different test data, published, 
for example, in [66, 67, 68]. These verifications are related to the identification of the 
parameters in the creep equations by basic tests and by the verification on the basis of 
independent multiaxial tests. Here only the main results are discussed. More details are 
given in the cited literature. 

7.1. ldentification and verification of reduced models 
The first example is the identification and verification of a 2-parameter-model for 

isotropic creep. Experimental data for pure copper MlE (Cu 99,9 %, T = 573 K) are 
taken from [46, 47, 48]. The tests have been performed with tubular specimens. The iden­
tification of the creep law is based on the following basic tests 

• uniaxial tension (o-u f= 0) and 

• pure torsion {o-12 f= 0). 

The verification is performed by multiaxial tests ( combined uniaxial tension and pure tor­
sion). An adequate description is proposed using an assumed potential <P(o-eq) = o-~q and 
constitutive equations with a reduced number of parameters 

·er {n-1)( ) 2 -er · 2 (n-1) 
Eu= 0"2 IL2 + IL3 o-u, E12 = 'Y12 = 0"2 /L30"12· (7.1) 

Here o-2 takes the expression 

{7.2) 

The details of the model are published in [67]. From the basic tests L+, N and the creep 
exponent n are obtained. At first, the creep exponent n was identified by minimizing 

F _ (·er theor _ ·er exp) 2 + ( ·er theor _ ·er exp) 2 
- Eu Eu 'Y12 'Y12 , (7.3) 

with 
·er theor L n 
E 11 = +(j 11 max' 

,.yer theor _ N (jn 
112 - 12 max' {7.4) 

and 
3 3 

L+ = ~ ~ t~~ (i) ( a-i?) -n, N = ~ ~ 'Y~; (i) ( a-i~) -n, {7.5) 
3 i=1 3 i=1 

i is the number of averaged creep curves. The minimum of F was obtained for the given 
material for n = 5, 09. The characteristics of the material are as follows 

L+ = 1,39 ·10- 12 MPa-nh-1, N = 1,61·10-11 MPa-nh-1, {7.6) 

and the parameters {L2 , fL3 can be computed from 

L+ = (V IL2 + IL3) (n+l), N = ( y'211;) (n+l), {7.7) 
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which Iead to the solution 

(7.8) 

j.L3 = ~N2r = 1, 43 · 10-4 MPa-n h-1 

with r = 1/(n + 1). The results of the verification are shown in Table 7.1. The variation 

Table 7.1. Comparison of theoretical values and experimental values of the creep strain rates in 
the case of multiaxialloading (copper MlE, T = 573 K) 

Nr. Stresses, M Pa Creep strain rates ·105 h-1 

Experiment CTu 0"12 CTvM 
·er 
cu 

·er 
1'12 

·er 
cvM 

Exp. Theor. Exp. Theor. Exp. Theor. 
1 26,8 8,9 31 3,2 4,14 2,4 3,08 3,5 4,51 
2 15,5 15,5 31 1,8 1,77 4,4 3,96 3,1 2,89 
3 35,5 11,8 41 14,5 17,20 12,4 12,82 16,0 18,73 
4 20,5 20,5 41 7,5 7,36 19,6 16,44 13,5 12,01 
5 39,0 i3,0 45 19,2 27,60 14,6 20,58 21,0 30,09 
6 22,5 22,5 45 10,5 11,82 26,4 26,42 18,5 19,30 

of the stresses CT11 and CT12 has been done in such a way that CTvM = const. The von Mises 
equivalent stress and strain can be calculated in the particular case of combined tension 
and pure shear to 

( ·er )2 
(fer)2+~ 11 3 . (7.9) 

From the verification we can conclude that the behaviour of copper differs in tension and 
torsion. The maximum difference between theoretical and experimental data was 18 %. 

Now the comparison of different isotropic 3-parameter-models is discussed. The follow­
ing 3-parameter-models for isotropic creep, which are particular cases of the generalised 
isotropic creep model with 6 parameters, can be introduced 

(7.10) 

(7.11) 
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(7.12) 

(7.13) 

• a = Jl4 = IL6 = 0 

(7.14) 

·er_"'( ) [Jl2l1l + Jl3lT Jl6(!2l + 2!1u)] e - 'f' CTeq + 'Y 2 • 
a2 3a3 

(7.15) 

ln Tables 7.2 and 7.3 the comparison of experimental data for plastics (PVC) at room 
temperature [39] and for an aluminum alloy (AK4-1T) at 473 K [69] and our calculations is 
presented. lt shows that the more sophisticated models do not deliver significantly better 

Table 7.2. Comparison of theoretical values and experimental values of the creep strains (P /C 
tubular specimens, inner pressure, tensile force, t = 100 h) 

Stresses, MPa Creep strains c:~J. · 103 

au 0"22 Experiment {7.11) {7.13) {7.15) 

-14,88 14,88 3,12 4,22 3,85 3,97 
-17,10 17,10 4,99 6,76 6,17 6,37 

9,93 9,93 0,18 0,15 0,16 0,16 
22,05 22,05 2,10 2,29 2,43 2,43 

results, so that the mostsimple model (the tensorial linear model) could be recommended. 
lt also allows the description of the Poynting-Swift effect. 

The next example is the verification of a reduced orthotropic model. Orthotropic creep 
can be described by a tensorial linear constitutive equation, deduced from the generalised 
anisotropic law with 'Y = 0 (for more details see [66]) 

( 
{4)b .. lT ) 

ecr = (aa .. lT + v' lT .. (4)b .. ut aa + . 
Vu · · (4)b · · u 

(7.16) 

For the aluminum alloy D16T at 523 K some experimental data are published in [70], which 
Iead to 

buu 1, 58· 108 MPa2k h2r, b2222 = 2, 03 · 108 MPa2k h2r, 
bu22 = 7, 63 · lOs+k+r MPa2k h2r, (7.17) 
aa11 = 1, 74 ·lOs-k MPak hr, aa22 = 9,57 .1Qs+k MPak hr, 
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Table 7.3. Comparison of theoretical values and experimental values of the creep strain rates 
(aluminum alloy AK4-1T, combined tension and torsion, T = 473 K) 

Stresses, MPa creep strain rates·105 , h 1 

·er j 2 ·er ·er J 2 ·er ·er J 2 ·er ·er J 2 ·er O'n <712 En c12 c 11 c 12 En E12 En E12 

Experiment (7.11) (7.13) (7.15) 

107,5 62,0 1,20 2,40 1,29 2,56 1,35 2.75 1,34 2,72 
-60,6 84,4 -0,72 3,64 -0.75 4,25 -0,69 3,79 -0,75 3,89 

-152,9 36,6 -1.74 1,42 -1,45 1,32 -1,43 1,27 -1.47 1,30 
0,0 98,0 0,16 9,02 0,20 9,91 0,00 9,91 0,00 9,91 

Table 7.4. Comparison of theoretical values (eil_ theor ,E~2 theor) and experimental values 
(€~~ exp, €~~ exp) of the creep strain rate ( aluminum alloy 016T, T=523 K) 

stresses, MPa creep strain rates ·103 , h 1 J 
<7n 

·er exp E;er tneor ·er exp E;er tneor 
<722 En 11 E22 22 

-109,8 54,9 -1,60 -0,93 1,60 0,91 
-80,6 80,6 -0,92 -0,82 1,38 1,05 
70,0 140,0 0,00 0,08 1,65 1.44 

-37,6 112,8 -0,79 -0,76 1,59 1,49 
124,0 124,0 0,59 0,71 1,18 1,04 

with r = -1/(n + 1), k = nr, s = 5k + 3r and n = 6, 5. The comparison of predictions, 
based on the theoretical model, and experimental data is presented in Table 7.4. The results 
of calculations are in a satisfying agreement with the experimental data. 

The last example in this section is an isotropic creep-damage model, based on 3-
parameter-equations and Norton's creep law and which was verified in [71]. The tests were 
performed for a titanium alloy OT-4 at 748 K [63]. The basic tests areuniaxial tension, uni­
axial compression and pure torsion. A second series of tests were performed for an aluminum 
alloy AK4-1 Tat T = 473 K [63]. From the basic tests uniaxial tension, uniaxial compression 
and pure torsion the parameters in the creep equations were obtained. The prediction of 
the creep darnage behaviour in both cases is in a good agreement with independent test 
data for secondary creep. For the tertiary creep some differences are obtained. The reason 
for these differences is that the material degradation is not only caused by creep, but also 
by other dissipative mechanisms. For more details see [71]. 

7.2. Applications to plates and shells 
The special cases with a reduced number of material parameters discussed in the previous 

section are applied to plate and shell problems. Here the main results are summarised. 
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Further information can be found in the references. 
ln [68) the creep behaviour of thin shells of revolution made of anisotropic material 

with different behaviour in tension and compression was investigated. The simulations were 
based on different creep models reflecting the dependence on the kind of loading. For the 
isotropic and orthotropic cases models with a reduced number of parameters were intro­
duced. All models were tensorial linear. Using different material models and the set of 
governing equations of the shell theory, the initial-boundary-value problem was formulated. 
The special numerical solution technique was based on a modified Kutta method for the 
initial value problem. The linearised boundary problem was solved by Godunov's orthogo­
nalisation method. 

For a cylinder with a clamped boundary and a free boundary, loaded by outside pressure 
and made of the isotropic aluminium alloy AK4-1T at 473 K, the calculation of the axial 
and transverse displacements and the meridian stresses has been performed. The creep 
calculations are based on three models: one classical and two non-classical. For the first 
non-classical model identical behaviour in tension and compression, but different equivalent 
behaviour in torsion was presumed, the second non-classical model - differences in tension 
and compression, but identical torsion behaviour. lt has been shown that in these three 
cases the results are not the same. The calculations Iead to the conclusion that the ten­
dency in the distribution of the stresses is not identical for axial and transverse deflections. 
Therefore, it can be concluded that a model with three independent tests may Iead to more 
satisfying results. The same example, but with an assumed anisotropic material behaviour 
was discussed, too. Similar conclusions as in the case of isotropic material behaviour can 
be drawn from these calculations. 

ln [72) the non-classical material model for isotropic creep considering different be­
haviour in tension and compression has been applied to the analysis of shells. The re­
sults show that the introduction of large transverse deflections Ieads to qualitatively similar 
curves, but a redistribution of stresses can be obtained. These conclusions are correct in 
the case of identical material behaviour with respect to tension and compression, as weil as 
in the case of different material behaviour. 

The creep-damage problems of thin reetangular plates, axisymmetrically loaded shells 
of revolution and circular plates are discussed in [73]. The creep-damage equations were 
formulated using the power law creep function and a scalar damage parameter. The cor­
responding initial-boundary value problems was defined using the nonlinear kinematics of 
shells considering finite ( comparable with the shell thickness) deflections. The results show 
that in the case of the finite deflection approach, the deflection growth and damage evo­
lution is substantially different from the geometrically linear one. The effects similar to 
"structure hardening" as the result of membrane forces in the initial state ( due to the shell 
curvature) or their generation du ring the creep process ( as a consequence of geometrical 
non-linearities) have been discussed. The geometrically linear approach overestimates the 
deflections and Ieads to a significant underestimation of the failure time. 
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MATERIAL DAMAGE MODELS FOR CREEP FAlLURE ANALYSIS 
AND DESIGN OF STRUCTURES 

J.J. Skrzypek 

Cracow University of Technology, Cracow, Poland 

ABSTRACT 
A concise review of one and three-dimensional theories of isotropic or anisotropic damage cou­
pled constitutive equations of time-dependent elastic or inelastic materials is systematically pre­
sented. When damage is considered as isotropic phenomenon both phenomenologically-based 
damage--creep-plasticity models (Kachanov, Rabotnov, Hayhurst, Leckie, Kowalewski, Dunne, 

etc.) and unified irreversible thermodynamics formulation of coupled isotropic damage-thermo­
elastic-creep-plastic materials (Lemaitre and Chaboche, Mou and Han, Saanouni. Foster and 
Ben Hatira) are reported. ln case when anisotropic nature of damage is described in frame of 
the continuum damage mechanics (CDM) approach, a concept of the fourth-rank damage ef­
fect tensor M is introduced in order to define the constitutive tensors of damaged materials, 
stiffness or compliance A or .A-1 in terms of those of virgin isotropic materials. Matrix repre­
sentation of constitutive tensors is reviewed in case of energy based damage coupled constitutive 
model of elastic-brittle (Litewka, Murakami and Kamiya) or elastic-plastic engineering materials 
(Hayakawa and Murakami). Particular attention is paid to the orthotropic creep--damage model 

and its computer applications to the case of non-proportional loading conditions, when the ob­

jective damage rate is applied. A non-classical problern of thermo-damage coupling is developed, 

when the second-rank tensors of thermal conductivity L and radiation f in the extended heat 

transfer equation are defined for damaged material in terms of the damage tensor D. 
The CDM based finite difference method (FDM) and finite element method (FEM) computer 

applications to the analysis and design of simple engineering structures under damage conditions 
are developed. Structures of uniform creep damage strength are examined from the point of view 

of maximum lifetime prediction when the equality and inequality constraints are imposed, and the 
thickness and initial prestressing are chosen as design variables. 
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1. DAMAGE VARIABLES AND CDM EQUIVALENCE PRINCIPLES 

1.1. State of darnage and darnage variables 

State of material darnage is identified as the existence of distributed microvoids, mi­

crocavities or microcracks in a volume of a material. Irreversible time-dependent micro­

processes, when the microdefects nucleation, growth and coalescence cause a progressive 

degradation of the physical and thermomechanical properties through reduction of strength, 

elasticity modulae, microhardness, ultrasonic wave speed, heat conductivity, etc., is called 

the darnage evolution. When the continuum darnage mechanics CDM method is used the 

true distribution of microdeffects, their size, density and orientation, is homogenized by a 

selection of the set of internal variables of different nature, scalar D, vector Da" secend-rank 

tensor D, fourth-rank tensor :6, etc., that measure the state of damage. These variables 

are called the darnage variables which serve as internal variables 'D = { D, Da., D, :6, ... } 
in the state and dissipation potential. 

Darnage variables have systematically been reviewed by Skrzypek and Ganczarski [1]. 

Scalar darnage variables D or w are applicable for description of isotropic damage, however 

they are also frequently used for description of anisotropic darnage under creep-damage 

conditions (Kachanov [2, 3], Rabotnov [4], Martin and Leckie [5], Hayhurst and Leckie [6], 

Leckie and Hayhurst [7], Hayhurst [8, 9]. Tr~pczynski, Hayhurst and Leckie [10], Lemaitre 

and Chaboche [11, 12, 13], Chaboche [14), Dunne and Hayhurst [15, 16, 17, 18]. Othman, 

Hayhurst and Dyson [19], Gcrmain, Nguyen and Suquet [20]. Dufailly and Lemaitre [21], 

Mou and Han [22], Saanouni, Forsterand Ben Hatira [23]. etc.). 

Vector darnage variables Da. or Wa. are applicable for description of the darnage or­

thotropy or weak anisotropy (Davison and Stevens [24], Kachanov [3, 25]. Krajcinovic and 

Fonseka [26], Krajcinovic [27, 28], Lubarda and Krajcinovic [29], etc.). 

However, in order to describe fully anisotropic darnage evolution, when effect of rota­

tion of principal darnage axes is allowed, the second-rank tensors D or n must be used 

as the darnage representation (Rabotnov [30], Vakulenko and Kachanov [31), Murakami 

and Ohno [32). Cordebois and Sidoroff [33, 34), Betten [35, 36], Litewka [37, 38, 39], 

Murakami [40, 41, 42, 43], Chow and Lu [44]. Chaboche [14, 45, 46]. Murakami and 

Kamiya [47], Hayakawa and Murakami [48, 49], Skrzypek and Ganczarski [1, 50, 51]. etc.). 

On the other hand, fourth-rank darnage tensors are capable of describing strong darnage 

anisotropy (Leckie and Onat [52], Chaboche [53], Simo and Ju [54], Krajcinovic [55, 28]. 

Lubarda and Krajcinovic [29]. Chen and Chow [56), Voyiadjis and Park [57, 58], Qi and 

Bertram [59], etc. ). However, although the fourth-rank darnage effect tensors can be used as 

a linear transformation tensors to define the effective Stress and strain tensors a, e in terms 

of the conventional stress and strain tensors u, e, ii = M ('D) : u, -ge = M-1 ('D) : ee, 

d? = M-1 ('D) : de:P (Chow and Lu [44]), it is not easy to identify physically the fourth­

rank darnage tensor compared to the second-rank darnage tensor (Voyiadjis and Park [58]). 

Scalar darnage variable D, also called the darnage parameter, is defined at the material 

point X of the surface element 8A as the ratio of the damaged area 8An to the total 

(undamaged or virgin) area oA. D = 8An/8A. such that D = 0 corresponds to the 
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undamaged virgin state and it gradually grows up, to eventually reach the value D = 1 for 
the completely damaged element 8A0 = 8A. Considering planes of various normals nk we 
can define surface darnage in an arbitrary direction nk as D (nk) = 8Aok/8Ak. 

Second-rank darnage tensor D defined by Murakami and Ohno [32] is represented as 
follows: 

3 

D = LDknk®nk or 
k=l 

3 

D;j = L Dkn7nJ 
k=l 

(no sum in k), (1.1) 

where Dk are eigenvalues of the tensor D and nk are the eigenvectors corresponding to 
eigenvalues Dk. Eigenvalues Dk may be interpreted here as the ratio of the area reduction 
in the plane perpendicular to nk, caused by development of darnage components Dk = 
8ADk/8Ak. 

On a ductile deformation process in crystalline materials the flow of mass through 
the lattice takes place, at which the lattice undergoes elastic reversible deformation only, 
whereas a total number of active atomic bonds remains approximately constant. Hence, 
none ( or negligibly small) change of the effective material properties is assumed to occur. On 
the other hand, on a brittle deformation process the lattice itself is subjected to irreversible 
changes resulting from breaking of the atomic bonds and, hence, the progressive material 
degradation through the strength and stiffness reduction takes place. This fully coupled 
CDM approach to the elastic-brittle-damage or the creep-damage Ieads to the concept of 
fourth-rank elasticity tensors modified by darnage V, stiffness A(V), or compliance A-l (V) 

u = A(V) : ee or ee = A -1(V) : u (1.2) 

(cf. [37, 39, 56, 47, 48, 49] etc.). ln general, the fourth-rank darnage effect tensor M(V), 
that transforms the Cauchy stress tensor in a damaged configuration u to the effective ( con­
jugate) Cauchy stress tensor in an equivalent fictitious pseudo--undamaged solid i7. based 
on the appropriate darnage equivalence hypothesis, takes into account the fully anisotropic 

11ature of darnage ( cf. [44, 60]) 

i7 = M(V) : u. (1.3) 

M(V) is an isotropic fourth-rank tensor-valued function of the darnage state variable V, 
and the effective stress tensor i7(u, V) is an isotropic second-rank tensor-valued func­
tion of u and 1) ( darnage isotropy principle), the representation of which depends on the 
equivalence principle adopted. 

1.2. Strain, stress, and energy based CDM models 
When the CDM approach is used the true discontinues and heterogeneaus damaged ma­

terial is approximated by the pseudo--undamaged continuum. The couples of state variables 
(e, u), (r, R) and (o, X), representing strain and stress tensors, isotropic hardening vari­
ables and kinematic hardening tensors in the true ( damaged) material, are replaced here by 

the effective state variables (e, i7), (r, .R) and ( a, X) referred to the pseudo--undamaged 

(fictitious) quasi-continuum. Definitions of effective variables depend on the equivalence 
principles used to define a quasi-continuum. 
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A. Principle of strain equivalence 
For the isotropic darnage described by the scalar D the following definitions of the 

effective variables hold (cf. Lemaitre and Chaboche [12]; Simo and Ju [54]) 

i(u,O) =e(u,D), - (T 
0"=--. 

1-D 
(1.4) 

ln case of the darnage anisotropy D, the fourth-rank darnage effect tensor Mch (D) is used 
in order to transform the Cauchy stress tensor u into the effective stress tensor u, e.g.: 

u (t) = Mc~ : u (t), (1.5) 

whereas for the darnage isotropy Mch (D) = (1- D) I, 

- (T (t) 
u (t) = 1 - D (t)' 

where I denotes the fourth-rank identity tensor. 

B. Principle of stress equivalence 

(1.6) 

For the isotropic darnage characterized by the scalar D the following (dual) definitions 
of the effective variables are furnished (cf. Simo and Ju [54]): 

u (i, 0) = u (e, D), i = (1- D) e. (1.7) 

ln a more generat case of the darnage anisotropy characterized by the fourth-rank darn­
age effect tensor Mch (D), the transformation from the damaged space to the pseudo­
undamaged space is obtained: 

i (t) = Mch : e (t), 

whereas for the darnage isotropy Mch (D) = (1 - D) I, 

i (t) = [1 - D (t)] e (t). 

C. Generalized principle of strain equivalence 

(1.8) 

{1.9) 

Three scalar generalized, total, elastic and plastic darnage variables Dt, De and DP are 
defined (cf. Taher et al. [61]) by the fourth-rank secant modulae degradation tensors A (t), 
E (t) and P (t) in terms of darnage evolution 

u = .A ( nt) : e, 

(T = E(De): ee, 

u = P(DP): eP, 

A. (t) = [1 - nt (t)J A, 

E (t) = [1 - ne (t)] E, 

p (t) = [1- DP (t)] P, 

(1.10) 

where A, E and P denote the initial values of A (t), E (t) and P (t), respectively (Fig. 1.1). 
lnspection of the evolution of the generalized darnage variables nt' ne and DP' for 

two materials, a brittle (concrete) and a ductile (copper), Ieads to the conclusions that, in 
case of a brittle material under compression darnage can be measured by the single darnage 
variable nt, whereas in case of a ductile material under tension a single darnage variable is 
not capable of describing an uncoupled the total, elastic and plastic stiffness degradation 
as shown in Fig. 1.2 
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Figure 1.1. Total uniaxial strain split into the elastic and plastic cornponents and the secant rnoduli 
degradation A, E, and P frorn darnage Dt, De and DP (after Taher et al. [61]) 
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Figure 1.2. Evolution of generalized darnage variables Dt' ne and DP in a) Concrete under 
compression and b) Copper under tension (c:/c:u is the strain over the peak strain ratio), after 
Taher et al. [61] 

D. Principle of the complementary elastic energy equivalence 
The complementary elastic energy equivalence is postulated in order to define the ficti­

tious pseudo-undamaged equivalent configuration and the corresponding effective variables 
u and e ( cf. Cordebois and Sidoroff [33]) 

<I>e (u, V) = ~e (u, 0), (1.11) 

( ~)-1 u= I-D :u, (1.12) 

where <I>e = (1/2) u : ee and ~e = (1/2) u : ee, I and :Ö are fourth-rank identity and 
darnage tensors, whereas :Ö is related to fourth-rank elasticity tensors E and E of the 
darnage equivalent (fictitious) and the current (physical) state of the material through 

:5 = I-El/2: E-1/2. (1.13) 
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When a fourth-rank darnage effect tensor M(V) is used, the effective variables ii, e" are 

ii = M (V) : u, e" = M-1 (V) : ee, (1.14) 

where V denotes properly selected darnage variable D, D or fi. scalar, second-rank tensor 
or fourth-rank tensor, respectively. Nevertheless, this hypothesis is limited as it does not 
allow for the physically adequate description of phenomena other than darnage coupled 
elasticity ( cf. [44]). 

E. Principle of the total energy equivalence 
The total energy equivalence states that ( cf. Chow and Lu [44]): 
" There exists a pseudo-undamaged (homogeneous) material made of the virgin material 

in the sense that the total work done by the external tractions on infinitesimal deformations 
during the same loading history asthat for the real, damaged (heterogeneous) material is 
not changed " : 

where 

d;f;e = ! (ii : de" +du : e") , d;f;P = ii : d?, 
2 

(1.15) 

(1.16) 

because in a fictitious configuration d;f;d = 0. The effective state variables are furnished as 

ii = M (V): u, e" = M-1 (V): ee, d? = M-1 (V): deP, (1.17) 

where the explicit representation of the fourth-rank darnage effect tensor M(V) depends 
on the second- D or the fourth-rank fi darnage tensors components. 

1.3. Discussion: Comparison of strain vs. energy equivalence under uniaxial ten­
sion 

A. 10 energy equivalence concept 
ln case of 1D elastic energy equivalence the following mapping holds: 

01 } = [ (1- ni)-1 (1- ~,r1 (1- ~,r1 ]{ ~1 } , 
(1.18) 

Hooke's law for the pseudo-undamaged continuum and for the damaged material is: 

{ 
(Tl } E [ 1- V 

~ = (1+v)(1-2v) 

V 

1-v 
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{ 
0"1 } E . [ 1 - v 
~ = (1 + v) (1 - 2v) 

(1.19) 

Hence, two components describe darnage evolution under uniaxial tension in the direc­
tion 1 

( 
~) 1/2 

D1 = 1- ; , (1.20) 

B. 10 elastic strain equivalence concept 
ln case of 10 strain equivalence the mapping from (u,ee) to (u*,ee*) has a form: 

{ ~· 
~* 

~· 

(1.21) 

Hence, when Hooke's law analogaus to (1.19) is used, after a simple rearrangement a single 

darnage component nr related to the Young's modulae ratio jj; I E is recovered, whereas 
Poisson's ratio v* does not change, 

D* E 
1 = 1- E' v* = v (!). (1.22) 

This result contradicts a general observation that under uniaxial stress conditions micro­
cracks of normals other than the main stress direction may appear ( e.g. cylindrical transverse 
damages isotropy observed in rock-like materials under uniaxial compression, as mentioned 
by Chaboche [45]). 

1.4. Exercise: Fourth-rank darnage effect tensors 
Legislation of the equivalence principles influences a particular form of the darnage 

effects tensor representation in terms of the fourth-rank elasticity tensor change due to 
damage. Basic concepts of CDM based strain-, stress-, elastic energy or total energy 
equivalence, that result in constitutive tensor degradation with darnage A (D) and A -1 (D), 
are sketched in Fig. 1.3. They will be discussed in details in what follows. 
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Physical space) 
(Damaged) 

State variables: 
{u,c:e, c:P, X, R, V, ... } 

V { D,D0 ,D,D, .. . } 

Darnage 
affected: 

stiffness 
A(V) 

compliance 
A -1(V) 

Consti­
tutive 

law 

t t t 

or 

EQUIVALENCE PRINCIPLE 

c =c, or 
0" = 0", 

q;e = q;e 
or 

d~e = d<.l>e + dq>d 
dpP = d<.l>P 

MAPPING 

ii = M(V): u 
and 

ee = M-1(V) :Ce 

J.J. Skrzypek 

Effective ( equivalent) space 
(Pseudo-undamaged) 

Effective state variables: 

{ ii,ee,ep,x, R, o, .. ·} 

Constitutive 
tensors for 
virgin mat. 

ii=A:ee 
or 

ee = A-1: ii 

A,A-1 

darnage effect tensor 
,/ 

a;i = Mijkl (Dijkt)akl I 
damaged constitutive tensor initial constitutive tensor 

""" / A(D) = M-1 (V): A: M-T(D) 

A -1(V) = MT(V) : A - 1 : M(V) 

Chaboche's notation 

~= M-1, ~= A, ~= A-1 , 

A=M:A:MT, S=M-T:S:M-1 
~ ~~~ ~ ~ ~~ 

Matrix notation: 

{ii} = [M]{ u} {u}= [A.(v)] :c:e 

{c:e} = [A.-1(v)] : O" { O"} = {an, a22, a33, a23, a31, a12} T 

{ii} = {O:n,0:22,o:33,o:23,o:31,o:12}T 

(Symmetry) 

Figure 1.3: Basic concepts of CDM 
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A. Principle of strain equivalence 
When Hooke's law is written for the pseudo-undamaged (fictitious) and damaged (true) 

state we have: 

(ID) (3D) (3D) 

(j = Ec:e, (jij = EijklCkl• u = E: ee, 

(} = Ec:e, (Jij = EijklCkl• u = E: ee, 

C:e = jjj-1(} 
' 

e jjj-1 
c:kl = klij(Jij, ee = :E-1: u. 

(1.23) 
Eklii• E denote the fourth-rank elasticity tensors modified by damage, and aii• u are the 
strain equivalent effective stress tensors, when both indices and absolute notation is used, 
hence: 

(ID) 

a = (I - D)-1(}, 

D = I-EE-1, 

E(D) = (I - D)E, 

(3D) 

~ E E~- 1 
(Jij = ijrs rskl (Jkl, .....__,._.., 

..... ~ -1 
Dijkl = fijkl - EijrsErskl• 

Eijkl = (Jijmn- Dijmn)Emnkl, 

The 10 case was enclosed forasimple comparison. 

B. Principle of elastic energy equivalence 

(3D) 

u=~:u, 

u =(I- fi)- 1 : u, 

fi =I- E: E-t, 

E(D) = (I- D) : E. 

(1.24) 

A similar rearrangement based on the energy formulation yields: 

(ID) (3D) 

q,e ((Jij, V) = ~e (aii• 0), 

e 1~ -e 
q, = 2(JijC:ij• 

q,e = !(J.J·c:':. 
2 . 'J' 

(3D) 

u=E:c, 

q,~ (u, V)= ~e (u,O), 

1~ -e 
q,e = 2(7': e ' 

I q,e = -(j: ee, 
2 

(1.25) 
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(1D) 

~2 ~ 
(J = EE-1(J2, 

l7 = E112 jjj-1/2 (J 
...._"_.. , 

(3D) 

~ _ E1/2 E~ -1/2 
(Jij - ijrs rskl (Jkl' 

'----v--" 

J.J. Skrzypek 

(3D) 

= E: u-1: u 

. E~ -1. u . . , 

ii = E112 : :E-1/2 : u. 
~ 

(1.26) 
When a fourth-rank darnage effect tensor M(D) is used, the mapping of the state variables 
(CJ,ce) or (CJ;j,Eij) or (u,ee) from the physical (damaged) space to the fictitious (pseudo­
undamaged) space (u,?') or (u;i,E'ti) or (ii,ee) is establishe~ 

(1D) 

l7 = M(D)CJ, 

M(D) = (1 - D)-1 

(3D) 

U;j = Mijkl(Dijkl)(Jkl, 

E'tj = M;jl/Dijkl)c'ku 

(3D) 

(j = M(D) : 0', 

ee = M-1(D): ee, 

M(D) =(I- Dt1. 

(1.27) 

2. MODELS OF ISOTROPIC DAMAGED {VISCO)PLASTIC MATERIALS 

Darnage evolution in virgin isotropic materials tested under creep conditions can often 
be considered as an isotropic phenomenon, for which scalar darnage variables can be suc­
cessfully used. ln the following section isotropic darnage models are considered, based both 
on ~he phenomenological observations as weil as on the irreversible thermodynamics. 

2.1. Phenomenological isotropic creep-damage models 
Phenomenological isotropic darnage models that account for a single darnage mecha­

nism, usually based either on the principal stress controlled grain boundary cavitation and 
growth mechanism (brittle damage) or the transgranular equivalent stress controlled slip­
bands of plasticity mechanism (ductile damage), are known as the single state variable 
models (Robinson [62). Kachanov [2). Rabotnov [4], Hayhurst [8], Leckie and Hayhurst [7], 
Chrzanowski and Madej [63]. Chaboche [64, 14]. Othman and Hayhurst [65], Kowalewski, 
Hayhurst and Dyson [66], etc.). On the other hand, if two physical mechanisms of softening 
due to grain boundary cavitation on tertiary creep and multiplication of mobile dislocations 
are both considered, two darnage state variables are necessary to describe this complex phe­
nomenon (Othman, Hayhurst and Dyson [19], Dunne and Hayhurst [15, 16, 17], Kowalewski, 
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Hayhurst and Dyson [66]. Kowalewski, Lin and Hayhurst (67], Hayhurst (68], etc.). 

A. Single state variable creep-damage models 
i. Uniaxial single state variable creep-damage models 
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ln the simplest case, when the isotropic darnage growth affects the uniaxial tertiary 
creep and the primary creep is ignored, the single darnage variable D or w introduces the 
creep-damage coupling (Kachanov [2], Rabotnov [4, 30]): 

~c = ( alao )n, w (alaot (2_1) 
co 1-w Wo (1-w)'P' 

where € 0 , n and w0 , v, cp stand for the temperature dependent material constants in the 
creep law and the darnage growth rule, respectively, whereas a0 is the reference stress. At 
a = const and initial conditions for t = 0 : w = cc = 0 the following holds: 

w = 1 - ( 1 - ~ y/(l+'P)' :; = 1 - ( 1 - ~ y~ ' (2.2) 

where b. = (1 + cp- n) I (1 + cp), whereas symbols tr and er denote the time to failure 
(w_= 1) and the creep strain at failure, respectively: 

(aolat to (alaot-v Esstr 
tr= (1+cp)wo' er= w0 (1+cp-n) =~, (2.3) 

and Ess = € 0 ( a I a 0t stands for a steady-state or a minimum creep rate ( no darnage effect). 
For the two batches of pure copper A and B tested to failure at temperature 300 C 

under the stress a = 32.4 MPa, Ri.des et al. [69] obtained: n = 6.56, v = 6.31, cp = 7.1, 
ao = 300 MPa; E:~ = 11 X w-5 h-1,, w~ = 6.68 X w-4 h-1 and E;~ = 2.54 X w-5 h-1, 
W~ = 2.74 X 10-5 h-1, however the model is often simplified by Setting cp = V. 

When the Kachanov's [2], and the Chaboche's [14] notation is used, the uniaxial darnage 
growth rule is: 

d'ljJ = -C (a1)r 
dt 7/J ' 

(2.4) 

where 7/J and D = w denote the continuity and the damage, respectively, if 7/J + D = 1. 
Earlier on, Robinson [62] established the life fraction rule: 

tR 

J~-1 tR (t) - ' 
1 

tR (t) = C (r + 1) [a1 (t)t' (2.5) 

0 

where a 1 (t) is arbitrarily prescribed uniaxial stress function. 
Generalization of the Kachanov's concept (2.1) to the case when both instantaneous 

darnage (time independent) and creep-damage (time dependent) are accounted is due to 
Chrzanowski and Madej [63]: 

w _ (alaot0 (~) + (alaot 
w0 -X(l+w)'Po ao (1-w)'P' 

(2.6) 
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At a = const, integration of (2.6) twice, yields: 

w = 1- {tff (a) [1- _t_] }1/('1'+1), 
tr(a) tff (a) 

(2.7) 

where 

1 
tr(a)= (1+<p)wo(a/aot' 

[ 
1+vol (1+'1')/(l+'l'o) 

tff (a) = tr (a) 1- ( ;J (2.8) 

[ 
1 + Vo ] 1/(l+vo) 

ar = ao . 
(1 + <p0 ) xwo 

(2.9) 

w0 , a0 , v0 , <p0 , v, <p and x are material constants for the combined instantaneous and 
subsequent darnage mechanism. 

ln cantrast to copper and aluminium alloy, where prim<1ry creep is negligible and the 
tertiary creep predominates, in case of stainless steel the primary creep manifests strongly. 
Hence, for 316 stainless steel tested at 210 C, 250 C and 550 C. Othman and Hayhurst [65]. 
proposed to include the decaying time-function tm (m < 1) that accounts for primary creep: 

E:c = ( a/ao )n tm ~ = (a/aot tm (2.10) 
E:o 1-w ' w0 (1-w)'~' ' 

Integration of (2.10) at a = const yields: 

_ [ ( t ) m+1] 1/(l+<p) 
w-1- 1- -

tr ' 

cc t m+l [ lö 

cf = 1 - 1 - (t-J ' (2.11) 

- [(1 + m) (ao/at] 1/(l+m) 

tr - ( 1 + <p) wo ' 
E:o (a/aot-v 

cr = . (1 ) , w0 + <p- n 
(2.12) 

where Ll is defined in a similar way as in (2.2). 

ii. Single state variable creep-damage models under multiaxial stress conditions 
Multiaxial generalization of the single state variable creep-damage model is based on the 

concept of so called isochronaus rupture curves when metallic materials are tested to failure 
(Johnson et al. [70, 71), Hayhurst [8]. Tr~pczynski, Hayhurst and Leckie [10]. Kowalewski, 
Lin and Hayhurst [67), etc.). Roughly speaking, three classes of metallic materials with 
respect to rupture curves can be specified: principal stress controlled (copper-like), equiva­
Jent stress controlled (aluminium-like) and combined principaljequivalent stress controlled 
(steel-like). The above enables the following 30 generalization of (2.4), cf. Hayhurst [8), 
Chaboche [14): 

(2.13) 

where the darnage equivalent stress x (u) is a linear combination of stress invariants 

X (u) = aJo (u) + 3ßJ1 (u) + (1- a-ß) J2 (u) (2.14) 
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or 

X (a) = aa1 + 3baH + caeq, (2.15) 

where Jo (a) = a1, J1 (a) = aH = 1/3 Tra, J 2 (a) = aeq = [3/2Tr (a'2)] 1/ 2 . 

Multiaxial scalar creep-damage coupling with primary creep ignored (generalization of 

(2.1)) is due to Leckie and Hayhurst [7]: 

E:~j 1 ann+I (akz/ao) 1 w x" (a;j/ao) 
-=--__ ___:.....,..--;___...:... ----=-
E:o n+1 B(a;j/ao) (1-wt' wo (1-w)'P · 

(2.16) 

n ( akl/ ao) = a eq ( akz/ a0 ) is a convex homogeneaus potential function of degree 1 in stress, 

and X (a;J/a0 ) is a properly defined darnage equivalent stress determined by the isochronaus 

rupture surface (2.15). When both the tertiary and the primary creep is accounted, Othman 

and Hayhurst [65] proposed: 

E:~j _1_ann+l (akl/ao) f (t) w - x" (a;j/ao) f (t) 

E:o n+1 B(a;i/ao) (1-wt' wo (1-w)'P 
(2.17) 

When the darnage evolution is the equivalent stress controlled, and the Mises-type 

potential function is used, the following equations are furnished (Kowalewski, Hayhurst and 

Dyson [66]): 

a" . B eqtm 
w = ( )'P . 1-w 

(2.18) 

Ca Iibration of the above model for aluminium alloy tested at 150 C yields: A = 3.511 x 10-29 

(MParn /hm+l, B = 1.960 x 10-23 (MPar" /hm+I, n = 11.034, v = 8.220, <p = 12.107, 

m = -0.3099, E = 71.1 x 103 MPa. 

B. Two state variables mechanisms-based darnage models 
i. Two-parameter multiaxial hyperbolic sinus models for nickel- and aluminium­

based alloys 
Othman, Hayhurst and Dyson [19] developed the model capable of describing nickel­

based superalloy where the sinh function of the stress is used instead of the stress depen­

dence in n powered in the single darnage state variable model, whereas the primary creep 

is included through the additional variable H (t) ranging from 0 to H* (saturation) 

dc7j = ~A sinh {Baeq [1- H (t)]} { S;j} 
dt 2 (1- w1) (1- wzt aeq ' 

dH ~Asinh{Baeq[1-H(t)]} { 1 - H(t)} (2.19) 
dt aeq (1-wl)(1-w2t H* ' 

dw1 (1- wi) . 
CA( t smh {Baeq [1- H (t)]}, 

dt 1- wz 

dwz A (~)" Nsinh { Baeq [1- H (t)]} 
dt D aeq (1-w1)(1-wzt ' 

where two physical mechanisms are included: the softening due to the multiplication of 

mobile dislocations w1 (0:::; w1 :::; 1) and to the creep constrained cavities nucleation and 
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growth on the grain boundaries w2 (0 ~ w2 ~ 0.3). For aluminium alloy at temperature 
150( the material constants are: A = 2.96 X w-llh-1' B = 7.17 X w-2{MPa )-1' c = 35, 
D = 6.63, H* = 0.2032, h = 1.37 x 105 MPa, v = 0 (for more details see [66, 68]). 

Another model based on a new mechanism of creep-damage in the particle hardened 
materials, namely tertiary creep softening due to both, ageing of microstructure <I> and 
grain boundary nucleation and growth w2 and primary creep effect using the variable H 
was developed by Othman, Hayhurst and Dyson [19]. Moredetails about the model can be 
find in the Chapter 5 of this book (Hayhurst [68]). 

ii. Creep-cyclic plasticity darnage interaction model for copper 
Dunne and Hayhurst [15, 16, 17] developed a model validated for creep-damage-cyclic 

plasticity interaction in copper specimens subjected to thermo-mechanical cyclic loadings 
at both room {20 C) and elevated (500 C) temperatures. Creep-cyclic plasticity-damage 
interaction is given by (2.20) where two variables w1 and w2 refer to the creep darnage and 
the cyclic plasticity darnage per cycle, each controlled by an independent darnage evolution 
(2.21) 

DP =wz+azz(w1)w1, 
1 1 

z (w1) =- +- arctanfL (w1- wo), 
2 11" 

dw1 = A [8a1 + (1- 8) CTeqt 

dt {1 - Dc)'P ' 

dw2 = [1- (1- DP)ß+l]rJ [ Au ]ß. 
dN M (1- DP) 

(2.20) 

{2.21) 

The darnage evolution model is combined, then, with the creep cyclic plasticity nonlinear 
kinematic hardening theory ( extension of the Chaboche and Rousselier theory [72]), cf. also 
Skrzypek and Ganczarski [51], as follows: 

gP = ~ / J2 (u- X)/ (1- D)- ay )n 0'1 - X' 
2\ K J2 (u-X)' 

X1,2 = ~C1,2gP (1- D)- l1,2X1,2P + ( c~,z/C1,2) X1,2T' (2.22) 

X=X1+Xz, u=E(1-D)(e:-e:P-e:T), p= [~e:P:tPr12 

2.2. Thermodynamics based formulation of the coupled isotropic damage-thermo­
elastic-( visco )plasticity 

A consistent way to obtain state and evolution equations of damaged materials is based 
on the thermodynamics of irreversible processes with internal variables (Germain, Nguyen 
and Suquet [20]). This approach is systematically introduced and discussed in Chapter 4 
by Chaboche [46], when formulating basic thermodynamic concepts. ln what follows some 
particular proposals of state and darnage evolution equations, based on the simplified as­
sumption that darnage can be considered as isotropic phenomenon, are reviewed briefly. 
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A. Kinetic law of darnage evolution 
A simplified concept of elastic energy release due to isotropic darnage cumulation in 

metallic materials, based on the strain equivalence and the effective stress concept, was 
developed by Lemaitre and Chaboche [13]. Assuming small strain theory, the total strain 
is written as the sum of the elastic and the inelastic part e = ee + ein and anisotropic 
elasticity law coupled with the isotropic darnage is used for elastic strains 

aii = Eijktc'k1 (1 - D) , (2.23) 

to obtain the elastic strain energy density of damaged material 

1> = IJ>e + IJ>in, IJ>e = ~EijklC~jckl (1- D) · (2.24) 

Here the thermodynamic force ye associated with the internal scalar variable D contains 
the contribution of the elastic energy IJ>e only, whereas the inelastic part ~J>in is assumed not 
to be released by the darnage growth 

ye ~ ~ d!J>e I 
2 dD u,;=const 

IJ>e 
1-D· 

(2.25) 

The above model based on the anisotropic elasticity coupled with isotropic darnage is 
inconsistent at all. So, confining ourselves to the isotropic elasticity law of isotropic damaged 
material 

the thermodynamic force ye is reduced to 
~2 a ye = _::;]_ R 2E v, 

( )
2 

2 aH 
Rv=-(1+v)+3(1-2v) -

3 O'eq 

(2.26) 

~ aeq 

O'eq = 1- D' (2.27) 

i. Effective-stress based tirne-independent plasticity coupled with isotropic darn­

age 
Lemaitre [73, 74], and Lemaitre and Chaboche [13] introduced a single coupled dissipa'­

tive potential in order to generalize the Chaboche-Rousselier nonlinear isotropic/kinematic 
hardening theory to obtain: 

pL-Ch (a, X, R, D) = f (a, X, R) + pd (Ye) = J2 (a- X)- R- ay + pd (Ye), 

[ ( 
I ) ( I ) ] 1/2 ~ 3 O'ij 1 O'ij I 

J2 (0'- X)= 2 1- D- Xii 1- D- Xii 
(2.28) 

~he generalized normality rule ( associative theory) is governed by the single plastic multiplier 

A: 
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. ßFL-Ch . ßFL-Ch . ßFL-Ch . . ßFL-Ch 

eP =.X ßu ' ä = -.X ßX ' r = -.X ßR ' D = -.X ßYe ' (2.29) 

where f (u, X, R) = J2 (U - X)- R-a y = 0 is a Mises-type partly coupled yield function 
and ay is the initial yield stress under uniaxial tension test. External state variables (e, u) 
and internal state variables (a, X), (r, R), (D, ye) are introduced to represent kinematic 
hardening, isotropic hardening and isotropic damage. lt is assumed in this simplified ap­
proach that hardeni~ varia~es X and R are not amplified by damage and the effective 
hardening variables X and R are not used. When (2.28) through (2.29) are applied, the 
state equations are obtained: 

(2.30) 

where P denotes the cumulative plastic strain p = [(2/3) €fifi] 112 and t = >..; (1- D). 
Assuming, after Lemaitre and Chaboche [13], that the damage term of the poten­

tial (2.28) is a quadratic function of ye, the kinetic law of damage evolution for rate­
independent plasticity is furnished: 

d e {Ye)2 
F (Y ) = - 2S (1 - D)' (2.31) 

lf, in a more general case a damage potential is assumed as a power function of ye 
(s > 2) (Germain, Nguyen and Suquet [20], Dufailly and Lemaitre [21]), the generalized 
kinetic law of damage evolution holds 

(ye)s ye 
~ = - S (s + 1) (1- D)' 

• • aeq v . (ye)s [ 2R ]s 
D = S P = 2ES (1 - D) 2 p. (2.32) 

ii. Kinetic law of darnage of plastic materials 
Assuming the Ramberg-üsgood isotropic power hardening function for damaged mate­

rial (Lemaitre and Chaboche [13]) 
- O"eq n 
O"eq = 1 _ D = O"sP (2.33) 

in the damage evolution equations {2.31) or (2.32), we obtain simplified rules 

dD = a~ R (aH) 2nd 
2ES v O"eq p p (2.34) 

or 

(2.35) 
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which describe the ductile darnage growth by the scalar variable D that depends on the 
cumulative plastic strain p. ln a particular case, when strain hardening is saturated X= 0, 
R = 0, f = aeq- 0"8 = 0, the generalized kinetic law of darnage evolution reduces to the 
simplified form 

(2.36) 

the integration of which in the case of proportionalloadings, when the stress triaxiality ratio 
in Rv is constant aH/ O"eq = const, yields the linear darnage growth with cumulative plastic 
strain p. 

iii. Kinetic law of creep darnage of metals and polymers 
Lemaitre-Chaboche's kinetic law of darnage evolution (2.31) combined with Norton's 

creep law yields: 

. a2 R 
D- eq v "H ( - ) 

- 2ES (1 - D) 2p p Po ' 
[ ]

N 
• O"eq 

P = Kv (1- D) 
. aN+2R 
D- eq v H(- ) 

- 2ESK[;' (1 - Dt+2 P Po ' 

where the Heaviside function H (p- p0 ) is used for the initial darnage at p = p0 . 

ln 10 case the classical Kachanov's equation (2.4) is recovered 

iJ [ a ] r H ( ) A = (2ESKvN) l/(N+2), r = N + 2. = A (1 - D) E - co ' 

(2.37) 

(2.38) 

B. Unified Helmholtz free energy-based CDM model of ductile isotropic dam­
aged materials 

A unified CDM model similar to the previously discussed Lemaitre and Chaboche's 
kinetic law of damage evolution is due to Mou and Han [22], who decomposed the total 
strain tensor into the elastic and inelastic tensors, e = ee + gP and introduced, after 
Broberg [75], the new darnage variable D 8 =In ( A/ Ji), as one of internal state variables 

which influences the Helmholtz free energy of the damaged material '1/JH ( ee, o:, r, D 8 , T) 
'1/JH (ee, o:, r, DB, T) ='I/Je (ee, DB, T) + '1/Jin (o:, r, T). (2.39) 

The generalized thermodynamic forces (u, X, R, ye) are associated with the elastic strain, 
kinematic hardening, isotropic hardening and darnage ( ee, o:, r, D 8 ), respectively, through 

8'1/Je 
U=p-8 ' ge 

whereas the specific entropy production rate can be expressed as 

·s 1 
ueP + Rr + Xö: + ye D - qTgradT ;::: 0, 

(2.40) 

(2.41) 

where T denotes the absolute temperature, q is the heat flux vector and A and Adenote the 
initial and the fictitious undamaged cross-sectional area, respectively. From the hypothesis 
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of complementary energy equivalence the elastic energy affected by darnage and the darnage 
conjugate force ye (DB) are obtained: 

E = E (1- D)2 = Eexp ( -2DB), 
(2.42) 

(2.43) 

The dissipative potential for darnage evolution is assumed as a quadratic function of ye 

.J,d (Ye . DB T) = CS (- ye) 2 (Per- Pt-1 -2Da • (2.44) 
'f' ,p,p, ' S p2n e p, 

(2.45) 

For the Ramberg-Osgood hardening law O'eq = Kpn a particular form of the logarithmic 
darnage evolution holds 

iJB = _ 2CK2 R (O'H) ( _ )n-1. Es v Per P p, O'eq (2.46) 

the integration of which under the assumption of constant Rv (proportionalloadings) results 
in the evolution of logarithmic darnage variable Da with cumulative plastic strain p (also 
Skrzypek and Ganczarski [51]). 

C. Irreversible thermodynamics model of the coupled isotropic damage-thermo­
elastic-(visco) plastic material 

i. Helmholtz free energy representation and state equations 
A consistent unified model, based on the assumptions that variable Y associated with 

the isotropic darnage internal variable D contains both the classical elastic (reversible) 
energy ye and the inelastic (irreversible) energy yin, was developed by Saanouni, Forster 
and Ben Hatira (23]. Mechanical flux vector j and its thermodynamic conjugate force vector 
F are defined as: 

. { . }T J = eP,a,r,D,q , F = { u, X, R, Y, - ~gradT} . (2.47) 

Total energy equivalence is applied to the elastic <I>e and the inelastic <J>kh and <J>ih energy 
portians responsible for kinematic and isotropic hardening in the damaged and the fictitious 
pseudo-undamaged configurations: 

<I>e (ee, D) = ~u: ee = ~u: ee, 

<J>kh (a D) =~X· a =~X· a <J>ih (r D)- ~rR = ~rR ' 2 . 2 . ' ' -2 2 . 

(2.48) 

Couples of effective state variables are: 
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u - u ee = 9e (D) ee, 
- 9e (D)' 

~ X R 
X= hOl (D)' iie =hOl (D) a, R = hr (D)' r = hr (D) r, 

(2.49) 

where functions 9e (D), h01 (D) and hr (D) are, generally, independently defined, however 
in what follows it is assumed for simplicity 9e (D) = h01 (D) = hr (D) = (1- D)1/ 2. 

Helmholtz free energy is taken as a state potential 

'1/JH (ee, a, r·, D, T) ='I/Je (ee, T) + '1/Jin (ii, r), (2.50) 

p'l/Je (ee, T) = ~ee: A: ee- (T- To) k: -ge- pcvT [log(~)- 1] , 
.t,in (- ~ T) _ 1 c- . - 1 Q::::2 P'f' a,r, - '3 a. a + 2 r. 

(2.51) 

ln this model darnage affects both the elastic (reversible) and the inelastic (irreversible) 
energy portions and the effective state variables ee, ii, r are consistently used for the 
state potential (free energy) of damaged material and k is second-rank tensor ofthermal 
conductivity. Hence, the state equations are furnished from the state potential as follows: 

8'1/JH 2-
X=p 8a = 3Ca, 

ß•t,H 
Y= -p-'~"- =Ye+yin 

8D ' 

where elastic and inelastic energy release rates are 

8'1/JH -
R=p-- =Qr, 

8r 

(2.52) 

8'1/Je 1 1 k 
ye = -pa = -ee: A: ee-- (T- To) 1/2 : ee, 

D 2 2 {1 - D) (2.53) 
. 8'1/Jin 1 1 

ym = -p-- = -Ca : a + -Qr2 
8D 3 2 ' 

and the effective thermo-mechanical modulae are used 

A = (1- D) A, C = (1- D) C, Q = (1- D) Q, k = (1- D)1/ 2 k. (2.54) 

ii. Time-independent nonlinear plasticity model of isotropic/kinematic harden­
ing coupled with isotropic darnage 

A consistent coupled Mises-type yield function is obtained when the classical state 
variables (u, X, R) in the uncoupled yield function are replaced by the effective state 
variables (u, X, R) in the coupled one: 

! ( u, X., n) = J2 ( u- :X)- n- ay = o, 

J2 ( u - :X) = [ ~ ( u - :X) : ( u - :X) r12 
(2.55) 
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The fully coupled plastic potential, that generalizes the Lemaitre and Chaboche's (2.28), 
may be written as 

(2.56) 

where, following Germain, Nguyen and Suquet [20], damage evolution potential Fd (Y) is 
supposed tobe a power function of the total (elastic and inelastic) energy release due to 
damage evolution Y = ye + yin (extension of (2.32)) 

FdY-- -S (y)s+l 1 
( )- (s+1) S (1-D)ß' 

(2.57) 

State equations for the nonlinear hardening theory are obtained by the generalized normality 
rule 

(2.58) 

where ~ = ~ (1- Df112 = jJ = [(2/3) E:~E:~] 112 . ln case a = b = 0 the fully coupled 
linear hardening theory holds: 

(2.59) 

iii. Time-dependent viscoplastic flow coupled with isotropic darnage 
ln case of the timEM!ependent coupled damage-creep-isotropic/kinematic hardening 

material the single surface coupled visc~amage dissipation potential may be expressed as 
a sum of the viscoplastic and the creep-damage parts ( cf. [23]) 

<I>* ( u, X, R, D, r) = <I>*vp ( u, X, R, r) + <I>*d (u, D, T)' (2.60) 

where the viscoplastic term is represented by a following power function of f extended by 
the additional terms representing nonlinear hardening 

*vp K I 1 [ 3 a ~ ~ 1 ~ ~ 1 b ~2 1 :-:2] )n+l 
<I> =n+ 1 \K f+4CX:X- 3aco::o:+ZQR - 2bQr , (2.61) 

whereas the creep-damage term is given by 

<I>*d = -Y \X~) )r (1- Dfk. (2.62) 
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Symbol f ( ii, X, .R) denotes the fully coupled Mises-type isotropiclkinematic hardening 

yield function 

J ( u, x, .R) = h ( c;- x) - .R- ay > o. (2.63) 

From the generalized normality rule the state equations are eventually obtained as: 

B<I>* 3 (f I K) n a:j - x:j 

Ba;j 2 (1 - D/12 h ( a;j - X;j)' 

B<I>* 3 (f I K)n [ a:j - x:j a X;j l 
- BX;j = 2 (1- D)1/2 J2 (a;j- X;j) - C (1 - D)1/2 ' (2.64) 

_ B<I>* = (f I K)n [1 _ ~R] iJ = _ B<I>* = [X (aij)] r ( 1 _ D)-k. 
BR (1- D) 112 Q ' BY A 

3. ANISOTROPIC DAMAGE REPRESENTATION AND ACCUMULATION 

3.1. Darnage effect tensor 
A. Fourth-rank darnage effect tensor 

When the simple principle of strain equivalence between the physical ( damaged) and 
the fictitious (pseudo-undamaged) spaces is assumed, a tensorially linear transformation 
of the Cauchy stress u to the effective Cauchy stress Cf, through the fourth-rank damage 

effect tensor M, is assumed (see Fig. 1.3) 

ii = M (D) : u or O:;j = MijkWkj . (3.1) 

A symmetric effective stress tensor O:;j is used in (3.1) although the effective stress 
tenso• ii = u : (1 - D) needs not to be symmetric in a more general case under this 
transformation. Some proposal of various effective stress concepts are reviewed by Zheng 
and Betten [60]: 

ii = ~ [u: (1- D)-1 + (1- D)-1 : u] 
Cf= (1- nr1/2 : u : (1- D)-1/2 
Cf= (1- nr1 : (T: (1- nr1 

Murakami [43] 

Chow and Wang [76, 77] 

Zheng and Betten [60]. 

1 and D denote here second-rank unit and damage tensors, respectively. 

{3.2) 

ln a general case, when the fully anisotropic nature of damage is considered and the 

principle of total energy equivalence is used (Chow and Lu [44]) a concept of the fourth­

rank damage effect tensor M (V) is introduced, that transforms the state variables in the 
physical space u, ee, e~' to the effective state variables in the fictitious space ii, -ge, eP ( cf. 

Sec. 1, Fig. 1.3) 

ii = M ('D) : u, -ge = M-1 ('D) : ee, deP = M-1 ('D) : deP. (3.3) 
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1J denotes a properly selected darnage variable, scalar, second-rank tensor, fourth-rank 
tensors, D, D, :6, etc., as argument of M (1J). 

The fourth-rank darnage effect tensor M can also be explained in such a way that the 
following modification of the constitutive tensors of damaged material, the stiffness A (1J) 
or the compliance A -1 (1J) , in terms of the constitutive tensors of virgin material A or 
A - 1, holds: 

CT = A (1J) : ee, A (1J) = M-1 (1J) : A: M-T (1J), (3.4) 

ee=A-1 :u, ee = A - 1 (1J) : CT, A - 1 (1J) = MT (1J) : A - 1 : M (1J) . (3.5) 

Note that, when Chaboche's notation is used ( cf. [46]), where M= M-1 , A= A, S = A - 1, 
~ ~ ~ 

the equivalent formulae are furnished: 

A=M:A:MT, 
~ ~ ~ :=:;j 

(3.6) 

B. Matrix representation of the darnage effect tensors in terrns of the secend­
rank darnage tensors [M(D)] 

A tensorially linear transformation is assumed in Eq. (3.1) between the Cauchy stress 
tensor u and the effective Cauchy stress tensor u. Due to the symmetry assumed of both 
stress and effective stress tensors the fourth-rank tensor M;jkl can be represented by a 6x6 
matrix when the vector representation of { u} and {u} is applied: 

{an a22 a33 a23 a31 a12} T = [Mijkzl { 0'11 0'22 0'33 0'23 0'31 0'12} T (3.7) 

Three forms of M (D), expressed in terms of second-rank symmetric damage tensor D, 

are discussed by Chen and Chow [56]: 

M~1 (D) = p-1(D), 

Mc2(D) = [r- fi(n)r1, 

Mc3(D) = ~(<P), 

1 
P;jkl = 2 [(I;k- D;k)(IJl- Djt) + (Iil- Dil)(Ijk- Djk)], 
~ 1 
D;jkt = 4(I;kDjt + IilDjk + IjkD;z + I1zD;k), 
~ 1 
<l>;jkt = 4 (I;k<I> 11 + Iil<I> jk + Ijk<I>;z + I1z<l>;k). 

(3.8) 
Symbols P(D), D(D) or ~(<P) denote fourth-rank darnage tensors as expressed in terms 
of second-rank darnage tensors D or <P = (1- Df1. 

C. Matrix representation of darnage effect tensors in the principal coordinates 
of the second-rank darnage tensor [M(D1, D 2 , D3)] 

Employing principal darnage components D1. D2. D3 , D23 = D31 = D12 = 0, we 
obtain the diagonal forms for Mc1o Mc2 , Mc3 (Voyiadjis and Kattan [78], and Voyiadjis 
and Park [57]), and Mch (Chaboche, Lesne and Moire [79]) as shown in Table 3.1. 
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3.2. Creep-darnage rnodels under non-proportional loadings 
A. Orthotropic darnage growth in case of constant principal directions of the 

stress tensor 
Consider the simpler case when principal directions of the second-rank stress and darn­

age tensors u, D coincide and do not change with time, such that the orthotropic theory 
of brittle darnage coupled with the similarity of deviators of principal creep strain rates ec 
and either the principal stress s (partly coupled) or the principal effective stress s (fully 
coupled) is applicable (cf. Kachanov [25] and [80]). 

The orthotropic creep-damage growth rule ( direct extension of the Kachanov's concept 
(2.4) to principal continuity '1/Jk or darnage Dk components) holds 

.i. = 8'1/Jk = -C (ak)rk or D = 8Dk = A ( O'k )rk (3.9) 
'~'k ät k '1/Jk k ät k 1 - Dk 

B. Orthotropic darnage curnulation in case of variable principal directions of the 
stress tensor 

Consider after Skrzypek and Ganczarski [1] a more general case when principal directions 
ak (lu, 2u, 3u) of the stress tensor u rotate a small angle dak from time t through t + dt to 
a~ (1~, 2u, 3~). After darnage has occurred the virgin isotropic material becomes orthotropic 
and the principal directions ßk (10 , 20 , 30 ) follow the principal stress axes rotation, however 
the stress and darnage tensors u and D are no Ionger co-axial in their principal axes, 
ak =/= ßk, Fig. 3.1. 

2' I 

Figure 3.1. Schematic cumulation of several orthotropic darnage increments of variable principal 
directions ( after [1]) 

The Murakami-Ohno second-rank darnage tensor (1.1) as represented through the 
principal values is used, whereas the non-objective darnage rate tensor D (rotation of 
principal axes ignored) is defined as 

3 

D = L bknk 0 nk. (3.10) 
k=l 

The objective Zaremba-Jaumann derivative of the darnage tensor D with respect to 



Material Darnage Models for Creep Failure Analysis and Design of Structures 121 

tensorial components Dk and the base vectors nk ( rotation of principal axes included) yields 

3 

~~ = L ( Dknk ® nk + Dknk ® nk + Dknk ® n.k) or 0= D- DTS- srn, (3.11) 
k=1 

where S is the skew-symmetric spin tensor due to rotation of principal stress directions 
V • 

dak, and D is the objective darnage rate tensor. When the non-objective darnage rate D 
in current principal directions of the stress tensor ak (effect of rotation of the base vector 
ignored) is assumed to be governed by the orthotropic darnage growth rule (3.9), and the 
skew-symmetric spin tensor representation in terms of dak is used, we obtain: 

DIJ= b!J- D'[; [ -~0!1 d~1 ~:~2 ]- [ d~1 -~0!1 !;~3] DIJ, (3.12) 
da2 -da3 0 -da2 da3 0 

where in the current base ak it holds 

. (J'IJ 
( )

TIJ 

DIJ = CIJ 1 - DIJ , (3.13) 

V 
DI'J'(t + ~t) = DIJ(t)+ DIJ (t)~t, DI'J'(t + ~t) ----? Dij(t + ßt). (3.14) 

transforms 

C. Creep-damage coupling formulations 
Partly (c-~i' sii) or fully coupled (c-~i' sii) approaches of creep-damage analysis are sum­

marized in what follows for two different loading conditions: the stress and darnage tensors 
are co-axial in their principal axes, ak = ßk (Table 3.1) or the stress and darnage ten-

Table 3.1. Partly or fully coupled creep-orthotropic darnage approach in case of constant principal 
directions 

Partly coupled approach Fully coupled approach 

isotropic flow rule modified orthotropic flow rule 
·c ·c 

·c 3 Ceq ·c 3 ceq-
cij = 2 (J'eQ Sij 

c - --s .. ij- 2- •J aea 

multiaxial time-hardening 

f:~q = (O:eq)m f{t) 

orthotropic darnage growth rate 

. av ( )rv 
Dv = Cv 1 _ Dv 
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Table 3.2. Partly or fully coupled creep-damage approaches applied to current principal stress 
axes 

Partly coupled approach Fully coupled approach 

isotropic flow rule current orthotropic flow rule 
·c ·c 

•c 3 C:eq ·c 3 C:eq-
C:IJ = 2-SIJ c: IJ = 2 ::::;-s IJ 

O'eo O'eo 

multiaxial time-hardening 

€~ = (O:eq)mf(t) 

current non-objective darnage growth rate 

• O'[J ( )ru 
DIJ = CIJ 1 - DIJ 

current objective darnage growth rate 

'V . 
D= D - DTS - STD. 

sors are no Ionger co-axial in the principal axis, ak =f ßk (Table 3.2) - cf. Skrzypek and 
Ganczarski [1]. 

ln the first case constitutive equations are to be written in the fixed space (i,j) of 
principal stress and darnage directions, whereas in the second case, when principal stress 
and darnage directions change (independently) due to the shear effect, they have to be 
written in the current (rotating) principal stress space (I, J), and, on each time-step, a 
transformation from current to the global reference space ( i, j) has to be done. 

3.3. Orthotropic elastic-brittle darnage in crystalline metallic solids 
According to Litewka [37, 38] the anisotropic stress-strain law of elasticity affected by 

darnage is assumed in the form 

or e = A.-1(0*): u, (3.15) 

Ai;it = - ~c5ijc5kl + \~11 
( c5ikc5jl + c5ilc5jk) + 4(1 :1i)E ( c5ikDjl + c5jtD:k + c5ilDjk + c5jkD:l) 

{3.16) 
or 

11 Tr 1 + 11 Di ( D* * ) e = - E u 1 + --eu + 2(1 + Di)E u : + D : u , {3.17) 

where E and 11 denote Young's modulus and Poisson's ratio of the undamaged material, 
whereas Di is the dominant principal component of the modified second-rank darnage 
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tensor D*, suchthat D'k = Dk/ (1- Dk). Dk E (0, 1), D'k E (0, oo) (cf. Vakulenko and 
Kachanov [31]). 

As the corresponding Mises-type initial failure criterion the three-parameter damage 
affected isotropic scalar function of u and D* tensors is assumed: 

{3.18) 

O'u denotes the ultimate strength of the undamaged material, whereas constants clo c2 and 
C3 aretobe obtained from the uniaxial tension (direction 1), uniaxial tension (direction 2), 
and biaxial tension {1+2) tests (cf. Litewka and Hult [81]). 

The damage evolution rule is formulated applying tensor function representation that 
accounts for both the isotropic and the anisotropic damage, Litewka [39], 

D = B (<I>e)m 1 + C (<I>et u*, {3.19) 

q,e ( D*) = 1 - 2v 'fr2 1 +V 'fr( ,2) D~ 'Ir( 2 . D*) 
u, 6E u+ 2E u +2{1+Di)E u. ' {3.20) 

where 

'fru = 30'H = 30'ii, 'fr(u'2) = ~O';q = sijSij, 'fr{u2 : D*) = O'ikO'kzD~. {3.21) 

u* is a modified stress tensor whose compressive principal components are replaced by 
zeros, whereas tensile ones are left unchanged. When the isotropic term is omitted B = 0, 
and the exponent n = 2 is set, {3.19) takes the simplified form (Litewka and Hult [81]) 

D=C(<I>e)2 *=C[l-2v'fr2 l+v'fr( '2) D~ 'Ir( 2.D*)]2 * 
u 6E u + 2E u + 2E(l + Di) u . u . 

(3.22) 

3.4. Unified constitutive and darnage theory of anisotropic elastic-brittle mate­
rials by use of the Helmholtz free (mergy 

Murakami and Kamiya [47] developed the m'odel based on the Helmholtz free energy as 
a function of the elastic strain tensor ee, the second-rank damage tensor D, and another 
scalar damage variable ß responsible for isotropic damage: 

QW(ee, D, ß) = [JWe(ee, D) + [JWd(ß) = ~.A'fr2ee + J.LTr(ee)2 + 771 'frD'fr2ee 

+772 'frD'fr(ee) 2 + 773 'free'fr(ee : D) + 774 'fr[(ee*) 2 : D] + ~Kdß2 , {3.23) 

where >. = Ev/(1 +v)(1- 2v) and 1-L = E/2(1 +v) are the Lame constants for undamaged 
materials, 771, 772, 773 , 774 and Kd are material constants, whereas ee• is a modified elastic 
strain tensor used to represent the unilateral damage response ee· = (ee) - ( ( -ee): 

0 
(-c:2) 

0 
0 l 0 . 

(-c:j) 
{3.24) 
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Constitutive equations of anisotropic elasticity coupled with darnage are: 

{) { q,e) 
: = A (D): ee = [>.Tree + 2171 TrDTree+ry3 Tr (ee : D)]l 

ee 
Oee* • • 

+2{p.+ry2TrD)ee+ry3 {Tree)D+ry40ee (ee :D+D:ee ), 

U= 
{3.25) 

whereas the therrnodynarnic darnage conjugate forces of D and ß are 

Y= 
{3.26) 

B= 

A{D) is a fourth-rank syrnrnetric secant stiffness tensor, as a function of the second-rank 
darnage tensor D. Therrnodynarnic conjugate force Y, associated with D, is known as the 
darnage strain energy release rate, that is the derivative of strain energy with respect to 
D {the rnechanical flux vector cornponent). ln case of the· second rank-darnage tensor D, 
force Y is the second-rank tensor as weil. 

The darnage criterion in the space {Y, -B} is assurned as: 

pd {Y, B) = Y;,q- (Bo + B) = 0, 

Y;,q = (~y = L = y r/2. {3.27) 

The evolution equations for darnage are furnished as follows: 

· ·dßFd . ·d ßpd ·d 

D= ->. ßY' ß=>. ß(-B) =>.' 

·d (ßFd/ßY):Y _ L:Y .. 
>. = (ßB/ßß) - a2KdYeq . Y, 

(3.28) 

where a = 1 if pd = 0 and ßpdjßY: Y > 0 or a = 0 if pd < 0 and ßFdjßY: Y:::; 0. 

3.5. Constitutive and evolution equations for anisotropic darnage of initially 
isotropic elastic-plastic materials by use of the Gibbs thermodynamic po­
tential 

lt is sornetirnes rnore convenient to define the darnage conjugate forces as functions 
of stress tensor by use of the Gibbs therrnodynarnic potential r that consists of the corn­
plernentary energy re due to the elastic deforrnation, the potential related to the plastic 
deforrnation rP and the darnage potential related to the free surface energy due to the 
rnicrocavities nucleation rd (cf. Hayakawa and Murakarni [49]) 

r {u, r, D, ß) = re {u, D) + rP (r) + rd (ß) 
v 2 l+v 2 

=- 2E (Tru) + 2E Tru2 + '1?1TrD (Tru) + '1?2TrDTru*2 (3.29) 
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where t?1r t?2, t?3, '194 and R00 , b and Kd are material constants and u* is the modified 
stress tensor responsible for the opening/closure effect u* = (u) - ( ( -u). 

The constitutive equation for elastic strain ee is furnished as: 

ßre V 1 +V ßu* 
ee = ßu =-E (Tru) 1 + ---g-u + 2'191 (TrD Tru) 1 + 2'192 (TrD) u* : ßu 

ßu* 
+'193 [Tr (uD) 1 + (Tru) D] + '194 (u*D +Du*): ßu 

(3.30) 

and the forces conjugate to internal variables D, r and ß are 

are 
y = an = ['191 (Tru)2 + t92Tru*2] 1+'193 (Tru) u+t94u*2, 

arp ard 
R= ßr =Roo[1-exp(-br)], B= ßß =Kdß. 

(3.31) 

Assuming also the Mises-type isotropic strain hardening yield condition of a damaged ductile 
material in the form 

FP (u, R, D) = a!!- (uy +'R) = 0 (3.32) 

the constitutive equations for plastic strain rate et and the rate of isotropic hardening r 
are obtained 

(3.33) 

where Hi~kl = :HM (D) is a fourth-rank effective plastic characteristic tensor with D as an 
argument 

-M 1 1 
H (D) = 2 (8ik8it + 8il8ik) + 2cP (8ikDil + Dik8it + 8ilDik + Dil8ik), (3.34) 

and the effective Mises-type equivalent Stress a~ is 

-M [3 I H-M (D) '] 1/2 [3_, HM -1] 1/2 
U eq = 20" : : 0" = 20" : : 0" (3.35) 

The initial failure criterion (damage surface) is assumed in the form 

pd (Y, B, D, r) = Y;,q + crrTrDTrY- (Bo + B) = 0, Y;,q = [~y: L (D) : y] 112 

{3.36) 
that extends Eq. (3.27) by the additional damage-plasticity term corresponding to the 
isotropic hardening r. Eventually, the evolution equations are furnished as follows: 

ih A'~~ ~ A' [L2~.,y + c'r ('frD) + ß ~ A' 0~f"s) ~ A'. (3.37) 
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The plasticity and darnage multipliers ÄP and Ad must be derived from the consistency 
conditions for plastic yield surface, and the fourth-rank tensor L (D) is represented by the 
formula analogaus to (3.34) with the constant cP replaced by the new constant cd. This 
fourth-rank tensor function of the second-rank darnage tensor D describes the darnage 
induced change of the darnage surface, such that for the initial darnage D = 0 and er = 0 
(3.36) is reduced to (3.27). 

A more general approach for thermodynamically admissible plasticity darnage coupling, 
when initial material is assumed to be anisotropic and described by the Hili-type criterion, 
is discussed by Chow and Lu (44] and Chaboche (46]. 

3.6. Exarnples of rnatrix representation of fourth-rank elasticity tensors for darn­
aged rnaterials in the principal axes of darnage tensor 

Applying transformation formulae (3.3-3.5) we obtain matrix representations for consti­
tutive elasticity tensors of damaged material A or A -1 and damaged effect tensors M-1 or 
M. Assurne for simplicity, that material is initially isotropic. When the definitions of M 01 , 

Mc2 or Mc3 (3.8) are used in terms of the principal darnage components, D1 = D11 , 

D2 = D22. D3 = D33, D23 = D 31 = D 12 = 0, the following symmetric compliance and 
stiffness matrices modified by darnage are obtained (Table 3.4). 

4. LIFETIME PREDICTION AND OPTIMAL DESIGN OF STRUCTURES BY 
USE OF CDM METHOD FOR CREEP-DAMAGE AND OTHER CONDI­
TIONS 

4.1. Structural optirnization under darnage conditions 
When elastic structures are designed for minimum weight or maximum Ioad, structures 

of uniform strength areoptimal in most cases. ln general, the condition of uniform strength 
is neither a necessary nor a sufficient optimality condition if the static indeterminacy of a 
structure or the geometric changes are taken into account (Gallagher [82]). 

0 .. the other hand, when inelastic structures made of time-dependent damaged material 
are subject to optimal design, the minimum weight or the maximum Ioad remains the design 
objective, similar as in the elastic case. Essential changes occur in the state and evolution 
equations as weil as in the constraints, where a new independent time variable plays an 
important rule. The new optimization constrains may be imposed not only on the strength, 
stiffness, and stability, like in the elastic case, but additionally on a limited stress relaxation 
or residual characteristic displacement, and lifetime prediction of the initial failure, t1 = tR 

or the complete structural failure, t11 = tp. 
General classification of the optimization problems, originally proposed by Zyczkowski [83, 

84, 85, 86] for creep conditions, is shown in Table 4.1. First two approaches are inconve­
nient in most cases since the lifetime, t1 or t 11 , is usually not explicitly given, but it results 

from the constrains imposed on the internal darnage variables V = { D, Da:, D, fi, ... } 
when a critical state of darnage is reached. Time of failure initiation t1 is defined here in 
such a way that either the scalar darnage variable D (isotropic damage), the dominant 
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Table 4.1. Classification of the global optimization problems of structures for creep-damage con­

ditions ( after Skrzypek and Ganczarski [51]) 

Type of the formulation Optimality criteria Global constraints 

I V=min P = const and t 1 or tii = const 

II P=max V= const and t1 or tii = const 

111 tr or tii = max P = const and V = const 

damage component max {Da} ( orthotropic damage) and sup { Dij} ( anisotropic dam­

age) reaches a critical value Der or a corresponding initial failure c:riterion pd (u, D) = 0, 

{3.18) for Litewka's model, pd (Y, B) = 0 {3.27) for Murakami and Kamiya's model, 

Fd(Y,B,R,D,ß,r) = 0 {3.36) for Hayakawa and Murakami's model etc., is satisfied 

when a more general space of damage and plasticity internal variables D, ß, r, and their 

thermodynamically conjugate forces Y, B, R is used for critical damage {initial failure) cri­

terion. Time of complete failure under continuum damage conditions tii is obtained when a 

global failure mechanism of the structure occurs, suchthat the fractured structure becomes 

unserviceable. Local CDM approach to design analysis, when the influence of all other mi­

crodefects within the RVE, in the neighbourhood of X, V ( e) is measured only through 

the change of effective mechanical properties, stiffness A (x, t) and compliance A-l (x, t), 

effective thermal properties, conductivity L (x, t) and emissivity f (x, t), etc., all defined at 

point x, was shown to be capable of predicting not only lifetime of crack initiation t1 with 

the stress redistribution due to damage, but also crack length growth and time of complete 
failure tii ([87, 88, 89, 90, 91, 92, 93, 51, 94]). 

Recently, a number of optimal solutions for surface structures with respect to creep­

brittle-damage have been obtained: axisymmetric prestressed disk [[95, 96, 97, 98, 99, 100, 

101]; axisymmetric thin plates optimally prestressed [102, 103, 80, 51]; Reissner's plates 

optimally prestressed [104]. lt is worth to mention that both thickness and initial prestressing 

optimization of the membrane- or the bending-type occur to be an efficient tool for lifetime 

improvement of structures under creep-damage conditions. 

A. Optimality criteria for time-dependent materials 

Structures optimal with respect to lifetime t1 = tR --t max, may often be found among 

the dass of structures of Uniform Creep Strength (UCS), cf. Zyczkowski [83, 84, 85, 86]. 

Structures of uniform creep strength with respect to brittle rupture are defined in such a way 

that macrocracks initiate simultaneously either in every material point x EV or along certain 

characteristic lines or surfaces. Hence, e.g. when the simple, scalar Kachanov-Hayhurst's 

isotropic damage growth rule {2.13) is used with k = r and the integration is performed from 

the damage initiation D (to) = 0 up to initiation of the first macrocrack D (t1 ) =Der. the 

condition of Uniform Isotropie Damage Strength {UIDS) takes the following representation: 
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tl 

1- (1- Dcrr+1 = C(r + 1) j {x[u(x, t)JY dt, VxE V. 
to 

. 1 x[u(x, t)J )r 
D=C\ 1 _D , x=aa1+3baH+caeq, (4.1) 

For orthotropic darnage (3.9) the condition of Uniform Orthotropic 
(UODS) can be written as: 

Darnage Strength 

b =C jak(x,t))rk 
k k \ 1- Dk ' 

[Dk(x,ti)] _ sup = 1, 
(1,2,3) Dkcr 

VxE V. (4.2) 

where three independent critical darnage values Dkcr (k = 1, 2, 3) are used for darnage 
orthotropy. ln a more general case of darnage anisotropy the isotropic scalar function of 
stress and darnage tensors u and D may be postulated as the failure criterion ( darnage 
surface) at the point x (3.18), the scalar function of darnage conjugate forces Y and B 
(3.27), the scalar function of both the darnage and plasticity internal variables and their 
thermodynamic conjugates (3.36), etc.: 

Fd [u (x, t1), D* (x, t1 )] 

Fd {Y [ee (x, tr)], B [ß (x, tr)]} 

Fd {Y [ee (x, t1)], B [ß (x, tr)] , D (x, tr), r (x, tr)} 

all satisfied at each point x of the volume V at t = t1. 

0, 

0, 

0, 

(4.3) 

lf, for instance, the Litewka's model is applied the condition of Uniform Anisotropie 
Darnage Strength (UADS) may be furnished as follows: 

D C { <I>e [u (x, t), D* (x, t)]} 2 u*, 

Fd(u,D*) = C1Tr2u(x,tJ)+C2Tr[u'(x,tJ)r (4.4) 

+C3Tr [u2 (x,t1): D* (x,t1)]- a~ = 0, Vx E V, 

where <I>e [u, D*J denotes the elastic energy affected by darnage (3.20), D and D* denote 
the second-rank darnage tensors, classical Murakami-Ohno's (1.1) and the modified Di = 
D;j (1- D;), whereas u* is a modified stress tensor (Sec. 3.3). 

B. Constraints 
ln general, both inequality constraints and equality constraints are to be imposed when 

an optimal solution (in a various sense) is sought for. 

i. lnequality constraints: 
Strength constraints may be imposed on the effective Mises-type equivalent stress, 

when strain hardening is saturated and darnage isotropy is assumed (Sec. 2.2): 

- ( D) = ~ < acr aeq u, 1- D - j ' (4.5) 

where (Jcr denotes the critical effective stress for the material and j is the safety factor. 
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ln a more general case of strain-hardening initially isotropic material { darnage induced 
anisotropy) the following inequality constraint can be used {3.35): 

[ ] 
1/2 

a!![u,HM(D)]-R= ~u':HM(D):u' -R~a;r. {4.6) 

Eventually, when the initial material anisotropy is described by Hill's type fourth-rank char­
acteristic tensor HH and kinematic hardening is included {cf. Chaboche [46]) the Hill's type 
inequality constraint holds: 

a~ [u- X,ß:H (D)] - R = [~ (u'- X'): ß:H (D): (u'- X')r/
2

- R ~ aJr. {4.7) 

Note that strength inequality constraints ( 4.5-4. 7) are physically based Iimitation of 
elasticity domains when darnage coupled elastic-(visco)plastic material is considered {[76, 
77]). On the other hand, when the CDM based local approach to fracture is used, the so 
called stress Iimitation method is sometimes incorporated to FEM code in order to suppress 
a mesh-dependence of the crack growth prediction, (e.g. [91, 92, 94]): 

{4.8) 

This numerically induced equivalent stress constraint, which is not physically induced, has 
to be applied as an additional inequality constraint to obtain convergence. 

Initial stability constraints (elastic stability condition) should also be imposed, especially 
when initial prestressing of a structure is used to improve the lifetime t1 or tn, (cf. [101, 
95, 80, 104, 51]): 

(4.9) 

where nE denotes the basic Eulerian force (if a possibility of creep buckling is not included 
into the analysis). 

Often geometric constraints for thickness of the structure h (x) and the in-plane pre­
stressing eccentricity emax have also to be imposed 

hmin < h(x) < hmax, emax ~ h/2, {4.10) 

suchthat uniform darnage strength as defined by conditions (4.1-4.3) is met in the part of 
a structure (vucs < V) only, where the thickness geometric constraint is not active. 

ii. Equality constraints 
Depending on the optimization problem, as classified in Table 4.1, global equality con­

straints may be furnished. Condition of constant volume (weight) for a uniform cross-section 
of axisymmetric structures is written as 

R 

V= 27T J h(r)rdr = coust, 
0 

(4.11) 
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and for a two-point sandwich cross-section 
R 

V = 27r J [a (hs- 9s) + 2ßgs] rdr = const, 
0 

133 

(4.12) 

where h (r), hs (r) and 9s (r) denote thickness of the uniform cross-section, the sandwich 
cross-section and the sandwich working layers, respectively, whereas a and ß are arbitrary 
weight factors for the core and layers materials. 

Condition of constant lifetime prediction of macrocracks initiation tr or the complete 
failure (fragmentation) tn are sometimes used as global equality constraints, although, in 
general, these quantities are not explicitly given, but they result from a combined time­
dependent process of darnage evolution in a material, as governed by the constitutive and 
evolution equations on each step of the optimization procedure through the geometry and 
prestressing changes: 

tr = tR = const, or tn = tp = const. (4.13) 
Condition of constant intensity of surface loadings (prestressing force excluded) may 

also be applied as a global equality constraint 

q(x, t) = q(x). (4.14) 

C. Decision variables 
When problems of optimization are formulated for prestressed structures under darnage 

or damage/fracture conditions, vectors of control variables involve not only the thickness of 
a structure h(x) or hs(x) and 9s(x) for an uniform or sandwich cross-section, respectively, 
but also parameters of prestressing n0 or ~0 in case of in-plane membrane-type prestressing 
(a force or a membrane distortion), and m0 or c.p0 in case of bending-type prestressing (a 
bending moment or an initial bending distortion ). Hence, the corresponding membrane­
type or bending-type vectors of decision variables Cm or cb are: 

{ c~J = { no or ~o, h(x)} or { c~} = { no or ~o, hs(x), 9s (x)} {4.15) 
or 

{eh}= {mo or c.p0 , h(x)} or {cb} = {mo or c.p0 , hs(x),gs (x)}, {4.16) 

in case of a uniform cross-section or a sandwich cross-section, respectively, Fig. 4.1. 
Apart from the order of the theory, which may include or not the coupling between the 

membrane and bending effects ( cf. Ganczarski and Skrzypek [80]), both states, membrane 
and bending, may additionally be coupled by the boundary conditions. Generally, such a 
coupling can be described by a function :F which depends on the excitation parameters: 

:F(no,mo,~o,c.p0 ) = 0, (4.17) 

where n0 is the initial prestressing force, ~0 the initial (membrane) distortion, m 0 the initial 
prestressing moment and c.p0 the initialangular distortion (curvature). 
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boundary excitations 

force-type displacernent-type 

~ 
no 
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no 

l1J L i :lf -· ·- ..., 0 
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~ "'o sJ 5 (2 ! I 

%~ : ~% .0 

Figure 4.1: Boundary excitations in axisymmetric plates 

4.2. Example: Optimaldesign of rotating disks in creep-damage conditions 
A. State and evolution equations of rotationally-symmetric annular disks of 

variable thickness in coupled creep-orthotropic darnage conditions 
Consider an annular disk of variable thickness h (r) and radii a and b, clamped at the 

inner edge, subjected to steady rotation with angular velocity w and in-plane loading due 
to peripheral tension or prestressing (cf. Skrzypek and Egner [100]). Assuming plane stress 
u z = 0, creep incon1piessibility c:::n = 0, the Mises-type flow rule associated with the 
multiaxial, Kachanov-Hayhurst time- hardening law and the orthotropic darnage growth 
rule (Table 3.1, partly coupled approach) the following displacement-type state and darnage 
evolution equations are obtained: 

d2u + (.! dh + !) du + (!:. dh _ !) '!!:. = [_ + dg + _! dh 9 _ kr, 
dr2 h dr r dr h dr r r r dr h dr 

dc:~/19= ( 1~~)m (ur/19- U~r)f(t)dt, dc:~=-(dc:~+dc:~), (4.18) 

dD = C \ 1x~ub )r dt, x(u) = 8u1 + (1- 8)ueq, 

1- v2 
where f = (1- v)(c:~- c:~), g = c:~ + vc:~, k = ~pw2. 
The dimensionless form of governing equations for disk of a variable thickness at t = 0 
(initial condition), and t > 0 (creep-damage conditions) is furnished as: 

2d2U (R2 dH ) dU (vRdH ) 3 
R dR2 + H dR + R dR + H dR - 1 U = -KR (t = O), 

2 • 2 . • 
2 d u ( R dH ) dU (V R dH ) . . 2 dG 1 dH . 

R dR2 + H dR + R dR + H dR - 1 u = FR+ R dR + H dR G (t > O), 

~ = {1 ~~;)m (Sr- ~19 ), Eß = {1 ~~;)m ( 819- ~), (4.19) 

dD = cunt I X (u) )r dl 
oi\1-D ' 
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where 

"'" O"o U = ~' R = '!:., F = 1, co = E ' aco a co G=.f!_ 
co ' 

ka2 
K=-, 

co 
Sr = O"r, S.o = 0"(), Seq = O"eq, 

O"o O"o O"o 

c 
Ec =er 

r ' co 

c 
Ec- c{J 
(}- -, 

co 

T = tEt7o-1f(t), H = ~ P- .!!_ 
a' - O"o' 

b 
Ro =- = 5. 

a 

B. Boundary value problems 
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(4.20) 

Two boundary value problems of disk optimization by use of CDM based FDM ap­
proach are solved when either the local optimality criterion of the UODS ( 4.2) or the global 
optimality criterion of maximum lifetime t1 ---+ max, are solved (Fig. 4.2). 

a) 
(CO") --,..- rigid shaft 

b) 
initial 
prestressing Q 

rigid shaft 

Figure 4.2. Schematics o clamped annular disks of a variable thickness subjected to: a) steady 
rotation and radial tension , b) steady rotation under initial prestressing constraint 

Example A: Boundary conditions for clamped annular disk subjected to steady rotation 
and tension are: 

U(1) = 0, H(R2)Sr(R2) = HoPb (I= 0), 
U(1) = 0, Br(R2) = 0 (I> 0). 

(4.21) 

Example B: Initial boundary and continuity conditions for clamped annular disk subjected 
to rotation under prestressing conditions are: 

U(1) = 0, H~R2)Sr(R2) = -HoQ } 
S~ing(Ro) = 0 S~mg(R2) = -Q, 
Ü(1) = 0, H(Ro)Br(R2)di = HodS~ing(R2) } (I> o). 
S~ing(Ro) = 0, Ü(R2)di = dUring(R2) 

(I= o), 
( 4.22) 

The calculations are done for the following data: 
E = 1.77 x 105 MPa, v = 0.3, a = 0.02 m, b = 5a, h0 = 0.004 m, O"o = 118 MPa, 
H = 0.1, p = 7.9 X 103 kg/m3 , w = 100 s-1(A) or 240 s-1(8), c = 2.13 X 10-42 Pa-rs-1 , 

m = 5.6, r = 3.9, 8 = 0.5 (B) or 1.0 (A). 
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C. Two step optimization approach by use of FDM 
For the prescribed loading conditions the optimal distribution of disk thickness H (R) 

and the initial prestressing Q that maximize the time of failure initiation t1 (first macro­
cracks) under the condition of constant Ioads and volume and the additional geometric 
constraints are sought: 

tr[H(R), Q] = max; w, Pa,b = const, V= const, Hinf ~ H(R) ~ Hsup· 
(4.23) 

As the first step of optimal design the shape of a disk of Uniform Creep Strength (UCS) 
is determined, Hucs(R). Next, the corrections of the disk thickness are imposed with the 
constant volume condition applied, as long as the lifetime is maximized. The nodal correction 
of disk thickness is assumed to be proportional to the power function of the residual value 
of the nodal continuity function 1/Jj = 1 - Dj at rupture time IR. Hence, the thickness 
correction rule, the constant volume condition (for the corrections) and the continuity of 
thickness at nodes yield: 

HJ(Rj)- Hj- 1(Rj) = P (ii; -1/Jjt, j = 1, ... , N, 
R;+1 

L:f=~1 f [HJ(R)- Hj- 1(R)] RdR = 0, 
R; 

(4.24) 

llf_ 1 (Rj) = Hf(Rj), j = 2, ... , N- 1. 

ln case of active geometric constraints a possible improvement of the disk lifetime may 
be achieved by corrections of both the thickness and the length of zones of uniform creep 
strengthin order to maximize the disk lifetime. A following parabolic form of the correction 
terms of Hucs(R), for which the condition of constant volume holds, is proposed: 

f1H(R) = a1R2 + a2R + a3, Hopt(R) = Hucs(R) + f1H(R); {4.25) 
R2 

j (aiR2 + a2R + a3) RdR = 0, (4.26) 

R1 

hence, two parameters are free to be optimized. 

0. Results 
Camparisan of the rotating non-prestressed disks of the UES versus the UCS, when a 

continuous or a jump-like variable thickness is allowed, is shown in Fig. 4.3a. 
The proposed design method allows to significantly elongate the disk lifetime when 

compared to the disk of a constant thickness, as summarized in Table 4.2 
Lifetime of a rotating disk can essentially be improved when the initial prestressing is 

imposed on the disk by the elastic ring (Fig. 4.2b ). Both, the initial prestressing Q and 
the distribution of thickness H (R) are subjected to optimization. The initial prestressing 
considered as an additional decision variable causes non-uniqueness of the uniform creep 
strength solution. Hence, the optimization procedure consists in two steps: first, effect of 
prestressing force on the lifetime of disk of constant thickness is examined, second, addi­
tional lifetime elongation is met when thickness optimization Hi (R) under the constant 
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Table 4.2. Comparison of lifetimes of disks of the uniform initial strength Hues and the uniform 
creep strength Hucs (Fig. 4.3) 

a) 

Lifetime 
Constant Uniform Uniform Creep Strength 
thickness Elastic jump-like variable 

Temp [K] [ref 
I Strength variable thickness thickness 

773 74.2 2.9t!ef 3.5t!el 3.9t!ef 
873 79.0 2.owr 2. 7flef 2.9fref 

b) 

0.11 

0.1 1-----+f--+..::::..O.~~d.JL_+--+-

0.09 

1.5 2 2.5 3 3.5 4 4.5 5 

radial coordinate R 

0.5 r----r---1'<:---r----r-r----r----r----r----, 

0.45 

0.4 

0 0.35 

6 0.3 
Cl 

·~ 0.25 

iii 0.2 
!!! 
a. 0.15 

0.1 
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Figure 4.3. a) Disk of UCS versus disk of UES and disk of a jump-like variable thickness, b) Effect 
of initial prestressing Q on time to macrocrack initiation h of a disk of uniform creep strength 
Hucs versus disk of a constant thickness Ho ( after Skrzypek and Egner (100]) 

volume (4.24) and given prestressing force Qi is performed, to eventually yield the op­
timal shape and the corresponding prestressing force for which the lifetime is maximized 
t1 [Hucs (R), Qopt] = max, (Fig. 4.3b). 

Optimal profiles of optimally prestressed disks without or with lower geometric constraint 
imposed are shown in Fig. 4.4. 

The pre-loading evolution of darnage due to prestressing may essentially influence the 
net-lifetime after the loading is imposed. lt was examined by Egner and Skrzypek [101] in 
a simpler case of disk of constant thickness. Depending on the duration of the pre-loading 
period and the magnitude of the prestressing force, it may occur that the first macrocracks 
appear during the pre-loading stage. Therefore, a constraint must be imposed on both the 
magnitude of the prestressing force (mainly with respect to stability) and the duration of 
the pre-loading prestressing period. When the pre-loading darnage caused by prestressing 
is disregarded or, in other words, the rotation is instantaneously applied at the instant of 
prestressing [00 = [0 , the optimal prestressing, for which darnage simultaneously occurs 
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Figure 4.4. Variation of profiles of optimally prestressed disks of uniform creep strength Hucs with 
a magnitude of lower geometric constraint Hinf 

at both disk edges, equals Q~pt = 0.0340. lf, on the other hand, a pre-loading period 
~fpre = 50 is applied, the stress and darnage redistribution during this period causes the 
solution no Ionger optimal (Fig. 4.5a). ln order to meet the two-point failure initiation mech-
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Figure 4.5. Evolution of the continuity 'lj;, during the pre-loading ~tpre = to- too =50 and the 
working loading ~twor = t1- to periods: a) non-optimal prestressing Q~pt = 0.0340 b) optimal 
initial prestressing Q~gt = 0.0359 
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Figure 4.6. A family of net-lifetimes versus initial prestressing period ( after Egner and 
Skrzypek [101]) 

anism that corresponds to the pre-loading period considered, the higher initial prestressing 
Q~gt = 0.0359 has to be imposed {Fig. 4.5b ). ln the range of two-point optimization (si­
multaneous initiation of macrocracks at both disk edges) the optimum prestressing force 
increases when the duration of the pre-loading period increases. Additionally, the sharp 
net-lifetime corners in Fig. 4.6 are here highly sensitive to a possible imperfection of the 
optimal initial prestressing force. On the other hand, when the prestressing period is Ionger 
than approximately 15% of the net-lifetime, the maximum net-lifetime corresponds to the 
initiation of first macrocracks at a single disk edge (inner) with the analytical maximum in 
Fig. 4.6. ln this range the optimum prestressing force decreases when the duration of the 
pre-loading period increases. 

E. Conclusions: Nonfoptimality of disks of uniform creep strength with respect 

to lifetime 
When elastic structures are designed for either the minimum weight or the maximum Ioad 

under the constraint of strength, the structures of uniform elastic strength UES, also called 
the fully stressed design, is in most cases optimal. ln general, when static indeterminacy 
of structure or when geometry changes are taken into account, the condition of uniform 

strength is neither a necessary nor a sufficient condition of optimality. Hence, the fully 
stressed design method is, in most cases, a first step towards the exact optimal solution 
when more rigorous optimization approaches are used (Gallagher [82]). 

When optimization of structures under creep-damage conditions is formulated, the min­
imum weight (volume) or the maximum Ioad remains the typical design objective, whereas 
constraints may be imposed not only on the strength {failure), stiffness and stability as in 
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the elastic case, but also on a limited stress relaxation, a limited residual displacement or a 
given lifetime t1 or t 11 . 

When geometry changes are neglected and creep buckling constraints arenot involved, 
the optimal structures (t1 = tR --t max) may be found from among structures of uniform 
creep strength UCS. With geometry changes taken into account the structure of uniform 
creep strength UCS is, in most cases, non-optimal. Further optimization may be performed 
by superimposing corrections on the decision variables to maximize the lifetime. 

Disk of uniform creep strength UCS subjected to stationary loadings (not prestrained) 
was found to be optimal with respect to lifetime. Disk of partly uniform creep strength 
PUCS (zone of active geometric constraint admitted) subjected to non-stationary loadings 
( due to the initial prestressing) was found to be non-optimal with respect to lifetime. 

When effect of pre-loading darnage is taken into account for each prescribed pre-loading 
period Llt~re the independent optimum prestressing fo~ce Q~pt may be found. lt corresponds 
usually to simultaneaus initiation of first macrocracks at the inner and the outer fibres of the 
disk (switch points in Fig. 4.6 where two curves representing different failure mechanisms 
intersect). However, when the duration of the pre-loading period is sufficiently long, it 
may happen that the initial darnage during pre-loading at the inner fibre is rapid enough 
to reach the maximum net-lifetime without the switching effect. ln this case the optimal 
prestressing is determined by the smooth extremum point on the curve t';et(Q) as shown 
in Fig. 4.6. 

4.3. Example: Creep-damage and failure analysis of axisymmetric disks with 
shear effect included 

A. Basic mechanical state and evolution equations of plane stress-rotationally 
symmetric creep-damage process 

Geometrically linear theory is applied when small total strains are decomposed into the 
elastic and creep portions: crj{) = c~j{J + c~j{J• 'Yr{) = ~~{) + ~~{)· Elastic part is governed 
by the Hooke law (isotropic) and none additional effect of the material deterioration on 
elastic properties is taken into account. Creep part is governed by either the isotropic or the 
modified orthotropic flow theory and by the time-hardening hypothesis applied to current 
principal stress axes (Table 3.2). The Murakami-Ohno darnage tensor D and its objective 

V • 
time-derivative D are used, (3.11-3.12). Non-objective darnage rate D is governed by 
the orthotropic void growth rule (3.13} applied to current principal directions of stresses 
when rotation of principal axes of darnage and stress tensors on creep-damage cumulation 
process in disks is accounted for, as shown in Fig. 4.7. Plane stress-rotationally symmetric 
problems are considered. 

Reduced displacement-type mechanical state equations for coupled plane-stress creep-
damage problern are (Skrzypek and Ganczarski [1]): 

d2u,. 1 dur Ur 1 - v2 2 } 

JV~{): ~ 3~{) ~ ~: ~co~ ~or (t = O), 

dr2 r dr r 2 G 
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Figure 4.7. Schematic creep darnage accurnulation of several orthotropic incrernents coincided 
with current principal stress axes (1, 2) and resulting rotation of current principal darnage axes 
(1, II) in case of a disk (after Skrzypek and Ganczarski (1]) 

-- + ---- = +- - 2 pw t E t r 
.-lr2 r dr r 2 dr r E (t > 0) 
d2itr 1 ditr Ur d(2g- j) j (1 - v 2 ) ( ) ( ) } 

dn · 1 d · · d · c · c · (t) ' 
~ + - U1J - U1J = 'Yr1J + 2 'Yr1J + ~r 
dr2 r dr r 2 dr r G 

·c - (O:eq)m ( cr2/ 1) f"(t) 
E1; 2 - -- cr1;2- - 2 

CTeq 

E~ 2 = (O:eq)m-1 ( cr1/2 __ ~ cr2/1 ) f(t) 
I 1 - D1; 2 2 1 - D2;1 

(partly coupled), 
{4.27) 

(fully coupled) , 

where, due to creep incompressibility €~ = -€~ - €~. the auxiliary symbols j , g denote 
j = (1- v) (€~ - €~ ). g = €~ + v€~ . and E(t) = w(t) is the angular acceleration, whereas 

CT1 CT2 

(1 - Dt) (1 - D 2) . 

(4.28) 
The plane stress 20 objective derivative of the darnage tensor takes the form 

[ ~1'1' ~1'2' ] = [ ~1 ~2 ] _ [ g~~ g:: ] [ -~a d; ] 
D2'1' D 2'2' 

(4.29) 
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Figure 4.8. Layout of a circular disk subject to creep darnage under: a) steady peripheral tension 
p and torsion s; b) steady peripheral tension p and multiple reverse torsion ±s 

where the non-objective darnage rates associated with the current principal stress axes are 

Dn = C1 ( 1 ~1~11 )r1
, D22 = C2 ( 1 ~2;22 )r2 

(4.30) 

When the objective darnage rate tensor DIJ (4.29) is transformed from current principal 
'V 

directions of the stress tensor (I J) to the sampling coordinates (ij) Dii · the new darnage 
tensor Dij(t + ~t) is achieved 

V' rV' D trans 'D 
IJ ---t ij> {4.31) 

and the creep strain rates ( 4.27) referring to the global coordinate system ( ij) are: 

(4.32) 

B. Boundary value problems 
Consider annular disk of constant thickness h and radii a and b clamped at the inner 

edge, subjected to: ( a) steady tension and torsion or (b) steady tension and multiple reverse 
torsion (Fig. 4.8) . 

The corresponding boundary conditions hold : 

u~(a) = 0, u?(a) = 0, } (t = O), ~r(a) = 0, 
o'r(b) = p, Trt'J(b) = s ar(b) = 0, 

itt'J(a) = 0 } 
Trt'J(b) = Ü (t > O), (4.33) 
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and 

u~(a) = 0, uß(a) = 0, } (t = O) 
a~(b) = p, r~ti(b) = ±s ' 

~r(a) = 0, ~ti(a) = 0 } (t > O). (4.34) 
ar(b) = 0, TrtJ(b) = 0 

Computer simulation is done for the ASTM 321 stainless steel of the following data at 
500 C: E = 180 GPa, a 0.2 = 120 MPa, v = 0.3, p = 0.2 x a 0.2 , s = p/20 (a) or s = ±p/20 
{b ). 

C. Results 
ln the case of steady loading conditions first macrocrack appears at the inner edge 

(r = a), and the darnage zone is limited to the closest neighbourhood of the fixed disk edge 
(Fig. 4.9a). Evolution of the principal directions of stress (o:) and darnage (ß) depends on 
the partly or the fully coupled creep-damage approach ( 4.27). When the partly coupled 
approach is used, the isotropic flow rule requires similarity of stress and creep strain rate 
deviators Sij and e'fj· The angles o: and ß slightly differ from one another during the primary 
creep (Fig. 4.9c). When the fully coupled approach is used, the orthotropic flow rule requires 
similarity of the effective stress and creep strain rate deviators, Sij and e'fj· Changes of both 
angles are slower than in the previously discussed case. However, lifetime prediction is 
hardly 0.3% Ionger when compared to the lifetime obtained for isotropic (partly coupled) 
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Figure 4.9. Disk under steady tension and torsion: a) darnage evolution with time to failure, b) 
formation of the hoop displacement discontinuity, c) and d) rotation of principal stress axes a 
and principal darnage axes ß in case of scalar and tensorial creep-damage coupling, respectively 
( at inner disk edge r / R = 0.2) ( after Skrzypek and Ganczarski [1]) 
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Figure 4.10. Disk subject to steady tension and multiple reverse torsion: a) principal darnage axes 
rotation ß resulting from principal stress axes oscilation a with time to failure, b) formation of 
bilateral hoop displacement discontinuity with time to failure in case of multiple reverse torsion, 
versus steady torsion 

formulation {Fig. 4.9d). A shear-type failure mechanism results from the hoop displacement 
discontinuity which is formed at the inner {clamped) edge (Fig. 4.9b). 

ln the case of a multiple reverse torsion, alternating jumps of the principal stress axes 
a around the direction a = 0 cause corresponding rotations of the principal darnage axes 
ß. However, the changes of ß are not as rapid as those of a, and non-symmetrically 
oscillate around ß = 0, with the inclination that follows the direction of first loading cycle 
(Fig. 4.10a). On the tertiary creep, a slop of ß versus time rapidly increases to eventually 
yield a shear-type failure mechanism in a disk. During alternating torsional cycles, the 
darnage growth process develops in an unilateral fashion, such that an increase of lifetime 
by amount of 53% is observed, when compared to the steady torsion case. After a number 
of cycles oscillating around the zero value, the hoop displacement u 19 rapidly increases in the 
direction coinciding with the first loading cycle, to again yield shear-type failure mechanism 
(Fig. 4.10b). 

5. DAMAGE EFFECT ON HEAT TRANSFER IN SOLlOS UNDER THERMO­
MECHANICAL LOADING CONDITIONS 

Bilateral coupling between processes of creep and microcracks growth, on the one hand, 
and redistribution of temperature field, on the other hand, is considered. Tothis order the 
thermal conductivity function of a virgin material Ao(x, y, z) in the heat transfer equation 

is replaced by a new time-dependent, in general anisotropic, tensor function L (x, y, z, t) 
that characterizes the thermal properties of a partly damaged material. Hence, when the 
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isotropic damage is assumed as governed by a single scalar variable D (x, t), for non-steady 

states with internal heat sources iJ.v, the extended heat conduction equation takes a form: 

! {~[x,D(x,t)J 8T~:,t)} + :y {~[x,D(x,t)] oTJ~,t)} 
!_{'[ D( )]8T(x,t)} oqv_ oT(x,t) 

+ OZ A X, X, t OZ + Ot - Cv(2 Ot ' 

(5.1) 

or 

div {~ [x, D (x, t)] gradT} + iJ.v = CvQT. (5.2) 

Damage effect on heat conduction is described here by the single scalar variable~ [x, D (x, 
t)]. The mass density and the specific heat (2 and Cv, are assumed to be time-independent 

constants. 

5.1. Thermo-darnage coupling models 
A. Direct extension of the equation of thermal conductivity for damaged mate­

rial 
A linear heat conductivity drop with damage was assumed by Ganczarski and Skrzypek [105, 

106]: 

~ [x, D (x, t)] = ..\0 (x) [1- D (x, t)], (5.3) 

where ..\0 (x) denotes a non-homogeneous, in general, distribution of the thermal conduc­

tivity in a virgin ( undamaged) material. ln this model, when material is locally completely 

damaged D (x, t) = 1, the thermal conductivity coefficient drops at this point to zero 

~(D = 1) = 0 and, hence, local heat conductivity through the completely damaged surface 

element must also drop to zero. ln other words, the fully damaged RVE is assumed to be 

free f·om any kind of stress and unable to support heat conduction. When the energy based 
equivalence principle is used the other formula, instead of the linear conductivity drop, is 

derived from the state potential ( cf. [23]) 

~ [x, D (x, t)] = ..\o (x) [1- D (x, t)] 112 . (5.4) 

B. Concept of a combined change ofthermal conduction and radiation through 

partly damaged material 
An extension of the model A accounts for an additional term of heat flow through the 

damaged surface element portion by application of the Stefan-Boltzmann radiation law: 

a { oT(x,t) } ox ..\o (x) [1- D (x, t)] ox - aEo (x, t) D (x, t) T 4 (x, t) 

+ :y ~..\0 (x) [1- D (x, t)] oT J~' t) - aEo (x, t) D (x, t) T 4 (x, t)~ (5.5) 

+!_ ..\0 (x) [1- D (x, t)] oT Jx, t) - aEo (x, t) D (x, t) T 4 (x, t) 
oz z 
oqv oT(x, t) 

+ßt = Cv{! Ot . 
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ln the model 8 under consideration a combined conductionjradiation mechanism allows for 
a heat flux even though the darnage at a point reaches Ievei 1 (due to radiation across the 
microcracks) 0 

C. Concept of the equivalent coefficient of thermal conductivity for a combined 
conductionfradiation heat flux through partly damaged material 

A combined heat flux is characterized by the substitutive coefficient ofthermal conduc­
~vity, modified in order to take into account a simultaneous influence of the conductivity 
A through the RVE at the point x, and the radiation from x to x + dxo The equivalent 
coefficient ofthermal conductivity Aeq is expressed, therefore, by the equation: 

- -roo 
Aeq [x, D (x, t), T (x, t)J = A [x, D (x, t)] + ßA [dx, D (x, t), T (x, t)J 0 (506) 

Consequently, the equation of heat transfer (501) may be extended to the following form: 

! { Aeq [x, D (x, t), T (x, t)J aT ~=, t)} + :y { Aeq [x, D (x, t) , T (x, t)] oT ~~, t)} 

~{Aeq[ D( ) T( )JaT(x,t)} oqv = oT(x,t) + OZ X, X, t ' X, t OZ + ßt Cv{} ßt 0 

(507) 
The equivalent (substitutive) coefficient of thermal conductivity Aeq is obtained by 

equating the heat flux due to conduction and radiation through partly damaged cross sec­
tion and the heat flux due to the corresponding conduction through the fictitious pseudo-

-roo 
undamaged cross section (Figo 501)0 The specific formulae for ßA will be discussed in 
the following sectiono 

0. Axisymmetric heat flow in cylinders or disks under thermo-creep-damage 
coupling conditions 

The heat transfer equations in partly damaged materials in the case of axisymmetric 
heat flow in cylinders or disks of constant thickness are: 

Q*(x) 

Q ...s (x)-Q ...s (x+ dx}= d Q:" 

(D+dD)d~ 
Q....,(x+dx) 

Q*(x+ dx) 

(J-D-dD)dA 0 

darnaged solid pseudoundarnaged solid 

Figure 5°1: One-dimensional concept of the equivalent coefficient ofthermal conductivity 
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Model A 

1 d { [ dT(r,t)]} . :;:dr r .Xa(1-D(r,t)) dr +iJ.v=cveT. (5.8) 

Model B 

~! { r [.xa (1- D (r, t)) dT 1;' t) - m:oD (r, t) T 4 (r, t)]} + iJ.v = cveT. (5.9) 

Model C 

1 d { [ eq ( ) dT (r, t)]} . · :;: dr r .\ r, t, T dr + qv = cveT, 

.xeq (r, t, T) =); (r, t) + m:0 [ 4D + ~~j1; r] T 3 b., (5.10) 

3: (r, t) = Ao (1- D (r, t)) or 3: (r, t) = .\0 (1- D (r, t)) 1/2. 

Extension of (5.9) and (5.10) to the rotationally symmetric disks of a variable thickness 
h (r) yields (b. stands for the average defect size): 

Model B 

~! {r [.\07/J(r,t) dTd;,t) -aE0D(r,t)T4 (r,t)]f 
1 dh [ dT (r, t) 4 . . ( 5-11) 

+h dr .\o7/J (r, t) dr - aEoD (r, t) T (r, t) + qv = cveT. 

Model C 

~~ (r.xeqdT (r, t)) _!_ dh AeqdT (r, t) . _ T 
d d + I d d + qv - cve ' r r r 1 r r 

>.eq (r, t, T) = >.0 (1- D (r, t)) + <no [ 4D+ ~~;~; T] T 3ß. 
(5.12) 

5.2. Mechanical state equations of axisymmetric deformation under unsteady 
temperature field 

Applying the geometrically linear theory of small displacements and decomposing the 
total strains into elastic, creep, and thermal parts e = ee + ec + eth, the problern may be 
expressed by the system of displacement and rate equations as follows: 

d2u 1 du u dT - + ---- = h(1 + v)a- (t = 0), 
dr2 r dr r 2 . dr . (5 13) 
d2ü 1 dü ü f dg dT . 
dr2 +:;: dr - r2 = -;;: + dr + h(1 + v)a dr (t > O). 

The solution of (5.13) yields the following formulae for displacements and stresses 

1 1 
u 2C1r+2C2+h(1+v)I0 , 

ar __!!!____ (~kC1- _!_c2) - h E Io, (5.14) 
1 +V 2 r 2 T 
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Cf{) = -- -kC1 + -C2 + h- (Io- arT), E (1 1 ) E 
1 + v 2 r2 r 

and their rates (t > 0): 

ü 
1 1 . . . 
2C3r + 2C4 + h + !2 + h (1 + v) 10 , 

-- -kC3- -C4 + - h-Io, E (1 1 Ü1- i2) E · 
1 + v 2 r2 r r 

(5.15) 

E ( 1 1 ki1 + j2 . ·c ·c) E · · 
iriJ = -- -kC3 + -C4 + - g + E - EiJ + h-Io- hEaT. 

1 +V 2 r2 r r r 

ln the case of plane strain and creep incompressibility additionally holds: 

1 [. (. . )] r· . c . c 0 E (! z - V (! r + (! {) + a - Er - Ci) = , 
E 

-1 -vkC1 - hEaT, 
+v 

irz = ~ (vkC3 + 2vkj1 + ht~ + E~) - hEaT, 
1 + v r 

where auxiliary functions are defined in Table 5.1, and 10 , i 0 , i 1 , i 2 denote 
r r . r 

(5.16) 

io = ~ J T~d~, · rjf 
I1 = 2 ~dC i2 = 2

1r J ( 2g- i) ~ d~ . 
0 0 0 

(5.17) 

Table 5.1. Auxiliary functions for basic rotationally symmetric deformation under unsteady tem­

perature field (after Ganczarski and Skrzypek [105]) 

I Quantity I Plane stress Plane strain 

j ( 1 - V) ( E~ - E~) 1- 2v ('c ·c) -1-- Er- EiJ -v 

g E~ + vt~ 
1- 2v 
-1--t~ -v 

h 1 
1 

--
1-v 

k 
1+v 1 
-- --
1-v 1- 2v 

Axisymmetric constitutive coupled creep-damage equations are formulated as: 
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i) Plane stress, creep incompressibility conditions ( orthotropic darnage) 

tJk = ck(r) (akrk(T), 

• partly coupled case 

(- )m(T) 
oc - a eq ( - a-o;r) f(t) Erj-o- arj-o 2 , 

aeq 

• fully coupled case 

149 

(5018} 

(5019} 

oc = (- )m(T)-1 [ ar;-o _ a-o;r ] f(t) 
cr;-o aeq 1- Dr;-o 2(1- D-o;r) ' €~ = - (€~ + E:ß) 0 {5°20} 

ii) Planestrain conditions {isotropic damage) 

0 ai 
\ )

r(T) 

• partly coupled case D = C(T) --
1-D 

oc aeq a-o;r + az f t ( ) m(T)-1 ( ) 

cr;-o = (1 - D)m(T) ar;-o - 2 ( ); 

h - ak d- aeq w ere ak = an aeq = 1 _ D 0 

1- Dk 

(5021) 

5.3. Example: Cylinder subject to a non-stationary radial temperature field in­
plane strain conditions 

T(a)M+--t 

a 

b 

darnage 
advance 

80-100% 
60-80% 
40-60% 
20-40% 

0-20% 

Figure 5020 Long cylindrical thick-walled tube subject to a non-stationary radial temperature 
gradient under plane strain conditions ( after Skrzypek and Ganczarski[50]) 
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Consider a cylinder of inner and outer radii a and b, under the plane strain conditions, 
subject to a non-stationary radial temperature field (Fig. 5.2). Stresses and their rates 
satisfy (5.14-5.16) and boundary conditions for stress and temperature field hold: 

o'r(a) = 0 ar(b) = 0 (t = 0), 
ö'r(a) = 0 ö'r(b) = 0 (t > 0), 

(5.22) 

r(b) = n. (5.23) 

Numerical Simulation is done for two structural materials, carbon steel and stainless 
steel, the thermo-mechanical properties of which are (Hol man [107]): 

1. Carbon steel (rolled, 0.40 Mn, 0.25 Si, 0.12 C. normalized, annealed at 850C): E = 
150 GPa, O"o.2 = 120 MPa, II = 0.3, a = 1.4 X w-5 K-1 ' Ao = 43 wm-1K-1 ' 

c:o = 0.60. 

2. ASTM 321 stainless steel (rolled, 18 Cr, 0.45 Si, 0.4 Mn, 0.1 C, Ti, Nb, stabilized, 
austenitic, annealed at 1070 C): E = 150 GPa, a 0.2 = 120 MPa, 11 = 0.3, a = 
1.85 X w-5 K- 1 ' Ao = 23 wm-1 K- 1 ' C:o = 0.50. 

ln both cases radii ratio ajb = 0.5, and the Stefan-Boltzmann constant a = 5.609 x 
w-8 wm-1 K-4 are assumed. Temperature affected creepjdamage material constants are 
listed in Table 5.2. 

Table 5.2: Creepjdamage material data versus temperature, after Odqvist [108] 

T m r 5 acB c 
(C) (MPa) (Pa-rs-1) 

carbon steel 
500 3.3 3.5 80 1.34x10 37 

550 2.5 2.3 40 2.75x10 27 

600 - 1.0 27 5.14x10 ·l7 

stainless steel 
500 5.6 3.9 210 1.98x10-4 '.! 

600 4.5 3.1 100 1.07x10-::s4 

650 4.0 2.8 60 1.21x 10-::s1 

700 3.5 2.5 38 8.91x10-29 
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Figure 5.3. A tube subjected to creep und er stationary temperature field ( effect of thermo-darnage 
coupling disregarded): a) scalar continuity parameter evolution, b) hoop stress redistribution (after 
Skrzypek and Ganczarski [50]) 

b) 25 

::.:: 20 

~ 
+ 

15 1-
~ 
::I 
1ii 10 lii 
Q. 

E 

----~---~--- ;/--' 
r Jpture / 

"")---- ---1---- -8 

.e 5 
,..... 

3o 400 800 1200 1800 2000 

dlmenslcnless time 
o~~~=r==~==r=~,---~ 

0.6 0. 7 0.8 0.9 0.5 0.6 0. 7 0.8 0.9 

c) dimensionlass radius r /b dimensionlass radius r /b 

-0.4 L-.__.J...__...J......_-L. _ _J. _ ___j 

0.5 0.6 0.7 0.6 0.9 1 
dimensionlass radius r /b 

Figure 5.4. A tube subjected to creep under non-stationary temperature field (Model A: effect of 
thermo-darnage coupling incorporated, pure conductivity E = 0): a) scalar continuity parameter 
evolution, b) temperature field evolution resulting from darnage accumulation, c) hoop stress 
redistribution ( after Skrzypek and Ganczarski [50]) 
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Figure 5.5. Evolution of continuity parameter, temperature, and hoop stress in case of equivalent 
conductivity concept (Model C, Stainless Steel), (after Skrzypek and Ganczarski [50]) 

As a sampling solution the cylinder under stationary temperature field is considered, for 
which the classical Fourier's equation yields: 

~! (r-\o ~~) = 0, T (r) = ln ~a~b) ln (r/a) +Ta. (5.24) 

Darnage localization near the inner edge and corresponding hoop stress redistribution are 
shown in Fig.5.3a, b. Hoop stress relaxes with time to failure but not fast enough to overtake 
the finite time of initial failure t{. 

ln order to account for effect of thermo-darnage coupfing on the lifetime prediction, 
two models A (5.8) and C (5.10) have been examined by Skrzypek and Ganczarski [50] for 
carbon steel and stainless steel cylinder material, respectively (Table 5.2). 

When the linear conductivity drop is used (model A), if time increases the conduction 
across the damaged surface in the failure zone asymptotically approaches zero, and, as a 
result, both temperature and hoop stress jumps are produced in this zone (Fig. 5.4b, c). An 
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accompanying stress relaxation is not fast enough to prevent the structure from fracture. 
The corresponding lifetime tt is finite and shorter by amount of 15% when compared to 
the sampling solution if thermo-darnage coupfing is disregarded, tt = 0.85ti. 

ln case of a more advanced model C (5.10), when equivalent coefficient of thermal 
conductivity accounts for both the conduction and radiation terms in stainless steel cylin­
der under thermo-darnage conditions, darnage localization close to the inner cylinder edge 
results in a corresponding redistribution of the temperature field which is, however, not 
as quick as in the case of model A, since even the completely damaged surface is capa­
ble of head transferring due to the residual radiation equivalent conduction (Fig. 5.5b) . 
A hoop stress redistribution that eventually yields a discontinuity formed across the com­
pletely damaged surface, results in 22% shorter lifetime prediction when compared to the 
corresponding sampling solution, t! = 0.78ti . 

5.4. Example: Optimal design of rotationally-symmetric disks in thermo-darnage 
coupling conditions 

A. Assumptions 

I 
I 

Figure 5.6. Rotating disk of variable thickness (vs. constant thickness disk of the same volume) 
stretched at periphery and cooled through faces ( after Ganczarski and Skrzypek [98)) 

Thin axisymmetric disk of a variable thickness under plane stress conditions is considered 
( cf. Fig. 5.6) . The geometrically linear theory of small displacements and the additive 
decomposition of strains are applied: e = ee+ec+eth. The fully coupled orthotropic creep­
damage approach is used (Table 3.1). The coupled thermo-darnage problern is solved (model 
C (5.12)) by the use of equivalent conduction concept. 10 non-stationary temperature field 
is assumed T [r, D (r, t)] (temperature homogenization through the disk thickness) but only 
quasi-static changes of temperature are allowed (T = 0). 10 volumetric inner heat sources 
are assumed 

{ dh (r) } qv=qv h(r),~,T[r,D(r,t)] . (5.25) 

A uniform constant temperature along the periphery T0 = const and the constant temper­
ature of the cooling fluid stream (through the disk faces) Too = const are assumed as the 
thermal boundary conditions. The body forces due to steady rotation with angular velocity 
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w and the uniform peripheral tension, in a sense of constant force per unit length of the 
periphery Po. are assumed as the mechanical loadings. 

B. General equations of the mechanical state 
A general mixed approach originally derived for a plate under membrane-bending state 

by Ganczarski and Skrzypek [80), where the equation of membrane state is written by use of 
the Airy function F whereas the equation of bending state is expressed by the appropriate 
deflection function, is reduced to the case of a disk. Hence, nr = (F' /r) + U, n{} = F" + U 
where a potential of body forces is defined as U' = -(}W2rh, whereas symbol prime Stands 
for the derivative with respect to r. Finally, the fundamental mechanical state equations 
are furnished: 

F[F] + (1- v)B(r)V2 [B~)] + (1- v2 )B(r)aV2T = 0, 

F[F] + (1- v2 )B(r)aV2T + B(r)V2 [ nßB{~n~] + 1 ~ v B(r)! [ n~(r~~] = o, 
(5.26) 

fort= 0 and t > 0 respectively, where the differential operator F[ ... J as weil as the auxiliary 
operators V2 and V4, independent of circumferential coordinate, take the form (k = 0): 

F[ ... J =V4+B(r)! [B~r)] (2~3;;· + 2~v~:;·- :2 ~~·) 
+ß(r)~ [-1-] (d2 

... - ~!::) (5.27) 
dr2 B(r) dr2 r dr ' 

'M2 - d2... !~ 'M4 - d4... ~ d3 ... - _!_ d2... _!_~ 
v ... -d2+ d' v ... -d4+ d3 2d2+ 3d. r rr r rr rr rr 

The inelastic membrane forces expressed in terms of inelastic strains and the membrane 
stiffness are defined as follows: 

B(r) = E(r)h(r), 
1- y2 

{5.28) 

and constitutive equations for coupled creep-damage problern hold: 

{5.29) 



Material Darnage Models for Creep Failure Analysis and Design of Structures !55 

Dv = Cv(T)\1~vDv)rv(T) V=r,t9. 

C. Coupled thermo-mechanical boundary problern 
The mechanical state fulfills (5.26) and the following mechanical boundary conditions (see 
Fig. 5.6): 

nr(O) = n11(0), nr(R) = Poho (t = 0), 

nr(O) = n11(0), nr(R) = 0 (t > 0). 

The inner heat source intensity is defined: 

. def Qv Qv 
Qv = -- = 

dV rdt9hdr' 

(5.30) 

(5.31) 

where an overall effect of convection through both disk faces is expressed by the classical 
Newton law of cooling (cf. Holman [107]): 

Qv = 2ßdA(T- Too), dA= rd19dr 
cose' 

1 1 
cos e = = ----;====== 

V1+tan28 J1+(dh/dr)2' 

where Too is the temperature of the cooling fluid, hence: 

. =-2ßJl+(dh/dr)2(T-T,) 
Qv h oo • 

The thermal boundary conditions are: 

0. Optimization 

dT/drJr=O = 0, T(R) = To (t = 0), 

dT /drlr=O = 0, T(R) = 0 (t > 0). 

(5.32) 

(5.33) 

(5.34) 

As the optimality criterion the local condition for structures of uniform orthotropic 
darnage strength UODS ( 4.2) is used. The distribution of the disk thickness h (r) is consid­
ered as the decision variable. Two inequality constraints of a limited thickness and limited 
temperature gradients are checked 

max{dT/dr} ~ (dT/dr)ma:x, (5.35) 

and the condition of constant volume ( 4.11) is used as the equality constraint. 
A numerical procedure of optimization, based on the iterative corrections of the decision 

variable, is used. When optimization with respect to uniform orthotropic creep darnage under 
constant volume is performed, increments of thickness are chosen proportionally to the Ievei 
of dominant darnage tensor components 

(5.36) 
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Table 5.3: Comparison of lifetimes for optimally designed disks (Model C) 

constant thickness h(r) = h0 ; thermo-darnage coupling 

no Aeq = .Xo yes Aeq = Aeq (.Xo, Eo) 

lifetime t(Aeq=Ao) _ t 
no - ref 

t(Aeq=Aeq(Ao,eo)) _ 1 Olt 
no -. ref 

uniform elastic strength huEs(r) ; thermo-darnage coupling 

no Aeq = .Xo yes Aeq = Aeq (.Xo, Eo) 

lifetime t(Aeq=Aeq(Ao,eo)) _ l 03t 
UES - · ref 

uniform creep strength hucs(x) ; thermo-darnage coupling 

no Aeq = Ao yes Aeq = Aeq (.Xo, Eo) 

lifetime t(Aeq=Ao) - 4 43t 
UCS - · ref 

t(Aeq=Aeq{Ao,eo)) _ 4 70t 
UCS - · ref 
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Figure 5.7: Optimal profiles of disks {after Ganczarski and Skrzypek [98]) 
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where the average thickness correction satisfies the constant volume condition 

Lj PD..DjTj 
D..hm = L , 

j Tj 
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(5.37) 

whereas the step factor P is experimentally chosen. The process of darnage eq4alization is 
continued until the following condition is met: 

sup { Dr,11} j :::; EPS = 1. (5.38) 

To solve the complete coupled initial-boundary problern the FDM is applied where (5.12) 
and differential operators (5.27) are rewritten in terms of finite differences ofT;,, Fi. hi, .X~q 
with respect to ri coordinate at each time step tk ( cf. [98]). Numerical procedure begins 
when the elastic solution of the thermal and mechanical problems is known. Next, the creep 
problern is entered that requires the vector of equivalent effective stress as weil as darnage 
and strain tensors components are computed. The thermal problern is non-linear, hence, by 
inserting the previous solution for temperature [T*]j to the equivalent thermal conductivity 
_xeq, the solution of (5.12) in terms of finite differences provides the new temperature dis­
tribution [T]j, considered as an approximate solution for _xeq and temperature subiteration, 
until the calculated [T]j differs from [T*]j with a given accuracy. Eventually, when rates 

of temperature [T]j and inelastic forces [n~,11 ]j are known, rates of Airy functions [F]j are 

found and, finally, the vector of state is determined [T, n~,11 , är,l1]j· ln the next time step, 
the Runge-Kutta II is applied for the thermal and mechanical states, and when the new 
vector of state is computed the program jumps at the beginning of the creep loop. Numer­
ical procedure is repeated until the conditional statement for highest darnage component 
(5.38) is met. 

Numerical simulation is done for ASTM 321 stainless steel at temperature ranging from 
500( to 650( (Table 5.2). Profiles of disks of Uniform Elastic Strength (UES) and Uniform 
Creep Strength (UCS) are shown in Fig. 5.7. None essential difference in shape in cases of 
thermo-darnage coupling disregarded (.Xeq = .X0) or accounted for _xeq(.X0, Eo) is observed. 
However, the essential differences in lifetime predictions occur (Table 5.3). 

5.5. Three-dimensional thermo-darnage coupling in initially isotropic material 
ln order to extend the previously discussed 10 thermo-darnage coupling models to 

the 3D case, consider the heat flux decomposition into the conduction and the radiation 
vectors {qcond} = {qcond qcond qcond}T and {qrad} = {qrad qrad qrad}T as controlled 

Xl ' X2 ' X3 Xl ' X2 ' X3 1 

by the tensors of thermal conduction Zij and thermal radiation rij of damaged material 
defined as follows: 

Lij = Ao (Iij- Dij), rij = acoDij· (5.39) 

Hence, the extension of the model B is written as: 

div [.Xo (1- D) gradT- acoDnT4] + 4v = CvpT, (5.40) 

or 

(5.41) 
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When the explicit representation is used we obtain 

8 { [ 8T 8T 8T] 
8x Ao (1 - Dxx) 8x + (1 - Dxy) 8y + (1 - Dxz) 8z 

- O"co (Dxxnx + Dxyny + Dxznz) T4 } 

8 { [ 8T 8T ßT] + 8y Ao (1 - Dyx) 8x + (1 - Dyy) 8y + (1 - Dyz) 8z 

- O"co (Dyxnx + Dyyny + Dyznz) T4 } 

(5.42) 

8 { [ 8T 8T ßT] + 8Z Ao {1 - Dzx) 8X + (1 - Dzy) 8Y + {1 - Dzz) 8z 

- O"co (Dzxnx + Dzyny + Dzznz) T4 } + qv = CvpT. 

The off-diagonal components of the corresponding matrices play a role of the diffusional 
conduction an~ radiatlon portians due to the transverse. temperature gradients. However, 
both tensors L and r are co-axial in their principal axes with the darnage tensor D, 
therefore, there exists a locally orthogonal frame coinciding with directions of darnage 
orthotropy such that (5.39) can be written as: 

Lv = Ao (1- Dv), r V= O"coDv, II = 1, 2, 3. (5.43) 

Consequently, the heat flux rates expressed in terms of darnage eigenvalues take the form 
(Fig. 5.8) 

Q".(x)-Q'""(% +d.x}=dQ~ 
Q::-'= e-+dQ~ 
~x, 

Figure 5.8: Three-dimensional concept of the equivalent heat conductivity 
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(5.44) 

A heat flux equation reduced to the case of thermo-mechanical orthotropy (model B) 
is furnished now as follows: 

a [ ar 4] a [ ar J -8 .Xo (1 - Dt) -8 - acoD1T + -8 .X0 (1 - D2)- - ac0 D2T 4 
X1 X1 X2 ßx2 

a [, ( ) ar 4] 8qv ar +- "O 1- D3 -- acoD3T +- = Cvp-. 
ax3 ax3 at at 

(5.45) 

Model Ais recovered from {5.45) when the radiation terms are omitted (co = 0). 
Extension of the equivalent thermal conductivity model to the case of thermo-mechanical 

orthotropy (model C) consists in introducing diagonal substitutive conductivity tensor b.L~ad 
in pseudo-undamaged material that corresponds to the equivalent radiation in damaged 
material, such that: 

b.Lrad = ( 4D T3 + 8Dv/8xvT4 ) b. 
V aco V 8Tj8Xv V) 

1/ = 1, 2, 3. (5.46) 

b.v denote average dimensions (v = 1, 2, 3) of the defects (microcracks) in damaged mate­
rial. Eventually, the 3D equivalent heat flux equation in terms of three components of the 
diagonal substitutive conductivity tensor L~q = Lv + b.L~ad, is furnished: 

~ (z~q ar) + ~ (z~q ar) + ~ (z~q ar) + aqv = CvP ar. {5.4?) 
axl axl ax2 ax2 ax3 ax3 at at 

ln a general case, when the damaged material is anisotropic, complete representation 
of thermal conductivity and radiation tensor L;j and rij must be used instead of their 
diagonal representation, such that additional terms connected with a diffusion due to the 
transverse temperature gradients must appear. On the other hand, when principal directions 
of the stress and darnage change, a combined thermo-darnage equations may be considered 
at current principal darnage directions to yield current heat flux anisotropy, though in a 
reference space a general heat orthotropy occurs. 
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MATERIALS DATA BASESAND MECHANISMS-BASED 
CONSTITUTIVE EQUATIONS FOR USE IN DESIGN 

D.R. Hayhurst 

University of Manchester, Manchester, UK 

ABSTRACT 
The paper reviews the role of Supercomputer Simulation as a wealth creational tool in 

the design and manufacture process. The raute is highlighted from Iabaratory testing of 
materials, through selection of mechanisms-based constitutive equations to the Super­
computer simulation of the behaviour of high-temperature engineering components. The 
theory of creep Continuum Darnage Mechanics (CDM) is used as an example of a tool 
that can be used to analyse/simulate the damage/rupture behaviour of a wide range of 
engineering components operated at high-temperatures. The importance is stressed of 
using mechanisms-based constitutive equations in order to achieve accurate 
pr ..:dictions/extrapolations. Procedures are discussed for the selection of the dominant 
mechanisms from Iabaratory data, and hence the relevant constitutive equations. lt is 
argued that the barrier to progress in the use of these techniques to achieve wealth 
creation will be a paucity of good materials data. 
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1. INTRODUCTION 
Design and manufacture of new products are the key to sustaining a healthy 

wealth creational base. However possession of a design and manufacturing facility 
is no Ionger a passport to success. There are many other factors which are 
decisive in the determination of successful wealth creation. Some of these may be 
appreciated by reference to Fig. 1 in which a top-down systems approach is given 
to the design process. The diagram is presented not as a definitive methodology 
but as a discussion aid, and certainly it is recognised that many countries carry out 
such functions in a highly parallel or concurrent mode, Preiss [1]. 

Marketing research, sometimes referred to as marketing but which is very 
different from the sales function, is the key to the identification of which market 
sectors, and of their size, that a particular product should be aimed at. Having 
done that, market research can then be used to create the design specification. 
Traditionally technologists have feit able, and qualified, to "know the minds" of 
their clients and customers, and to be able to bypass the first two stages in the 
process i.e. marketing research and design specification. Current activity in world, 
and in national markets is such that large databases on market information have to 
be established and continually updated. Quick access, ahead of the competition, is 
an important aspect of maintaining and of extending ones market share. lt is 
recognised that data and information management associated with marketing are 
an increasingly important part of design management. However, it will not be 
covered in this paper explicitly. 

Having identified a product and a market sector and from this information 
written an unprejudiced design specification, which can be cast in basic or abstract 
terms, the engineering design process can commence. lt does so with the 
formation of concept designs by encouraging the design team to think laterally; to 
innovate, often using new technological breakthroughs; to use new materials; and, 
to use new manufacturing techniques which will get the product to market quicker, 
at the required quality, and at lower cost. This process requires large databases, 
not just involving the Iead company, but those of other companies such as design 
out-sources, component suppliers, manufacturers and fabricators. This Ieads to 
the requirements of shared data between companies, often competing, with a 
need to maintain confidentiality and ones competitive edge. The very process of 
sharing data, whilst exercising bounded control over accessibility, can slow down 
the very process which one needs to speed up in order to be successful. ln this 
environment the correct hierarchical structuring of data, and the Ievei of 
accessibility is vital to success. Hence, data structures and robust software are an 
essential part of the competitive process. 

At the concept design stage the principal function is to propese design 
variants, and to carry out assessments of the extent to which they satisfy the 
design specification. lt will be necessary to carry out design calculations operating 
with lower Ieveis of information for which the degree of precision need not 
necessarily be high. The coarse sorting type of assessments carried out at the 
concept phase Iead to the rejection of inadmissible concept variants and to the 
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identification of a reduced sub-set; which, in turn, requires assessment at higher 
Ieveis of information to enable the final concept selection to take place. This 
further process is often referred to as embodiment design. lt repeats the concept 
Ievei feedback- feed forward; and interactions with the manufacturing- assembly­
packaging functions, i.e. feed forward - feedback. Many of these functions are 
materials selection dependent, and require the use of materials databases 
containing different data sets each possessing a range of information qualities. 
The embodiment phase naturally Ieads to a chosen design preference with clearly 
delineated options and fall back strategies. However, in what follows in this paper 
attention will be focussed on the materials database requirements. 

The detailed design phase then follows in which a single design is examined 
in great detail. Traditionally the role of this phase has been to satisfy the designer 
that the technical function and the risk of unacceptable failure, as perceived by the 
user and society, are acceptable. The phase naturally Ieads on to the manufacture 
of the product or system, and to its infeed to the marketplace. 

The manufacturing function is key to product quality and reliability. The 
subject of manufacturing systems impacts on the cost and time to market, whilst 
the technological aspects of manufacture relate directly to product integrity, 
quality, cost and technological function. The role of materials processing in 
manufacture is the technological aspect which is considered here. This has been 
selected since it involves an upstream - downstream coupling with the design 
stage of the process, which is brought about by the common material thread. 

The major technological change which has taken place in recent years is the 
availability of lower cost computer workstations and supercomputers, with access 
to !arge, low cost, fast-access data storage facilities. At the same time, numerical 
techniques and software for the solution of combined boundary-initial value 
problems, often involving the finite element method, are becoming available in 
robust forms. Hence it is possible, given the appropriate materials data and 
models, to simulate complex physical processes in design and manufacture. ln 
parallel with these advances computer visualisation techniques and the 
development of video animation facilities have reached a state of the art where 
real time simulation, sometimes Iabeiied virtual reality, is an accessible tool for use 
in decision making in design and manufacture. 

ln this paper these aspects are first covered in more detail, then the materials 
data requirements for Supercomputer simulation in high-temperature design are 
examined. The generation of materials data from Iabaratory testing is addressed, 
and its subsequent conversion into higher Ieveis of data and. information are 
discussed in the context of several applications which are related to high­
temperature design. Firstly, the theory and principles of creep continuum darnage 
mechanics are reviewed for a single darnage state variable theory. Secondly, the 
multi-state variable modelling of an aluminium alloy, and the relationship of the 
models to the physics of darnage evolution are discussed. Thirdly, the model is 
used to analyse the behaviour of a simple uni-axial creep testpiece to assess the 
accuracy of the measurement process. Fourthly, the paper considers generar 
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formulations of multi-darnage state variable theories and addresses the problems 
associated with mechanism identification and model calibration. Finally, 
conclusions are made on general methodologies for use of materials databases to 
select mechanisms-based constitutive equations, and to calibrate them against 
Iabaratory data for use in detailed design/analysis. 

Firstly, before these detailed aspects are addressed, an overview is now 
presented of data requirements throughout engineering. 

2. REQUIREMENTS FOR DATA THROUGHOUT ENGINEERING 

2.1. The wealth creatlon process 
A top-down sequential approach to the wealth creation process [2] is shown 

in Fig. 1. The serial approach from market research to the delivery of the product 
in the marketplace is not always enacted in industry. This is largely dependent 
upon the type of design to be carried out. For example if the design is totally 
original then market research is essential and the. entire process is enacted. lf the 
design is an adaptive one then only part of it is original, and for that part the entire 
process is utilised as shown in Fig. 1 ; for the remaining part of the design 

DESIGN SPECIFICATION 

Figure 1. Top-down serial approach to Marketing, Design, and Manufacture, 
within the Wealth creation process. 
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activity, which could involve repetition of a previous design, only the latter phases 
of detailed design and manufacture etc. are implemented. lf the design is variant in 
nature then by definition this involves the scaling of a previous design without any 
major conceptual or procedural changes; and in this case only sub-sets of the 
entire process of Fig. 1 are enacted, usually involving parametric computer 
techniques. A cost effective solution is then simply achieved by implementing what 
has been done before using the same workforce, without any innovation. 

ln practice the serial approach shown in Fig. 1 is increasingly less used as 
the benefits of simultaneaus or parallel operation become more generally 
accepted [1]. The degree of parallelisation depends upon many factors which can 
include: company size; the divisibility of the product into sub-units; the multi­
disciplinary nature of the design; and, whether the design is original, adaptive or 
variant. What is clear, however, is that the shift to parallelism highlights the need 
to plan, execute and control the design using a software based system. The 
difficulties associated with the management of task forces or design teams, and 
also the rewards to be gained are weil known. They highlight the need for data 
which defines the current design status, the Ievei of input from several disciplinary 
groups, the degrees of interaction, and project management; and, they all require 
dynamic databases for use with appropriate Ieveis of interaction, accessibility and 
user constraints. 

The main industrial drivers are to shorten: 

(a) the time from concept initiation to the commissioning of the first prototype; 
(b) the time from concept initiation to product launch; 
(c) increase product quality, reduce cost; 
(d) maximise reliability and minimise the risk of failure. 

Since the use of materials is central to the creation of new products, their 
selection and utilisation are essential to success. ln the following sections the 
materials related aspects are considered with particular reference to concept 
design and to detailed design and manufacture. 

2.2. Materials data requirements for concept design 
lmplied in Fig. 1 are the information flow and material requirements for 

concept design. The first three boxes may include solid-surface modelling, rapid 
prototyping, and the need to consider company manufacturing methods, 
constraints and costs, and customer Iiaison. The need for materials data 
encompassing basic physical properties, availability and cost is required prior to 
the formal concept design stage. These needs are weil known, Ashby [3] has 
discussed the type and Ievei of precision of the data required at this stage. At the 
conceptual stage there is a need to technically innovate, and to utilise methods of 
market forecasting. 8oth of these features are crucial to the identification of new 
market opportunities; they each require a considerable company-industry 
database which is progressively updated, and which is seen as a major 
competitive edge for the particular company involved. lt is therefore a database for 
which a high Ievei of confidentiality must be maintained, and therefore access and 
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Ievei of usage has tobe carefully controlled. At the bottarn of Fig. 1 connectivity is 
required with company manufacturing methods etc. lt is here that the 
manufacturing systems aspects of the company are logged in a large database, 
and opportunities for using spare manufacturing capacity within given time 
windows can be identified. The availability of manufacturing resource, and the 
potential to schedule new work within given timeframes, and hence maximising 
plant utilisation can be achieved through the use of this database. lt is in this way 
that the interaction between concept design and the manufacturing function can 
develop synergy and be used to seize new opportunities. This can only be fully 
realised provided that the companies involved have a policy of continuous 
updating of their databases, and of reconfiguration to provide access to the right 
quality of information to make the necessary decisions; and, provided that the 
software can maintain a competitive edge for the company through appropriate 
access and style of database usage. 

Whilst the aspect of management of materials data within suitably shortened 
timeframes at the concept stage of design is an es~ential feature of the successful 
company, this paper will not consider these aspects further. lnstead it will 
concentrate on the subsequent detailed design stage, and its interaction with the 
manufacturing process. 

2.3. Materials data requirements for detailed design 
The latter part of the diagram given in Fig. 1 is considered in more detail in 

the wealth creation column of Fig. 2. lt starts following embodiment design and 
progresses through the detailed design-analysis-simulation stage to manufacturing 
simulation, and on to fabrication, assembly, and quality assurance testing. The 
types of material data required to underpin this activity is accessed from a 
materials database linked to the process of finite element analysis coupled with 
pre- and post-processing for the analysis. This can be regarded as the first 
detailed design analysis of the behaviour of the component or system when 
subjected to in-service conditions. Coupled with this is the requirement for further 
information on constitutive equations. These are the equations which relate the 
deformation characteristics of the material with stress, temperature and strain rate 
conditions. The nature of these constitutive equations will be discussed in later 
sections of the paper, and the need will be highlighted for them to be mechanisms­
based. Further down the sequence is the requirement for materials data regarding 
the flow of materials in manufacture, the associated heat transfer, the evolution of 
microstructure and the consequent mechanical properties. lt is through the 
Supercomputer modelling of processes such as forging, extrusion, pressing, 
casting, and plastic injection moulding that the design engineer can shape the 
component and design the process to achieve defect-free components entering 
service. Also included is the need for information on materials processes, surface 
durability and constitutive equations required to model fabrication processes such 
as: welding, joining and adhesives etc. These relate to the assembly of discrete 
smaller sub-components and units. The latter operations usually involve processes 
which bring tagether different materials into one operation, they also define a set 
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Figure 2. Diagrammatic representation of the raute leading from Materials 
Testing, through Materials Metrology and Supercomputer Simulation, to the 
Wealth Creation Process. 

of multi-materials problems for which detailed and specialised information is 
needed for analysis and subsequent design. 

ln this paper, the detailed design/simulation link, given in the wealth 
creation column of Fig. 2, will be considered tagether with the need: to select 
materials; to identify the mechanisms by which they deform, darnage and fail; and 
to select and calibrate the appropriate mechanisms-based constitutive equations. 
The data requirements associated with this process will be examined through 
selected examples. 

2.4. From Iabaratory testing of materials to Supercomputer simulation 
Shown in Fig. 2 is a diagrammatic representation of the ~oute leading from 

Iabaratory materials testing, through materials metrology, and Supercomputer 
simulation to wealth creation. On the far left of the figure is reproduced an 
extended version of Fig. 1. The coupling to the region of interest, namely detailed 
design and manufacture/simulation is shown by the arrows entering on the right­
hand side of the wealth creation column. On the right-hand side of the figure, 
contained within the broken lined reetangle headed Materials Metrology, is shown 
Labaratory Testing of Materials. This is the source of materials data necessary for 
use in supercomputer simulation. The accuracy of the supercomputer Simulation is 
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therefore dependent upon the accuracy of the test data obtained at this stage. This 
data is usually collected in digital form and stored on microcomputer based 
systems to form the first elements of the materials data. When this has been 
brought tagether to constitute a database of sufficient size and significance, it is 
accessed by software which automatically selects the type and form of the 
mechanisms-based constitutive and darnage equations necessary for input into 
the Supercomputer Simulation. At this point of automated selection it is necessary 
to input data which define the physical details of the component or system to be 
modellad using the supercomputer. Having done this it is possible to define the 
domain of operating conditions over which one requires mechanisms-based 
models to accurately interpolate and to extrapolate the data. Once this has been 
carried out, and assuming that the quality of the Iabaratory testing meets 
appropriate standards then one can expect the predictions of the supercomputer 
simulation to be sufficiently meaningful and accurate to be able to make design 
decisions. 

Clearly this is a process which can only be used following rigorous quality 
assurance, checking of the accuracy of the simulations, and assessment of the 
Ievei of risk associated with making decisions based upon the results thereof. 

2.5. The impact of Supercomputer Simulation on design 
Shown in Table 2.1 are the estimates, made in 1994, of effects of computer 

central processor unit (CPU) speed on run times of a particular software package 
known as DAMAGE XX which has been used by the author over a number of 
years in the analysis for the design of high-temperature components [4,5]. 
Although this data relates to developments over the last decade, they have proved 
to be reliable and provide a snapshop of likely similar developments over the next 
ten years. ln the first column of the table is listed a range of computers which 
either have existed, are existing or are projected. ln the secend column the speed 
of the central processor unit is shown in Mega, Giga and Teraflops, i.e. floating 
point operations per second. ln the final column is shown the computer run times 
for the same DAMAGE XX job. What can be seen is the way in which a particular 
Supercomputer Simulation will be accelerated over a period of approximately 1 0 
years. At the top of the third column a figure of 200 hours is given for a IBM 3090 
computer. This can be seen to be progressively reduced to a projected figure 
given by IBM research [6] of 3.6 seconds. This reflects an increase of speed of 
2 x 105. This clearly demonstrates the strength of the forward technological pull 
brought about by the increase in computer speed, and by the availability of fast 
access storage capability. Projections do not stop at the figures given in this 
diagram, and discussions with experts [6] indicate that this is likely to be an 
ongoing trend. lf the same rate of speed-up takes place over the next decade, 
then the run time for the software will be approximately 20 1-1-s! At this point, it is 
worth noting that whilst the CPU speed of workstations is in the same domain as 
that of Supercomputers, this speed can rarely be harnessed if data intensive 
Simulationsaretobe carried out with any rapidity. Therefore CPU speed should 
only be judged in the context of the overallstyle of useage of the computer- based 
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Table 2.1. Effect of Computer CPU speed on run-times of the Creep 
Continuum Darnage Mechanics Solver Darnage 

COMPUTER SPEED DAMAGEXX 
RUN ßME 

IBM3090 (1986) 6 PROCESSOR 40 MFLOPS 200h 

CRAYX-MP (1988) 4 PROCESSORS 235MFLOPS 
unvectorised 34h 

vectorfsed 255 mln 

multi-tasl<ed 106 mln 

CRAYY-MP (1992) 350MFLOPS 71 min 

CRAYC90 (1993) 1 GFLOP 25min 

JAPANESE NEC SX-3 (1994) 5.5 GFLOPS 2.6mln 

vectorised 

IBM Research Projectlon { 1991) l TFLOPS 3.6s 

by200) 
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Simulation facility. The weak link in the chain which connects Iabaratory test data 
to the results of Supercomputer Simulation shown in Fig. 2 is therefore the quality 
of the materials constitutive equations or models, the accessibility to, and the 
quality of the associated materials databases. These features will be exemplified 
in the examples considered in later sections of the paper. 

3. HIGH-TEMPERATURE DESIGN 

3.1. Background 
High-temperature design in the creep range of metallic components is largely 

carried out using design by code/methods, e.g. BS 5500, and ASME Code Gase 
1592. However, flexibility is provided within the codes for the designer to use 
design by analysis methods. The latter are essential in situations where the 
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designer operates on or beyond the boundaries of applicability. lt is in these cases 
where new and more accurate methods of analysis have appeal. 

High-temperature design has always suffered from uncertainties particularly 
in three areas: (a) paucity and scatter in creep data, here conservatism has always 
enforced lower bound data tobe used with a superimposed factor of ignorance; (b) 
the uncertainty of oparational conditions e.g. temperature, stress Ievei and their 
time histories, here conservatism enforces the use of pessimistic data; and (c) the 
accuracy of the analysis, this arises from the geometrical and material non­
linearities, the complexity of which often necessitate the use of approximate or 
bounding computations. Scatter in creep data is now weil understood and can be 
controlled if adequate temperature and stress-state control are maintained; 
however, cost is a limiting factor. The uncertainty of operating conditions is a factor 
which is always likely to be present to some degree. Lastly, the accuracy of the 
analysis technique, although strongly coupled with the need for accurate test data, 
is an area where dramatic change is taking place. This has been enabled by the 
increasing availability of low cost, high-performance computing and data storage, 
and the principal theme of this section is centred around these developments. 

The theme of this section is the use of computational Continuum Darnage 
Mechanics (CDM) with the finite element method to analyse a broad range of 
structural components using simple uni-axial creep data. The method has the 
advantage of providing traceability from the constitutive equations used through 
the physics of the deformation, darnage and fracture processes involved to the 
fundamental microstructural behaviour. ln this way starting from the physics of the 
microstructural processes it is not necessary to specify the type of computation 
required for each specific category of behaviour, instead all that need be adhered 
to is the rigour of the generic approach. Emphasis is therefore placed upon the 
identification of a physical mechanism and upon access to experimental data 
which both characterises and quantifies the strengths of these mechanisms. The 
advantage of the approach is that extrapolation from short term to long term 
behaviour is more reliable, since it is founded upon an accurate description of the 
physics of all the mechanisms involved. The section commences with an outline of 
CDM. This is followed by an overview of the generic approach to design provided 
by computational CDM using the finite element technique. A review is then given 
of how beneficial stress redistribution can be achieved by permitting widespread 
continuum darnage to evolve; and, of how the multi-axial stress rupture criteria of 
the material influences component behaviour. lt is then shown how the CDM 
approach can be used, without modification, to predict the behaviour of creep 
crack growth; and it is also shown how the characteristics of the material ductility 
may be changed to produce failure of engineering structures by either a 
widespread growth of damage, or by the growth of a highly localised region of 
darnage to yield creep crack growth. The final section addresses the creep rupture 
of components which are comprised of several materials. The example chosen is 
a butt welded ferritic steel steam pipe. 
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3.2. What is CDM? 
Fig. 3 shows a micrograph of a copper uni-axial testpiece tested at 250°C 

after failure. The failure surface is shownon the left-hand side of the figure and the 
widespread nature of the grain boundary darnage may be observed over the entire 

Figure 3 Micrograph of a copper uni-axial testpiece tested at 250°C after 
failure. The left-hand side shows failure section 

region of the micrograph. What is evident is that a single crack has not 
predominated and propagated across the section. Hayhurst [7] has shown from 
this and other studies that provided the stress field is homogeneaus then a field of 
darnage nucleates and grows in a uniform way over the same region. The strain 
rate behaviour and the darnage evolution rate behaviour may be described by the 
following equations: 

(3.1) 

where w1 and w2 are rates of change of the darnage state variables. Each 
mechanism of darnage operates over a given domain of temperature, stress Ievei 
and stress state. Cocks and Ashby [8] have shown that the micromechanisms can 
be modellad in this way and that the equations which describe the basic 
mechanisms can be rewritten in the above form to provide an accurate global 
description. lt is this important step that enables one to achieve traceability from 
the global, or macro scale behaviour of the material back to the behaviour of the 
material at the micro scale. Guidance on the domains of temperature and stress 
Ievei over which the mechanisms oparate may be obtained from the mechanisms 
maps of Ashby [9], and on stress state dependence from the work of Cocks and 
Ashby [8]. 

Although in (3.1) only two darnage state variables have been included, in 
practice there may be more. These could include the following: cavity nucleation 
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and growth; ductile void growth; multiplication of dislocation substructures; and 
precipitate coarsening. ln the work discussed herein constitutive equations will be 
used to model most of these mechanisms. 

lt will be shown below how this background can be used to form a systematic 
approach to design analysis. 

3.3. A CDM approach to design analysis 
Over the last two and a half decades a number of papers [1 0-15] have 

reported contributions to the establishment of computational Continuum Damage 
Mechanics as a route to high-temperature design analysis. The design/analysis 
procedure is set out in the Iist below. 

ldentify for the structure or component to be designed: 

(a) Domains of temperature. 
(b) Ranges of stress. 
(c) Stress states. 

Then carry out the following: 

(d) Make a preliminary material selection using either Ashby's [16] material 
selection procedures for conceptual design; or available materials creep 
data bases. 

(e) Access available and relevant databanks of creep curves at the appropriate 
temperatures, stresses and stress states. 

(f) Check Ashby's mechanisms maps [9] to provide a steer on the mechanisms 
of deformation and rupture, in order to identify the appropriate mathematical 
models. 

(g) Use numerical techniques [17] to fit the appropriate models to available 
creep data. 

(h) Use the models in conjunction with computational CDM finite element 
based techniques. 

(i) Determine limiting design factors such as global and local strain histories, 
damage field evolution, macro crack initiation and failure lifetimes. 

ln what follows a compendium of design cases and studies is presented to 
illustrate the power of the above design analysis approach. 

3.4. CDM: The prediction of structural behaviour from simple stress raisers 
through complex stress states to creep crack growth 

The establishment of the design approach set out above will now be traced 
and some of the important results will be illustrated. 

A. Stress redistribution due to CDM 
Shown in Fig. 4 is a mid-thickness micrograph of a part of quarter section of 

a copper tension panel tested at 250°C immediately prior to failure. The plate 
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Figure 4 Mieregraph of apart quarter-section of a copper tension panel, tested 
at 250°C, containing a central circular hole. The test was stopped just before 
failure. 
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contained a central circular hole, part of which is shown in the bottom right-hand 
corner of the figure. The left-hand boundary of the figure is of a region close to the 
edge of the plate. The top boundary of the figure is subjected to a remote steady 
uniform tension. lt is evident from Fig. 4 that widespread continuum darnage has 
taken place and the CDM calculations reported by Hayhurst et al [12] show that 
the darnage formation is accompanied by considerable stress redistribution which, 
shortly after Ioad up, produces an almost uniform stress across the minimum Ioad 
buaring section of the plate. This Ieads to the result that the lifetime of the plate 
may be computed using the net section stress and uni-axial creep rupture data. 
The average experimental lifetimes are greater than the computed lifetimes by 
amounts equivalent to 3% and 7% on stress for the aluminium alloy and copper 
plates respectively. This result clearly shows the highly beneficial effects of stress 
redistribution due to the growth of continuum damage. To further test the 
effectiveness of stress redistribution, a similar plate was tested [18] in which the 
hole was replaced by a narrow slit of the same characteristic dimension. Again it 
was shown that stress redistribution rapidly nullified the initial high stress and 
strain gradients at the tip of the slit, and that the lifetime of the plate could again be 
predicted using the net section stress and uni-axial creep rupture data. The 
average experimental lifetimes are less than the computed lifetimes by amounts 
equivalent to 1% and 2% on stress respectively for the aluminium and copper 
plates containing slits. This result holds provided that the material behaves such 
that a major part of the strain is accumulated during tertiary creep [19). 
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B. Role of multi-axial stress rupture criteria 
The creep strain rate equation (3.1) is given by 

de;i I dt = 3Ka~-1 S;itm I 2{1- ro)" (3.2) 

where Sii is the deviatoric Stress aii- Ö;iakk /3, 0 8 is the effective StreSS 

(3S;iSii 12)112 , ro is the creep damage, and K, m and n arematerial constants. 

The darnage rate equation is given by 

dro I dt = Mdx ( aii )tm I (1 + <j> )(1- ro )q, {3.3) 

where d(a;i) is the stress function aa1 + (1- a)ae, a1 is the maximum principal 

tension stress, and a, <j> and M are material constants. Equation (3.3) can be 
normalised with respect to the uni-axial stress ao to yield normalised stresses, 
~ii = a;i I a0, ro = 0 at t = 0, and ro = 1 at failure to give 

(3.4) 

which defines the isochronaus rupture surface in normalised stress space in terms 
of the parameter a [11]. 

ln this section two materials will be discussed having different multi-axial 
stress rupture criteria. They are copper, for which a = 0.83 [4] which is 
approximately described by a maximum principal tension stress rupture criteria; 
and, an aluminium alloy for which a = 0, which is approximately described by an 
effective stress rupture criterion [11]. 8oth of these materialswill be considered in 
this section when tested in axi-symmetrically notched tension bars. The latter have 
been established as a practical Iabaratory technique for subjecting materials to 
high values of the first stress invariant J1 (= aii) and to low values of the effective 
stress a9 • Copper and aluminium notched bars when creep tested in this way show 
slight notch weakening and notch strengthening respectively. That is, for notch 
weakening the specimen has a rupture lifetime less than the lifetime of a plain bar 
specimen tested at the average stress acting at the notch throat; and conversely 
for notch strengthening the specimen has a rupture lifetime in excess of the 
lifetime of a plain bar tested at the net section stress. Copper shows typically 2% 
notch weakening and the aluminium alloy shows approximately 28% notch 
strengthening. As shown by Hayhurst et al [4] CDM is capable of predicting these 
results using (3.2) and (3.3). The success of the approach is entirely dependent 
upon a knowledge of accurate values of the multi-axial stress rupture criterion a 
for both materials. 

ln design terms this is an important result, since in components which involve 
changes in section, and at root radii, complex stress states are always generated. 
For these situations design calculation methods often assume that the rupture 
criterion is effective stress controlled (a = 0) when in fact many practical materials 
have a values approaching unity. 
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Hayhurst et al [4] have shown that when the circular notched bar geometry is 
replaced by the British Standard V-notch geometry then darnage accumulation 
behaviour becomes highly localised to the notch root. lt is then more akin to 
darnage evolution behaviour observed in creep crack growth. Despite this, CDM 
was shown [4] to be capable of predicting this localised behaviour and creep 
rupture lifetimes. This result gave the hint that CDM should be capable to 
predicting creep crack growth, and led to a study of the behaviour of plane strain 
double-edged notched tension specimens [20], the results of which are outlined in 
the next section. 

C. Prediction of creep crack growth using CDM 
A double-edged cracked tension specimen was used to test creep rupture 

behaviour both in copper and in an aluminium alloy. The CDM prediction showed 
two dramatically different predictions. The copper testpiece showed a widespread 
redistribution of stress due to darnage growth as shown in Fig. Sa, the result being 
that the singularities in stress and strain at the cracked tip were quickly relaxed, 
and behaviour was quickly established close to that of net section stress control. 
Specimen lifetimes were very accurately predicted. ln the case of the aluminium 
alloy testpiece the predicted behaviour closely agreed with that observed, which 
showed highly localised darnage which had grown on a plane inclined at 67° to the 
notch plane as shown in Fig. Sb. Darnage growth by this mechanism took place at 
a decreasing rate until net section behaviour finally took over. 

8oth of these studies together with others on stainless steel double-edged 
cracked specimens, and on compact tension specimens [21] unambiguously 
demonstrated that CDM computations using the finite element solver DAMAGE XX 
[4, 12, 20] is capable of predicting creep crack growth from uni-axial creep data 
and a knowledge of the multi-axial stress rupture criterion of the material. 

Figure 5 Mid-thickness micrographs of plane strain double-edged cracked 
tension specimens just before failure, (a) copper testpiece tested at 250°C 
and, (b) aluminium alloy testpiece tested at 210°C. 
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For internally and externally cracked aluminium alloy and copper specimens, 
predicted and experimental lifetimes agreed to within an amount equivalent to 1% 
on stress. For the same specimens in austenitic stainless steel experimental 
lifetimes are less than computed values by an amount equivalent to 4% on stress, 
and greater than computed values by an amount equivalent to 2% on stress for 
internally and externally cracked specimens respectively. 

0. Overview 
lt has been clearly demonstrated that finite element based computations 

made using CDM, with DAMAGE XX, are capable of predicting a wide range of 
behaviours from net-section stress dominated behaviour to creep crack growth 
from a knowledge of: 

(a) uni-axial creep curves 
(b) multi-axial stress tests 
(c) physically-based constitutive equations which incorporate (a) and (b). 

This has been shown to werk exceedingly weil provided that no mechanism 
changes take place. Should this occur then the models require recalibration from 
new test data. Operation over two or more mechanisms requires the assemblage 
of the complete set of equations within the Continuum Darnage Mechanics 
calculations. The use or rejection of a particular set of equations is governed by 
the temperature, stress, and stress state Ieveis operating at a particular point 
within the structure as determined by the physics of the processes [8,9]. 

Provided the mechanisms are modelled correctly then the approach forms a 
rational approach for remnant life predictions, which are so dependent on the 
extrapolation of short term data to the Ieng term often encountered in component 
operation. 

ln the next section of the paper the prediction of the creep behaviour of multi­
material structures is considered. The particular problern chosen is that of a ferritic 
steel butt welded steam pipe subjected to: steady internal pressure. An overview 
of these studies is given in the next section. 

3.5. Failure of a butt welded steam pipes 

A. Interna! pressure only 
Werk reported by Hall and Hayhurst [5] has investigated the possibility of 

characterising: (a) the creep deformation and rupture properties of the parent pipe 
material; (b) the heat affected zone region of the weldment; and (c) the aggregated 
properties of the weid material by formulating creep continuum darnage mechanics 
constitutive equations of the type given by (3.2). They also investigated the 
possibility of using a finite element based creep CDM solver, DAMAGE XX [4, 12], 
to predict the weid behaviour. The vessel to be studied is that tested by Geleman 
et al [22] under constant internal pressure of 45.5 MPa at a constant temperature 
of 565°C. A part diametral section of a butt welded pipe is shown in Fig. 6. The 
weid material and the pipe material are 2.25 Cr, 1 Mo, and 0.5 Cr, 0.5 Mo, 0.25 V 
ferritic steels respectively. The ends of the vessel were closed using unrestrained 
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Figure 6 Part diametral section of a butt welded steam pipe showing axis of 
weid symmetry, geometry and boundary conditions. Dimensions are given in 
mm. 
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domed heads. The finite element idealisation chosen for the vessel is shown in 
rig. 7 (a) where the three different material zones can be clearly identified by 
reference to the micrograph of the same section shown in Fig. 7 (b). The double 

Figure 7. Predicted darnage distribution (a) for the weid model shown in Fig. 6, 
indicating fusion boundary failure below the HAZ, denoted by AB, which may 
be compared with (b) the observed cracking in a diametral section at pipe 
failure. 



184 D.R. Hayhurst 

row of elements AB represents the heat affected zone (HAZ}, and the region 
below it is the weldment. The pressure and end-loading conditions have been 
arranged for axi-symmetric conditions. The lower boundary of Fig. 7 (a) shows the 
plane of symmetry of the weid where the displacement in the axial direction is 
maintained zero, and the radial components of the displacements are unspecified. 

The creep deformation, failure characteristics, and constitutive equations of 
each material zone in the weid model have been obtained from uni-axial and multi­
axial creep tests performed by Cane [23]. The value of the multi-axial stress 
rupture parameter a is determined from the uni-axial and multi-axial tests carried 
out by Cane [23]. The values of the multi-axial rupture parameter a are: a = 0.60 
for the parent material; a = 0.43 for the simulated HAZ; and the weid material is 
assumed to have the same a as the HAZ. 

The predicted darnage field at failure of the vessel is shown in Fig. 7 (a). The 
high Ieveis of change defined by w > 0.80 and indicated by the red zone 
immediately below the Ietter B may be interpreted as the formation of a 
macrocrack. The same situation may be seen in Fig. 7 (b) which shows a 
diametral micrograph taken from a failed vessel. The experimentally observed 
location of the microcrack, and that shown in Fig. 7 (a) are in extremely close 
agreement. ln addition, on the test vessels, the axial and hoop components of 
strain and their variation with time were measured throughout the test. The 
predicted time variations of hoop strain and axial strain were shown to be in very 
close agreement. The experimentally-determined lifetime was approximately 46 
000 h; this compares with a predicted lifetime of 43 882 h. Extremely close 
agreement, demonstrated the ability of the CDM approach to predict the 
microstructural response of the weid. 

ln this section a simple darnage state variable has been used in the 
constitutive equations, and shown to provide excellent predictions of component 
behaviour. However, this is known to provide a satisfactory approach if one 
mechanism dominates. When several mechanisms are present it is necessary to 
use a multi-state variable approach, and this is now presented. 

4. MECHANISMS-BASED CREEP CONSTITUTIVE EQUATIONS FOR AN 
ALUMINIUM ALLOY 

4.1. Background 
The amount of Iiterature on the behaviour of aluminium alloys is very large 

both for uni-axial (24,25] and for multi-axial [26] stress states. Using these data, 
two approaches have been used to develop creep constitutive equations. The first 
is the phenomenological approach [27] which has been shown tobe equivalent to 
a single state darnage variable theory; and, the secend is the approach of the 
materials scientist in which the physics of the microstructural processes are 
described either by experimental measurement [28] or by the use of mechanisms­
based models (8]. ln both approaches the descriptions used have to reflect the 
range of internal softening mechanisms and their relative strengths, for example: 
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the nucleation and growth of grain boundary cavities [29], the evolution of the 
dislocation sub-structure [30], and the evolution of the particulate microstructure 
(ageing) [31 ,32,33]. The effectiveness of each resulting constitutive equation has 
to be judged by its ability to describe the strain rates and lifetimes measured in 
long-term tests under both uni-axial and multi-axial stress. 

Microstructural Observations of darnage in aluminium alloys has been made 
by Hayhurst [11]. Narrow grain boundary cracks were observed along grain 
boundary facets perpendicular to the direction of the maximum principal tension 
stress in both uni-axial and bi-axial stress creep tests. Similar observations were 
made by Johnson, Henderson and Khan [26] except that the grain boundary 
defects only became apparent in the latter stages of life. 8oth sets of evidence 
suggest that the growth of darnage is dependent on the maximum principal tension 
stress a 1. 

However the bi-axial tests carried out by both Hayhurst [11] and Johnson, 
Henderson and Khan [26] unambiguously showed that the aluminium alloys 
studied did obey a maximum effective stress, a 9 , or von Mises stress rupture 
criterion. This is further corroborated by Hayhurst, Morrison and Leckie [34] who 
carried out tests in both uni-axial tension and compression and produced identical 
effective creep strain-time curves for the same stress Ievei which exhibited 
primary, secondary and tertiary behaviour. The dichotomy between the 
Observation of a1 controlled darnage growth and the observed maximum effective 
stress rupture criterion is still in debate although a suggestion has been made that 
it is a consequence of tertiary creep being controlled by two darnage state 
variables [35]. lt is one of the issues that is addressed in this section. 

ln mechanics studies of components, ranging from stress raisers in plane 
stress, through notched bars, to plane strain cracked specimens, Hayhurst et al 
[4, 10, 20, 36] have used (3.2) and (3.3). 

Because of the success achieved in using these equations to predict the 
behaviour of aluminium components, and because it uses a single state variable 
theory which only strictly applies in Situations where one physical mechanism 
dominates the rupture process, it will be used as a starting point for discussion. ln 
the study reported here the results of three creep tests carefully conducted on an 
Aluminium Alloy (aluminium Cu, Fe, Ni, Mg, and Si alloy manufactured to British 
Standard Specification BS 1472) at 150°C are used together with a knowledge 
that the material satisfies a maximum effective stress rupture criterion [11]. ln 
addition, it is weil known that the stress dependence included in (3.2) and (3.3) 
does not describe behaviour over the entire stress range encountered in practice. 
To overcome this deficiency the sinh function has been used to provide a more 
accurate representation. 

ln the study, experimental data will be represented by the predictions of 
different theories which represent combinations of different mechanisms, and their 
appropriateness will be assessed with the objective of identifying the correct 
mechanisms. Having identified the controlling physical mechanisms for the 
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aluminium alloy, the implications for determining the material constants in those 
equations will be explored. 

4.2. lnvestigation of material behaviour predicted by different models 
ln the following section different models will be proposed and assessed for 

their ability to predict the observed uni-axial behaviour of the aluminium alloy. 

A. Single state variable damage representation 
Typical predictions obtained using (3.2) and (3.3) are compared with 

experimental results in Fig. 8 for three selected stress Ieveis. Values of the 
material constants used are: 

K = 3.511 x w-29 , M = 1.960 x w-23 , x = s.220, 
n = 11.034, <1> = 12.107, m = -0.3099; 

and, Young's Modulus is E = 71.1 x 1 03; the units of all constants are given in 
MPa, h, and absolute strain. The unbroken lines represent the theoretical 
predictions made using (3.2) and (3.3) and the broken lines correspond to the 
experimental data. lt may be seen from the test carried out at the stress Ievei of 
241.30 MPa that the stress sensitivity, described by the power law function in (3.2) 
and (3.3), does not correctly predict the primary-secondary creep rates. But most 
importantly, for all three tests the shape of the tertiary part of the creep curve is too 
abrupt, i.e. strain rates are too large. This clearly suggests that the single state 
variable darnage description is not adequate, and that the stress sensitivity term is 
incorrect. The next set of equations to be considered aim to rectify these 
deficiencies. 
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Figure 8. Comparison between experimental creep curves and theoretical 
predictions made using a single darnage state variable theory. The solid lines 
denote theoretical predictions: the broken lines denote experimental results. 
Stress Ievei a is given in MPa 
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B. Two state variable representation 
Othman, Hayhurst and Dyson [30] have developed and successfully used a 

multi-axial constitutive equation with two darnage state variables to describe the 
behaviour of nickel-based superalloys. The two darnage state variables represent 
two physical mechanisms which operate together, namely: softening which takes 
place in tertiary creep due to grain boundary cavity nucleation and growth, and to 
the multiplication of mobile dislocations. An additional feature of this model is the 
use of the sinh function to describe the stress sensitivity of creep rates over a 
wide stress range. 

Most nickel-based superalloys undergoing creep spend the majority of their 
lifetimes in the tertiary stage of creep. Similar behaviour is observed for aluminium 
alloys, and so it seems appropriate to check the suitability of these equations for 
predicting the creep behaviour of the aluminium alloy discussed here. 

The multi-axial equation set discussed by Othman et al [30] are given here 
with primary creep included: 

deii 3 A {S11} 1 . { } 
dt= 2(1-w2)" <Je (1-w1)srnh Bcre(1-H) 

dw 2 ( cr1) v sinh{ Bcre (1- H)} 
-=DA- N---"------<-

dt <Je (1-w1)(1-w 2 )" 

(4.1} 

where n = Bcre (1- H)coth(Bcre (1- H)) A, B, H*, h, C, and D are material constants. 
The first darnage state variable, w1, is defined from the physics of dislocation 
softening [30] to lie within the range 0 to 1 for mathematical convenience, and the 
second, w2 is defined from the physics of nucleation-controlled creep-constrained 

cavitation to vary from zero at t=O to w2 = 0.3 at failure. 
Equation set (4.1} has been used to describe the behaviour of the same uni­

axial test results for aluminium alloy presented in Fig. 8 using the following 
material constants: 

A = 2.96 X 10-11, 
H* = 0.2032, 

B = 1.17 x 1 o-2, 
C= 35, 

h = 1.37 X 105, 
D = 6.63, 
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the units of all constants are given in MPa, h and absolute strain. The parameters 
have been determined using the techniques discussed earlier in this section. 
Theoretically predicted values are compared with experimental data in Fig. 9. 

6·~-------------------------------------------J 
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Figure 9. Camparisan between experimental creep curves and theoretical 
predictions using a two damage state variable theory. The theory models 
darnage evolution due to creep constrained cavitation and the multiplication of 
mobile dislocations. The solid lines denote theoretical predictions: the broken 
lines denote experimental results. Stress Ievei a is given in MPa 

The primary and secondary creep strain Ieveis and rates are weil described due to 
the presence of the sinh term, and of the primary creep state variable, H, in 
equation set (4.1). The rupture ductility and the characteristic shape of the tertiary 
region are both weil predicted, however the lifetimes are considerably in error. 
Following sensitivity studies carried out on the effect of the parameter C, in the 
third equation of set (4.1 ), on the quality of the theoretical predictions, it has been 
found that: 

(a) The presence of the two state variables w1, and w 2 provides an additional 
degree of freedom over that provided by (3.2) and (3.3), which enables the 
characteristic shape of the tertiary region to be predicted. 

(b) That if a value of C is selected which gives a closer, but unsatisfactory, 
prediction of lifetimes, then the quality of the secondary creep predictions is 
highly unsatisfactory. 
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lt is therefore raasanable to conclude that a two darnage state variable theory is 
required to predict the shape of the tertiary region, but that the model given by 
equation set (4.1} which describes the multiplication of mobile dislocations is 
inappropriate. The governing secend state-variable is thought to be that which 
models ageing, and equation set (4.1} will now be modified accordingly. 

C. Two state variable model for damage due to creep cavitation and ageing 
ln the following sub-section a new constitutive equation set, proposed· by 

Dyson [37] and based upon a new mechanism of creep in particle-hardened 
alloys, is applied to the aluminium alloy data. The stress Ievei dependence of 
creep rate is described by a sinh function, and two darnage state parameters are 
used to model tertiary creep softening caused by (a} grain boundary nucleation 
and growth, and (b} ageing of the particulate microstructure. Primary creep is also 
described by the model. 

i} Uni-axial behaviour 
The form of the constitutive equations proposed is given by: 

dE = A sinh[Ba(1- H}] 
dt (1- w2 )" 1- <I> 

dH = h dE ( 1- _!:!_) 
dt odt H* 

d<l> = Kc (1- <1>}4 
dt 3 

dw2 = DA sinh( Bo(1 - H}) 
dt (1-m2 )" 1- <I> 

where A, B, H*, h, Kc and D are material constant and where n is given by 

n = Bo(1 - H} coth( Bo(1 - H}) 
(1-<1>) 1-<1> 

(4.2} 

which approximates to {(Ba (1- H} 1 (1- <I>}} for most cases of interest. Material 
parameters, which appear in this model may be divided into three groups, namely 
(a} the constants h and H* which describe primary creep; (b} the parameters A and 
8 which characterise secondary creep; and (c} the parameters Kc and D 

responsible for darnage evolution. 
The equation set contains two darnage state variables used to model tertiary 

softening mechanisms. The first darnage state variable, <I> , is defined from the 
physics of ageing [38] to lie within the range 0 to 1 for mathematical convenience. 
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The second darnage variable, w2 , describes grain boundary creep constrained 
cavitation the magnitude of which is strongly sensitive to alloy composition and to 
processing raute. The second equation in set (4.2) describes primary creep using 
the variable H, which varies from 0 at the beginning of the creep process to H*, 
where H* is the saturation value of H. 

The equation set (4.2) has been used to predict the aluminium alloy 
behaviour for the data presented in Fig. 8. Camparisan of the results predicted 
using the materials constants given in Table 4.1 with experimental data is given in 
Fig. 1 0. The figure shows that primary creep strains, minimum creep rates, the 
shapes of 

Table 4.1. Optimised material constants 

A B h H* Kc D 

(h)"1 (MPa)"1 (MPa) (-) (h)"1 (-) 

2.960x10"11 7.167x10'2 1.370x105 0.2032 19.31 Ox1 o·5 6.630 
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Figura 1 0. Comparison between experimental creep curves and theoretical 
predictions made using a two darnage state variable theory. The theory 
models darnage evolution due to creep constrained cavitation and ageing. The 
solid lines denote theoretical predictions and the broken lines denote 
experimental results. Stress Ievei o is given in MPa. 
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tertiary creep and lifetimes are all reasonably weil predicted for the stress range 
studied. Hence, for uni-axial creep, the darnage mechanisms of creep constrained 
cavitation and ageing appear appropriate. 

ii) Multi-axial behaviour 
The multi-axial behaviour of the aluminium alloy is now discussed under the 

headings of deformation and rupture and their normalisation. 

a) Deformation 
The strain rate equation in set (4.2) is now considered without the darnage 

parameters <P, w2 , and primary creep variable H. lt then Ieads to a relation of the 
following form: 

de I dt = A sinh (Ba) (4.3) 

This equation can be generalised for multi-axial conditions by assuming an energy 
dissipation rate potential: 

A 
\II = 8 cosh(B 9 ) (4.4) 

Assuming normality and the associated flow rule, the multi-axial relation is given 
by: 

-'1 =--=-=-A -'1 sinhßa9 
de.. aw 3 ( s .. l ( ) 
dt asij 2 ae 

and by the introduction of the following terms: 

l: .. = aiJ I a0 ; 
IJ 

where E0 = a0 /E. The normalised time may be defined as: 

1: = J(EA/ 0 0 )dt = (ENao)t = (NE 0 )t 
0 

(4.5) 

The constitutive equations set (4.2) may be rewritten using these parameters as: 

-'1 = -'1 Slnh --=-9 .;.___~ dv.. 3 (s .. ). [ru: (1-H)J 
d't 2(1- ro2 )" ~e 1- <I> 

dH = h 1 sinh[<U:9 (1- H)](1- ~) 
d,; ~e (1- w2 )" 1- <I> H 

(4.6) 

d<I> = Eo Kc (1- <I> t 
d't A3 
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where a = Bo o and n = e coth e • and N is a parameter used aL (1-H) [aL (1-H)] 
1-<1> 1-<1> 

to indicate the state of loading; e.g. for o1 tensile, N = 1; and for o 1 compressive, 
N = 0. 

b) Rupture 
Multi-axial rupture results are conveniently plotted in terms of isochronaus 

surfaces (i.e. the shape of the locus of points having the same rupture time). 
Hayhurst [11] has investigated the bi-axial creep rupture behaviour of metals and 
alloys, and concluded that there are two extreme types of stress sensitive rupture 
behaviour, namely those described by the maximum principal stress sensitive 
rupture criterion an the one hand, and the effective stress sensitive rupture 
criterion an the other. 

To achieve correspondence with the multi-axial behaviour obtained by 
Hayhurst [11] for aluminium alloys the isochronaus rupture locus must be 
effectively stress controlled. ln equation set [1 0] the last three expressions can be 
integrated for Ieveis of 01 and oe to give lifetime t0 and then normalised with 
respect to the uni-axial stress o0 required to give the same lifetime. The results 

l.S -r-----;;-----.-----.-----.------, 

~ 

j o.s 
"' .1 
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Nonnalized stress I: 2 

Figure 11. Isochronaus rupture loci for bi-axial plain stress determined for 
damage evolution due to creep constrained cavitation with ageing using 
equation set (4.6) for a0 = 262 MPa. The loci are given for the range of values 
of the stress state sensitivity index v marked on the figure, v = 12, 1 o, 7, ... , 0. 
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may be plotted on the normalised axes L1 and L2 to give isochronaus rupture loci, 
as shown in Fig. 11 for v = 0, 1, 3, 5, 7, 10, 12 at the stress a0 = 262 MPa. The loci 
have been found to be independent of W:! over the range of values 0.3 2: W:! 2: 0. 
However, when the stress ao is changed the shape of isochronaus rupture loci is 
also changed. lt was found that in calculations of the loci for constant OJ:!, their 
shape remained constant for a given stress. 

ln the next section, these equations are used to study the effect of the 
presence of extensometer ridges on cylindrical creep testpieces which are 
frequently used to establish materials databases. 

5. EXPERIMENTALAND THEORETICAL EVALUATION OF HIGH ACCURACY 
UNI-AXIAL CREEP TESTPIECES WITH SLIT EXTENSOMETER RIDGES 

5.1. Background 
The measurement of uni-axial creep strain in Iabaratory tests is frequently 

carried out using cylindrical bar testpieces on which ridges have been machined to 
identify the gauge length over which strain is to be measured. Mechanical 
extensometers are fitted to these ridges which are used to transfer the 
displacements occurring du ring creep to a location outside of the high-temperature 
furnace where low cost transducers can accurately measure displacements at 
ambient temperatures. The measured displacements are then used to compute 
the variation of strain with time. This type of testpiece and extensometer will be 
studied within this section. 

A previous theoretical study carried out by Lin, Hayhurst and Dyson [39] has 
shown that the uni-axial strain measured in tensile testpieces using ridged 
specimens and extensometers do not agree with the true strains in the parallel 
section of the testpiece. The error Ieveis have been shown by Lin, Hayhurst and 
Dvson [40] to be dependent upon the applied stress Ievei, but principally upon the 
size of the gauge length. For Nickel superalloy specimens, of diameter 7.65 mm, 
with gauge lengths of 51 mm errors have been predicted in excess of 10%. For 
gauge lengths of 10 mm the error increases to typically 30%. These figures are for 
the low stress Ievei of 118 MPa, which can be expected to double for the stress 
Ievei of 250 MPa. Whilst gauge lengths of 1 0 mm are not frequently used in creep 
testing, they are however used in combined cyclic plasticity and creep testing. 

The reason for these high errors has been shown by Lin, Hayhurst and 
Dyson [40] tobe due to the circumferential reinforcement of the testpiece provided 
by the extensometer ridges. The ridge perturbs the stress, strain, and darnage 
fields above and below the ridge, with the perturbations extending a distance of 
typically 1 .5 times the diameter of the parallel sided region of the testpiece. The 
circumferential stress generated in the extensometer ridge is predominantly 
compressive and Lin, Hayhurst and Dyson [40] have shown how these stresses 
may be relieved by the introduction of slits into the ridges; and how the errors in 
measured creep strains can, as a consequence, be reduced by a factor of typically 
two. The same circumferential reinforcement effect has been demonstrated 
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experimentally by Ohashi et al [41] in tubular specimens subjected to internal 
pressure. They tested a range of different specimens in which the geometry of the 
extensometer ridge was varied and shown to strongly affect the measured strains. 

Since the results due to Lin, Hayhurst and Dyson [39, 40] are theoretical, 
there is a need to investigate them further, and to verify them experimentally; this 
is the major aim of the research reported here. The results of experiments are 
reported which have been carried out on unslitted and slitted extensometer ridged 
testpieces with different gauge lengths. The experimental results are compared 
with those determined theoretically from a knowledge of the uni-axial constitutive 
equations, and the multi-axial rupture criterion of the material. A precipitation 
hardened aluminium-magnesium-silicon alloy1 has been selected for the 
experimental investigation and tests are reported which have been carried out at 
150 ± 0.5°C. The experimental results obtained on testpieces with unslitted 
extensometer ridges are used to determine the true constitutive equations for the 
material. The constitutive equation set (4.6) model primary creep, ageing, and 
creep constrained cavitation as reported by Kowalewski, Hayhurst and Dyson [17]; 
and, they are used here in a Continuum Darnage Mechanics Finite Element 
analysis, performed by the solver DAMAGE XX [5, 20], to predict the measured 
creep curves of the slitted extensometer ridged testpieces. These predictions are 
then comparad with the experimental results. Conclusions are made on the 
effectiveness of the slit extensometer ridged testpiece design at achieving high­
accuracy measurements of uni-axial creep strains. 

5.2. Experimental programme 

A. Material selection 
The aluminium alloy was selected because of its availability, and for the 

existence of results previously obtained on this material by Kowalewski, Hayhurst 
and Dyson [17] for a different sample of the material, but prepared from the same 
material cast. lt was convenient to test the material at a lower temperature of 150 
± 0.5°C; and, to select the material for its ease of machinability of the slitted 
extensometer ridges. 

8. Testpiece manufacture 
The basic testpieces, Fig. 12, -were machined using a DNC Lathe to create 

the cylindrical specimen form, and a vertical machining centre was used to 
machine the end flats and loading pin holes. The extensometer ridges were slitted 
using a dressed circular slitting saw mounted with its arbor located vertically in the 
machining centre whilst the axis of the testpiece was mounted horizontally in a 
dividing head. A finished machined extensometer ridge is shown in Fig. 13. 
Twenty four slits were machined into each extensometer ridge to reduce the 
constraint to deformation in the hoop direction, in this way the slitted extensometer 
ridges were subjected mainly to conditions of plane stress. ln addition to relieving 
the hoop Stresses, the constraint to axial deformation provided by the 

1 Aluminium, Cu, Fe, Ni, Mg and Si alloy manufactured to British Standard Specification B.S. 1472. 
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extensometer ridges was also weakened by the introduction of the slits, since 
about 2/3 of the extensometer ridge material was removed. 

t-------- l 27.S ------~ 
•0.00 
- 0.30 

Figure 12. Engineering drawing of the testpiece showing plan and side 
elevation 

Figure 13. Photograph of slitted extensometer ridge 
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C. Experimental technique 
There are three factors which are known to significantly influence the 

accuracy and repeatability of creep tests. They are: material variation; temperature 
control; and the Ievel of superimposed bending stress. ln this work material 
variation has been minimised by cutting all specimens from a single block of 
material of dimensions 120 x 120 x 150 mm. This block of material has been itself 
machined from a large isotropically forged billet of material. 

The effects due to temperature variation during the test have been reduced 
by COntrolling the temperature to 150 ± 0.5°C; this is equivalent to a percentage 
change in absolute temperature (°K) of 0.24%. The work of Hayhurst [42] has 
shown that this produces errors in rupture time of approximately 7%. To reduce 
the temperature controllimits to better than ± 0.5°C would not be practical with the 
test machinery available. 

The effects due to superimposed bending stresses have been studied by 
Hayhurst [42] who has shown that the specimen percentage bending determined 
from 

Bending (%) (E1 - EJx1 00 
(E1+E2) 

where e1 and e2 are uni-axial surface strains measured at diametrically opposed 
surface points should not exceed 6%. To achieve initial bending Ievels below 6% 
the universal block specimen gripping system discussed by Hayhurst [42] has 
been used. 

ln these ways the effect of material variability, temperature variation, and 
superimposed specimen bending stress have all been reduced. 

D. Unslitted ridged testpiece 
To investigate the effect of gauge length on the measured creep curves, 

three tests were carried out with gauge lengths of 50, 30 and 10 mm, all at the 
same stress Ievel of 250.0 MPa. The measured creep curves are shown by the 
solid lines in Fig. 14. lt may be seen that the creep curve for the testpiece gauge 
length of 50 mm has creep rates which are typically twice those for the creep 
curve measured for a gauge length of 10 mm. Also the lifetime for the testpiece 
with a gauge length of 50 mm is 76 hours, and that for the gauge length of 10 mm 
is 187 hours. This result shows the dramatic strengthening effect provided by the 
testpiece with the shorter gauge length. The strengthening effect is due to the 
elevation of the first stress invariant ( = o;J and the resultant Suppression of the 

effective stress a e (= (3S;iS;/2) 112 ), where Sii is the deviatoric stress tensor) in the 

region of the extensometer ridges. When the extensometer ridges are sufficiently 
close an interaction takes place between the perturbed fields at each ridge. The 
experimental curve for the 30 mm gauge length is very little different to that for the 
50 mm gauge length; this is due to the extensometer ridges 
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Figure 14. Comparison of experimental creep curves for unslitted and slitted 
ridged testpieces denoted by continuous and broken lines, respectively, for 
tests carried out at the stress Ievei of 250.0 MPa. The numbers given on the 
figure denote the gauge lengths of 50, 30 and 1 0 mm. 

E. Slitted ridged testpieces 

197 

To investigate the effect of gauge length on the creep curves measured by 
the s:;tted testpieces, tests have been carried out at a stress Ievei of 250.0 MPa for 
the three gauge lengths 50, 30, 1 0 mm used with the unslitted testpieces. The 
resulting creep curves are shown in Fig. 14 by the broken lines. lt may be seen 
that the measured creep rates in all three tests are much closer than those for the 
unslitted testpieces. The lifetimes are much closer than those for the unslitted 
testpieces; for example in the case of the 50 mm gauge length the lifetime is 1 00 
hours and that for the 10 mm gauge length is 117 hours for the slitted ridges, 
compared with 76 hours and 187 hours, respectively, for the unslitted ridges. This 
clearly shows that the effect of the slitted extensometer ridges is to reduce the 
degree of interaction between the stress and strain fields at the ridges, particularly 
in the case of the 1 0 mm gauge length. Again, for the 50 and the 30 mm gauge 
length testpieces the creep curves are quite close to each other for the same 
reasons discussed in the case of the unslitted testpieces. This clearly 
demonstrates the improved accuracy of strain and lifetime measurements made 
by the slitted ridged testpiece. 
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5.3. Computational results 

A. Creep curves for unslitted ridged specimens 
The true constitutive equations were used as input to the Finite Element 

Continuum Darnage Mechanics solver DAMAGE XX to predict the behaviour of 
unslitted creep test testpieces for three different gauge lengths: 50, 30 and 1 0 mm 
subjected to the same stress Ievei of 250.0 MPa. The theoretical creep curves, 
computed from the extensometer displacements, for the unslitted ridged testpieces 
are presented in Fig. 15 where they are denoted by the broken lines, and 
compared with the experimental results, denoted by the continuous lines. The 
predicted creep curves for the 50 and 30 mm gauge lengths are almost identical, 
but the creep curve predicted for the 1 0 mm gauge length specimen has creep 
rates which are much lower, and lifetimes which are much Ionger than those for 
the 50 and 30 mm gauge lengths. The theoretical and experimental curves for the 
10 mm gauge length are in close agreement, whereas the experimental curves for 
the 50 and 30 mm gauge lengths are in slight disagreement with the theoretical 
predictions; but, the differences are small, and they are certainly within 
experimental error. 
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Figure 15. Camparisan of creep curves for unslitted ridged testpieces of 50, 30 
and 10 mm gauge lengths und er the stress Ievei of 250 MPa, computed from 
the extensometer displacement using the solver DAMAGE XX (broken lines), 
with the experimental curves presented previously in Fig. 14. 
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B. Creep curves for slitted ridged specimens 
The true constitutive equations have been used in the solver DAMAGE XX to 

predict the creep curves at the stress Ievei of 250.0 MPa for the slitted ridged 
testpiece; the curves are shown in Fig. 16 using the broken lines for the three 
gauge lengths: 50, 30, and 10 mm, where they are compared with the results of 
experiments denoted by the continuous lines. The predicted creep curves for the 
50 and 30 mm gauge lengths are very close. The predicted creep curve for the 10 
mm gauge length specimen, as in the case of the unslitted ridged specimen, 
shows creep rates which are lower, and lifetimes which are Ionger than for the 50 
and 30 mm gauge lengths. However, the predicted degree of strengthening, 
expressed as a ratio of lifetime of the 10 mm gauge length testpiece to that for the 
50 mm gauge length testpiece is 1.37; this compares with a value of the same 
ratio of 2.06 for the unslitted ridged testpiece. This theoretical result clearly 
confirms the experimental observations, and that the presence of the slits in the 
extensometer ridges relieves the constraint to deformation provided by the 
unslitted extensometer ridges. 

By comparison of the predicted creep curves (broken lines) of Figs 15 and 
16, in the primary and secondary stages, it may be seen that the creep strains for 
the 1 0 mm gauge length slitted ridged testpiece have increased relative to those 
for the unslitted ridged testpiece. Hence producing results closer to the expected 
curves, approximated to by those given for the 50 and 30 mm gauge length 
testpieces. 
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Figure 16. Comparison of creep curves for slitted ridged specimens of different 
gauge lengths computed from the extensometer displacements using the 
solver DAMAGE XX (broken lines), with the experimental creep curves 
(continuous lines). The numbers given on the figure denote the gauge lengths 
of 50, 30 and 10 mm. All creep curves are for the stress Ievei of 250 MPa. 
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Camparisan of strain Ievels in Fig. 16 for the theoretical curves with those for 
the experimental curves illustrates how primary and secondary creep are closely 
predicted; but, how the tertiary creep behaviour is somewhat in error for both the 
50 and 30 mm gauge lengths. The errors between the theoretical and 
experimental curves for the 10 mm gauge length are small. 

This clearly shows that, within experimental error, the true constitutive 
equations may be used to predict the creep strain behaviour of the slitted ridged 
testpieces. This section also highlights the importance of using the correct 
experimental procedures to establish materials databases for use in design. ln the 
next section generalised procedures are discussed for the identification of 
mechanisms-based constitutive equations. 

6. PHYSICAL MECHANISMS CONSTITUTIVE EQUATIONS AND THEIR 
CALIBRATION 

6.1. Single darnage state parameter model 
This model has been introduced through (3.2) and (3.3} which can be written 

in the normalised form: 

(6.1) 

These equations model primary creep using the tm function, and involve a single 

darnage parameter oo to model the dominant process responsible for softening due 
to tertiary creep. ln terms of their ability to model physical mechanisms the 
equations can be expected tobe satisfactory only if: 

(a) the stress dependence is n powered over the stress range of interest; 

(b) primary creep is adequately modellad using the tmfunction; and, 
(c) only one softening or darnage mechanism is operative, which can 

reasonably be modellad using the single state variable. 

Provided that modelling is to be carried out over narrow ranges of stress and 
temperature these equations have been found to work satisfactorily. However, in 
practice, real components and structures operate over wide ranges of stress and 
temperatures, and equation set (6.1) provides an adequate model only if the stress 
domain is modellad in a piecewise manner. 

The major deficiency isthat the approach is only satisfactory over the range 
of data used to calibrate the model, and hence it is not possible to use it to 
extrapolate. 
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6.2. Multi-state variable modelling of aluminium alloys 
The equations (4.6) determined in the previous section for an aluminium alloy 

are summarised here, for convenience, in normalised form for multi-axial 
conditions: 

dvii = 3 A (Sii)sinh[BaJ1-H)] 
dt 2 ( 1 - (!) r a e ( 1 - <I>) 

dH = h A sinh[BaJ1-H)](1 _ _!:!_) 
dt ae(1-w2 t (1-<I>) H* 

dciJ = ~1-ciJt 
dt 3 

dw2 _ DA {~}v sinh{Bae(1- H)} 
dt - (1-w2r ae (1-ciJ) 

(6.2a) 

(6.2b) 

(6.2c) 

(6.2d) 

ln this equation set primary creep is represented by the parameter H; for constant 
stress, and with all other variables negligible, its evolution with time is shown in 
Fig. 17. At zero time its value is zero and it then increases to its saturation value 
H* at the end of primary creep. The parameter H models the change in dislocation 
structures during primary creep. Equation 12c models stress independent ageing 
due to particle coarsening which is shown schematically at the grain Ievel, in Fig. 
18. The parameter ciJ monotonically increases from zero to unity. Equation 12d 
describes grain boundary creep constrained cavitation which is shown 
schematically in Fig. 19. Creep constrained cavitation can be either nucleation or 
growth controlled, for the aluminium alloy considered here only nucleation control 
will be considered. 

1.0 - - - -=-,;;;;;:-;;;......=---
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Figure 17. Change of Primary Creep State variable with time 
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Partielas 

Grain Boundaries 

Figure 18. Stress independent ageing and particle c<;>arsening 

Figure 19. Schematic representation of creep softening by grain boundary 
cavity nucleation and growth 

The advantages of this equation set are that it uses a sinh function stress 
dependence which provides a good model across a very wide range of stress, and 
that it rnodels three other rate dependent processes which operate synergistically. 
lt is in this way that one can expect to rnodel all aspects of the creep curve over a 
wide range of stress; and, in addition, expect to be able to accurately extrapolate 
data. 

6.3. Two state variable modelling of super-alloys 
The behaviour of super-alloys is modelled by two darnage or softening state 

variables using the equation set (6.3). The first darnage state variable w1, 

described by equation (6.3b), models softening due to rnultiplication of dislocation 
sub-structures, as shown schernatically in Fig. 20, and the secend darnage 
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Grain Boundaries 

Figure 20. Schematic representation of creep softening by multiplication of 
dislocation sub-structures 

variable w2 , described by (6.3c), models softening due to grain boundary cavity 
nucleation and growth [17] 

d~::.. a A ( s .. ) ( ) 
-d 11 =- ( X )2 -'

1 sinh Boe (6.3a) 
t 2 1 - (1}1 1 - (1}2 a e 

doo, = CA t- "'} sinh(Ba.) (6.3b) 
dt 1-002 

V 

doo2 = DA r~l sinh(Bo ) (6.3c) 
dt (1-ooJ1-oo2J 0 8 e 

6.4. Synergy between many internal physical processes 
ln a previous section it was described how the appropriate combination of 

mechanisms required to describe the behaviour of an Aluminium alloy was 
identified. The formalism used was to take the general set of equations, which 
incorporates all internal state variables and their respective couplings, as outlined 
in equation set (6.4). However this equation set contains nine independent 
constants, each of which has to be determined to provide an adequate fit to the 
experimental data. Attempts to use available numerical, schemes such as those 
employed by Dunne et al [43] for simpler equation sets have not proved 
successful. 

(6.4a) 

(6.4b) 
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d<l> = ~1- <I> t 
dt 3 

(6.4c) 

dw1 =CA (1-w1 ) sinh{Boe(1-H)}{1 _ _!i_1 
dt (1- wJ" (1- <P) H*J 

(6.4d) 

dw2 = DA {~}vsinh{Bae(1-H)} 
dt (1- wJ1- wJ" ae (1- <P) 

(6.4e) 

Entry to the computer optimisation routines with best estimates of initial values 
always resulted in a failure to identify a set of equation constants which provided a 
global minimum solution. To overcome this difficulty Kawalewski et al [17] 
developed a new approach. lt involves taking each mechanism or its allied 
equation and isolating it from the others in such a way that a good estimate of the 
constants associated with the mechanism can be determined. When good 
estimates have been determined for as many parameters as possible, the values 
are used as starting values in the numerical optimisation of the Kernel function: 

Minimum= ~{~(er -e;••J'}, +Z1(tf -t~"")lt~"" (6.5) 

where a is the number of creep curves, bis the number of points per curve, ePand 
eexp are the predicted and experimental values of strain respectively, Zi is an 

amplification constant, tP and texp denote predicted and experimental lifetimes, 
respectively. The second term in the expression (6.5) is invoked only when 
tP>texp. 

Procesding in this way and by exclusion or inclusion of each of the equations 
14b-14e, the quality of fit to the experimental data can be judged by the magnitude 
of the Kernel function (6.5). Hence it is possible to identify those profound or 
dominant physical mechanisms. lt is in this way that the appropriate mechanisms­
based constitutive equations can be identified from the available data base. 

7. DISCUSSION AND CONCLUSIONS 

The role of super computer Simulation in modelling the behaviour of materials 
and components has been highlighted as an important part of the wealth creation 
process. To perform simulations/analyses involving the wide range of materials 
used in industrial applications, it has been shown necessary to be able to access 
materials databases, to identify the relevant constitutive equations, and to use 
appropriate finite element analysis techniques for the computer simulation 
process. 

The selection of constitutive equations which relate to the physics of the 
deformation, damage, and failure processes is necessary if meaningful predictions 
from extrapolations are to be made using such techniques. High-temperature 
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creep Continuum Darnage Mechanics has been used as an example. The power 
of Continuum Darnage Mechanics has been highlighted as a means of predicting 
the high-temperature behaviour of structures ranging from modest stress raisers, 
to components in which creep crack growth takes place. 

The example of a ridged testpiece has also been used both to demonstrate 
the power of the approach, and to highlight the importance of carrying out 
Iabaratory testing, or materials metrology, under appropriate conditions. Failure to 
do so can result in significant errors being introduced. 

Presented in the paper is a multi-darnage state variable approach to 
materials modelling. Each state variable is linked to a physical mechanism of 
damage, and the evolution of the variable is determined through a rate equation 
for each variable. All variables interact synergistically through coupfing with the 
strain-rate constitutive equation. 

Numerical techniques are discussed for the identification of the dominant 
mechanisms/constitutive equations from Iabaratory test data. Numerical 
optimisation schemes are outlined for the determination of the parameters in the 
constitutive equations. The importance is explained of obtaining accurate starting 
values for the generalised optimisation schemes; and, techniques are outlined for 
obtaining best estimates of starting values. The approach outlined is general and 
accurate, but does rely on the availability of good quality Iabaratory data. 

As Supercomputers become eheaper and faster the need to use them for 
more challenging Simulations will become even greater. However, the principle 
barrier to progress will be the availability of high-quality data over a sufficiently 
broad range of conditions. 

As a principle conclusion the urgent need must be stressed for widespread 
testing programs to be initiated which are directed at producing good quality Ieng­
term materials data. Failure to do this will result in an inability to harness 
supercomputer simulation techniques as a wealth creator. 
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THERMODYNAMICALLY FOUNDED CDM MODELS FOR CREEP 
AND OTHER CONDITIONS 

J.-L. Chaboche 
Office National d'Etudes et de Recherehes Aerospatiales, Chätillon, France 

ABSTRACT 
The fundamental concepts of Continuum Darnage Mechanics are reviewed, with the objective 
to conform to a sufficiently general thermodynamic framework. The theories are developed at 
a macroscopic Ievei, with the capability to describe various types of materials, ductile or brittle, 
metallic, concrete, composites, ... etc., in an unique framework. For that, we consider both elasticity 
coupled with damage, plasticity and viscoplasticity coupled with darnage and the darnage growth 
equations themselves. Moreover, we discuss the important but difficult problems associated with 
the darnage deactivation effects that can take place under compressive loadings. 

A special attention is focused on the nature of darnage state variables, in correspondence 
with the choices made in the various thermodynamic potentials, and on the various coupling 
possibilities. Some applications are presented on metallic materials, concerning ductile damage, 
creep darnage and creep-fatigue interaction. We also discuss briefly the different Ieveis for the 
inelastic/damage structural analysis and the applications of CDM to the Local Approaches to 
Fracture. Some illustrations are also given for Metal Matrix Composites and Ceramic Matrix 
Composites. 
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1. INTRODUCTION 

For some twenty years, much work has been devoted to Continuum Darnage Mechanics 
(CDM), based on the concepts initially introduced by Kachanov [1] and Murzewski [2], 
then Rabotnov [3]. Darnage is considered as a material degrading process subsequent but 
not identical to irreversible deformation processes. The defects that occur correspond to 
cumulative localized dislocations (in metals) with a much more pronounced irreversible 
character than plastic strain. ln addition, many brittle materials are deformed by damage. 

After the work ofthe Russian School, Continuum Darnage Mechanics was first developed 
in Europe, essentially for applications to creep in metallic materials. The English School 
made a remarkable contribution at the beginning of the 1970s, with the work of Leckie 
and Hayhurst [4, 5] in particular. There were Polish [6], Swedish [7] and Japanese [8] 
contributions as weil. The basic concepts of Darnage Mechanics were described theoretically 
in France, in particular through thermodynamic formalism [9, 10, 11]. lt was also in France 
that applications were systematically sought for other types of darnage (fatigue, ductile 
fracture) and other types of materials [9, 12]. 

lt was not until the beginning of the 1980s that Darnage Mechanics was recognized 
( actually rediscovered) in the United States, with the work of Krajcinovic [13, 14], Ortiz, 
[15], Ju [16], then Chow [17), Voyiadjis [18) and many others. This scientific area has since 
been developing rapidly throughout the world, as regards both basic research (where the 
problems are far from solved) and applications. 

Fracture Mechanics considers cracks per se, modifying structural boundary conditions. 
By contrast, Continuum Darnage Mechanics accounts for defects through a homogenization 
concept and describes their growth macroscopically, while remaining in the framewerk of 
Continuum Mechanics (CM). References [7, 19, 20, 14, 10) give relatively complete and 
general descriptions of CDM. ln this course, it is discussed from the viewpoints outlined 
below. 

ln the first part, we introduce general elementary concepts, distinguishing between ir­
reversible strain, darnage and macroscopic propagation. The definitions being applied to 
darnage variables are described. Finally, a review of the Thermodynamics of Irreversible 
Processes (TIP) with internal variables examines the problern from the energy standpoint, 
both for the state variables and for the dissipation processes associated with damage. 

ln the secend one, the theoretical framewerk of CDM is developed, considering with 
some attention the state equations, i.e. the damaged elastic behavior, and the dissipative 
aspects, coupled plasticity and damage, with several optional choices. The third and fourth 
parts examine the applications to metallic materials and structures, considering successively 
the ductile damage, the creep damage, creep-fatigue interaction problems, and the various 
Ieveis for structural darnage analyses. 

Finally, we specify some CDM applications for brittle materials, especially composite 
materials. This is the occasion to discuss the difficult problems associated with the darnage 
deactivation processes that take place under compressive-like loading conditions. The ca­
pabilities of some specific models are discussed and illustrated for two classes of composite 
materials. 
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2. CONTINUUM DAMAGE MECHANICS AND THERMODYNAMICS 
2.1. General notions and concepts 
A. Principal characters of damaging effects 

As it was recalled above, material darnage corresponds to the creation of defects that 
are already relatively large, in any case irreversible, much more than plastic deformations. 
lt is not possible here to describe a detailed Iist of the various damages that can develop 
in various kinds of materials. Let us simply enumerate creep damage, fatigue damage, 
ductile darnage in metals, including nucleation of cavities or microcracks, their growth and 
coalescence, and brittle darnage in rocks, concrete or composites, ... , etc. Some of these 
processes are described in details in other chapters of these Lecture Notes [21, 22, 23]. 

B. Deformation, darnage and crack propagation 
A distinction should be made between deformation, darnage and crack propagation, 

which may correspond to three consecutive states of the material: 

• Irreversible deformations are described in the framework of continuum mechanics. 
Their irreversibility ( on a macroscopic scale) is not complete, since the material can 
very weil be redeformed to restore the initial shape. This is illustrated in Fig. 2.la 
for tension-compression. On the contrary, we assume that darnage corresponds to a 
complete degradation ( barring complete reprocessing of the material). Fig. 2.1b shows 
the typical (ideal) case of a quasi-elastic brittle material whose nonlinear behavior is 
basically due to damage, observed by the drop in the modulus of elasticity (du ring 
unloading), whereas irreversible deformation is negligible on the contrary. 

• The concept of continuum darnage concerns the possibility of using continuum me­
chanics for calculations of damaged structures. ln order to work on a representative 
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Figure 2.1: Irreversibledeformation in plasticity and brittle darnage 
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Figure 2.2: The RVE of Darnage Mechanics and Fracture Mechanics 

volume element (RVE) with stress and strain variables defined as averages, it is nec­
essary for the defects to be sufficiently numerous and small. Fig. 2.2a schematically 
shows this RVE concept associated with CDM. The darnage variable denoted D is 
initially assumed equal to zero, D = 0, when there is no decohesion of the material. 

• On the contrary, Fracture Mechanics generally considers only a single macroscopic 
crack whose geometry and size is clearly identified, and which crosses the structure 
which material is considered as continuum (generally undamaged). Fig. 2.2 shows 
a comparison between the two situations, using external Ioads and displacements 
applied to the part in lieu of the average stresses and strains applied to the material 
RVE. lt also shows the equivalence between the thermodynamic force Y associated 
with the diffuse darnage D and the elastic energy release rate G associated with the 
unit growth of crack a. 

lt is immediately obvious that Darnage Mechanics reaches its Iimit when the diffuse 
darnage combines into a single main crack on a macroscopic Ievei. This situation corresponds 
to the definition of initiation of a main macroscopic crack. lt also corresponds to the final 
situation, with D = Dc, where Dc is often considered as equal to 1. 

C. Darnage measurements and definitions 

Along with definition of the variables, it is desirable to have a measurement method, 
even if it is sometimes difficult to use in practice. Four types of measurements can be used 
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[24]: (i) Measurement by remaining life. This is the measurement of interest to the engineer 
for calculating the lifetime of parts. (ii) Microstructural measurements (volume fraction of 
defects, cavities, microcracks). The concept of net stress mentioned below refers to this 
type of measurement. (iii) Measurements of physical parameters. lt is possible to measure 
the variation due to darnage of parameters such as the density [25], resistivity [26) or 
acoustic emission. A model is obviously necessary to establish mechanical damage. (iv) 
Measurements of the variation in mechanical behavior. Such measurements are the best 
suited to mechanical modeling. A distinction is made between two methods, one based on 
the concept of net section ( and net stress) and the other on the concept of effective stress, 
both introduced here in the particular uniaxial case: 

• The net stress is the average stress applied to the resistant section ( or net section) 
of the damaged specimen. As shown in Fig. 2.3, this is carried out on the actual 
geometry of the specimen, after taking macroscopic deformations into account. The 
net stress a* is deduced from the Cauchy stress a by a reduction in section factor 
taking into account the average reduction w in section due to voids and cracks defined 
by w. This is expressed: 

a* = .!}_ a = _a_. (2.1) 
S* l-w 

Such an approachwas used for instance by Murakami [8, 20) to generalize the concept 
of creep darnage in polycrystals directly to the anisotropic case. 
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Figure 2.3: Apparent stress, true stress and net stress 

• On the contrary, effective stress [9) takes into account stress concentrations in the 
neighborhood of the defects. lt is based on the measured macroscopic behavior of the 
damaged medium. By analogy with the previous case, we define an effective section 
S and the effective uniaxial stress is then: 

_ S a 
a = S a = 1 _ D, (2.2) 



214 J.-L. Chaboche 

a 

D=O 

\I 
Figure 2.4: Definition of effective stress 

Stress o,IKsi) 
60 D IN 100 1000°C 

I- I cycle 

50 2 - 40000 cycles 1 2 3 0,5 

3 - 80000 cyctes 

40 4 - 126000 cyctes 

30 0,25 
{J = 

20 

10 0 0,5 lltc 

strain '.110"3 <I 

10 12 14 

oormalized 'residual mixlulus D AU2GN tB0°C 
0,95 

0,9 

0,85 
0,5 

1131 
0,8 14·31 12 3) 12 71 

:;:~ ~ 0.75 17,2 1) 
0,25 t2l\ o~ :l40 

0.7 255 
12) 268 

0,65 11) ;--

0,6 Cycles In/Ni -·- _,_,_,_ 
0 0,2 0,4 0,6 0,8 0 0,5 1 t/tc 

- a - - b -

Figure 2.5. Darnage rneasurernents by effective stress a. Fatigue of a graphitejepoxy cornposite 
[0/90] - top: stressjstrain curves; - bottorn: residual rnodulus of elasticity, b. Creep darnage 

rneasurernent by tertiary creep. -top: INlOO superalloy; - bottorn: AU2GN alurninurn alloy 



Thermodynamically Founded CDM Models for Creep and other Conditions 215 

where D represents the macroscopic effect of the mechanical behavior degradation. 
This concept is generalized to the multiaxial case either by the strain equivalence 
hypothesis [9] or by the energy equivalence hypothesis [27]. The first hypothesis is 
stated as follows: 

The effective stress ij is the one which would have to be applied to an e/ement of 
undamaged material (a/1 other things being equal) so that it is deformed in the same 
way (same strain) as a damaged element subjected to the current stress a (Fig. 2.4). 

The variation in mechanical behavior can be measured through the variation of various 
parameters {the parameters' choice depend on the type of application): (i) Variation in 
the modulus of elasticity used for ductile plastic darnage [11] as weil as for fatigue [28]. in 
particular composite fatigue, as is shown by the example of Fig. 2.5a [29]. (ii) Plastic or 
viscoplastic behavior [10, 30]. Fig. 2.5b shows the example of two typical metallic alloys. 
(iii) Cyclic behavior for Low Cycle Fatigue of metallic materials [31]. Fig. 2.6, taken from 
reference [28]. shows that this method is applicable to materials of an unstable cyclic 
behavior. (iv) lt is also possible to use ultrasonic wave propagation velocity instead of 
directly measuring the moduli of elasticity. This technique was successfully developed for 
measuring up to nine parameters in anisotropic composite materials [32]. 

As will be seen below, the effective stress is used in the constitutive laws in place of 
the Cauchy stress to describe the impact of the darnage on the macroscopic behavior of 
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Figure 2.6. Fatigue darnage growth curves measured on three materials and corresponding varia­
tion in normalized stress, from (28] 
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the material. As an initial approximation, it is the same quantity which is used regardless 
of the type of behavior analyzed ( elastic, plastic, viscoplastic). 

2.2. Basic thermodynamic concepts 
A. State equations 

Continuum Darnage Mechanics can be developed in the framework of the general con­
cepts of the Theory of Irreversible Processes (TIP) with internal variables [33, 12, 34]. 
This section recalls the general principles in the framework of small transformations. The 
total strain is divided into the sum of the elastic strain ge, plastic strain gP and thermal 
expansion g9. lt is possible to combine ge and g9 into thermoelastic strain ge9 , which is a 
state variable corresponding to reversible effects: 

(2.3) 

The observable variables are the strain g and the temperature T. We use the Local State 
method in the framework of conventional Continuum Mechanics: the thermodynamic state 
of a material point (and the RVE surrounding it) is assumed independent of the thermo­
dynamic state of the neighboring elements (local nature of the constitutive and darnage 
laws). 

ln this framework, the First Principle of Thermodynamics expresses energy conservation: 

pe = «Z : ~ + r - divq_ (2.4) 

where e is the specific internal energy, p is the density, r is the density of the internal heat 
production (radiation) and q is the heat flux per unit area. 

The Second Principle expresses the irreversibility of entropy production by the following 
inequality: 

. . q r 
PS+ d1v= - - > 0 T r- (2.5) 

where S is the specific entropy. lt can be transformed into the Clausius-Duhem inequality 
by means of the Helmholz free energy 'ljJ = e - T S , using the First Principle to eliminate 
radiation: 

. . gradT 
«Z : ~ - p( 'ljJ + ST) - 9.· T ~ 0 (2.6) 

We assume that intrinsic dissipation (mechanical) is decoupled from the thermal dissipation, 
so that the two following equations are satisfied separately: 

gradT 
!Pint = «.Z: ~- p(;p + ST) ~ 0 and !f>th = -9_. T ~ 0 (2.7) 

The Helmholtz free energy is used as thermodynamic potential or state potential. The 
state variables are the observable variables g and T, and the internal variables. Among the 
latter, we distinguish between the hardening variables denoted a'i and the darnage variables 
denoted dk. The elasticity and plasticity processes are assumed separate, such that: 

'1/J = '1/J(g, gP, O!j, dk, T) = '1/Je(g- gP, dk, T) + '1/Jp(gP, O!j, dk, T) (2.8) 
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A classical demonstration, not reproduced here, allows us to eliminate all the reversible 
processes from the Clausius-Duhem inequality. This yields the state equations: 

81/J 81/J 81/J 81/J 
q; = p 8~ = p 8~e0 = p 8~e S = - 8T {2.9) 

which express the thermodynamic forces associated with the observable state variables. ln 
addition, we can postulate the forces associated with the internal variables (or affinities): 

q;P = - p :; = p ~~: - p ~:~ = f! - p ~:~ = f! - 4P (2.10) 

81/J 
A-=p­

J 8a· 
J 

and and (2.11) 

The + and - signs in (2.11) are arbitrary. They correspond to the intuitive idea that 
hardening produces an increase in mechanical strength whereas darnage causes a decrease 
in strength. 

B. Complementary dissipative laws 
The intrinsic dissipation is used to develop plasticity and viscoplasticity laws that satisfy 

automatically the Secend Principle. lt expresses now: 

<I>· t = u : iP - A : iP - "'""A · ci · + "'"" Yk dk = uP : iP - "'"" A- ci · + "'""Yk dk > 0 m ~ ~ ~P ~ ~ J J ~ ~ ~ ~ J J ~ -

j k j k 

(2.12) 

lt is recalled that <Pint expresses the heat power dissipated by the material element during 
the (visco )plastic and darnage processes. lt should also be noted that ~P can be considered 
equivalently as a hardening variable, with 4P as associated thermodynamic force, or as a 
plastic strain which dissipates with q;P = q;- 4p· Below, we use the secend interpretation. 
lt was seen that the state equations are derived from a thermodynamic potential. Following 
the Generalized Standard Medium (GSM) approach, we can also derive the complementary 
equations, i.e. the evolution equations for the internal variables associated with the irre­
versible processes, from a dissipation "pseudo-potential" [35]. The pseudo-potential must 
depend on all the rates of change of the internal variables: 

(2.13) 

lt may also depend on the internal variables themselves, considered as parameters. The 
following normality rule is assumed: 

11P = :; AJ = - :~ Yk = :1 (2.14) 

lt is actually more practical to express the pseudo-potential(s) in terms of the thermo­
dynamic forces. The Legendre-Fenschel transformation yields a pseudo-potential: 

(2.15) 
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with the normality rule: 

eP = 8</J* 
~ 8q;P 

. 8</J* 
a·---
3- 8A· 

J 

J.-L. Chaboche 

(2.16) 

Therefore, assuming the pseudo-potential is convex and positive and that it contains 
the origin (<fo*(O) = 0), satisfaction of the Second Principle is demonstrated a priori for any 
evolution: 

8</J* 8</J* 8</J* * 
<Pint = q;P : 8 p + L Aj 8A. + LYk a ~ <P ~ 0 

q; i 1 k Yk 
(2.17) 

Above, we neglected thermal dissipation, assumed positive. The conventional heat con­
duction law is the Fourier law: 

9. = -k gradT (2.18) 

where k is the thermal conductivity of the medium, assumed isotropic. Fourier's law could 
easily be generalized to an anisotropic continuum, using a second rank tensor for conduc­
tivity. The heat equation is deduced from the First Principle (2.4) by replacing pe by its 
expression taken from 1/J = e - T S, then ;p by its expression using the state variables. ln 
addition, we take the Fourier law into account, which then yields div9. = -kf).T. This 
yields: 

kf).T = pT S- <Pint- r (2.19) 

Taking S = -81/J I 8T and the other state equations into account and introducing the 
specific heat c = T8SI8T finally yields the heat equation: 

. (8u . 8Ap . '"' 8Ai . '"' 8yk · ) kf).T = p c T - <Pint - r : - T 8T : ~e + 8T : ~P + ~ 8T ai + 7 8T dk 

(2.20) 

The conventional heat equation corresponds to the special case neglecting intrinsic dissi­
pation (negligible plastic deformation, hardening and damage) and radiation r. ln addition, 
we use the specific heat at fixed deformation 

Ce= T ~~e (2.21) 

which eliminates the isentropic coupling term - T 8q; I 8T : ~e' finally yielding 

kf).T = pce T (2.22) 

ln the case of applications with large deformations at a high rate, it is no Ionger necessarily 
possible to neglect the corresponding dissipation. The complete heat equation (2.20) must 
then be used. 

C. Energy dissipated as heat and stored energy 
The thermodynamic framework gives us an interpretation of the energies dissipated as 

heat or stored in the material. ln particular, the intrinsic dissipation representing the power 
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dissipated by the production of heat during the irreversible processes includes three types 
of terms [36]: 

<Pint = ll : ~p - -1-P : ~P - L Aj tij + L Yk dk (2.23) 
j k 

The first term on the right-hand side is the irreversible power supplied. During monotonic 
tension, for instance, its integral corresponds to the area under the curve a- t:P: 

{'" 
Jo a dcP 

The integral of the sum of the next two terms is the energy stored in the material, Ws, 
by the hardening mechanisms associated with plasticity. The last term denotes the energy 
dissipated as heat by the darnage processes. Schematically, we can separate these energies 
as shown in Fig. 2.7. 

Weh WP Ws wd 

energy supplied energy stored + energy 
dissipated irreversible by dissipated 

as heat energy hardening by darnage 

Figure 2. 7: Diagram of dissipation du ring plastic flow and darnage 

lt can also be noted that the energy stored by hardening corresponds to an increase in 
free energy ( or internal energy). On the contrary, the energy dissipated by darnage is energy 
lost by the material, with an irreversible decrease in free energy. 

0. Example: application to elasto-visco-plasticity 
ln the example below, we use two kinematic hardening variables denoted g 1 and g2 

(second order tensors) and an isotropic hardening variable denoted r (not to be confused 
with radiation). The free energy is assumed to have the form: 

p'lj; = ~ f.e: 1-: f.e + ~ C1 g 1 : g 1 + ~ C2 g2: g2 + 7/Jr(r) (2.24) 

where A represents the tensor of elastic stiffness (fourth order) and C1, C2 are hardening 
coefficients. With (2.9), the first term gives the elasticity law: 

(2.25) 
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The other terms supply the thermodynamic forces associated with the hardening variables: 
ä'ljJ 2 ä'ljJ 2 

X 1 = p- = - C1 a1 X 2 = p- = - C2 a2 {2.26) - äa 3 - - äa 3 -_1 -2 

{2.27) 

We assume that the center of the elasticity domain is expressed by the sum 4 and that 
the evolution of its radius is the thermodynamic force R. This domain is assumed to satisfy 
the von Mises criterion: 

( 3 ) 1~ J(cz:,4,R)=J(cz:-4)-R-ay= 2(~-4):(~-4) -R-ay {2.28) 

ln "associated viscop/asticity", we assume the existence of the viscoplastic potential of 
the form: 

n = __!S._ I L)n+l 
P n + 1 \K {2.29) 

The viscoplastic deformation rate is deduced from it by the normality rule: 

• p änp 1 J )n ä J . ä J . 3 ~ - 4 f3 . 
~ = ätz; = \ K ätz; = p ätz; = p 2 J(;!! - 4) = V 2 p ~ {2.30) 

where n is the unit outward normal to the equipotential f = const. The generalized 
normality rule is not used here, but we can assume that the hardening variable evolution 
laws have the form: 

. . gR. r=p-- P 
c 

{2.31) 

The first equation corresponds to the linear kinematic hardening. The associated ther­
modynamic force is 4 1 (previously denoted 4P in {2.11)). The second equation {2.31) 
corresponds to the most conventional nonlinear kinematic hardening [10]. The isotropic 
hardening in the third equation has a similar form here, with a recovery term proportional 
to the thermodynamic force R. The intrinsic dissipation is then easily expressed as: 

cl>int ·p X . X . R. tz: : ~ - _ 1 : g 1 - _ 2 : g 2 - r 

(u- x1- x2): eP- Rp· + ~ 72 X2: X2P. + !J..R2p· 
- - - - 2 c2 - - c 

(J(cz:- 4)- R)p+ ~~: 42: 42fJ+ ~R2 p {2.32) 

(J + a y )p + ~ ~: 4 2 : 4 2 P + ~ R2 p ~ 0 

The last term of {2.32) includes three terms and it is obvious that all of them are positive. 
The Second Principle is therefore verified a priori. The first term corresponds to the sum 
of the viscous stress av = f {outside the elastic domain) and the initial threshold ay. The 
corresponding energy is entirely dissipated as heat. The second and third terms correspond 
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to the recovery terms in the nonlinear hardening equations. They are also dissipated as 
heat. 

From this, it immediately results that the energy stored by the linear kinematic hardening 
mechanism is effectively equal to ~ C1 g 1 : g 1 . On the contrary, the energy stored by 
nonlinear kinematic hardening is obtained by the integral under curve X2 minus the integral 
of term ~~ 42: 42 dp. lt is easily shown that we also find ~ C2 g 2 : g 2. 

lt is important to note that only the presence of the recovery terms, in particular the 
nonlinear kinematic hardening term, can express the decrease often observed in ratio W8 jWp 
of the stored energy to the plastically dissipated energy (area under curve IJ- Ep). which 
occurs during the increase in plastic deformation for monotonic loading. According to the 
calorimetric measurements made by Chrysochoos [37, 38] during hardening tests on three 
materials, it was demonstrated [36] that the combination of two kinematic variables and 
isotropic hardening enabled to express both the mechanical behavior (stressjplastic strain 
curve) and stored energy (ratio W5 /Wp)· 

E. Energy dissipated by darnage 
The state potential, assumed tobe the Helmholtz free energy (2.8), includes the darnage 

in the elastic term 1/Je and the hardening term 'lj;P. Here, we start by assuming that the 
darnage is not included in 'lj;P. ln addition, we consider only one scalar variable D for 
the time being to simplify the notations and do not include the temperature or thermal 
expansion. We therefore state: 

(2.33) 

where .&(D) represents the elastic stiffness tensor of the damaged material. Hooke's law 
and the~ thermodynamic force associated with darnage D are given by: 

(2.34) 

lt can be demonstrated that the latter is equal to half the elastic energy released by 
darnage evolution at fixed stress and temperature: 

_ ~ dWel 
Y- 2 dD 

u,T 
{2.35) 

For this, it is sufficient to define the elastic energy variation by dWe = q; : d~e , calculate 
q; by the state equation (2.9), differentiate and multiply by ~e: 

aÄ 
e:e : du = e:e : Ä : de:e + e:e : ~ : e:e dD = u : de:e - 2 y dD 
~ ~ ~ -:::: ~ ~ aD ~ ~ ~ 

(2.36) 

For a constant stress, this yields the announced result. Variable y therefore corresponds 
exactly to the elastic energy release rate for a crack, a general parameter of Fracture 
Mechanics usually denoted G and which has been used in basic fracture theories since 
Griffith. 
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There is actually a total analogy between Fracture Mechanics and Continuum Darnage 
Mechanics with the following correspondence: 

Fracture Mechanics : Darnage Mechanics : 

Structure 

External forces 

Displacement of the Ioad 
application points 

Crack 
(length, area) 

Elastic energy 
release rate G 

RVE 

Stress applied to the R V E 

General deformation 
Crack 

Darnage variable 
(diffuse) 

Thermodynamic force y 
(elastic energy release rate) 

Fig. 2.8 illustrates the partition of the energies dissipated during a tensile test. Curve 
OA'B' represents the hardening evolution during plastic flow OAB. Parts AB and BC cor­
respond to plastic flow and the increase in elastic strain during the darnage process (rep­
resented here for a constant stress). The total energy dissipated is divided into (1) energy 
stored in the material (hardening), (2) energy dissipated as heat and (3) energy released 
during the darnage process and converted into heat. 

a I 
1 E - öE 

A B I 
~.,.,.,"....~'777/ c 

Figure 2.8: Diagram of dissipation during plastic flow and darnage 
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3. THEORETICAL FOUNDATIONS OF DAMAGE MECHANICS 

ln this part, we discuss the general formulation of Continuum Darnage Mechanics, begin­
ning with a more detailed definition of the darnage variables and how they affect mechanical 
behavior. This will be done in the framework of the elasticity laws or state equations and 
by using the concept of effective stress to formulate the plasticity and viscoplasticity laws 
coupled with damage. The difficult problern of the effects of darnage deactivation will be 
discussed separately in the particular case of composites, Section 6. 

3.1. Darnage variables and state equations 
A. Tensorial nature of the darnage variables 

The siruplest darnage variables to be introduced are obviously the scalar variables. Un­
fortunately, the defects forming the damage, i.e. cavities, interface decohesions and micro­
cracks, are very often oriented by the loading which created them. lt is therefore necessary 
to use tensorial variables to describe the directional nature of the damage. 

A first way of describing the directional character is to use a scalar function defined on a 
vector space ( on JR3 ) for each RVE around a material point, which associates any direction 
!! of space with a defect probability density p(~, !!) which direction is perpendicular to !!· 

More specifically, p(~ , !!) is associated with the relative crack density ~ where a is the 
radius of a crack assumed circular ( disk) as an initial approximation. Reasoning on material 
symmetries, due in particular to [39], shows that a series expansion of this probability density 
yields only even moments, i.e. limiting ourselves to the fourth order: 

1 1 a3 a3 w = - - p(- n) dV 
V vV v'-

1 1 a3 a3 w = - - p(- n) n 0 n dV 
~ V vV V'-- -

(3.1) 

(3.2) 

(3.3) 

We can therefore use the following types of variables to express the elastic behavior of the 
damaged material, depending on the required accuracy and type of application: 

1. One scalar variable: The darnage is considered isotropic, with no privileged orientation. 
For initially isotropic material, we can therefore write the elastic potential with a single 
scalar darnage variable D: 

(3.4) 

where A is the initial elastic stiffness tensor of the undamaged material. This formu­
lation ~as used from the outset by Continuum Darnage Mechanics. lt is the siruplest 
approach, very practical and is still very widely used, in particular because of the work 
of Lernaltre [40]. lt led to many developments for darnage processes of all types and 
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many types of materials. One of its features is to define the thermodynamic force 
associated with the darnage as: 

y = -p ß?j; = ~ ee : A : ee (3.5} aD 2 ~ ::: ~ 

i.e. the elastic energy of the effective undamaged material. 

2. Two scalar variables: The isotropic property of the darnage (i.e. conservation of the 
initial isotropy) is more general as expressed by using two scalars, D and ~. rather 
than only one [41, 16]. The first is associated with the hydrostatic part of the energy 
and the other with the remainder: 

p?j; = ~ A(l- ~) (c%k)2 + J.l(l- D) c~jc~j (3.6} 

3. Several scalar variables associated with predefined material directions. This is mainly 
the case for composites in which microcracks are often oriented by the structure and 
direction of the constituents (plies, reinforcements, yarns, fibers ). ln this case, there 
are as many scalar variables as there are privileged directions. Some applications will 
be considered in Section 6. 

4. A second-rank tensor: This is the type of variable most frequently used to express 
the anisotropy introduced by darnage in initially isotropic materials. lt corresponds 
to the minimum complexity of an anisotropic theory. The validity of such a second­
rank tensor can be demonstrated from the geometric Standpoint of the reduction 
in resistant section or net section [42, 8, 43]. lt should be noted that a second­
rank tensor alone is not sufficient to describe completely the anisotropy induced in 
the elastic behavior by damage. lt is also necessary to state how this second-rank 
tensor acts on the fourth-rank tensor characterizing the behavior (elastic stiffness 
or compliance). This is the role of the darnage effect tensors which will be defined 
below. 

5. A fourth-rank tensor. This is the lowest-order darnage variable capable of describ­
ing the damage-induced anisotropy (regardless of whether the material was initially 
isotropic or anisotropic). Used for the first time by Chaboche [44], this fourth-rank 
darnage variable is naturally introduced through the concept of effective stress based 
on the strain equivalence principle (Paragraph i. of Section 3.1.8.) ln this case, the 
darnage state variable, a fourth-rank tensor, directly acts as darnage effect tensor 
mentioned above for a theory based on a second-rank tensor. Certain theories have 
been developed since using the elasticity tensor directly as state variable [15, 45]. 

B. Effective stress concept 
We do not indicate here the three-dimensional and anisotropic generalization of the 

net stress concept, that was introduced in Section 2.1.C. This generalized concept has 
been used for example by Murakami and Ohno [8] for application to the case of creep in 
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Figure 3.1: Net section in the case of cavitated grain boundaries 

polycrystalline metals (Fig. 3.1). We concentrate on the definitions made in terms of the 
mechanical behavior of the damaged material, based either on the strain equivalence or on 
the energy equivalence principles. 

i. Effective stress tensor based on strain equivalence 
The definition of the effective stress tensor it given in [44] is that it is the stress tensor 

that would have to be applied to the RVE of undamaged material to obtain the same strain 
tensor as the one observed on the damaged RVE subjected to the current stress tensor q;. 

ln elasticity, the damaged material law is expressed by equation (2.34), whereas that 
of the undamaged material is given by (2.25). Eliminating se between the two equations 
yic.:ds: 

it = 41-1 : q; (3.7) 

where 41 is the darnage effect operator, a fourth-rank tensor, which can be expressed in 
terms of ~ and ~. the elasticity tensors of the undamaged material and damaged material 
respectively: 

41 = ~: ~-1 (3.8) 
~ ~ ~ 

To reduce this equation to an expression similar to the one used in the uniaxial case (2.2), 
we set J'if = ! - I;]*, where ! is the fourth-rank unit tensor ! = ~ (!®! + !®!). Here 
12* = I-~ : ~ -1 denotes the fourth-rank darnage tensor which can be measured through 
"' "' f'V f'V 

the measure of A. These choices amount to assuming that the elastic stiffness tensor of 

the damaged RVE is expressed ~ = (I - 12*) : ~· Actually, this tensor is generally not 
symmetrical. Therefore, considering 12 ~as st~te variable, it is preferable to use: 
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(3.9) 

ln practice, the theory is generally applied from the knowledge of 12 by means of a darnage 

growth equation (and its integration under the prior loadings applied to the RVE). We 
therefore apply the flow-chart indicated in Fig. 3.2. 

darnage darnage darnaged darnage effect 
rate value stiffnesses tensor 

i? ---+ f] ---+ ~ ---+ ~=~:~-1 
integration (3.9) 

Figure 3.2: Flow-chart of the strain equivalence 

ii. Effective stress tensor based on energy equivalence 
ln this case, the definition is given by (27]: the elastic energy of the material under stress 

~ and strain ~e is the sameasthat of the effective (undamaged) material subjected to the 
effective stress ~ and effective elastic strain ~e. We then have: 

(3.10) 

where Ä and § are the stiffness and compliance respectively of the damaged material. The 

effectiv~ stress~and the effective strain (different here from the actual strain) are necessarily: 

~ = AJ-1 : ~ and ~e = 1\JT: ~e (3.11) 

where AJ is again the darnage effect tensor. We also obviously have: 

Ä=AJ:~:AJT and § = 1\J-T : § : 1\J-1 (3.12) 
I'V ..... I'U ,..., 

I'V - - ""' 

lt should be noted that this somewhat changes the meaning of the darnage parameter by 
comparison with the above case. lf we wanted to preserve a fourth-rank tensor 12. we 
would write: ~ 

(3.13) 

automatically symmetrical, but where 12 now acts quadratically. The quadratic form of 

equation (3.13) means that this approa<1 cannot be identified with any measured change 
in Ä (as was the case with the above approach). 
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darnage darnage darnage effect darnaged 
rate value tensor stiffnesses 

~ -+ g -+ I'if@ -+ ~@ 
integration (3.15) (3.13) 

Figure 3.3: Flow-chart of the energy-equivalence 

Actually, it is preferably used with a second-rank darnage tensor !t to directly express 
the darnage effect tensor l'::f(rJ). Various possibilities are indicated below. lt should be noted 
that the order of definition of the operators is necessarily different from that used for the 
strain equivalence. ln effect, we now follow the flow-chart shown on Fig. 3.3. 

iii. A few possible forms for the damaged elasticity law 
The matrix forms are given in the principal darnage system, using the Voigt convention 

which orders the second-rank tensor ~ as a column vector (c-11 , c-22 , c-33 , 2c-23, 2c31, 2c12). 
ln certain cases, the intrinsic form is given using the tensor products ® ® ®. 

• For the scalar darnage variables used for composites, essentially the additive form is 
used, such that: 

m 

(3.14) 

where oi, (i = 1, ... m) are the scalar darnage variables oriented by the components. lf 
the composite is globally orthotropic, m = 3, and the fourth-rank tensors 4i char-
acteristic of the material are easily expressed in the principal system of the r'naterial. 
They contain a very limited number of material parameters. 

• When using second-rank tensors as darnage variables, the multiplicative form used 
in energy equivalence [27) can be expressed in the principal darnage system by the 
"diagonal" matrix: 

l'::f(rJ) = 
0 0 1-da (3.15) 

y'(l-da) (1-d!) 
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which intrinsic form requires defining special tensor operators ( e.g. square root) not 
developed herein. This operator, applied with (3.12) in the framework of energy 
equivalence, gives the compliance of the damaged material, initially isotropic (Young's 
modulus E and Poisson's ratio v), in the form: 

- 1 
8=­
':::: E 

I " " (l-d1 J2 -(I d 1 )(1 d2 ) (I d 1 )(1 da) 

sym 

sym 

I 
(1-d2)2 

sym 
(I d 2 )(1 da) 

I 
(l-dal2 

l±v 

• Again with a second-rank tensor, but with strain equivalence, we can use a damaged 
stiffness tensor with the form: 

4(!J) = ~- [-Q(!J) : ~]s (3.16) 
....., ....., ....., ........ 

where ~ is a fourth-rank tensor characteristic of the material (which depends in 
particular on its initial symmetries) and -Q(!J) is a darnage effect operator, expressed, 
for instance: 

1-e J?(!!) = e (! 0 !!) s + - 2- (!®!! + !®!!) s (3.17) 

We can very weil use the initial elastic stiffness ~ as characteristic tensor ~ = ~. - - -which yields equation (3.9) used classically. We can also select e small and ~ = E l - -to obtain a solution close to that given by micromechanics. 

• Finally, with a fourth-rank tensor, we can either use an equation such as (3.16) above 
(multiplicative form), with -Q now as a state variable, or even consider the elasticity 
stiffness as a state variable. 

3.2. State couplings - dissipative couplings 
This section discusses construction of the darnage laws themselves, at least in their 

general formulation. We are of course obliged to ensure a certain consistency between 
the elastic constitutive law, the darnage growth and the couplings between plasticity and 
damage. 

A. Different forms of state couplings 
Above, we mainly considered coupling between the darnage and the material elasticity 

law. The concepts of effective stress and the expressions given in Section 3.1.8. for intro­
ducing the darnage effect apply to the elastic behavior. A first question arises concerning 
the state equations which, in the context of mechanical behavior, involve both elasticity 
laws and hardening laws or rather the relations between the state variables of the hardening 
processes and the associated thermodynamic forces, generally used in the plasticity criteria: 
should the darnage be included or not in the free energy term 7/JP associated with hardening? 
Three types of theories can be identified: 
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• (i) The initial theory does not consider the presence of this coupfing [9]. lt there­
fore supplies an easy interpretation of the thermodynamic force associated with the 
damage. As was seen above in Section 2.2.E., it is an elastic energy release similar 
to that used in Linear Fracture Mechanics, where the local plasticity in the crack 
tip is neglected (small scale yielding). This theory can be used even in presence of 
plasticity and hardening. lt simply means that there is no coupling between hardening 
and damage. 

• (ii) The theory suggested by Cordeboisand Sidoroff [27] introduces state variable ß, 
which is a scalar measure of the cumulative darnage playing a similar role for darnage 
to that played by the isotropic hardening variable r for plasticity. The free energy is 
then written: 

(3.18) 

where ai are the set of hardening variables and D is used here as scalar variable (to 
simplify, the temperature is omitted). We denote the thermodynamic forces associated 
with D and ß as Y and B: 

y = -p 81/Je 
8D 

(3.19) 

lt will be seen below how these variables B and ß are used to construct the darnage 
growth law. As above, there is no coupling between hardening and damage, but it 
should be immediately mentioned that this approach modifies the interpretation of 
the energy dissipated by damage, which was given by the first approach, since instead 
of Y iJ , the intrinsic dissipation contains two terms: 

<Pint = Y iJ - B iJ (3.20) 

• (iii) The coupfing between darnage and hardening can be considered independently 
of variable ß above, with: 

(3.21) 

ln this case, we change the meaning of the thermodynamic force associated with D, 
which now contains two terms: 

Y _ 87/J _ Y Y _ 81/Je 81/Jp 
- -p 8D - e + P - -p 8D - P 8D (3.22) 

Considering the darnage to be isotropic, with the same factor for the two terms 1/Je 
and 1/JP' we can write: 

where 
1 

P 1/J~ (f,e) = 2 f,e : 1- : f,e (3.23) 

We then obtain the state equations and the corresponding effective stresses, again in 
the isotropic case: 

(3.24) 
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- «r 8'1/J~ A·-~- p ä'l/J~ (3.25) 
«Z = 1 - D = P ß~e 3 - 1 - D - Öa; 

This approach was followed by Saanouni [46] and by Ju [16]. lt is the approach 
most widely used today, since it offers a more "symmetric" construction ( see Para­
graph 3.4.A.iii.). 

B. Coupling of dissipation 
ln the case of the variation laws as weil, there are various possibilities according to 

whether it is considered that the plasticity and darnage mechanisms are the same or not: 

• (i) The first approach, used by Lernaltre [11, 40], consists of considering only a single 
mechanism governed by plasticity with a single dissipation potential, with a normality 
rule involving only one plastic multiplier: 

{3.26) 

{3.27) 

{3.28) 

ln the case of time-independent mechanisms, multiplier ~ is determined by the con­
sistency condition on the plasticity. ln viscoplasticity, ~ is given as a known function 
of tz, A; [47). 

However, with this approach, the distinction between plasticity and darnage appears 
only as a separation between Fp = JP and Fd = fd, the first corresponding to the 
plastic flow criterion and the second to the darnage criterion equipped with a thresh­
old. lt can be seen that darnage progresses only when there is plastic flow. Similarly, 
beyond the darnage initiation threshold, there cannot be any plasticity without a 
corresponding increase in damage. This therefore appears as a relatively strong Iimi­
tation. 

• {ii) The second approach consists of considering the two mechanisms and the two 
associated criteria separately, using a quasi Generalized Standard Media theory. We 
therefore have two independent dissipation potentials and two independent multipli-
ers: 

Fp(«r, AJ; D) JP(«Z, A;; D) ~ 0 {3.29} 

Fd(Y, B; D, ß) frl(Y, B; D, ß) :S 0 (3.30) 

eP = ~ ÖFp . · äFp 
(3.31} 

~ p Ö«r a; = -Ap äA-
J 
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(3.32) 

lt can be seen that D and ß are included as parameters in both potentials. For 
instance, D is included in JP through the effective stress concept, as will be seen 
in Section 3.2.A.-C. The two independent multipliers, ~P for plasticity and ~d for 
damage, are determined by the two consistency conditions associated with the two 
criteria jP = JP = 0, jd = fd = 0, at least in the rate-independent case. ln the 
rate-rlependent case, the two multipliers can be given as two known functions of the 
corresponding variables. 

This dissociation of the two types of mechanisms is illustrated in Fig. 3.4 ( equivalent 
von Mises stress aeq versus hydrostatic pressure aH). clearly showing the possibility 
of accessing the two surfaces independently {fp = 0 and fd = 0) and causing them 
to progress, again in the framework of a rate-independent theory (with isotropic 
variations). A similar approach is used by most authors in this area of CDM [16, 27, 
48, 17, 49, 50, 30, 36]. 

a.,! 

-------~-~~ ''< 
fp = 0 plasticity only 

·· ... ·· .. 

·· ... 
··· ... 

·· .. 
··· ... 

········... (J II 

L-----------------------~--~'~ 

Figure 3.4: Coupling of a plasticity criterion and a darnage criterion 

C. A few possibilities for the elastic Iimit criterion 
Darnage influences the plastic flow by affecting either the elastic domain or the hardening 

law. Although not necessary, the effective stress concept supplies a restrictive choice which 
decreases the number of possibilities and parameters depending on the material, while giving 
satisfactory qualitative and quantitative results. This is the approach we shall use, but there 
are still a significant number of possible variants: 

• (i) lt is assumed that only the effective stress is replaced, but that the hardening 
variables are not amplified by damage. This is the choice made by Benallal [47] and 
Lernaltre (40]. The elastic Iimit criterion is then expressed as: 

j = j(ij;, -!', R) = J (ij;- 4) - R- ay::; 0 (3.33) 
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where ü is defined by one of the choices mentioned in Section 3.1.8., for instance 
equatio~ (3.7). uy represents the initial elastic, Iimit of the material. ln Lemaltre's 
approach [40], limited to isotropic damage, we have: 

f = J (_!L_ -x) -R- u < o (3.34) 1-D ~ Y-

With this approach, the elastic domain does not remain centered on 4· However, 
when approaching fracture (D = 1), q; effectively approaches 0, as is shown by 
Exercise 3 of Section 3.3.C. 

• (ii) ln addition to the effective stress, we use the effective kinematic hardening variable 
4. determined from 4 by the same operation: 

4 = 1\5-1 : 4 (3.35) 

f = f ( tZ, 4, R) = J ( ,Z - 4) - R - u y ~ 0 (3.36) 

lnitially proposed in [10], it has become the most standard form. lt is consistent with 
the fact that the elasticity domain remains centered on 4 in the real stress space. ln 
addition, by the choice of the state equation, in which the darnage is included in the 
kinematic hardening term (point (iii) of Section A.), we also have the possibility of 
canceling the stress (all the components in the particular case of isotropic damage) 
when the darnage reaches the RVE fracture condition D = 1. This is examined in 
Exercises 1 and 2 below. This way of proceeding was used first by Saanouni [46] in the 
case of isotropic darnage and the energy equivalence hypothesis. lt is the approach 
developed below in Section 3.3. 

• (iii) ln addition to ,Z and 4, we also use an effective value R for the isotropic 
hardening variable. This approach was used in the first applications [9], [30], and 
is also used by Saanouni for the case of isotropic damage. We thus set: R = 1!!v 
However, since this equation is difficult to generalize in the case of anisotropic damage, 
we do not consider this hypothesis. 

3.3. Generalapproach for plasticity/damage coupling 
We consider plasticity (or viscoplasticity) with kinematic and isotropic hardening. To 

simplify the equations, we do not include hardening recovery phenomena, although they 
could also be included in the same theoretical framework. The expressions are given for the 
isothermal case, but their generalization to the anisothermal case is straightforward. 

From the Standpoint of thermodynamics, we assume the existence of a state potential, 
free energy, in form (iii) of Section 3.2.A. For dissipation, we use the quasi-standard GSM 
theory and assume the existence of several independent dissipation potentials and several 
multipliers (as already mentioned for choice (ii) of Section 3.2.8.) 

The initial medium is assumed to be anisotropic, described by Hill's criterion for plas­
ticity. The darnage is also considered anisotropic, but it is unnecessary here to detail the 



Thermodynamically Founded CDM Models for Creep and other Conditions 233 

tensorial nature of the darnage variables, whose evolution is not described in detail until 
Section 3.4. They are simply denoted d without any further precision. 

A. State equations 
The state equations are given by the free energy thermodynamic potential: 

1 - "1 -PW = P(We + Wp) = 2 ~e: 1-(d): ~e + ~ 2 gi: q/d): gi + PWr(r, d) 
i 

(3.37) 

where gi are the kinematic hardening state variables (second-rank tensors), indefinite in 
number. We use only one isotropic hardening variabler. We then have: 

u = p o7/J = Ä(d) : ee (3.38) 
~ a~e ::;' ~ 

(3.39) 

The thermodynamic forces associated with the darnage are specified later. To simplify 
the expression, we assume that all the Qi are proportional with one another, i.e. that: 
Qi = ci Q. We can therefore define the darnage effect operator !rf for the elasticity law 
a"'nd the darnage effect operator JY for the kinematic hardening law~ 

i! = l'r!-1 : g: (3.40) 

Using strain equivalence yields: 

l'r! = ~: ~ -1 IY = 9: q- 1 (3.41) 
~ ~ ~ ~ ~ ~ 

On the contrary, using energy equivalence, we can choose to take !rf = JY, adding similar 
relations for the effective "strains": ~ ~ 

f = l'rfT: ~ 

(3.42) 

8. Plasticity evolution laws 
The plasticity jviscoplasticity laws include an elasticity domain f ::; 0 (which can be 

reduced to a point in viscoplasticity). We assume Hill's criterion, defined by the fourth­
rank tensor If, characteristic of the damaged material and its symmetries: 

'I -II ( - - )! f = I i!- .K H- R- k = (i!- .K) : lf: (i!- .K) - R- k (3.43) 

where X = ".X .. As potential associated with plasticity, we choose the following additive "" L......Jt "" z 
expression in which the second and third terms are introduced to produce the kinematic 
and isotropic dynamic recovery effects: 

12:: - - 1g 2 F.P = f + - "f; X. : Q : X. + - - R 2 .. ~· ::;' ~t 2 c 
(3.44) 

t 
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The generalized normality rule then gives, using (3.40): 

M-T . H . ( u - X) 
i;P = ~ aF, = ~ ~ II. ~ . il - = ~ M-T ' n (3.45) 
~ äu - x- ;::: ~ 

~ (T-
~ ~ H 

-T - . -rv,N :Q:X.>. 
'" ,...., ...... 'l.. ~ ;::: 

JY-T : ( AJT : ~P _ 'Yi ~ : 4)) (3.46) 

. äF. . g . 
r=->.-P =A--R>. (3.47) 

äR c 
where n denotes the "unit" direction (in a space transformed by Hill's criterion): 

lJ: (ij:- 4) 
n= liil:-4IIH 

1 

llnll = (n: H-1 : n) 2 = 1 ~ H-1 ~ ;::: ~ 
(3.48) 

ln rate-independent plasticity, multiplier ~ is determined by the consistency condition 
f = j = 0, possibly coupled with a similar condition for the darnage criterion (this de­
termination will be examined in Paragraph 3.4.A.iii.) ln viscoplasticity, ~ is expressed, for 
instance, as a power function: 

(3.49) 

C. Asymptotic behavior on approaching fracture 
ln this section, we examine the evolution of the stress and the hardening variables 

on approaching fracture of the RVE, as D approaches 1. As illustration, we show that 
with the approaches used, the stress necessarily approaches 0. This point is important for 
numerical reasons, in particular in the framework of CDM applications with /oca/ approaches 
to fracture, Section 5.3. 

We consider rate-independent plasticity and use the version with isotropic darnage to 
simplify the explanation. ln an anisotropic case, only certain components of the stress would 
cancel out, depending on the fracture criterion selected. Of course, the demonstration is 
not valid unless we neglect possible bifurcation and localization phenomena which occur 
in structural analysis. Herein, we only examine the "fundamental" solution of the isolated 
RVE. 

We conduct three analyses in parallel, by strain equivalence, energy equivalence and a 
law not coupled on the hardening terms (approach followed by Lernaltre [40]). To simplify, 
it is assumed that the elasticity operators ~ and Q are co-linear and we use only one 
nonlinear kinematic hardening variable. This ~case is considered generic for all other cases. 
There is no isotropic hardening. 
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ln the framework of rate-independent plasticity, we use an elasticity domain and a 
dissipation potential in the form: 

1 

f = IIQ"- -*IIH- k = ( (Q-- 4) : 1!: (Q-- 4)) 2 
- k (3.50) 

1 - -
F. = f +-"'X: c-1 : X p 2 I ~ ';:;; ~ (3.51) 

in which we chose Q = Q-1 as dynamic recovery term (to be compared with (3.44) of - ~ 
Section 3.3.) ~ 

• Exercise 1: Strain equivalence: 

We assume 1':f = JY and the effective stresses are given by: 

iT = A: (e:- e;P) = M-1 : u 
"" rv "' "' rv "' 

(3.52) 
~ ~ 

where the darnage effect operator is given by (3.41). We determine the stress and 
strain rates from potential Fp: 

a M-T . H . (iT - X) 
. p - . Fp - . ';:;; . ';:;; . ~ ~ - • -T . 

~ - >. aq; - >. II Q" - -*II H - >. lif . n (3.53) 

~P- "( Iif-T: g ~ = Iif-T: (rf- ryg) ~ (3.54) 

We assume loading to be monotonic. When the plastic strain and darnage increase 
indefinitely, stabilization occurs for llgll -+ 1/ry (regardless of the darnage growth 
included in operator l':f). Therefore! since 4 = Q : g, the norm of effective stress 

~ ~ 

tensor 4 approaches a scalar value such as C ft, as for the case without darnage 
(Fig. 3.5). During plastic flow, we necessarily have: 

(3.55) 

l.e. Q" = -* + k q-1 : n or q; = 4 + k 1':1 : q-1 : n {3.56) 

Now we apply the hypothesis of darnage isotropy, replacing 1':f by (1 - D) l- This 
~ ~ 

yields: 

q; = 4 + k (1 - D) If-1 : n (3.57) 

As we approach fracture, i.e. as D approaches 1, we have the announced result: 
the norm of 4 approaches 0, since 4 = (1 - D)4. Accordingly, the norm of q; 
also approaches 0. This evolution is schematically illustrated in Fig. 3.5 for uniaxial 
tension, for both effective Stresses and real stresses. 



236 

stress 
(MPa) 

400 

0 0,005 

... -------------------- .. ------­-------

J.-L. Chaboche 

0,01 0,015 0,02 

Figure 3.5. Plasticfdamage coupling under tension {{1) X and {2) a): ___ strain equivalence; 
-- -- energy equivalence; ...... undamaged curves. E = 200 000 MPa, C = 100 000 MPa, k = 
200 MPa, 'Y = 500, tpr = .02. 

• Exercise 2: Energy equivalence 

Equations (3.52) are supplernented by (3.42) but we no Ionger have (3.41) as above 
and the state equations are: 

q; = .Ö. : ~e {3.58) 

(3.59) 

lt should be noted that the darnage effect operator, again a fourth-rank tensor, should 
be considered as hornogeneous to the "square root" of the previous tensor, used in 
strain equivalence. The rate equations are then written: 

~P = ~ Aj-T : !! (3.60) 

g = ~v - 'Yl'if-T: q-r: .t ~ = ~v- 'YCJ ~ = lif-T: (n- ,g) ~ (3.61) 

lt is now g which norrn approaches 1/'Y when the plastic strain and darnage increase. 
ln addition, the norrn of ,t approaches C ;,. Obviously, (3.56) rernain valid and, in 
the case of isotropic darnage, we find that 4 and q; cancel out when D -t 1. 
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The evolution during a tensile test are similar to the above case. The dashed-line 
curves of Fig. 3.5 were plotted assuming that darnage growth versus plastic strain 
was given by D = (Ep/EpR) 2. 

• Exercise 3: Theory without hardening/damage coupfing 

ln the case of the theory used by Lernaltre (40], the effective stress concept is not 
used for the kinematic hardening variable (see 3.2.C.-(i)). Hereweshow that it gives 
globally similar results, as illustrated by Fig. 3.6. We Iimit ourse[ves to the isotropic 
case with (3.34) for the elasticity domain. The darnage growth law is then given by: 

·p ,\ 
€ =--n 
~ 1- D ~ 

(3.62) 

When D -+ 1 and the plastic deformation increases indefinitely, the norm of variable 
~ approaches 1h, but in this case the norm of 4 = ~ C~ approaches C h- However, 
the flow criterion applies with: 

- 2 u=X+-kn 
~ ~ 3 ~ 

(3.63) 

Therefore, u still approaches 0 when D approaches 1, as is shown by Fig. 3.6. lt 
~ ~ 

should be noted that the results of this latter approach are very similar to those given 
for the first method with hardening/damage coupling. 

(MPa) 

400 

0 

stress 

.· 

0,005 

,.• 
... 

0,01 

... ...... -­........ 

0,015 0,02 

Figure 3.6. Plasticity-damage coupling in tension ((1) X and (2) a): --- strain equiva-
lence; -- -- theory uncoupled over X; ...... curves without damage. E = 200000MPa, C = 
50 000 MPa, k = 200 MPa, 1 = 200, cp, = .02. 
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3.4. Darnage evolution laws 
Below we discuss the general forms of the criteria and evolution equations commonly 

used to describe darnage growth. They can be classified in three categories: (i) those related 
to a purely standard thermodynamical approach (GSM: Generalized Standard Media), such 
as that used by Lernaltre [40]; (ii) those resulting from a "quasi-standard" formulation 
in which a distinction is made, for dissipation, between the plasticity potential, the darnage 
potential and the corresponding multipliers; (iii) finally, those which do not refer to a 
dissipation potential. 

We distinguish between the rate-independent models used for ductile fracture of metal­
lic materials and for brittle materials, concretes and composites, and the rate-dependent 
models, essentially related to creep in metals. 

A. Rate-independent formalism 
i. Normality laws 

Unless specified, we use a second-rank tensor d as darnage variable. ln certain applica­
tions, we will Iimit ourselves to a scalar variable D. We use the quasi-standard formalism 
already mentioned in Paragraph 3.2.B.{ii), with two independent criteria: 

/p (tz, Ai; ~) ~ 0 /d (1b B; ~) ~ 0 {3.64) 

which delimit the elasticity {non-plasticity) and non-darnage domains in the stress space 
and in the space of the thermodynamic forces associated with damage. The state variable 
~ can be used as a parameter for these functions, which also depend on the temperature, 
although this is not explicitly stated. We also consider two independent pseudo-potentials: 

Fp (tz, Ai; ~) Fct (Jb B; ~) (3.65) 

The normality rufe is stated by assuming that the plasticity occurs in a quasi-associated" 
manner, i.e. that potential Fp is the sum of /p and a term related only to hardening (to 
produce the dynamic recovery terms), whereas the darnage varies in purely "associated" 
mode: 

(3.66) 

With the normality laws (3.31) and {3.32} involving two independent multipliers ~P and ~d 
we write: 

(3.67) 

Multipliers ~P. and ~d will have to be found by solving the consistency conditions /p = jP = 
0 and /d = !d = 0. Referring to Fig. 3.4, they are determined independently in the cases 
where plasticity is involved alone {fd < 0 ---+ ~d = 0) or when purely brittle darnage occurs 
without any plastic strain {!P < 0---+ ~P = 0}. ln the case where both processes are involved 
simultaneously, it is necessary to consider the possibility of coupfing between the two. lt 
should also be noted that multipliers ~P and ~d must necessarily be positive. Otherwise, 
it is considered that there is unloading with respect to either the plasticity criterion or the 
darnage criterion (and then we write ~P = 0 or ~d = 0). 
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ii. Form of the non-darnage criterion 
For the rate independent case the darnage evolution is governed by the way the non­

darnage criterion is rnodified. lt can be pararneterized by its size in the y space. This is the 
rnethod used by Ladeveze (41], Allix (51], Sirno and Ju (45] and rnany ~other authors. The 
criterion is expressed as: 

!d = 0(1[) - w ::; 0 

and the evolution is subjected to the conditions: 

d=~d 8fct 
~ 81! 

(3.68) 

(3.69) 

which arnounts to considering that w is the "rnernory" of the rnaxirnurn size reached by 
the criterion instead of being associated with the curnulative darnage. ln effect, if !d < 0, 
there is no change. On the contrary, if ~d > 0, i.e. if there is an increase in the darnage, 
the consistency condition requires that: 

w(t) = max [w0 , ~~0(1[(r))] (3.70) 

More generally, the size of the non-darnage criterion can be rnade to depend on the darnage 
variables thernselves, considered as pararneters: 

fct = 0(1[)- w(~) :S 0 

Function 0(1[) can be selected as a quadratic norrn of 1!· 
m. Consistency condition 

(3.71) 

We can now cornpletely analyze the consistency condition of rate-independent rnodels 
involving both plasticity and darnage. We consider only the situation in which the free energy 
corresponding to hardening also depends on the darnage (as described in Paragraph 3.2.A.­
(iii)}. And we consider only the hypothesis of strain equivalence to define the effective 
stress. lt is shown that in this case, deterrnination of the plasticity and darnage rnultipliers 
is decoupled, at least for controlled loadings under total strain which are the irnportant 
ones for nurnerical applications (" displacernent based" finite elernent codes). Otherwise, if 
only the elastic part of the free energy is affected by the darnage, the sarne controlled total 
strain situation Ieads to coupling when deterrnining the two rnultipliers ~P and ~d· We then 
have a linear systern to solve and rnore cornplex expressions. 

To sirnplify the dernonstration to the utrnost, we rnake the following sirnplifying as­
surnptions: (i) Only kinernatic hardening is considered, with a single variable. ln addition, 
we consider only linear kinernatic hardening; (ii) The darnage is assurned to be entirely 
active. The conclusions would be sarne if it were not, but the cornputations would be rnore 
cornplicated; (iii) The darnage itself is assurned to be isotropic. The therrnodynarnic force 
is denoted Y. The darnage effect tensor is then 1\!f = (1- D) [. 

ln the frarnework of the above sirnplifying assurnptions, the~ free energy and the state 
equations are expressed: 

1/J = (1- D) (1/J~(~- ~P) + 1/J~(g)) (3.72} 
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u = p8'1/J = A : (e - eP) = {1 - D) A : (e - eP) 
~ a~ -:: ~ ~ -:: ~ ~ 

{3.73) 

X = pß'I/J = C: o. = {1 - D) C: o. 
~ 8g ':: ~ ':: ~ 

(3.74) 

such that: 

iT = M-1 : u = _!L_ = A: (e- eP) {3.75) 
~ -:: ~ 1-D -:: ~ ~ 

- X X= M-1 : X=-~-= C: o. {3.76) 
~ -:: ~ 1-D -:: ~ 

The thermodynamic force associated with the darnage includes two terms: 
1 

y = Ye + Yp = p ('1/J~(~- ~P) + '1/J~(g)) = 2 (~- ~P) : ~: (~- ~P) {3.77) 

The elastic Iimit criterion and the non-darnage surface have the following form: 

fp =II ~- 411H -k ~ 0 !rl = Y- w(D) ~ 0 {3.78) 

and the normality rules yield: 

· a~ · T ~ tP = ). _R. = ). M- : n = __ P- n 
~ P 8tz P -:: ~ 1 - D ~ 

{3.79) 

Assuming controlled loading in total strain space, the consistency condition on plasticity is 
expressed simply without using iJ or ~d: 

/.p = a fp : (& - x) = n : (& - x) = n : A : (t - tP) {3.80) 8fT ~ ~ ~ ~ ~ ~ ':: ~ ~ 

~ n:A:n n:C:n n:X . 
= TI- : ~ : g - ~ 1 ::. D ~ ~p - ~ 1 ::. D ~ ~p - 'Y (1~- D)2 Ap = 0 

which directly yields: 

n= (~+q) :u- n:4 
h = 1 - D - 'Y {1 - D)2 

(3.81) 

Multiplier ~d is then determined by the consistency condition on the darnage criterion using: 

Y = Y. + Y. = (e - eP) : A : (t - tP) + o. : c : a = u : (t - tP) + .X : a (3.82) e p .......... - ,..."- ..... ,...,,..... ..... -- ""',.... 
~ ~ 

Taking the plasticity criterion into account (3.78) one find successively: 

- . kp ' '(D) \ 0 tz : ~ - 1 - D "P - w "rl = (3.83) 

' ~ : € - 1~PD ~p 1 ( kp ) . 
).d = w'(D) = {1 - D) w'(D) tz- h TI- : ~ : ~ (3·84) 

Just above, w' denotes the derivative of w. The simplicity of {3.81) and (3.84) is obvious. 
This is not the case when hardening/damage couplings are constructed differently, since 
the darnage rate, and therefore ~d. is involved in the consistency condition on the plasticity 
(3.81). 



Thermodynamically Founded CDM Models for Creep and other Conditions 241 

iv. Tangent operator 
ln structural cornputations, for the case of rate-independent laws, we often require the 

"tangent operator" to the stress/strain behavior, as defined by: 

{3.85) 

The expression of this tangent operator is sometirnes relatively complicated. Below, only 
three exercises are given, under the same conditions as above, with scalar darnage. lt is 
first shown that in the elastic case, the forrnulation used, based on the therrnodynarnic 
frarnework, Ieads to a syrnrnetric tangent operator (principal syrnrnetry of a fourth-rank 
tensor). However, this is not always the case, as is shown by Exercise 2. Finally, in the 
coupled elastoplastic case (Exercise 3), it is shown that the tangent operator is never 
syrnrnetric, even for the sirnplest linear kinernatic hardening law. The introduction of rnore 
cornplex hardening can in no way change this result. 

• Exercise 1: Elasticity coup/ed with the darnage - standard approach. The state 
equations for stress and the therrnodynarnic force associated with darnage (with g = 
ge) are written: 

1 
Y=-e:A:e 2 ~ "Z ~ 

{3.86) 

The consistency condition for the non-darnage surface allows us to write the evolution 
equation for D expressed as: 

{3.87) 

Deriving the state equations (3.86) and taking the isotropy of D into account, ~ = 
(1 - D) ~ yields: 

ü = (1 - D) A : e - A : e D 
~ N ~ - ~ 

Cornbining {3.87) and {3.88) Ieads to: 

(A: e) (e : A: e) 
«i=(l-D)~:~- -z ~w'(~)-z ~ 

which Ieads to the tangent operator of (3.85 ): 

K = (1- D) A- (1D) A: (e ® e): A = Ä- '(1D) iT ® iT z ~ w' z ~"' z z w ""'""' 

This operator obviously exhibits the principal syrnrnetry. 

{3.88) 

(3.89) 

{3.90) 

• Exercise 2: Elasticity coup/ed with the darnage - nonstandard approach. The non­
standard character is due to the use of a darnage criterion based on strain instead of 
being based on the therrnodynarnic force associated with the darnage. For instance, 
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using Mazars' criterion [52] in the particular case where all the principal strains are 
positive yields: 

!d =II ~ II -w(D)- kd :::; o (3.91) 

The darnage law is then expressed: 

. . 1 e:e ( ) 
D = Ad = w'(D) II ~ II 3.92 

The constitutive law derived from (3.88) yields: 

(~: ~) (~: ~) 
ci = (1 - D) ~ : ~- ~'(D) II ~ II (3.93) 

giving the tangent operator: 
1 - 1 

K = (1 - D) A - A : (e Q9 e) = A- u Q9 e (3.94) 
~ ~ w'(D) II ~ II ~ ~ ~ ~ w'(D) II ~ II ~ ~ 

which is no Ionger symmetric. 

• Exercise 3: Elastoplasticity coupled with damage. We use the approach with state 
coupling between hardening and damage. The state equations are given by (3.73) 
for the behavior and by (3.77) for Y. lt was seen that the plasticity multiplier was 
expressed simply by (3.81), whereas the darnage multiplierwas given by (3.84). The 
derived constitutive law thus yields: 

q: (1 - D) A : (e - eP) - A : (e - eP) iJ = A : e - A : n ~ - jj ~d ·~ "'-J "' "' rv "' ,...., ';:::: "' ;:::: "' p "' 

- ä®ä 0 k 0 

~ : e - ~'(D) : ~- ~ : n ;\P - (1 _ n) w'(D) f[ ;\P (3.95) 

= ·e-~·e-- A·n- ~ n· ·e A- . u Q9 u . 1 [ kp u ] ( A . ) 
~ . ~ w' ( D) . ~ h ~ . ~ ( 1 - D) w' ( D) ~ . ~ . ~ 

such that the tangent operator is expressed: 
- u®u 1 k K = A-~-- A · (n Q9 n) · A + P (t! Q9 ~): .(\. (3.96) 

>:: ;:; w'(D) h >:: • ~ ~ • >:: h (1- D) w'(D) - ·- ·-

With the first two terms, we effectively find the above elastic case. The third term 
is symmetric and corresponds to pure plasticity without damage. lt is the last term 
associated with plasticity / darnage coupling which is necessarily nonsymmetric. 

B. Rate-dependent laws 
Actually, the rate-dependent laws are easier both to formulate and to use, provided the 

"quasi-standard" formalism mentioned above is accepted. Below, we describe three ways 
of defining the darnage law, giving the example of metal creep darnage in each case. 

lt is first necessary to describe the difficulty of the problern to be solved, illustrated by 
the case of creep. lt requires being able to distinguish sufficiently between the viscoplasticity 
laws (rate-dependent version of the plasticity) and the darnage laws themselves, at least 
from two aspects: 
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• The form of the multiaxial criterion itself. ln effect, it is known that there are major 
differences in the stress space between the form of the metal viscoplastic equipo­
tentials, which practically obey the von Mises criterion, with quasi-identity between 
tensile and compressive behavior (for instance), and the form of isochronaus surfaces 
(surfaces with an equal time to creep fracture) which, on the contrary, may exhibit a 
very !arge difference between tension and compression. 

• The nonlinearity of the viscosity functions associated with the viscoplasticity law and 
with the darnage law. For the case of the power functions alone, it is known that the 
exponents differ significantly. 

Below, we use the appropriate notations for a second-rank darnage tensor if: and the as­
sociated thermodynamic force '!!· although it is not always necessary (since isotropic scalar 
darnage is used in certain applications). ln addition, it is recalled that all the functions and 
criteria may depend strongly on the temperature (thermally active phenomena) even if T 
is not explicitly specified. 

i. Standard approach 
This approach consists of considering only one dissipation potential for all the viscoplas­

ticity and darnage mechanisms. As for the rate-independent case, we can use an elasticity 
domain JP :::; 0 in the space of generalized stresses q;, Aj and a non-darnage domain fd :::; 0 
in the space of thermodynamic forces associated with the damage: 

(3.97) 

However, contrary to the rate-independent case, these domains may be exceeded (Jp > 0 
or fd > 0), causing viscoplasticity and damage. ~e, Ctj and if: may be involved in these 
criteria as parameters. We can construct the potential in two different ways: 

• Laws without multiplicative function: The dissipation potential is the sum of two 
nonlinear functions, Fp and Fd, constructed from JP and fd, for instance of the 
power functions: 

(3.98) 

(3.99) 

The rates of the state variables are then derived from this potential by the generalized 
normality rufe: 

(3.100) 

(3.101) 
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(3.102) 

By proceeding in this way, we distinguish between the nonlinear effects contained 
in the power functions (with, for instance, different exponents r and n). However, 
this approach is restrictive as regards the form of the multiaxial darnage criterion. ln 
practice, it is relatively difficult to reconstruct a criterion in the space of forces y which 
gives the isochronous surface forms observed in creep. The only way of proceeding 
is then to consider that fd also depends on the elastic strains, acting as parameters, 
and allowing the stress to be introduced indirectly by the elastic constitutive law. ln 
this case, the choice of the expression of criterion fd in the stress space is again free. 
This approach is purely standard. However, it uses the state variables as parameters, 
which is relatively artificial. The use of hardening variables a.; is necessary to introduce 
the nonlinear kinematic hardening laws by adding a quadratic term in Ai to JP and 
subtracting the corresponding quadratic term in a.;. which is identical to it by the 
state equations. 

• Laws with a single multiplicative function. This is the approach used by Benallal [47) 
and Lernaltre [40). We again write the dissipation potential as the sum of two terms: 

(3.103) 

but the generalized normality rule now involves a single multiplier function for both 
the viscoplasticity and the darnage mechanisms: 

· · ( A ) ;,.P = \ 8</J* = \ 8Fp A = A ~. i> '!!• ~ ... A A 
~ ßg; ßg; 

(3.104) 

(3.105) 

Now, exactly as for rate-independent plasticity, we can consider Fp as the sum of 
JP and a quadratic term in Ai, as in equation (3.44), and Fd as identical to fd· 
This approach is therefore less artificial than the first one. lt is however much more 
restrictive, since it is no Ionger possible to distinguish between the viscosity and 
darnage nonlinearities, since they have the same nonlinear function as a factor. ln 
particular, it is no Ionger possible to have two different exponents. 

ii. Quasi-standard approach 
ln this case, the existence of two independent dissipation potentials and two viscosity 

functions, also independent, is assumed simultaneously for the two mechanisms, viscoplas­
ticity and damage: 

Fd = Fd(f!; !J) 

~d = ~d('l!.; !!) 

(3.106) 

(3.107) 



Thermodynamically Founded CDM Models for Creep and other Conditions 245 

such that the generalized normality rule is now written: 

• P _ \ 8Fp .. __ \ 8Fp 
~ - Ap au aJ - "P aA. 

~ J 

(3.108) 

Here again, as for the laws described just above, we can choose Fp as the sum of JP and 
a quadratic term in Ai (to introduce the nonlinear kinematic hardening recovery terms) 
and Fd identical to fd· Otherwise, to return to the case of the first laws without multiplier 
functions, we can choose the viscoplasticity and darnage multipliers as two power functions: 

(3.109) 

This "quasi-standard" approach therefore avoids the rather artificial introduction of state 
variables ~e and ai, while combining the advantages of the t~o types of equations mentioned 
in the previous section. lf we want, we can even express ;\d directly as a function of the 
stresses (instead of forces y), which amounts exactly to Hayhurst's criterion [4] for creep. 
lt is however clear that by construction, dissipation remains always positive: 

<I>int = q" : ~- L Aj llj + 1t : ~ (3.110) 
j 

· ( 8Fp "'"' 8Fp) · 8Fd = Ap q- : au + ~ Ai 8A. + Ad 1l : ßy ~ 0 
~ J J ~ 

By definition, if the two potential functions Fp and Fd are positive and convex, and vanish 
at the origin, the two terms which are factors of ~P ~ 0 and ~d ~ 0 are independently 
positive. Obviously, the dissipation was also positive in each of the two approaches of the 
previous section. 

iii. Darnage as a fourth-rank tensor 
The above quasi-standard approach is practically the only one which allows a darnage 

cmerion based on stresses and anisotropic darnage described by a fourth-rank tensor to be 
included, while ensuring that the Second Principle is verified a priori. For this purpose, it is 
sufficient to choose: 

1 

Fd = !d(~) =II ~ IIQ -kd = ( ~: (~ :: ~)) 2 - kd (3.111) 

where Q is a fourth-rank tensor dependent on the material and kd is a threshold, possibly 
~ 

zero (a~ in conventional creep laws). Symbol :: denotes tensorial summation over four 
indices. ln this case, we have: 

Q::r 
D. \ 8Fd \ ~ ~ 

= Ad- = Ad 
~ ar 11 r 11 Q 

(3.112) 
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We can even choose the linear version [30], in which tensor q gives the direction of the 

darnage rate, in the principal system of effective stresses. We then set: 

Fd = ( tr9_ : t') -kd = ( 9_ :: t') -kd = (Qijkt Yijkt) - kd (3.113) 

such that: 

(3.114) 

where H is the Heaviside function. The Second Principle is again verified of course since: 

<T>int = l" :: j;} = ,Xd H(Q :: 't") Q :: l" = ,Xd (9 :: r.) ~ 0 
- - ~ - z - ·~ ·-

(3.115) 

4. APPLICATION OF CDM TO METALLIC MATERIALS 

ln this part, we treat some examples of macroscopic darnage models that are built up in 
the framewerk of Continuum Darnage Mechanics, considering successively ductile damage, 
creep darnage and creep-fatigue interaction. Illustrationsare given for some specific metallic 
materials, in the Situations where coupling effects between plasticity and darnage are not 
considered. ln the next Section we will examine the corresponding coupling effects. 

4.1. Ductile plastic darnage 
A. General 

A few examples of plasticity/damage coupling equations were given in Section 3.3 .. 
They are weil suited to the case of metallic materials and ductile damage. ln particular, we 
were able to study all the aspects involved in modeling: 

• Selection of the effective stress in elasticity in the elastic Iimit criterion and plastic 
flow law, 

• Selection of the hardening law and its coupling mode with the damage, 

• The generat principles for writing the criteria and darnage laws were recalled in Sec­
tion 3.4., in particular for the rate-independent formulations which are the ones to 
be used for the case of ductile damage, 

• lt was seen how the consistency conditions associated with plasticity and darnage 
apply in the case of a rate-independent theory (Paragraph 3.4.A.iii.), 

• Finally, we examined determination of the tangent operator associated with the com­
bination of the elasticity law and plasticity law, both coupled with the darnage law. 

Below, we give only one example of such a model, the one developed by Lernaltre [11], 
entirely based on thermodynamic concepts. Darnage and hardening are assumed isotropic, 
with a single mechanism governed by the increase in cumulative plastic strain. We use a 
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single dissipation potential and a single multiplier, common to plasticity and damage. ln 
addition, the thermodynamic force Y associated with the darnage D plays an essential role 
for fully expressing the multiaxial nature of darnage growth. ln spite of the restrictions related 
to the standard thermodynamic framewerk and the extremely simplistic and uncomplicated 
character of the growth model, this approach gives reasonable results that are consistent 
with many experimental data. Numerous attempts to generalize the same model to other 
concepts (kinematic hardening, viscoplasticity, creep, fatigue, etc.) are given in [40]. 

B. Formulation based on thermodynamics 
The state equations are defined by the free energy thermodynamic potential, i.e. in the 

isotropic case: 

( 4.1) 

We then find: 

(4.2) 

(4.3) 

The thermodynamic force Y associated with darnage can also be expressed as follows, 
taking into account the elasticity law ( 4.2) and the usual relations between .>., J.t and E, v: 

Y = 2 E(;~ D)' [ ~ (!+ v) + 3 (!- 2v) (;:) '] (4.4) 

where aeq is the equivalent von Mises stress, aH is the hydrostatic stress, E is Young's 
modulus and v is Poisson's ratio. 

The darnage growth law introduced is fully consistent with the standard thermodynamic 
framewo,t{ discussed in Paragraph 3.2.B.(i). The dissipationpotential is chosen in additive 
form (3.26). More specifically, the darnage part of the potential is a quadratic function of 
Y: 

s (y) 2 

Fd = 2 (1- D) S (4.5) 

and in the particular case of rate-independent plasticity, we can write: 

. · äFp Y ~ Y . 
D = .>. äY = S 1 - D = S p (4.6) 

Taking into account a simple hardening law, defined by a power function of the accu­
mulated plastic strain, the selected yield surface has the form: 

aeq aeq } 1/m f =---R-a=--- (p -a <0 
p 1-D y 1-D Y-

(4.7) 

where K, m and S are coefficients depending on the material. By combining ( 4.6) and ( 4. 7) 
with (4.4), when plastic flow occurs (fp = 0), we obtain a differential equation for growth 
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of the ductile plastic damage. Since m is very large compared with 2, we can neglect the 
variation of p to obtain a linear growth law between D and p: 

. aeq aH . K2 2 [2 ( ) 2] D = 2 ES 2 E (1- D)2 3 (1 + v) + 3 (1 - 2 v) aeq P {4.8) 

This equation can be integrated in the case of radial loading for which a eq/ aH is constant, 
by selecting the following Iimits: 

p <Po (damage threshold) -+ D = 0 
p =PR (RVE fracture) -+ D = Dc 

We then find [11]: 

D=PR~'Po ([~(l+v)+3(1-2v) (;:)'] p-p0 ) (4.9) 

After identification of constants p0 , PR, Dc and m from tensile tests, this model is capable 
of correctly reproducing the influence of triaxial nature of the stresses on the ultimate 
strength [11] (Fig. 4.1). lt gives results comparable to McCiintock's model [53] or Rice 
and Tracey's model [54] and can be used for the metal forming Iimit curves [55]. The 
thermodynamic framework used by Rousselier [56] for the case of large strains Ieads to 
similar results. Fig. 4.2, taken from [57], illustrates the effects of strainjductile fracture 
darnage coupling for a steel. 

1,5 

0,5 

0 

' \ ' \ ~ 

•-.::,~ . --. •'-... ----
....... ---- -- aH/aeq 

2 3 

Figure 4.1. lnfluence of the triaxial nature of stresses on the ultimate strength of two steels. 
___ domain covered by McCiintock and Rice-Tracey's models; ----- domain covered 
by Lemaltre's model 
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Figure 4.2. Strain/ductile darnage coupling. Application to tension on A151-1010 low carbon 
rolled steel. -- -- experiment; __ plasticity; ....... viscoplasticity 

4.2. Creep darnage 
A. Uniaxial creep equations 

The oldest CDM model is Kachanov's (1] which, again in the uniaxial case, is expressed: 

{4.10) 

The concept of net stress is obvious here. The larger the section of cavitated grain bound­
aries, the larger the increase in cavity growth, with an unstable mechanism (and w --t 1 at 
fracture, to simplify). Rabotnov's model [3) is slightly more sophisticated: 

w = (~) r (1- w)-k {4.11) 

lt gives a better description of the tertiary creep curves (by coupling with viscoplastic 
behavior). lt is used below in Paragraph B. and in Section 5.1. 

For a creep test (at constant stress), darnage law {4.11) is integrated for w varying 
between 0 and 1 and t varying between 0 and tc. The solution is found easily, yielding: 

w = 1 - ( 1 - ~) k~l 1 ( a:) -r 
tc = k + 1 A {4.12) 

The power function ( 4.12b) between a and the time to fracture tc is relatively weil verified 
experimentally. lt should be noted that exponent r decreases with the temperature, as is 
the case of most materials for thermally activated phenomena. A relatively general property 
for most metallic materials can also be noted: exponent r is slightly lower than exponent 
N of Norton's law, the secondary creep law (power function tps = (a/K)N). Generally, we 
observe 0.6N < r < N. 
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B. Multiaxial creep 
Creep darnage depends on the stress mulitiaxiality. lt can be seen that, depending on 

the material, the multiaxial criterion corresponds either to the maximum principal stress 
(copper), or to a criterion more like the von Mises criterion (aluminum alloys) or other 
combinations (various steels). Two types of multiaxial criteria were proposed for isotropic 
materials: 

• A product type criterion with parameter a depending on the material: 

x(q-) = (I:t)a (aeq)l-a (4.13) 

resulting from micromechanical considerations. However, this criterion puts too much 
emphasis on the maximum principal stress I:1. ln effect, with this criterion, a pure 
uniaxial compressive stress (I:1 = 0 !) does not cause any damage. lt is however weil 
known that darnage occurs (except perhaps in the case of copper) due to intergranular 
shear phenomena and local transverse stresses caused· by inhomogeneities in the grain 
orientation and Poisson's effects. 

• Hayhurst's criterion [4] is preferable, since it combines three invariants additively: the 
maximum principal stress I:1, the hydrostatic pressure aH and the equivalent von 
Mises invariant aeq: 

(4.14) 

This criterion includes two parameters, a and ß, that depend on the material. lt 
allows darnage under pure uniaxial compression ( I:1 = 0, aH = -lal/3, aeq = Iai) 
when a + 2ß < 1. 

The creep darnage law under multiaxial conditions (but with scalar, isotropic damage) 
is written easily by analogy with the uniaxial equation (4.11): 

w = \ x;,_) )r (1- w)-k (4.15) 

C. Anisotropie creep darnage laws 
The anisotropic models of creep damage, of which there are actually very few, generally 

obey the same hypotheses: the darnage growth law is a scalar equation qualitatively relating 
the darnage growth rate to the loading variables and cumulative damage: 

w = J(q-, w) (4.16) 

The two theories described briefly below for tensorial darnage (second- or fourth-rank) 
both include the use of several multiplicative factors, shown schematically on Fig. 4.3. 

i. Murakami-Ohno's formulation [8] 
The darnage is described by a second-rank tensor. The net stress tensor is used (Sec­

tion 2.1.C.) to characterize multiaxiality and the trace of the darnage tensor is used to 
introduce nonlinearity of the darnage growth. The direction of the rate of tJ is expressed as 
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darnage 
rnultiaxiality nonlinearity 

and nonlinearity as function of direction of 
growth rate : in stresses : X the darnage: X growth rate 

of rJ: 
!!: x(<r) invariant of rJ: 

Figure 4.3: Structure of the creep darnage rate equation 

a linear combination between an isotropic criterion ('y = 0) and a direction determined by 
the direction of the maximum principal value of net stress ('y = 1): 

~ = s (x(<r*)r [Tr (!- rJ:)rk [(1- ,)! +, ~( 1 ) 0 ~(1)J (4.17) 

ln the first term, the stress function x(<r*) can be defined by Hayhurst's criterion (4.14). 
The term involving the darnage depends on invariant Tr (rJ). ln the third term, parameter 1 
sets the direction of the growth rate of rJ: and ~(1 ) denotes the maximum principal direction 
of the net stress tensor <r*. Obviously, ( 4.17) degenerates to Rabotnov's equation ( 4.15) 
for the case of isotropic damage. The only material parameters to be identified are: 

• Exponentrand constant B, determined directly from the relation between stress and 
time to fracture in pure creep under uniaxial loading. These parameters are strongly 
dependent on the temperature, 

• Exponent k obtained from the data on darnage measured during tertiary creep ( e.g. 
through the concept of effective stress, as indicated in Section 2.1.C.), 

• Coefficients o:, ß of Hayhurst's criterion; a few multiaxial creep elements are then 
necessary, 

• Parameter 1 which can be accessed through metallographic data ( decohesion direc­
tions), by coupling with the elastic or viscoplastic behavior or finally through non­
proportional loading tests ( e.g. tension then torsion ). 

Recent applications of this anisotropic creep theory are summarized in Skrzypek and 
Ganczarski (58]. 

ii. Chaboche's formulation [44] 
ln this theory, the variable used to describe the current darnage state is a fourth-rank 

tensor J2. The darnage law has the following form, similar to ( 4.17) of the previous theory: 

b = / x(it) )r [x(it)] k [(1- !)I+ 'Y r] 
::: \ A x(<r) ::: ::: 

(4.18) 
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The first term includes Hayhurst's stress function. lt determines both the multiaxiality of 
the criterion and nonlinearity as a function of the loading. The second term gives nonlin­

earity as a function of darnage through the ratio x(q-)fx(tz), homogeneaus with respe~t 

to the scalar (1 - D)-1 for isotropic loading. The third term gives the direction of 12 
as a linear combination between an isotropic direction (fourth-rank unit tensor as !J and 

a direction of maximum anisotropy, defined by tensor r expressed in the principal~ space 

of effective stresses. ln the initial theory, this tensor wis determined by micromechanical 

analysis for a network of parallel microcracks, by analogy with the effective elastic behavior. 

The anisotropy of the evolution of 12 allows prediction of a different total time to fracture 

depending on the non-proportionality of loading. Fig. 4.4 illustrates the case of tensile creep 

for a time t* continued by torsional creep for the same equivalent stress x( tz) (tu is the 

time to tensile fracture and tR is the time to total "tension + torsion" fracture, whereas ~ 
is a material parameter involved in tensor {'). 

4.3. Fatigue and creepjfatigue interaction 
A. A fatigue darnage accumulation model 

A simple model proposed by Chaboche [31, 59] allows nonlinear fatigue darnage accumu-

lation to be described, while correctly expressing the Wöhler curves for periodic conditions: 

dD Da(ua,umean) [ aa ]ß 
-- (4.19) 
dN - (au- amax) M(amean) 

1.4 

(a) 

a=l {j=O k=O 
-y = o E = o.s 

? 1.2~_:;..-----':\ r=5 

r = I ' 

IL-------~------~--
0.5 I t*/t0 

E=O 
r=5 

-· --!!-
1.2 

0.5 

Figure 4.4. Calculation of time to fracture for creep under tension then torsion. (a) ~ = .5, (b) 
~ = 0, _____ (haboche's theory; -. - . - . - .- Murakami-Ohno's theory; -- Kachanov's 
theory 
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(4.20) 

where aa is the applied stress amplitude, au the UTS (Uitimate Tensile Strength), a 1 

the fatigue Iimit for the loading considered, given by a linear dependency on the mean­
stress a mean and M is a linear function in a mean (similar to a 1). A and Mo are coefficients 
characteristic of the material. The key to this model is exponent a, which depends on the 
stresses. 

8. Principle of creepjfatigue interaction model 
One advantage of Continuum Darnage Mechanics is to provide a natural way of predict­

ing the interactions between damages of different physical types. Direct summing, justified 
by the effective stress concept, i.e. summing not the physical defects .themselves but their 
mechanical effects, Ieads to a darnage growth law of the form (10]: 

dD = fc(a, D) dt + fp(amax, amean, D) dN (4.21) 

where functions fc and h are deduced from the selected equations and determined for pure 
creep and pure fatigue. First, weshall examine the justification of {4.21). Actually, fatigue 
darnage is of a different nature than creep darnage (transcrystalline microcracks near the 
surface of the part in the first case, cavities on the grain boundaries throughout the volume 
in the second case). The interaction at structural microscale involves complex mechanisms 
when both types of darnage are present simultaneously, i.e. when the loading involves both 
cycling and hold times at high temperature. ln the general CDM approach, creep damage, 
called Dc. and fatigue darnage DF correspond to the mechanical effects of the physical 
defects, through the concept of effective stress. We then see how the effective stress due 
to the creep damage, then the effective stress due to fatigue darnage (the opposite would 
give the same end result) can be defined successively for a given state Dc. Dp. This is 
illustrated for tension by: 

a 
ac = ---

1- Dc 

{4.22) 

lt can be seen that the approximation D = Dc + Dp amounts to neglecting the second-order 
product Dc Dp. 

The fatigue darnage model indicated above, ( 4.19), expresses the effects of nonlinear 
darnage accumulation. Before combining it with the creep equations of Section 4.2., it must 
be made capable of expressing the actual mechanical behavior of the material damaged 
by fatigue as weil. However, it is known that such darnage does not become mechanically 
perceptible until very late, and therefore corresponds to very nonlinear growth. We therefore 
use a one-to-one change of variable in (4.19) 

D +-t 1- (1- D)ß+l, {4.23) 
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which respects the Iimits (D = 0 and D = 1) and does not change anything in the fatigue 
lives predicted by (4.19) (regardless of the loadings considered). This yields: 

dD __ [1 -(1 -D)ß+l]"'(u,.,um•••l [ aa ]ß 
dN (au- amax) M(amean) (1- D) 

(4.24) 

and it is this equation which is combined with the creep law to simulate fatiguejcreep 
interaction. 

This model was successfully used on many alloys. lt has the advantage of being a 
predictive model, since the coefficients characterizing the material are nearly all determined 
by pure fatigue tests (at high temperature; relatively high frequencies from 10 to 100 Hz) 
and pure creep tests (only coefficients a of the fatigue model, (4.20) and k of the creep 
model, ( 4.18), can be fitted to experimental data involving interaction effects). 

C. Possibilities for improvement 
Such a formulation can be improved for the physical processes, but at the cost of greater 

complexity. For instance, environmental effects can be involved in two different ways: 

• ln the fatigue term, by including a frequency effect (depending on the environment). 
This effect can be deduced from the oxidation kinetics [60) and taken into account 
in a darnage growth law leading to microinitiation. 

To preserve the consistency of the model, the fatiguejcreep interactions must not 
be taken into account until after initiation, when the fatigue microcracks propagate 
into the regions damaged by creep. ln such a model, the time affects two Ieveis, as 
shown in the diagram of Fig. 4.5: before microinitiation by the oxidation effect on the 
fatigue term, then by interaction between creep and micropropagation. Work has been 
conducted on this subject since the end of the 1980s, in particular in references [61, 
62, 63]. 

Oxydation G) I } 
Fatigue @ L Fatigue @ ) 

initiation N 1 propagation N 

Creep Q) J +- r-1 -C-re-ep ___ @_t----.1 
......________ I . 

Miere-initiation 

Figure 4.5. Diagram of timefcycle interactions in a model with microinitiation/micropropagation 
separation 
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• ln the creep term, but this is not explicitly included in the current formulations. 
Actually, it is reasonable to consider that oxidation implicitly affects the creep terms 
(and the corresponding tests). Let us assume that the real process is described by: 

dD = J(a, D, f/J) dt df/J = g(a, D, f!J) dt 

(4.25) 

These equations give the kinetics of the creep damage, the variable f/J describing 
oxidation and plastic strain (with coupling by the effective stress hypothesis). lf we 
now assume that oxidation does not directly affect the deformation process, fjJ vanishes 
from the last equation. Then, for a given stress, in the case of a creep test for instance, 
we can integrate the first two equations ( 4.25) and obtain a relation between fjJ and 
D. Substituting it in the first equation formally yields a system such as: 

dD = F(a, D) dt dcp = H ( 1 ~ D) dt (4.26) 

which can be identified with a pure creep equation. This can be done analytically 
using the power functions of a, D, f/J. 

D. Fatiguefcreepfoxidation interaction model 
To illustrate the firsttype of improvement mentioned above, we give the results obtained 

by Gallerneau's model [60] for single crystal superalloys (protected against oxidation). The 
model is not described in details. lt is consistent with the diagram shown above in Fig. 4.6, 
with: 

• An initiation law of a type similar to ( 4.19), but coupled with oxidation, 

• An oxidation law, 

• A micropropagation law of a type similar to ( 4.24), but corrected for the initiation 
part, already taken into account, 

• A pure creep law identified by tensile creep tests. 

The two time-dependent kinetics (creep and oxidation) are expressed using temperature 
dependencies satisfying the Arrhenius equation (thermally activated phenomena), whereas 
the fatigue law is identified as independent of the temperature by normalizing the stress 
by the static fracture stress au(T) (two different expressions of au(T) are used, one for 
the base meta( in the propagation part and the other for the protection, which has a large 
brittle region, in the initiation part). The model contains very few material coefficients and 
operates over a very large temperature range. Fig. 4.7 and 4.8 give the predictions of the 
model at 950 and 1100 °( for reversed loadings . 
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Figure 4.6: Microinitiation/micropropagation on a coated superalloy 
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5. STRUCTURAL COMPUTATIONS AND LOCAL APPROACHES TO FRAC­
TUPE 

5.1. Viscoplasticity coupled with darnage 
The generaf formafism was devefoped in detaif in Sections 3.3. and 3.4. for both time­

independent pfasticity and for viscopfasticity. Here we give a few additional efements in 
the context of the appfications, considering onfy the case of viscopfasticity coupfed with 
damage. More specificaffy, to arrive at an exercise which can be sofved anafyticaffy, we 
Iimit oursefves to the case of isotropic elasto-visco-plasticity with isotropic hardening and 
isotropic damage, i.e. a scalar variable D. We assume a viscoplastic potential in the form: 

n- _!I_ [ aeq ] n (5.1) 
- n + 1 J( pl/m 

where aeq is the second invariant, i.e. the equivalent von Mises stress, applied to the effective 
stress tensor, and p is the accumulated plastic strain defined by its rate: 

. ~-p·p P = -€ :c; 3 ~ ~ 
(5.2) 
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We determine the coupled viscoplastic law by the normality rule: 

·p 3 . tz' . 1 [ Ö'eq ]n (5.3) 
~ = 2 P aeq P = 1- D (1- D) K pl/m 

ln addition, creep damage is given by Rabotnov-Kachanov's law: 

D = (X~) )r (1- Dtk, (5.4) 

where x(cz) is the stress function associated with Hayhurst's criterion (see (4.14)). We 
apply these equations to the particular case of simple tension, which yields: 

,, ~ (K :~mr (1- nt·~· v ~ Gr (1- nt' (5.5) 

First of all, the variation of D can be neglected for primary creep. We then find the end of 
primary creep strain E~ by integrating (5.5a) at constant stress: 

(5.6) 

The two equations (5.5), coupled by D, express the tertiary creep and give the expression 
of the creep fracture strain. For constant stress, the integration of (5.5b) first gives: 

( t) k~l 
D=1- 1-t: 

1 ( a) -r 
tc = k + 1 A (5.7) 

then the constitutive equation is written: 

dcp = ( 1 - t)- m (;r dt (5.8) 

lntegrating for a constant a yields: 

[1 _ ( 1 - t/tc ) ~+~] 
1 - t• /tc 

(5.9) 

k-1 
Epa = c; + -k-­+n 

( a ) n ( t•) ~+~ 
K(c~)l/m tc 1 - tc 

t* = -.!.!!._ (!!._) -n (c*)~ 
n+m K P 

(5.10) 

The exponents are generally in the following order: r ::; n ::; k. We deduce that the ultimate 
strain Epn is a decreasing function of the applied stress under creep. Fig. 5.1 shows that 
the agreement is good for the IN100 alloy, both for tertiary creep and for ultimate strain. 
The following construction is simplified by neglecting primary creep (i.e. when m--+ oo). 
ln this case: 

(5.11) 
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Figure 5.1: Tertiary creep model and prediction of ductility on the INlOO superalloy 

where f:p. is given by the secondary creep law f:p. = (a / K)n. Fig. 5.2, normalized, shows 
how the tertiary creep part can be interpreted to determine the value of coefficient k of the 
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Figure 5.2. Schematic description of tertiary creep and the ratio between ultimate strains calcu­
lated with and without coupling (time vs strain) 
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creep darnage law. We set the ratio >. = EPR/(E:p. tc). which yields: 

k = 1 + >.n 
>.-1 

J.-L. Chaboche 

(5.12) 

We can use the same type of coupled approach for cyclic loadings, combining: 

• A viscoplasticity law with kinematic hardening (nonlinear), 

• The creep darnage law mentioned above, 

• The fatigue darnage law and taking into account fatigue/creep interaction as men­
tioned in Section 4.3. 

Figs 5.3 to 5.5 concern the INlOO polycrystalline superalloy. They are taken from [30]. 
Here again, darnage was assumed isotropic and deactivation under compressive loading was 
neglected. However, Simulation of the decrease of stiffness and stress amplitude during a 
test under controlled strain (Figs 5.3 and 5.4) was satisfactory as was the description of 
the tertiary effect under controlled stress ( cyclic creep with equal holding tim es for tension 
and compression, Fig. 5.5). 
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60 
23ß 
269 
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Figure 5.3. Cyclic elasto-visco-plastic behavior coupled with damage. INlOO superalloy at 1000° 
C. Test with controlled elongation 
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5.2. Prediction of time to crack initiation 
The mechanical part of a crack initiation prediction method includes four basic steps: 

• (i) Determination of the constitutive equations, in particular for describing the cyclic 
inelastic behavior 

• (ii) Calculation of the stresses and strains in the structure from the applied loadings, 
temperature~ and Ioad variations (monotonic or cyclic) 

• (iii) Determination of the darnage laws and initiation criteria 

• (iv) Calculation of the darnage growth and time to crack initiation from the stresses 
calculated in (ii). 

These steps may be carried out in different sequences. ln the conventional approach, 
which is the one used for most practical applications, coupling between the behavior and 
darnage is assumed when calculating the stresses and strains in the part (step (ii)). Fig. 5.6, 
taken from [40], illustrates the computation diagram for this case. This amounts to assuming 
that the calculated stress states without darnage (during the stabilized cycle, for instance) 
continue to prevail up to the crack initiation. This neglects the additional redistribution 
induced by coupling with darnage and the prediction is conservative, as was shown for the 
comparisons made in the case of creep [64]. The differences are reasonable, at least for the 
fatiguefcreep life context, which generally justifies this decoupled approach. 

Elasto-(plastic) 
constitutive equations 

Structural analysis 

Coupled 
elasto-plastic and darnage 

constitutive equations 

Darnage mechanics 

Figure 5.6. Schematics of uncoupled structural analysis, darnage processes being calculated in a 
local post-treatment 

The modern approach, so far used for structures of a reasonable size, consists of taking 
coupling into account when calculating the structure behaviour. Steps (ii) and (iv) are 
combined in a single computation, obviously much more costly since it requires calculating 
the entire life of the part. Fig. 5.7, taken from [40], shows the diagram corresponding 
to this calculation. ln the case of low-cycle fatigue, accounting simultaneously for the 
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stress redistribution caused by cyclic plasticity and by darnage requires calculating "a/1" the 
consecutive cycles, which is currently unfeasible, even on the largest computers. However, 
cyc/e jump methods and algorithms which can facilitate this type of analysis and Iead to 
real industrial applications in the near future, have been developed [65, 66]. 

5.3. Local approaches to fracture 
A. The principles of local approaches 

Fracture Mechanics methods based on phenomenological relations between cracking 
rate and global parameters such as the stress intensity factor, are extremely practical and 
relatively easy to use. Such methods are very valuable tools with a wide range of applications. 
However, in certain cases, for instance when plasticity is not confined, or in the case of creep, 
such propagation laws may prove defective or be more complicated to use. 

The purpose of local approaches to fracture is to provide a substitution tool, which, 
although possibly more costly, is better founded physically and has a more predictive charac­
ter. These methods consist of calculating the crack tip stress and strain fields as accurately 
as possible (taking all the history effects into account) and applying a local fracture criterion 
(to the most stressed material element in the crack tip). Two kinds of techniques can be 
used in the framework of finite element methods: 

• Application of the criterion at a critical distance from the crack tip (generally on 
a finite element) followed by release of the crack tip node when the criterion is 
satisfied (taking the stress redistribution induced by this "discrete" crack propagation 
into account). This method was successfully used for fatigue [67, 68, 69]. ductile 
fracture [70]. and creep [71]. lt has the drawback of using discrete increments and 
depending on the fineness of the mesh. 

• Taking total coupling into account by CDM. Continuous crack growth is then de­
scribed by a gradual decrease in the local strength of the damaged material. The 
crack is the locus of the material points for which critical darnage is reached 
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(D = Dc = 1) [72). This method was used for creep [73, 74, 75, 76). and duc­
tile fracture [77, 78). Fig. 5.8 shows the example of a CT specimen cracked by creep, 
with total stress redistribution in the crack tip simulated by the completely damaged 
region. Such a redistribution is characteristic of fully coupled Continuum Darnage Me­
chanics, at least when the elasto(visco)plasticity law coupled with the darnage causes 
the stress to approach 0 when the darnage approaches 1, as was seen in Section 3.3.C. 

W=40mm 
B= 10 mm 
F =- 7350 N 
302 elements 
666 nodes 

o2 2 IM Pa) 

0 0,2 0,4 x(mm) 

Figure 5.8. Simulation of crack propagation by creep using a local approach. CT specimen, IN CO 
718 alloy at 600° C 

B. Numerical problems associated with total coupfing 
The second type of local approach is attractive, because it corresponds to a complete 

prediction conducted using constitutive models identified on simple experiments. Unfortu­
nately, the numerical computations show that convergence is not obtained with the fineness 
of the 20 mesh. This is due to a localization effect when the volume element reaches insta­
bility conditions [78, 79, 80). For instance, in the case of creep of a CT specimen, only the 
first row of elements is completely fractured and the global result (calculated crack growth 
rate) depends strongly on the height of the first row. Several techniques can be used to 
overcome this difficulty [79, 81): 

• (i) Place a lower Iimit on the size of the finite elements using a concept of charac­
teristic volume associated with defect statistics [77, 78), 

• (ii) lntroduce higher-order gradients in the darnage constitutive equation for strain 
and stress, 

• (iii) Use localization limiters [79), in particular a strain defined different than locally, 
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• (iv) Use a non-local darnage law for definition of the darnage growth law, while 
preserving a local definition for strain [81, 74, 80). 

lt is the latter approach (iv) which is developed briefly below. The approach used in 
[80) concerns the darnage rate, for instance for creep. The non-local definition of this rate 
is given by: 

D(x) = In f/J(x, ~) 15(~) d~ 
In qy(x, ~) d~ {5.13) 

where x and ~ denote the point considered and any point in its vicinity D. ln the integral, D 
is the growth law suchasthat defined locally as in {4.15) for creep. For the neighborhood 
function f/J, we can choose a Gaussian function: 

fjJ = exp _ ( /1 x:. ~ II) 2 
{5.14) 

where d* represents a characteristic distance on the scale of the material microstructure 
{for instance, grain size for creep in polycrystalline alloys). 

The use of this non-local definition of darnage has several advantages: 

• Convergence with the fineness of the mesh is ensured, while keeping the characteristic 
distance d* constant: the completely damaged region, i.e. the crack, which preserves 
a finite distance, extending through the thickness of several elements; 

• Consecutive reloadings of the Gauss points during fracture of the neighboring points 
{because of stress redistribution) are completely eliminated. The variations are thus 
more continuous and Iead to improving the efficiency of the integration algorithm; 

• The concept of Representative Volume Element is taken into account objectively, 
which is necessary for darnage phenomena, to integrate a sufficient number of defects 
in the volume element. The size of the finite elements corresponding to discretization 
of a problern of Continuum Mechanics is no Ionger related to the RVE size, which 
depends essentially on the material. 

6. DAMAGE MODELS IN BRITTLE MATERIALS 

Brittle materials are those in which no major strain occurs before darnage and ultimate 
fracture of the RVE ( or part). Excluding glass and solid ceramics, not covered herein, this 
type of behavior is encountered in concretes and composites. Very often, brittleness is 
observed macroscopically even when the matrix on the local scale is capable of deforming 
( considerably in the case of certain organic matrices, but locally, which means that the 
composite preserves a generally brittle behavior). One of the main features is therefore the 
fact that the macroscopic behavior can be expressed by an elasticity law coupled with the 
damage. Below, we very briefly review a few uses of Continuum Darnage Mechanics for this 
type of situation. We consider applications only for some composite materials. 
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6.1. Application to various composites 
A. Scales 

Before discussing composite damage, the scales used and the main mechanisms involved 
should be recalled. They include: 

• The scale of the structure or the composite part ( wing box structure, panels, stiffened 
panels, etc.), often made of a Iaminate. Certain very macroscopic approaches then 
consider the Iaminate as a macroscopically homogeneaus material. However, such ap­
proaches have become obsolete. The finite element method is now used for designing 
parts in the framework of a "plate" or "shell" or "3D" representation , dissociating the 
kinematic aspect (discretization of displacements) from the behavioral aspect which 
must be analyzed for each ply. 

• The scale of the elementary ply (Fig. 6.1) which. is the scale we use for developing 
the macroscopic constitutive equations (scale sometimes called "mesoscale" ). lt con­
cerns the unidirectional ply in Organic Matrix Composites or sometimes fabrics (plain 
weaves for SiC/SiC composites, satin weaves for C/PMR15 composites, etc.) . The 
composite material (yarn + matrix or fiber + matrix) is then considered macroscop­
ically as a continuum, even in presence of darnage (transverse cracks for instance). 
ln this framework, the interface phenomena between plies can be modeled using a 
special medium (interface layer, as in the work of LMT-Cachan [41) , [82), [83) , [51]} . 

A A A 
tvtntuaflJ, A 
3D rtinforcements 

- a- - b -

Figure 6.1: Various components of Iaminated composites 

• The microscale is the scale taking into account the elementary behavior of the con­
stituents: matrices, fibers, fiberfmatrix interfaces, etc. ln certain cases, the behavior 
of the woven composite is analyzed by a dual microjmacro transition (fiber + matrix 
-+ yarn, then yarn + matrix -+ composite fabric) . 

• An even finer sca/e would be the one involved in the fiber j matrix interfaces ( diffusion 
regions, different interphases, etc.) which is outside the framework of this discussion . 
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B. A hierarchical approach 
ln this context, the work conducted over the passed few years at ONERA, in particular 

the research of P.M Lesne and J.F Maire [84], [85], [86] led to developing a hierarchical 
approach to the constitutive equations for the various composite systems (Fig. 6.2): 

-----Hierarchical models-----... 

Elastic Elastic Elastlc Elastic 

Darnage I Darnage Darnage Darnage 
+ Deactlvatlon + 

+ + Viscoplasticity 
Irreversible "Piasticity" + 

straln hysteresls 

Figure 6.2: A hierarchical approach to the behavior of composites 

• The basic configuration is woven ceramic matrix composites (CMC's), such as 
SiC/SiC, whose behavior is essentially elastic with nonlinearity caused by the darnage 
{decrease in the elastic properties) as weil as very clear darnage deactivation effects 
under compression. The models obtained, already very sophisticated, are implemented 
in industrial computation codes. They are detailed below. 

• Irreversible strains due to darnage and plasticity type effects were introduced for 
C/SiC and C/C composites. 

• For C/PMR15 composites used in SNECMA engines, damageable viscoplasticity 
and/or viscoelasticity models were developed to account for the anisotropies, the 
hysteresis effects during the loading and unloading cycles, creep and relaxation phe­
nomena, and partial or total recovery effects. 

• These macroscopic models are now being applied to organic matrix composites 
(OMC's) used as unidirectional Iaminates. Different but similar versions have been 
developed for SiC/Ti metallic matrix composites (MMC's) using approaches with 
micro/macro transitions [87], [88], [89]. 

The general approach is in the context of Continuum Thermodynamics with internal 
variables, and more specifically in the framework of CDM. For plasticity and viscoplastic­
ity problems, kinematic hardening concepts are used in a relatively conventional scheme 
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(for metals). For damage, the more sophisticated versions take the following aspects into 
account: 

• Scalar darnage variables associated with microcracks oriented by the highest strength 
components (fibers, yarns) 

• Tensorial variables (second order) to describe microcracks which orientation is related 
to the directions of the stresses applied and their history 

• The models are used to describe possible darnage caused by compression (splitting 
type cracks) 

• Darnage deactivation phenomena are accounted for by a criterion consistent with both 
the elasticity operator symmetry and the continuity of the stress/strain responses 
regardless of the multiaxial loading sustained by the composite. 

Thesemodelsare of course determined from experiments (macroscopic), generally ten­
sionjcompression at 0° and 45° (or 90°). They may be validated on multiaxial experiments 
under simple or complex loadings. Section 6.2.C. shows results for SiC/SiC, for which ten­
sionjtorsion experiments on tubes were successfully conducted at ONERA, supplying an 
exceptionally rich database [90). Tension/interna! pressure tests were also conducted on 
the same specimens. A few results are given below. From all the work on the various types 
of composites, it appears that there are currently three types of difficulties or shortcomings 
in the macroscopic models: 

• Darnage deactivation is insufficient for certain shear stresses because of the restrictive 
II stress/strain response continuityll condition. Research is being done to II expandll 
this deactivation condition based on micromechanical analyses of the crack closure 
phenomena and the associated energy storages/dissipations; 

• Loadingjunloading hysteresis phenomena and the associated residual strains in sys­
tems without viscosity or plasticity of the matrix. This point is not discussed herein. lt 
requires taking into account fiber / matrix/interface/ matrix crack phenomena involv­
ing decohesionjinterface friction mechanisms. This is clearly an area where research 
is required; 

• Fracture criteria which can be of two sorts: either involving critical values as material 
parameters or preferably by systematically searching for the instability /bifurcation 
conditions associated with the structural analyses themselves. 
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C. Application to the SiC/Ti metallic matrix composite 
To illustrate the possibilities of this hierarchical approach to the constitutivefdamage 

equations for composites, below we give a few comparisons between experiments and 
simulations using models developed in the framewerk of this approach. The case of ce­
ramicfceramic composites that can be suitably simulated by damageable elastic models 
will be discussed later (Section 6.2.). Herewe give only a brief review for composites with 
a significant inelastic behavior, without developing the models themselves. 

The material consists of long fibers in a titanium matrix. lt is used unidirectionally and 
is tested in the longitudinal direction and the 90° direction at temperatures of 450° C and 
550° C. A macroscopic model of the elasto-visco-plastic behavior coupled with darnage was 
developed [87]. [88] based on a micromechanical analysis and microfmacro transition. This 
model takes into account the residual manufacturing stresses, the viscoplastic behavior of 
the matrix, combined darnage in the fiber and matrix and darnage deactivation effects. 

Figs 6.3 and 6.4 show that the model gives a correct description for tension in the 
longitudinal direction, for which the behavior is essentially elasto-visco-plastic (with high 
stiffness) and for tension in the transverse direction, for which strong darnage (fiber /matrix 
interface fractures) with a significant decrease in the modulus of elasticity visible during 
unloading is observed, followed by the development of plastic strain. 

Fig. 6.5 gives an example of controlled cyclic transverse loading under stress (increasing 
Ieveis) in which the same observations are made. ln addition, for high amplitudes, the 
plasticity varies cyclically both under compression and under tension. On the contrary, at 
low amplitudes, darnage deactivation is observed instead on the transition to compression 
around a zero strain. 
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Figure 6.3: Longitudinal tension on a SiC/Ti composite at 450° C 
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Figure 6.4: Transverse tension on a SiC/Ti composite at 450° C 
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Figure 6.5. Prescribed stress testing of the SiC/Ti MMC at 550° C and corresponding simulation 
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stress stress 
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-cycle50 

Figure 6.6. Cyclic loading with prescribed strain on an SiC/Ti MMC: (a) experiment from (91); 
(b) simulation 

Finally, Fig. 6.6 shows the simulation of an experiment with controlled (repeated) strain, 
which even more clearly shows the deactivation phenomenon that occurs for a zero or slightly 
positive total strain. The significant relaxation of the corresponding stress can be observed 
on deactivation ( change of the modulus of elasticity). 

6.2. Modeling of ceramicfceramic composites 
Here we specialize the theories given in Section 3. and adapt them to the case of brittle 

composites. The possibility of irreversible strain caused by the darnage (not introduced in 
Section 3.) and some plastic strain is however assumed. The modeling of darnage deacti­
vation effects for compressive-like loadings is central in the present case (see Fig. 6.7). 

A. State law 
The internal variables are either strains or darnage variables. ln particular, we identify: 

~c. the strain tensor at the darnage deactivation point; ~P. the plastic strain tensor (due to 
matrix inelasticity mechanisms); 8i, i = 1, 2, 3, three scalar damage·variables representing 
the microcracks which directions are given by the initial principal anisotropy axes of the 
material, i.e. the directions of the reinforcements (fibers, yarns, etc.); and tj, the tensorial 
darnage variable (second order), representing the microcracks which directions are related 
to those of the loading which caused them. The free energy is postulated in the form: 

•1• = !(e- eP): A : (e- eP) + !(e- ec) : b..Aeff: (e- ec) (6.1) 
'f/ 2 - - :::' 0 - - 2 - - :::' - -
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Figure 6.7. Tension/compression on SiC/SiC composite. (a) in the 0° direction; (b) in the 45° 
direction 

Frorn this we deduce the stress tensor: 

u = 87/J = (A + ~A eff) : ( e - ec) + A : ( ec - gP) 
"'J Oe ~ o ~ ,.... f'V ~ o /'V "' 

(6.2) 

This equation contains the term corresponding to the undamaged material and the term 
affected by damage, which also contains the closure strain (with the unilateral condition). 

The stress state corresponding to ~ = ~c is given by q;c = ~o : (~ - ~P). Under 
pure tension, it corresponds either to a negative value (Fig. 6.8a) or to a positive value 
(Fig. 6.8b). The plastic strain ~Pis defined with reference to the initial undarnaged behavior 
(stiffness ~o) with a released configuration frorn the deactivation state ~c, q;c, as illustrated 
in Fig. 6.8a. The darnage effect is introduced by fourth-rank Operators with ~ eff = ~ given 
by the equation: ~ ~ 

3 

~~ =- L8i [~i: lfoL- [~(~): lfoL 
i=l 

{6.3) 

in which all the darnage is considered active. The subscript s indicates the tensorial principal 
syrnrnetrization. For scalar darnage 8i, operator 4i is expressed in the fixed directions 
Pi, qi, 'E.i associated with the reinforcernents. For i;stance, for woven cornposite, Pi is the 
vector orthogonal to the "i" yarns in the plane of the fabric, 9_i is the vector in the dlrection 
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(a) Uc < 0 (b) Uc > 0 

Figure 6.8. Tensionfcompression deactivation diagram for two closure positions and corresponding 
definition of plastic strain 

of the yarn, and !:i is the vector orthogonal to the plane. -1i has the form: 

4i = an ~i ® ~i ® ~i ® ~i + a12 [ (~i ® ~i) ® (~i ® ~i) L 

+a13 [(~i ® ~i) ® (!:i ® !:i)L + ß12 [(~i ® ~i)s ® (~i ® ~i)s] (6.4) 

+ß13 [(~i ® !:i)s ® (~i ® !:i)s] 

where an, a12, a13, ß 12 , ß 13 are coefficients depending on the material. ln the particular 
case of orthotropic fabric, i.e. with orthogonal yarns, the formulation is simplified since 
there are only three vectors, p 1, p 2 , p 3 , orthogonal in pairs. For the tensorial variable, the 
darnage effect tensor is given by (3.17} of Section 3.1.8 .. 

B. Darnage deactivation 
The modelling of the darnage deactivation effect, corresponding to the closure of some 

microcracks under compressive-like loadings, is a difficult problem. lt has been discussed 
in [92]. Several theories from the Iiterature arenot acceptable, due to the presence of discon­
tinuous stress-strain responses for general multiaxial non-proportional loading conditions. 
The proposed approach follows the proposal by Chaboche [93] of a deactivation that forces 
response continuity. A similar formulation has been reused in other works, like [94), [95]. 
When one of the damages is deactivated, we use 4 elf given by: 

3 

~~ + 171 L <5iH( -Ei) ~i: [1-i: ~oL: ~i 
i=l 

3 

+112 LH(-En;)JYi: [-g(~): ~oL: JYi 
i=l 

(6.5) 
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where H is the Heaviside function and ni are the principal directions of the tensorial 
damage. ci = Pi·~·Pi and cn; = ni·~·ni are the strains normal to the corresponding 
principal damages. The fourth-rank projection operators, .Pi and J.Yi are defined from E_i 

and !!i by relations such as .Pi = E_i ® E_i ® E_i ® E_i· ~ ~ 
The closure criterion is furmulated in the microcrack axes or the principal directions 

of the second-rank tensor. lt corresponds to the change of sign of the associated normal 
strain. Here, the principle is applied to the case where there are two types of damage, 
scalar and tensorial. The expression of the stress is given by (6.2) by simple derivation. 
The thermodynamic forces associated with the scalar and tensorial darnage variables are 
somewhat complicated to express because of the closure effects: 

Yi = - 0°~ = -21 ~: [(-1i: ..{!o) - 171H( -ci) .Pi: (-1i: ..{!o) :.Pi] : ~ (6.6) 
Ui ~ ~ B ~ ~ ~ B ~ 

ßtf; ~ ( Tr- -T) 1-~ (-) 11 = - ßtj = 4 ~ tz + tz r~ + - 2- tz·~ s 

-~2 t,H( -e;;) [~ (~j Tr !!) H:j Tr~j) + 1; { (!!)-~)),] (6.7) 

where ~ = ..{f" 0 : ~. e3~ =N3· :e=cn*.n3·®n3·, 
,-v ~ "' ,- -

C. Darnage growth law 

-• K * tz; = ~ 0: ~j· 

The darnage laws result directly from the general formalism given in Paragraph 3.4.A.2. 
The criteria associated with the scalar darnage are multiple interrelated criteria defined in 
the space of thermodynamic forces Yi and have the form: 

fi = 9i (t aij {yj)) - / To + t bijOj) ~ 0, i = 1, 2, 3 (6.8) 
J=l \ J=l 

where an = a22 = a3a = bn = b22 = b33 = 1. The coupling coefficients such as a12 

are used to adjust the shape of the non-darnage surface in the region y1 > 0, y2 > 0, 
whereas b12 is used to adjust the variation of criterion h = 0 when darnage d1 varies 
(62 = 0) or vice versa. When forces Yi are negative, we exclude them from the criterion 
(McCauley's symbol). Functions 9i describe the darnage growth kinetics and r0 defines the 
initial threshold. 

We use a special form for the tensorial variable: 

f ~ g[x(!!.,~'!!+)\(1-x)Trl!] 
-p0 - ( Tr tj- (1- () Tr (1J.tj) ~ 0 (6.9) 

which involves a combination of two invariants. ln the first, for x = 1, the initial anisotropy 
of the composite is included by tensor q. Moreover 11+ denotes the positive part of tensor 

y. The second (x = 0) is introduced to have as special case a material in which the darnage 
varies isotropically. The role of ( is explained below. 
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The darnage evolution equations are then given by: 
3 

:. -"" . 8/j Ui - L....t J-l · -
j=l J ßyi 

d-. ßj 
~ - J-t a'!L 

in which the scalar multipliers satisfy the consistency conditions such that: 

if fJ < 0 or jj < 0 

if !; = jj = 0 
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(6.10) 

(6.11) 

lt can be noted that because of the linearity of the free energy as a function of the darnage 
variables, the thermodynamic forces are independent of it and the multipliers of the scalar 
and tensorial criteria are therefore determined in a decoupled manner. 

A key point to be stressed concerns couplings between directions in the case of non­
proportional multiaxial loadings. For instance, Iet us assume a uniaxial damaging Ioad in 
direction 1, followed by unloading and a new loading in orthogonal direction 2. Fig. 6.9 
schematically illustrates what is given by the different criteria: 

• The few existing experiments ([96]. [90]. (86]) appear to indicate that the non-darnage 
domain is less extended in direction 2 after damaging in direction 1 (which would not 
have been the case without prior damage); 

initial 

uncoupled tensorial 
~-- evolution 

inverse coupled 
evolution (scalars) 

Figure 6.9. Diagram of darnage under bi-axial loading: (a) experiment and evolution with in­
verse coupling (scalar variables); (b} isotropic evolution; (c) LMT model; (d} decoupled evolution 
( tensorial variable) 
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• A model such as the one used by Ladeveze [82] gives a new non-darnage surface 
more extended in direction 2 than in direction 1 (which is contrary to experimental 
data); 

• The tensorial model (6.9) with x = 1 and ( = 1 gives the same extension in both di­
rections. ln effect, the threshold varies isotropically in a purely scalar manner ( criterion 
with isotropic evolution); 

• Multiple coupled criteria give results closer to the experimental data, with a decrease 
in the non-darnage threshold in direction 2. Forthis it is sufficient to choose negative 
coupling terms such as b12 in {6.6); 

• Finally, the tensorial criterion of (6.9) with x = 1 and ( = 0 allows the threshold tobe 
kept unchanged in direction 2 while the darnage and corresponding threshold increase 
in direction 1. To summarize (and in the principal ad hoc space), the threshold 
function varies with y1 d1 + y2d2 , which means that afterdarnage d1 caused by y1 > 0 
with y2 and d2 equal to zero, the threshold in direction 2 for y2 = 0 remains equal to 
the initial threshold. The evolution with this criterion are therefore decoupled between 
the directions. This criterion is used below to model the axial tensionfintemal pressure 
tests on SiCfSiC composites. 

D. Examples of use 
We give a few results from a very complete experimental analysis conducted on a 

SiCfSiC composite produced by SEP. This work includes tensionfcompression testing 
(monotonic or cyclic, increasing amplitude Ioads), tensionftorsion testing on tubes and 
tensionfcompressionfintemal pressure testing on tubes. 

The model is determined from experimental tensionfcompression data in the 0 and 45° 
directions. Fig. 6.7 shows a comparison for the oo direction. The agreement is satisfactory, 
both for axial strain and transverse strain. lt can be seen that the darnage deactivation 
effect is extremely marked for this type of material, with almost complete recovery of the 
initial modulus of elasticity after compressive loading. ln this case, the deactivation strain 
~c was taken as equal to zero. 

Figs 6.10 and 6.11 (90], (86] show the results obtained on a thin tube under ten­
sionftorsion for proportional monotonic loadings with various Ioad ratios. The model very 
correctly predicts the multiaxiality effects, although it was not determined on such experi­
ments. The transverse strains of Fig. 6.10 should be noted in particular. 

The bi-axial tensionfintemal pressure test on the tube of Fig. 6.12 [86] corresponds 
to cyclic tensile loading (with increasing maxima) continued by intemal pressure loading, 
also at increasing Ieveis (the end effect is almost completely compensated). The lower part 
of the figure shows excellent agreement between the calculated and measured modulus of 
elasticity (secant modulae). 

lt can be seen that the stress Ievei in direction 2 ( circumferential) causing the start of 
the drop in modulus E22 is only slightly higher than the initial threshold under axial tension, 
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Figure 6.12. Prediction of the variation of Young's modulus (directions 1 and 2) on SiC/SiC for 
incremental tensile loading cycles followed by incremental internal pressure loadings. 

leading to the drop in rnodulus E11 . This test clearly shows the requirernent for a cornbined 
criterion such as the one given by (6.9) to keep the darnage threshold frorn changing in 
direction 2 while the darnage progresses by tension in direction 1. 
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CREEP-PLASTICITY INTERACTION 

E. Krernpl 
Rensselaer Polytechnic Institute, Troy, NY, USA 

ABSTRACT 
lnelastic analyses are needed for predicting the lifetime of one-of-a-kind components operating 
under severe conditions of loading and environment. Examples arepower generation and propulsion 
machinery and chemical processing plants. The components are subjected to steady and cyclic 
loading which involves nonlinear monotonic and cyclic behavior. ln addition, rate dependence, 
creep and relaxation are present. These phenomena must be captured in a constitutive equation 
suitable for inelastic analyses. 

The "unified" viscoplasticity theory based on overstress (VBO) was formulated using the 
experiment-based approach. Servo-<:ontrolled testing machines and strain measurements on the 
gage length are employed to measure the response to a given input. The responses contain the 
influence of the changing microstructure. ln VBO no yield surface is used and rate dependence 
is present at every temperature. The high temperature formulation has a static recovery term 
and provides for softening. Softening is the result of diffusion, which counteracts the hardening 
due to inelastic straining. Low and high homologous temperature qualitative properties such as 
the behavior under very fast, very slow monotonic, rate-dependent loading are investigated in 
addition to creep, relaxation and cyclic loading. The low homologous temperature formulation 
admits a long-time asymptotic solution, which is thought to apply to the "flow" stress region of 
the stress-strain diagram where special relaxation properties are observed in real materials and in 
the model. References to papers by the author and his students show that primary, secondary and 
tertiary creep can be modeled with VBO in addition to anomalous behavior. lnelastic strains are 
observed and modeled in recovery experiments at zero stress. 
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1. INTRODUCTION 

Modern society expects predictability and reliability in the performance of engineering 
structures in addition to their safe operation at a competitive cost. Engineering practices 
to incorporate these demands in one-of-a-kind structures differ from those employed for 
mass produced items. The latter are usually subjected to simulated service testing to insure 
safety and reliability. For large structures and machinery as weil as for large manufacturing 
processes this approach is not possible because of the cost and the time involved. lt is not 
possible for example to test a prototype power plant for 30 years before producing it! 

Consequently, for one-of-a-kind machinery or manufacturing processes, the perfor­
mance, reliability and safety must be assessed early in the design stage, long before the 
machine is built or the process started. Examples are energy generating equipment (steam 
and gas turbines, refineries, pressure vessels) or propulsion machinery Qet engines and rocket 
motors), or the manufacturing of large components. ln these cases, analyses of safety, reli­
ability and performance must be made prior to actual production. 

The incre!=lsing use of electricity in the 1930s led to the construction of new plants 
initially designed for more than twenty years of steady-state operation. Long-term creep 
rupture was a failure mode, which had to be prevented. Creep rupture was observed to 
occur in the quasi-elastic region of the stress-strain diagram. Conventional methods of 
using yield as a failure criterion were unsafe and therefore not applicable. Accordingly creep 
theory was developed Bailey [1), Odqvist and Hult [2), Rabotnov [3]). Creep failure was 
more limiting than plastic deformation and creep analysis provided an independent means 
of analysis of structures operating at elevated temperatures. 

The situation changed when the power plants designed for steady-state operation were 
required to respond to the cyclical power requirements of modern society. The demand 
fluctuated with the time of the day and the seasons. Steam and gas turbines had to be 
started up and shut down. These relatively few start ups and shutdowns caused severe 
thermal stresses in the thick components which were designed for steady-state operation. 
Local plastic deformation occurred and led to unexpected low--cycle fatigue failures. Similar 
operation histories were found in jet engines, which had also frequent start-stop operations. 
The thermal stresses were so severe that plastic deformation was found to occur especially 
in stress raisers where low--cycle fatigue failure was observed. Worldwide investigations on 
low--cycle fatigue at room and elevated temperatures were undertaken and design rules 
to prevent low--cycle fatigue failure were developed. Low--cycle fatigue, high--cycle fatigue, 
creep, overload and buckling became failure modes that had to be considered in the design 
stage, long before the structure was ever built. For a review of the life prediction aspect 
the reader is referred to Sehitoglu [4); Krempl [5); Woodford [6]) and the references cited 
therein. 

While these developments in the field stimulated the modern design needs, two other 
changes in technology became significant factors: Finite element programs and the im­
provement of mechanical testing capabilities through advancements in computer systems 
and other electronic equipment. The former made the nonlinear analysis economically pos­
sible and the latter helped to provide the needed knowledge of inelastic material behavior. 
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The analyses of field failures showed that cracking occurred at stress raisers where the 
region of inelastic behavior was confined to a small zone. This zone is generally consid­
ered to be under "strain control" by the surrounding elastic deformation. The new testing 
machines using servcrcontrol and strain measurements on the gage length were able to 
simulate strain control. Such simulations could not have been reliably performed with the 
old testing technology. Starting in the 1970s, strain-controlled, cyclic deformation studies 
proliferated and provided information on the deformation behavior as weil as on the lifetime 
of engineering materials. Aside from continuous cycling, hold-times under constant stress 
or strain were introduced to simulate the actual situation as close as possible. lt became 
evident that the hold-times had a significant effect on lifetime and on the deformation 
behavior. The results of low-cycle fatigue studies strongly suggested that a cycle to cycle 
analysis is needed. There were, and still are, many voices claiming that detailed analyses 
are not needed since they unnecessarily increase the design cost. However, the advent of 
economical computing power counteracts the claim of excessive cost. lt is now possible to 
perform nonlinear analyses economically in the design office, and indeed it is being done but 
with old material models that are not commensurate with the available computing power 
and the experiments obtained with modern testing equipment. 

There is still another factor that supported the development of new material models, 
the revival of continuum mechanics. From the turn of the 19th century to the late 1940s 
mechanics of materials consisted essentially of solving boundary value problems in linear 
elasticity. After World War II the emphasis shifted to the basics of representing material 
behavior in stress analysis. The concepts of bodies, forces, kinematics, conservation laws 
valid for all continua and the constitutive equation, which represents a particular material, 
were clearly delineated. When new material behavior was found the on-going developments 
in continuum mechanics were available for use. Considerable progresswas made in nonlinear 
fluids and finite elasticity, which is a widely used model for rubber. 

The metallic materials of interest here provide a special challenge for continuum me­
chanics since they change their internal structure during inelastic deformation. Due to these 
changes in the internal make-up the deformed material is in essence a new material. lt is 
known from materials science that mechanical properties are very sensitive to the internal 
structure of a meta! or an alloy. As an example the yield strength of copper can easily 
change by a factor of two through cold work. 

To account for these internal changes the author has proposed an experiment-based 
approach. This approach is a variant of a motto used in materials science. lt states that 
the current microstructure and the current loading conditions determine(s) the current 
response (Bold added by the author). The addition of the bold face text is necessary since 
a metal or alloy that is in the same state will exhibit different behavior in a creep and in 
a relaxation test for which the test conditions are zero stress rate and zero total strain 
rate, respectively. lf a model is based on experimentally observed behavior and the model 
reproduces the observed behavior, then the model obviously includes the effects of changing 
microstructure. 
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2. PHENOMENOLOGY IN MATERIALS MODELING 

2.1. "Physical" vs. empirical approaches 
The approach discussed here is frequently labeled empirical with the connotation that 

it is inferior to the physical, micromechanism-oriented approach. Before a conclusion can 
be reached the objectives of the research have to be defined. 

Here the purpose is to have a mathematical model of the deformation behavior of a 
material in stress and lifetime analyses of engineering structures. Because of this require­
ment the model must be commensurate with modern computational methods. lt must be 
formulated in three dimensions and must be a good model of the material. 

ln engineering applications Iang-Iasting, steady motions are interrupted by cyclic loading. 
lt is therefore necessary to consider monotonic loading at different rates, cyclic loading and 
creep and relaxation motions. lt is not sufficient to consider on.ly one motion or only steady­
state conditions. Transients are important as weil since the severity of loading is frequently 
highest in this type of loading. 

The physical approaches have usually different objectives. Their aims are to elucidate the 
internal mechanisms that enable the macroscopic deformation and to learn from them how 
to improve the performance of to-be-made new materials. As a consequence a particular 
motion is selected, experiments are performed in a uniaxial setting and the mechanisms are 
delineated. Examples are the Ashby maps for creep and plasticity, see Frost and Ashby [7]. 
The mechanisms for steady-state operation are weil documented. But even in this case 
the constants for the creep and plasticity equations must be determined from macroscopic 
experiments. ''Theory gives the form of the equation; but experimental data are necessary 
toset the constants which enter it," page 6 of Frost and Ashby [7]. Moreover certain mech­
anisms are identified by macroscopic evidence. An example is the "Power-law Breakdown," 
that is observed at high stresses, see Frost and Ashby [7], page 13. lt is stated that the 
power-law breakdown " is evidently a transition from climb-controlled to glide--controlled 
flow (Fig. 2.5)". The statement does not mention the mechanisms first, rather the failure 
of the power law to predict the creep rate gives rise to a physical explanation. 

An excellent description of the creep and plasticity deformation mechanisms is provided. 
But this information is of limited usefulness for other motions. lt is never mentioned that 
plasticity and creep ensue under completely different boundary conditions in testing. lt is 
unlikely that the equations derived from creep or plasticity mechanisms can give useful 
results for other motions, say for cyclic loading. 

2.2. Constitutive equation vs. response function 
To understand the aforementioned assertion it is necessary to describe the difference 

between a response of a material to a given loading or input and a constitutive equation 
(CE) or material model. 

ln mechanical testing an input to a specimen in the interval (0 tot) causes an output in 
the interval (0 tot), where t is current time. The input and the changing properties (such 
as changes in dislocation density) of the specimen influence the output. lf a different input 
is used then a different output has to be expected in general. 
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The constitutive equation of a material (CE) must be synthesized or invented from the 
input-output pairs. Finding a CE requires the solution to an inverse problem, which, even 
in the case of linear behavior, may not be unique. The response function is not a CE. lt 
is only the answer (response) of the material to a specific input or question. Creep is the 
answer to a constant stress, relaxation is the answer to a constant strain input. The CE 
must be such that different outputs can be obtained for different inputs such as creep and 
relaxation. Only the response functions are manipulated in a physical approach. They do 
not obtain the CE. 

ln a widely quoted book Frost and Ashby [7] analyze the mechanisms of creep. The 
mathematical form of different response functions is related to different observed micro­
mechanisms. Only response functions are manipulated and no CE is given. No guidance is 
provided on how to predict say for example relaxation using the data of the book. 

From an engineering Standpoint such guidance would be helpful. Frost and Ashby [7] do 
not consider cyclic loading and do not address the difference between a response function 
and a CE. So there is no guidance from the authors how to proceed. 

A stress analyst will have to generalize the response functions used by Frost and 
Ashby [7] to a CE. ln this book the power law is frequently discussed and this response is 

now used for application to cyclic loading by writing "f = :s + B c;l) n 1::1 where the 

notation by Frost and Ashby [7] is used. The shear modulus is fL, "fand a 8 is the shear strain 
rate and the shear stress, respectively. From dimensional considerations the constants B 
and fL are not independent, only their combination can be determined, no matter what the 
underlying mechanism may be, Tachibana and Krempl [8]. Were this equation now used to 
simulate a strain controlled cyclic test no hardening or softening and no Sausehinger effect 
would 'Je predicted. This is not the prediction that one would expect from a physical model. 

This result is not surprising. After all, the stress is constant and the deformation is 
monotone in the creep test. ln contrast, the stress is continuously changing in a cyclic test. 

A proper CE is a mathematical expression that can only be solved after the input has 
been used to specialize the CE. The equations describing the Standard Linear Solid (SLS) 
and VBO are CEs. Different differential equations result when the CEs of the SLS or VBO 
are specialized for creep (stress rate equal to zero) or relaxation (strain rate is zero). Then 
the modified CE can be integrated to yield the creep (relaxation) curve, which is the answer 
of the CE to the question "constant stress ( strain )". lf the conditions for cyclic loading are 
inserted into the CE then the solution of the modified equation should predict the cyclic 
behavior. See Appendix A for some examples. 

lt is much easier to find a mathematical expression to describe a response than to find 
the CE. A response function only needs a curve fit. The CE has to be synthesized or invented 
from all the known input-output pairs which is a difficult task. Consequently many response 
functions are used as a CE, see the remarks on pp. 105-106 and 115-116 of Krempl [9]. 
lf response functions are employed, perhaps in modified form, an incomplete description of 
the material will be used. 

ln the physical, mechanism oriented approaches, CE is almost never established. lnstead 
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response functions are employed most of the time as material models. 
Macroscopically, the state of stress and strain in the gage section is uniform and the 

specimen serves as a representative volume element provided certain conditions are met. The 
wall thickness of the specimen allows a sufficient number of grains through the thickness. 
We assume that these conditions are met and consider the specimen a representative volume 
element. Then the output to a given input contains information on the changing internal 
structure of the material. We will not be able to identify individual mechanisms since the 
volume element integrates over all mechanisms, but their combined effects influence the 
output of the volume element. Moreover, the specimen response is directly in a formthat 
can be used in formulating continuum laws. 

The question arises as to how many different inputs are needed to characterize a metal 
or alloy. There are no clear-cut answers to this question as some say that an infinite number 
of inputs are needed. To restriet the domain, we will consider a uniaxial state of stress only. 
A minimum number of different inputs include monotonic loading at different rates, in Ioad 
and/or displacement control, creep (stress rate is zero), relaxation (strain rate is zero) and 
cyclic loading. From the outputs to these inputs a constitutive equation can be invented. 
This CE must meet the requirement to produce under identical inputs the same outputs as 
the real material. Continuum mechanics and mathematics enable a three dimensional CE 
for use in stress analysis. Bi-axial tests serve as a check on the predictions of the model. 

From this procedure it is clear that the phenomenological CE for a given material is 
not necessarily a unique model. Synthesizing the CE from various input-output pairs is not 
a unique process. The CE contains, however, essential features of the real material. For 
the motions described above realistic answers will be obtained. This cannot be assured for 
response functions. 

The physical approaches use almest exclusively uniaxial tests and no physically based 
tool seems to be available to generalize the information to three dimensions. The usual 
method is to introduce effective stresses and strains, but that is not sufficient. These 
quantities apply only in the isotropic case and are invariants of the stress or strain tensors 
that are based on continuum mechanics and not on physical mechanisms. 

lt appears that the physical approach and the experiment-based approach proposed by 
the writer have a common background. Both use the same uniaxial experiment to obtain 
material information. The experiment-based approach employs the results of the experiment 
directly to formulate a CE. The physical approach determines the micro mechanisms first 
but then uses the same data as the experiment-based approach to fit response functions 
rather than finding CEs. lt is not clear how the micromechanism based approaches can be 
applied to motions other than for which they have been curve-fitted. 

2.3. Curve-fitting and the absence of physical input. The experiment-based 
approach 

Frequently, the phenomenological approach is downgraded as being not physical and 
consisting only of curve fitting. Even the physical approach has to engage in curve fitting 
if data useful for engineering analysis are to be provided. The physical theory does not 
provide the constants, see the above quotation from Frost and Ashby [7], page 6. ln the 
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experiment-based approach curve fitting is also necessary. 

The invention of a CE does not involve curve fitting at all, but is instead a process of 
synthesis. Curve fitting is performed frequently for response functions with the physical and 
with the experiment-based approach. 

Once a CE or a response function is established the constants of the CE and of the 

response function must be determined from experimental data of a given material. To 
fix terminology the author would call the determination of the constants of a Ramberg­
Osgood or of a creep law curve fitting. Once the constants are fitted the Ramberg-Osgood 
or the creep law can only model the tests that were used to determine the constants. They 

have no predictive capability. Determining the constants for a combined isotropic/kinematic 

hardening incremental plasticity theory or for VBO would not constitute curve fitting. Once 
the constants are determined there is predictive capability. For example the behavior in 

cyclic loading could be calculated. 
lt is clear that a phenomenological approach cannot distinguish between competing 

micromechanisms. But it can identify important microstructure-based mechanisms that 
affect the specimen response. The following example illustrates the method. Annealed type 
304 stainless steel is known to exhibit significant cyclic hardening and rate dependence at 

ambient temperature, see Krempl [10] for an initial paper on this subject. 
The question arises as to how hardening influences the rate dependence, i.e. whether 

a hardened sample would showdifferent rate dependence than an annealed specimen. One 
way to answer this question would be by the use of micromechanics. The other way is 
through the response of specimens subjected to a suitable input. A strain rate cycling test 

was chosen to get the response of the annealed material, see curve A in Fig. 2.1. The rate 

sensitivity can be estimated by the difference in the flow stresses at a certain strain once 
inelastic flow is established. Specimen B underwent cyclic loading in torsion until the changes 

; • the hysteresis loop were very small. Unloading to the origin provided no residual strain. 
The so hardened specimen was then subjected to the same input as specimen A. The result 

is identified by B. To a first approximation the rate dependence remained unaltered and the 

hardening increased the flow stress. lt is therefore termed plastic and rate independent. 
The comparison of the outputs of two specimens subjected to the same input permits 

the conclusion that the hardening is predominantly rate independent or plastic. This result 
suggests that there are at least two mechanisms of hardening, one rate independent the 

other rate-dependent. The model should then have two repositories for modeling hardening. 

This is true for VBO, see [11, 12]. For a simulation of cyclic hardening under proportional 
and non- proportional loading including the hardening described in Fig. 2.1, see Krempl 

and Choi [13]. 
The information contained in Fig. 2.1 says clearly that the hardening is predominantly 

plastic or rate independent, which implies that the drag stress should not be the repository 

for hardening. lt would change the rate dependence, see Krempl [11, 12]. Rather, the results 
suggest that the hardening affects the equilibrium stress which is the rate-independent 

contribution to the stress. Since the equilibrium stress is thought of as a repository for the 
changing defect structure VBO suggests that the hardening is predominantly coming from 
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Figure 2.1. Strain rate cycling of type 304 stainless steel at room temperature. Curve A annealed, 
Curve B after prior torsional cycling. As a first approximation rate dependence is unchanged, 
hardening is plastic. 

a change in dislocation density, from entanglement of dislocations and other mechanisms 
that increase the obstacle density for dislocation movement. Although we have identified a 
possible source of hardening, these mechanisms need not be known in detail in a continuum 
approach. Their total effect must and can be accounted for. 

The combined experimental/theoretical approach proposed and used by the author takes 
advantage of the specimen or volume element to "integrate" the effects of all mechanisms. 
The real material behavior as it is influenced by the changing microstructure is accounted 
for and can directly be used in the continuum formulation. The writer has called this method 
"experiment based" and has used it in the development of VBO for metals and alloys and 
solid polymers. 

3. INFLUENCE OF TEMPERATURE ON THE MECHANICAL BEHAVIOR OF 
METALS AND ALLOYS 

3.1. Materials science point of view 
lnelastic deformation of metals and alloys is considered a rate process and is caused by 

a change of the internal structure. Dislocation movements, generation and annihilation of 
dislocations and other changes of the defect structure alter the material and influence the 
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response. The metal or alloy changes its internal structure and may become a material with 
different mechanical properties but with the same chemical composition. As deformation 

progresses an increased force is needed for plastic flow to develop; the material is hardening 
and exhibits an increasing yield strength. 

At all temperatures time--dependent deformation occurs and is important (Nix, Gibeling 

et al. [14]). As the temperature increases thermal softening due to diffusion processes 
couhteracts the hardening. One way to account for the influence of the diffusion is to 

introduce the homologaus temperature defined as the ratio of operating temperature to 
melting temperature measured in °K. The homologaus temperature will be designated by 
B. 

At(} < 0.4 hardening by defect structure changes and dislocation interactions predomi­
nates and the effect of diffusion or recovery is small. This temperature range is the normal 
operating range of most structures. 

As the temperature increases, say 0.6 > (} > 0.4, diffusion and low temperature mech­

anisms compete with one or the other prevailing. They can also be balanced to reach a 

steady state deformation such as found in creep with constant strain rate. The model for 
this behavior is the so-called Bailey-Orowan law, see LeMay [15], p. 187 and Gittus [16), 

p. 287. The Operating temperature range for power generation and propulsion machinery is 

in this range. The deformation behavior is of considerable technological importance. 
ln the range (} > 0.6, the diffusion-controlled recovery is dominant and very little 

hardening is observed. Forming processes are taking place in this temperature range. The 

transition from a solid to a fluid state is an interesting subject and is important in casting and 

welding simulations. These regions portray a continuous transition from low-temperature 

behavior to the melting of the alloy. No sharp demarcations of various regions are considered. 

3.2. Engineering approach 
ln contrast, current engineering approaches have distinct demarcations. An example of 

this practice is to be found in design codes. ln these codes the creep regime starts at a 
given temperature that is material specific. ln the ASME Code for power plant materials, 
the creep range starts at 700 °F. Below this temperature creep is not considered to be 
important and the stress analysis uses elasticity and rate (time)-independent plasticity as 
material models. ln the designated creep range creep rupture is limiting and classical creep 

theory is employed Bailey [1]; Odqvist and Hult [2]; Rabotnov [3]. A distinction between 
creep strain and plastic strain is made. ln most of the cases plastic strain is negligible and 

creep theory alone is sufficient and no difficulties arise. But the appearance of plastic strain 
and the identification of creep and plastic strain cause difficulties with the concept and with 

the formulation, see Odqvist [17]. 
For other alloys the temperature at which creep analysis starts is different, but the 

method is the same. Rate (time)-independent plasticity and combined plasticity and creep 

are generally used. Plasticity and creep models were developed independently and were 

combined as soon as finite element programs were ready to accept these nonlinear models 

and as soon as technology demanded their use. This was the case in the 1970s when the 
high-temperature, fast breeder reactors were in the design stage and when jet engines 
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needed the inelastic analysis for lifetime assessments. 
After a discussion of the classical approaches using creep and plasticity modern state 

variable theories and their application to monotonic, cyclic loading with or without creep 
and relaxation are discussed. Both thermal and isothermal applications are included. 

4. CLASSICAL PLASTICITY AND CREEP 

4.1. The constitutive equations 
The theory is developed for small, true strains € and true (Cauchy) stress 0'1 , bold face 

symbols denote tensors. lt is assumed that the total true strain increment consists of 

(4.1) 

where the superscripts denote the elastic, plastic, creep and thermal contributions to the 
overall true strain increment. Only isotropic material behavior is considered. The quantity e 
denotes a deviator obtained from e = €- (1/3) tr ( €) I where tr denotes the trace operation 
and I is the identity tensor. The use of deviators implies that the plastic and creep increments 
are volume preserving. The thermal strain increment is given by d€th = a dT I where a is 
the coefficient ofthermal expansion and where T is the absolute temperature. The elastic 

strains are calculated from d€el = d [ 1 + v s + ~ 1 - 21/ ( tr 0') I] . The differential form 
E 3 E 

insures that the elastic deformation is path-independent for temperature dependent elastic 
modulus E and Poisson's ratio v, see Lee and Krempl [18]. 

A typical isotropic creep law is given by 

(4.2) 

with Fa positive, increasing function of the effective stress a = J~ tr (ss) and the effective 

creep strain ecr = ~ tr (ecrecr). The stress deviator iss. We require that F [0, ecr] = 0 as 

weil as F [a, 0] =/= 0. The creep strain is zero at the start of any creep test. lt is seen that 
the creep law is formulated independently of plasticity. 

lt has no influence on creep except through the initial conditions for the strain due to 
the incremental form of (4.1). 

Plasticity in turn is independent of creep. A representative plasticity law is 

depl = d,\ ß j ( 4.3) 
80' 

where f is the yield function. lt depends on a and can depend on accumulated inelastic 
strain or inelastic work and on the kinematic stress. 

11t might be argued that a distinction between true and engineering quantities is not needed. However, 
a contemplated future extension to finite deformation suggests the introduction of true quantities. ln the 
uniaxial case the theory can be applied for finite deformation without any problems and then a distinction 
between true and engineering quantities is essential. 
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4.2. Some qualitative predictions of creep and plasticity theories compared with 
experiments 

There are numerous creep data that show the modefing capabilities of the above creep 
law for monotonic loading. Using a power law for F [ ] and only a dependence on the 
effective stress secondary or Norton's creep can be reproduced. This Norton model has 
become the workhorse for creep analysis and is widely used. 

However, when transient conditions and cyclic loadings are considered then some defi­
ciencies of the creep equation become apparent. Examples are the following observations. 

The creep equation ( 4.2) predicts that the creep increment is the same whenever the 
stress and the creep strain are the same. Consider two specimens subjected to the same 
stress. At the beginning of the creep test creep strain is zero so that the first creep strain 
increment is determined by the stress alone and is the same for the two specimens. ln the 
second increment the stress and the creep strain are identical which results in an identical 
creep strain increment in both cases. Equation ( 4.2) predicts that whenever the creep 
stress is the same the creep curve is the same. Some experiments show different results, 
see Fig. 4.1. Four creep test results at a stress of 140 MPa at 650 ac with a stainless 
steel are shown. The first test designated by + shows a "normal" creep curve, i.e. the 
stress is reached on loading. For the other three the stress is reached after loading to a 
plastic strain and subsequent unloading. lt is seen that the creep strain is reduced and that 
the reduction in creep strain increases with an increase of the prior plastic strain or prior 
maximum stress. These results are usually attributed to creep-plasticity interaction. The 
conventional explanation isthat prior plasticity has hardened the alloy and as a consequence 
the creep rate is reduced when the creep test is performed during unloading. There are 
other indications of such behavior, see Krempl [11, 20]. These results show that the creep 
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Figure 4.1. Creep rate at the same stress Ievei is !arger on loading than on unloading, from Ohashi, 
Kawai et al. [19]. 
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deformation is path dependent, which is at variance with the prediction of ( 4.2). 
A second example depicts the inadequacy of ( 4.2) in transient conditions is given in 

Fig. 4.2 from Kujawski, Kallianpur et al. [21]. Two room temperature experiments on Type 
304 stainless steel are shown. The dashed curve represents a Ioad controlled tensile test 
with an engineering stress rate of 0.7 MPajs. The second specimen underwent multi-step 
200 s creep tests. At the end of each creep test loading is resumed with the stress rate 
employed in the first specimen. The accumulated creep strain is a measure of the average 
creep rate. lt is seen that the creep segments labeled b, d, and f do not start from a stress 
Ievei on the dashed curve but creep segments a, c, e, and g do. Although the stress Ievei 
increases in going from a tob, c to d and from e to f the average creep rate diminishes. The 
creep rate, therefore, need not increase with an increase in stress Ievei. This "paradoxical" 
behavior indicates that (4.2) is not fully adequate for describing the transient behavior. The 
behavior is easily explained with an overstress dependence of the inelastic strain rate, see 
Krempl (20]. 
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Figure 4.2. Creep rate does not necessarily increase with an increase in stress Ievei. Type 304 
Stainless Steel at room temperature, from Kujawski, Kallianpur et al. [21). 

When the design tools for the fast breeder reactor were developed by Pugh, Liu et al. 
1972 in the 1970s Oak Ridge National Labaratory performed several critical tests. ln the 
first a specimen was exposed to a 1200 °F, 2500 h creep test in which it accumulated 
about 0.8% strain in creep. The specimen was cooled to ambient temperature and was 
subsequently subjected to tensile loading. The results are shown in Fig. 4.3. lt is clearly 
seen that there is an influence of prior creep on the subsequent tensile behavior. The authors 
anticipated that the hardening could be accounted for by starting the tensile test at the 
accumulated creep strain. lf the predictions of plasticity and creep theory would have been 
correct the tensile curve of the creep-tested specimen would have reached the stress Ievei 
at A in Fig. 4.3. lnstead the curve exceeds that stress Ievei. 

There is also an influence of prior room temperature cycling on the subsequent creep 
behavior see Fig. 4.4 from Pugh, Liu et al. (22]. The creep deformation at 12.5 ksi of the 
virgin First Specimen is much larger than that of the Third Specimen, which was cycled at 
room temperature. Clearly, prior plastic cycling has hardened the stainless steel so that the 
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Figure 4.3. Prior creep deformation influences the stress behavior at room temperature, from 
Pugh, Liu et al. [22]. 

creep strain accumulation is reduced. Cyclic behavior at room temperature is also affected 
by creep. This is shown in Fig. 4.5 from Pugh, Liu et al. [22]. The stress amplitude for 
post-creep cyclic loading is much higher than for the virgin material. 

These examples may suffice to demonstrate that there is plasticity-creep interaction at 
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Figure 4.4. Prior inelastic deformation at room temperature influences subsequent creep behavior, 
from Pugh, Liu (22]. 
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Figure 4.5. The influence of prior creep on the room temperature cyclic behavior from Pugh, Liu 
et al. [22]. 

small strains that are appropriate for design. The effects may be pronounced for the stainless 
steels but they can also be found in other steels, see Krempl [9]. Independent creep and 
plasticity formulations are not appropriate. 

A further problern with separate creep and plasticity formulations is their Contradietory 
requirements. On the one hand creep must be modeled when stress Ieveis are in the quasi­
linear portion of the stress-strain diagram. The yield surface, on the other hand, has to 
extend at least to the proportional Iimit. Plasticity then predicts linear, elastic behavior for 
stress Ieveis at which creep deformation and creep rupture are observed! 

This contradiction has hardly been noticed. lt can be inferred from the fact that the 
normal design practice to Iimit the stress to a fraction of the proportional or yield Iimit 
does not suffice for elevated temperature design. Actual data are sparse and usually creep 
data are reported separately from stress-strain data. Recent results on modified 9Cr lMo 
steel by Yaguchi and Takahashi [23] demonstrate this relationship clearly, see Fig. 4.6. The 
initial quasi-linear region is weil defined as is the nonlinear rate sensitivity in the region 
where the tangent modulus is much smaller than the elastic modulus which is almost zero. 
Yaguchi and Takahashi [23] then performed creep tests with the same alloy as shown in 
Fig. 4. 7. A comparison of the stress Ieveis of the creep tests shown in Fig. 4. 7 with the 
stress-strain curves in Fig. 4.6 demonstrates that creep occurs in the quasi-linear region of 
the stress-strain diagrams. For example at a stress Ievei of 240 MPa the creep rupture life 
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is less than 500 h, see Fig. 4.7. This stress Ievei is in the quasi-linear region as shown in 
Fig. 4.6. This relation is not an isolated occurrence, it is rather a common phenomenon. 
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Mod.9Cr-1Mo steel, 550 C 

400 
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Figure 4.6. Stress strain behavior of a modified 9Cr-1Mo steel at 550 C showing rate dependence, 
from Yaguchi and Takahashi [23]. 

An old Iiterature review and interpretive report states additional reasons for improved 
constitutive equations, see Krempl [9]. Appendix C shows an excerpt from this report. 
This report, the author's industrial experience and the general agreement for the need of 
improved constitutive equations for high-temperature environment have led to the "unified" 
VBO model to be introduced below. 

5. THE "UNIFIED" STATE VARIABLE THEORIES 

5.1. Need for new approaches 
These and other observations led to the conclusion that new approaches were needed 

that would not concentrate on a single mode of deformation, say creep or monotonic or cyclic 
deformation. Rather the "total time-dependent deformation behavior" should be taken as 
a basis. The total time-dependent deformation picture consists of monotonic loading at 
different rates, cyclic loading involving hysteresis as weil as creep and relaxation at any 
point during monotonic and cyclic loading. A good model should give, as a minimum, an 
acceptable qualitative response to these loadings. 

The "unified" state variable models developed consider all inelastic deformation rate­
dependent. This approach is in agreement with the notions of materials science where inelas-
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Figure 4.7. Creep deformation for the modified steel whose stress-strain diagram is Figure 4.6. 
Creep deformation occurs in the linear region of Fig. 4.6. From Yaguchi and Takahashi [23]. 

tic deformation is considered a rate-dependent process. Also the results shown in Fig. 4.2 
demonstrate that creep and plastic strain are fully equivalent with regard to hardening. 
ldentical results were obtained by lkegami and Niitsu [24]. The correspondence between 
creep and plastic strains is not as good at high temperature than at room temperature. 
A possible explanation might be that some aging processes are taking place at elevated 
temperature. 

The separation of creep and plastic deformation is more historic than the expression of 
a physical reality. lnelastic deformation is caused by changes in the defect structure such 
as dislocation movement and interaction. These mechanisms can act in every motion. No 
dislocation is specifically reserved to contribute to creep deformation. 

We are going to use the term "inelastic strain" or "inelastic strain rate" to mean any 
strain or strain rate except the thermal strain, that is different from the linear elastic strain. 
Only the test boundary conditions for monotonic or cyclic loading at different rates (stress or 
strain rate is constant), creep (constant stress or zero stress rate) and relaxation (constant 
strain or zero strain rate) Iimit how the inelastic deformations can evolve. No distinct creep 
or relaxation strains are recognized. 

The deformations are always inelastic and are not classified as creep or relaxation defor­
mations. The zero strain rate boundary condition hides the fact that inelastic deformation 
develops during such a test. Unloading to zero stress after a relaxation test can demonstrate 
that an inelastic strain developed during relaxation. 
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The traditional formulation of creep laws only has information on the material behavior 
under constant stress. This may not be sufficient for applications. Even if the loading on the 
boundary of engineering structures is kept constant in time, the constant stress condition 
generally does not exist inside a structure, see Hult [25] for sample calculations. 

5.2. General remarks 
"Unified" models including VBO are basically continuum models and assume a repre­

sentative volume element. At this Ievei the contributions of the many possible microstruc­
tural mechanisms are only recognized through their aggregate effects. ln experiments, the 
specimen representing a macroscopically homogeneaus state of deformation (tensile bar or 
thin-walled tube) is the representative volume element. lf it is of appropriate size such 
that it contains all the microstructural elements in sufficient numbers then it serves as an 
integrator of all mechanisms. The individual contributions are recognized in "smeared out" 
form. 

ln VBO and other state variable theories the so-called state variables and their growth 
laws accomplish the modefing of the changing microstructure. There is no one-tcr-one 
correspondence between the state variables and certain micromechanisms. However, the 
correspondence is rather diffuse. ln VBO the state variables are motivated by experimental 
results and some qualitative considerations, Krempl [20]. Generally speaking, state variables 
for modefing work-hardening in monotonic loading, for cyclic hardening (softening) and for 
the Sausehinger effect are needed. These are all phenomena that develop as a consequence 
of inelastic deformation that causes a change in the internal structure. 

lnelastic deformation in metals and alloys is primarily caused by dislocation motion 
and by other changes in the defect structure. ln most of the cases the dislocation density 
increases with inelastic deformation and the increasing density impedes further movement 
of dislocations. As a consequence work hardening is observed macroscopically. ln some 
cases, when cold-worked metals are subjected to cyclic inelastic loading for example, cyclic 
softening can occur, which indicative of an easing in the passage of dislocations and a 
decrease in dislocation density. 

At low homologaus temperatures diffusion is negligible and the defect structure acquired 
during inelastic deformation is stable in the absence of further inelastic mechanical load­
ing. As the temperature increases diffusion processes become important. Defects can now 
change by "thermal action". Generally, diffusion tends to counteract the hardening effects 
of inelastic deformation. The model for such a behavior is the Bailey-Orowan model, see 
Gittus [16] Eqs. 6.8 and 8.120. Hardening due to inelastic deformation and softening due to 
diffusion can occur while external mechanical Ioads are applied. ln the absence of external 
Ioads hardening essentially ceases and the effects of diffusion continue until equilibrium is 
attained2. The defect structure is observed to change with time, "static" recovery is said 
to occur. Subsequent loading shows that the hold periods with zero external Ioads can Iead 

2Aithough there are no external mechanicalloads acting on the material, residual internal stresses with 
zero resultant exist and they influence the change in the microstructure. These internal stresses are self 
equilibrating and do not enter into a continuum formulation. 
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to a softening of the response3. 

Hardening due to inelastic deformation and softening due to diffusion (static recovery) 
act simultaneously. Depending on the loading and on the temperature, either hardening or 
softening may prevail. At low homologous temperatures hardening is dominant. Harden­
ing and softening can also be in equilibrium as happens when the stress is constant and 
secondary creep can be observed. As the temperature increases diffusion effects become 
increasingly important and hardening ceases when the melting temperature is approached. 

Diffusion may also cause chemical reactions such as carbide formation in the absence 
of any applied stress. This phenomenon is called "aging." The influence of "aging" can be 
ascertained by performing the same test with several specimens which were "aged" different 
times at the laboratory, for a formal definition, see Krempl [9, 26]. 

The viscoplasticity theory based on overstress (VBO) developed by the author and his 
students is a state variable theory without a yield surface and without loading and unloading 
conditions. Other unified approaches by Chaboche, Estrin and Miller are described in Krausz 
and Krausz [27] and in Gittus and Zarka [28]. For the model by Robinson, see [29]. A 
description of the Bodner model may be found in [30]. 

Only homogeneaus states of stresswill be considered from the view point of materials 
testing with servo-controlled testing machines and strain measurement on the gage section 
of a specimen (usually round bars or thin-walled tubes). Monotonic and cyclic loadings 
under displacement (strain) or Ioad (stress) control are considered. Creep (relaxation) is 
said to occur when the stress (strain) rate is zero. When stress (strain) is imposed the 
strain (stress) is the "answer" of the material. lt is believed that consistent and methodical 
selections of the imposed histories together with principles of continuum mechanics permit 
the development of a constitutive law for the inelastic behavior of metals and alloys. 

The basic model of VBO was initially chosen because a model with stress, strain and 
their rates is the simplest model that can show creep and relaxation. ln the linear case the 
standard linear solid is the simplest model that can show these properties. The properties 
of the standard linear solid and their relation to VBO are discussed in Appendix A. 

6. SMALL STRAIN, ISOTROPIC VBO WITHOUT STATIC RECOVERY TERMS 
(LOW HOMOLOGOUS TEMPERATURE) 

Here the three dimensional version of the viscoplasticity theory based on overstress 
(VBO) developed by the author and his students is introduced. First the low temperature 
version is presented which models essentially hardening4 . Then the static recovery term will 
be introduced to model diffusion originated softening. 

3ft is assumed that the material behavior is "normal" and that effects like strain aging and age hardening 
do not occur. 

4An exception is cyclic softening which can be found in cold worked materials at low homologaus 
temperature and which can be modeled using the low temperature version of VBO. 
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6.1. The flow law 
On the assumption of volume preserving inelastic deformation the deviatoric flow law 

can be written as 

or 

e = e + e = - --s + - --• •el ·in d (l+v) 3F[]s-g 
dt E 2 r 

• • el • in d ( 1 + V ) 3 f S - g e=e +e =- --s +------
dt E 2Ek[] r 

(6.1) 

(6.2) 

where r = J~ tr [(s- g) (s- g)] is the overstress invariant with s the true stress (Cauchy) 

deviator and g the equilibrium stress deviator. ~ = ~ tr ( einein) = F[ ] = ___!____[ ] is 
3 Ek 

the effective inelastic strain rate and F[ ] is the positive, increasing flow function with 
the dimension of 1/time and F[O] = 0. A frequently used flow function is the power 
law. The positive, decreasing viscosity function, with k[O] =/= 0 and the dimension of time 
can be considered a variable relaxation time. Modified power laws and single and double 
exponential functions have been used here. The function F[ ] or k[ ] is the repository for 
modeling nonlinear rate sensitivity and nonlinear creep behavior. The theory does not impose 
further conditions on these functions, which must be determined from experimental results. 
The functions have constants, which can depend on temperature. The elastic, temperature 
dependent constants are E and v. The [] following a symbol denotes "function of''. The 
deviatoric true strain rate is e and the superscripts el and in denote elastic and inelastic 
parts, respectively. The symbol t designates time. 

The viscosity and the flow functions are usually functions of r / D where D stands for 
the positive drag stress with the dimension of stress. lt can be considered a state variable 
with a growth law. Unless otherwise mentioned D will be a constant in this report. 

The deviatoric formulation has to be augmented by the Volumetrie elastic relation 

d (1- 2v ) . 
trE = dt ~ tra + 3a.T (6.3) 

where a. is the coefficient of thermal expansion, T is the absolute temperature and a 
superposed dot designates differentiation with respect to time. € and 0' are the true strain 
and true stress tensor, respectively. The time derivatives in (6.1) through (6.3) insure the 
path independence of the elastic deformation for variable temperature and temperature 
dependent material properties, see Lee and Krempl [18]. For constant temperature the 
expressions simplify to the stress rates. 

lt is seen from (6.1) and (6.2) that in the case of rest, when all time rates are zero, 
s- g = 0. This condition can be satisfied by setting s = g = 0. lf the first condition holds, 
the stress g is the stress that can be sustained at rest. lt is therefore called the equilibrium 
stress. For a discussion of the uses of the terms equilibrium stress and overstress, see 
Krempl [11]. When the applied stress is zero at rest the equilibrium stress must also be 
zero. On loading the difference of s- g determines the sign of the inelastic strain rate. For 
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loading in tension the sign must be positive. The equilibrium stress increases but has to be 
less than the applied stress. When not at rest, g represents the stressthat must be overcome 
to generate inelastic deformation. lt can be thought of a measure of the defect structure 
of a metal. The growth law of the equilibrium stress needs to be hysteretic so that realistic 
loadingjunloading behaviors can be modeled. The evolution has to be path--dependent to 
represent plastic deformation properly. 

The back stress and effective stress are used in the Iiterature and their respective mean­
ings are close to the meanings of the equilibrium stress and of the overstress, respectively. 
Subtle differences must be kept in mind. The back stress in plasticity is identified with kine­
matic hardening and is responsible for modeling the Sausehinger effect. The equilibrium 
stress, however, is not the repository for modeling of the Sausehinger effect. The kinematic 
stress of VSO has that function, see below. 

The equilibrium stress cannot be the internal stress, which by equilibrium considerations 
must be equal to the applied stress. The designation internal stress for the equilibrium 
stress is incorrect and is unacceptable. There is no question that internal stresses exist in a 
specimen for which a macroscopically uniform stress distribution is assumed. The internal 
stress distribution is non-uniform. However, when integrated over the specimen cross section 
it must be equal to the applied stress. 

There could be no overstress if the equilibrium stress was equal to the average internal 
stress. The equilibrium stress is a state variable, and like all true state variables it can neither 
be measured nor controlled. Sut the presence of such a state variable can be inferred from 
transient tests and a comparison of the observations with the predictions of a model, see [20, 
12]. The usefulness of the equilibrium stress can be demonstrated by such tests. Thesetests 
have established the advantage of the equilibrium stress in modeling transient phenomena. 
Despite the usefulness of the equilibrium stress in explaining unusual phenomena, it cannot 
be said that the equilibrium stress is the only quantity that has such capabilities. Sut no 
other of equal utility has been found as of now. 

6.2. Growth laws for the state variables 
The growth law for the equilibrium stress consists of elastic and inelastic hardening 

terms, a dynamic recovery term that depends on the difference between the equilibrium 
stress and the kinematic stress and a term that involves the kinematic stress. lt is needed 
so that the positive, negative or zero slope of the stress-strain diagram can be modeled at 
the maximum strain of interest. The growth law for the equilibrium stress is 

g = J_ (1/J [r]) ts + 1/J [r] (s + 8 - g- __I_ (g- f)) + (1- 1/J [r]) r (6.4) 
8T E E k [r] k [r] A E 

The first term on the right hand side is only for variable temperature and insures the path 
independence of g during initial deformation. The positive, decreasing shape function 1/J is 

bounded by 1 > ( 1/J fl) > i. lt controls the transition from initial quasi-elastic behavior 

to fully established inelastic flow. The first two terms in the parenthesis following 1/J [r] are 
E 

the elastic and inelastic hardening terms, the term with the negative sign is the dynamic 
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recovery term. This growth law can also be written in terms of the flow function F to yield 

g= :T (~fl)Ts+ ~:] [(s+ s;g- (g~f))EF[J] + (1- ~rl)t (6.5) 

The last term multiplied by the kinematic stress deviator f is needed so that an appropri­

ate long-term asymptotic solution can be developed, see below. The growth laws for the 

kinematic stress is given in the Prager hardening form by 

t _ ~ E . in _ Et s - g 
- 3 te - E k [r] (6.6) 

Et is the tangent modulus at the maximum inelastic strain of interest. Et is the same 

quantity referred to the total strain. The two quantities are related by Et = Et/ (1 - Et/ E) 
and differ very little for most engineering materials. The isotropic stress A is given the simple 
growth law 

(6.7) 

where Ac and Ar are constants with no dimension and the dimension of stress, respectively. 
The first controls the speed with which the final value Ar is reached. A more complicated 
growth law for the isotropic stress is needed when complex cyclic behavior is to be modeled, 

see Ruggles and Krempl [31] and Choi and Krempl [32]. 
These equations constitute the VBO model for small strain and metals and alloys (the 

inelastic deformations are volume preserving). They are coupled, nonlinear stiff differential 

equations and for their solution initial conditions must be known. 
The growth laws for the state variables are homogeneaus of degree one in the rates and 

represent rate-independent behavior. This property is not obvious for ( 6.4). lt is written in 

the stress form. Using the flow law (6.2), (6.4) can be rewritten as 

g = ~ (~ (r)) ts + ~ (r) (- ee' +~ein-~ (g- f)) E + (1- ~ (r)) ~E ein 
fJT E E l+v 3 A E 3 t 

(6.8) 
where the homogeneity of degree one in the rates is apparent. lt will be demonstrated below 
that the dependence of the shape function on the overstress invariant r introduces a rate 
dependence during the transition from the initial quasi elastic region to fully established 
plastic flow. The elastic and inelastic strain rate terms could also be combined to yield the 

deviatoric strain rate e. 
6.3. Properties in very slow and very fast loading 

The responses to very slow and very fast loading at constant temperature are of interest. 

To obtain the slow response the uniaxial version of (6.1) is transformed to an integral 

equation with ~s11 = (] and ~g11 = G, see (8.5). For loading with a constant strain rate 
2 2 
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p it is advantageaus to change the integration variable from time to strain to yield 

(a- G) = (ao- Go) exp (-~Je -1 ds) +Je (E- dG) exp (-~Je -1 ds) d( 
p k[J dc- p k[J 

0 0 ( 
(6.9) 

lf the strain rate p is reduced to smaller and smaller values the right hand side tends to 
zero and we have lim (a- G) = 0 so that the stress is equal to the equilibrium stress 

p-+0 

for very slow loading. Since the growth law for g is essentially rate-independent a nonzero 
equilibrium stress exists and the growth law represents a solid. This property and the fact 
that a = G at rest suggests the name "equilibrium stress". 

To obtain the response for infinitely fast loading the uniaxial version of the flow law is 
used again. After application of the chain rule we get 

( 1 - da~dc) = ~ (~~[~) (6.10) 

Taking the Iimit for very fast strain rates we obtain }!_.~ ( 1 - da ~dc-) = 0. The fast 

response is therefore elastic. The slow and the fast responses bracket the responses for all 
other strain rates. Fig. 6.1 gives a sketch of these results. 

Slow 

Strain 

Figure 6.1: Very slow and very fast responses of VBO. 

6.4. Fully established inelastic flow and asymptotic solutions of VBO 
Reference is made to Hart and Solomon [33] who prefer to perform their relaxation tests 

when inelastic flow is fully established. This region is also identified as the region where 
the flow stress is reached, or where the tangent modulus is small compared to the elastic 
modulus. ln demonstrating that VBO has a Iang-term solution that applies to the region 
of established flow stress isothermal conditions are considered. At all times the identity 

s = (s - g) + (g - f) + f (6.11) 

holds. lt shows that the stress is composed of the overstress (s - g), the difference between 
the equilibrium stress and the kinematic stress (g - f) and the contribution of the kinematic 
stress. lts slope can be positive (strain hardening), zero or negative (strain softening). 
Fig. 6.2 shows a sketch of (6.11) in the deviatoric stress space. 
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Stress 

f Stress 

Figure 6.2: Normal condition. The stress differences can have different directions. 

This method of presentation suggests investigating the stress differences. lt will be 
shown that the two stress differences have a long-term, stationary solution which the stress 
need not have. 

The flow law can, after some calculations be written as the integral equation 

(s-g)~ (sn-go)mcp(- [ Z(l~v)k~]d() 

+ j C!ve-g)exp (- j Z(!~v)k~]ds) d( 
~ c 

(6.12) 

Similar manipulations of the growth law of the equilibrium stress, (6.4), for isothermal 
conditions result in 

(g-f)~ (go-fo)exp (- [ ,P~d() 

+ [ <~>(•- sk[f -f)exp (-[ v,!d}( 
(6.13) 

The subscript zero denotes initial conditions. For the isotropic stress we have 

A~Ar+(Ao-Ar)exp (- [ ~4>J() (6.14) 

The integral arguments of the exponential functions are positive. lf time grows without 
bounds the initial conditions of the overstress and of (g - f) vanish since the exponential 
function reduces to zero. The final value Ar of the isotropic stress is also independent of 
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the initial condition. Only the kinematic stress can exhibit a non-vanishing influence on the 
initial condition. This property can be used to model tensionjcompression asymmetry. 

The asymptotic value of the isotropic stress is Ar. The long-term solutions for the 
overstress and for (g- f) in {6.12) and (6.13), respectively, are found following Ho and 
Krempl [34). Equations {6.12) and {6.13) are differentiated with respect to time. For large 
times these equations result in indeterminate expressions for the rates which must be re-

solved. Then {s- g} = 0 and { g- f} = 0 are found and can be written as 

{s}={g}={r} (6.15) 

where { } denotes asymptotic value. This result allows the statement that f sets the slope of 
the stress-strain curve at the maximum strain of interest. This result shows that ultimately 
the stress, equilibrium stress and kinematic stress will have the same rate and the distance 
between any two of the three curves will be constant. The results shown in (6.15) are used 
in evaluating the asymptotic solution of (6.12) 

{s- g} = ~ [Ee- {g} {1 + v)] = ~E {ein} {6.16) 
k [{}] 3 3 

lt is seen that the overstress is rate dependent and that this dependence is nonlinear and is 
determined by the viscosity function k[ ]. This equation can be expressed in terms of the 
flow function 

(6.17) 

Again the nonlinear rate sensitivity of the overstress is evident. 
The arguments of the viscosity and the flow functions have not been explicitly written 

to allow for either pure overstress dependence, for a dependence on the drag stress or for a 
dependence on both. For the asymptotic solution to hold it is necessary for the drag stress 
to have reached the final value. 

The constant stationary overstress is determined by the inelastic strain rate and the 
material properties expressed by the viscosity function k[] or the flow function F[ ]. These 
functions determine the nonlinear rate sensitivity. 

The long-term solution of (6.13) is 

{g- f} =Ar {s- g} (6.18) 
r 

The rate-independent contribution to the stress is given by this expression since Ar and 
the expression are rate independent. The directions of the rate-dependent and of the 
rate-independent contributions to the stress are the same. Both point in the direction 
of the overstress. Their magnitudes can be easily determined to be I1 = Ar with I1 = 

V~ tr [( {g- f} )( {g- f} )] from (6.18) and { ~} = F [{ }] = E~~l }] from (6.17). 

When the long-term solution holds the kinematic stress locates the center of a sphere 
in the deviatoric stress space whose radius consists of the isotropic stress and the overstress 
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magnitudes. The direction of the inelastic strain rate is radial, perpendicular to the sphere. 
The situation is depicted in Fig. 6.3. ln other than the asymptotic solution the directions 

of the overstress and of the isotropic stress are different, see Fig. 6.2. 

Stress 

{g-f) 

s 

Stress 

f 

Figure 6.3: Asymptotic solution in deviatoric stress space. 

er 

! { cr-g} 

g 

f 

Strain 

Figure 6.4: The asymptotic solution in one dimension. 

The Counterpart of Fig. 6.3 in one dimension is given in Fig. 6.4. lt is seen that the Iang­
term asymptotic solution of the stress consists of the work-hardening, rate-independent 
contribution f, the rate-independent isotropic stress Ar and the rate--dependent overstress 
{ a - g}. VBO clearly separates these contributions when the long-term asymptotic solution 
holds. lt should be emphasized that the stress may or may not reach an asymptotic solution 
when the stress differences { s - g} and {g - f} do. The stress can change according to 
the growth law for the kinematic stress, it can increase, decrease or stay constant. The 

stress differences can become stationary. 
The asymptotic state of the VBO model is therefore a privileged state in thesensethat 

the rate-dependent and the rate-independent contributions to the deviatoric stress have 

the same direction and are constant in magnitude. 
For further tests it is assumed that the asymptotic solution is reached and that the 

deformation takes place in the flow stress or the transient free region. lt is seen from {6.16) 
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that the asymptotic solution applies strictly under circumstances when the rate of the 
equilibrium stress is constant. Only then can the right hand side of (6.16) be constant. 
However, small changes in the tangent modulus found in the experiment do not affect the 
applicability of the long-term solution very much since the influence of the equilibrium 
stress rate term issmall relative to the term Ee, see (6.16). 

6.5. Application to the modeling of relaxation for pure overstress dependence 
The relaxation behavior has recently been investigated by Krempl and Nakamura [35). 

The characteristics found in the flow stress region are: 

1. For a given prior strain rate and for a constant relaxation time the stress drop is nearly 
independent of the stress or strain at which relaxation starts. 

2. The stress drops for constant relaxation times depend, however, strongly on the strain 
rate preceding the relaxation tests. They increase with an increase of prior strain rates. 

3. The increase with prior strain rate is nonlinear (lncreasing the prior strain rate by a 
factor of ten increases the stress drop in a given relaxation time by far less than a 
factor often). 

4. At the end of the relaxation periods the test associated with the highest (lowest) 
prior strain rate has the smallest (greatest) stress magnitude. 

5. Once straining is resumed at the end of the relaxation periods, the "flow stress" 
characteristic of the strain rate is reached quickly and the relaxation periods are 
forgotten. 

The capability of VBO to model these behaviors is investigated. We assume that the 
viscosity function or the flow function depends only on the overstress. The pure overstress 
behavior is of primary interest. Additional drag stress dependence can be postulated and 
its properties can be ascertained. 

The relaxation tests are started after the transient free region has been reached. Then 
the overstress is theoretically constant but may in reality change very little as the stress­
strain curve evolves to higher and higher strains. The specialized flow law for relaxation 
is 

0 - •el •in_ (l+v.) 3F[]s-g - e +e - --s +- --
E 2 r 

This equation can be rewritten as 

s _ _ 3E F [ ) s - g _ 
- 2(1+v) r -

3 s-g 
2 (1 + v) k [] 

(6.19) 

(6.20) 

lt is seen that the relaxation rate depends only on the overstress. So all relaxation tests 
with identical prior strain rate and performed in the transient free region have initially the 
same overstress and the stress rate is initially the same. The growth laws for the other 
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{s- g} 
state variables depend only on the overstress { s - g} and on {g - f} = Ar r . These 

quantities do not depend on stress or strain directly. lt follows that further values of the 
relaxation rate are also independent of the strain or stress at which the relaxation starts. 
The evolution of the relaxation curves is the same for any point in the transient free region 
as long as the prior strain rate is the same. 

This is observed in the experiments, see item 1. above. ln real experiments the tangent 
modulus is not strictly constant as required but changes somewhat. lt is still assumed that 
the asymptotic solution is applicable. 

Since the overstress increases nonlinearly with the strain rate the relaxation rate will 
therefore increase with an increase in prior strain rate. These prediction is found in experi­
ments, see item 2. given previously. 

ltems 3. to 5. arealso predicted by VBO as demonstrated in Krempl and Nakamura [35]. 
The modeling of the quick transition from the relaxation test to the flow stress char­

acteristic of the strain rate mentioned under item 4. requires that the influence of initial 
conditions vanishes quickly. Once the flow stress is reached in a simulation any influence 
of the initial conditions will have vanished. The above analyses show that the influence of 
the initial conditions of the overstress and of (g- f) will vanish. The relaxation periods 
have no influence on the long-term behavior of f. No permanent influence of the relaxation 
holds is predicted by VBO. Figs. 6-8 of Majorsand Krempl [36] demonstrate that VBO is 
capable of modeling repeated relaxation tests with loading intervals between them. 

Relaxation has also been observed in the quasi-elastic region of the stress-strain diagram 
at low homologaus temperatures, see Krempl [5]; Kujawski, Kallianpur et al. [21]. lt issmall 
but noticeable. At these temperatures the metals and alloys can sustain a non-zero stress 
at rest at any strain Ievei. lf the homologaus temperature increases the stress may relax to 
zero after a long time. The shape of the relaxation curve does not appear to be significantly 
affected by temperature. 

6.6. "Cold" creep behavior for pure overstress dependence 
'he question arises whether the creep behavior can have the same regularity as the 

relaxation behavior. Again pure-overstress dependence is considered. As in the relaxation 
case the overstress in the transient free region is constant for a given prior strain rate. The 
flow law for creep is obtained from (6.1) or (6.2) 

e=ein=~F[J 50r~g =~~;rr (6.21) 

where the subscript 0 indicates that the stress is constant. lt is seen that for all tests with 
the same initial overstress the initial creep rate is the same. Once started the creep strain 
rate will evolve identically if the evolution of the equilibrium stress is the same for all strain 
intervals of several creep tests. This is only true if the change in the equilibrium stress is 
linear. This would require that the stress-strain diagram have a constant slope. A constant 
slope of the stress-strain diagram is unlikely to be found over a large strain interval and 
therefore congruent creep curves can in general not be expected. 
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Note that there is a fundamental difference in the creep and the relaxation test. The 
evolution of the equilibrium stress with time in relaxation is at most between the present 
stress and zero stress and occurs at constant total strain. Failure of a specimen in relaxation 
is not to be expected. ln a creep test creep can terminate, can change from primary to 
secondary and even to tertiary creep, considerable strain can develop and creep rupture can 
occur, even at room temperature, see Krempl and Lu [37]. The constant stress must be high 
enough, close to the ultimate stress to cause creep rupture at low homologous temperature. 
Also creep tests are usually performed at constant Ioad which causes an increasing true 
stress when creep strain develops. The constant Ioad creep test significantly enhances the 
creep process at high stresses. At stress Ieveis around yield creep usually terminates and 
this phenomenon is usually termed "cold creep". 

At low homologous temperatures either work hardening or elastic-perfectly plastic 
stress-strain curves (Et ~ 0) are observed in a tensile test. ln these cases creep is either 
primary or secondary at stress Ieveis below the ultimate strength. For a softening stress­
strain diagram (Et < 0) VBO predicts tertiary creep only, Krempl [12]. Creep strains at 
stress Ieveis that lie in the initial quasi-elastic region are negligibly small see Krempl [12]; 
Kujawski, Kallianpur et al. [21]. 

7. BEHAVIOR UNDER A JUMP IN STRESS (STRAIN) RATE AND UNLOAD­
ING BEHAVIOR 

7.1. Behavior under a jump in rates 
Before the advent of the personal computer and the advancement of electronics me­

chanical testing, machines with gearboxes and scales with weights for applying the Ioad 
were used. Either crosshead motion or a mechanical clip--on extensometer with mirrors or 
similar devices enabled the recording of strain. There was no continuous read-out of a signal 
possible, rather discontinuous data taking by eye and recording these data on a sheet of 
paperwas the standard. 

The situation has changed completely, now digital data acquisition of Ioad and dis­
placement are routine. So is the use of feedback principles and computer control for the 
mechanical testing machine. 

Servo-controlled testing machines, with computer control make new methods of testing 
possible. Thesetypes of tests can yield new information on material behavior. lnstantaneous 
changes in the rates, some times called rate jumps, can be realized. lt is possible to change 
the strain or stressrate by several magnitudes instantaneously and to measure the response. 
For example the strain rate can be cycled between two values to reveal the rate sensitivity 
of the material. To illustrate the point the response of a stainless steel at room temperature 
is shown in Fig. 7.1. The rate-sensitivity is seen to be nonlinear. A tenfold increase in the 
rate is accompanied by an increase in the stress Ievei of much less than a factor of ten. lt 
is seen that after a change in strain rate the flow stress characteristic of the strain rate is 
reached quickly and no strain rate history effect is apparent. The steel "forgets" the prior 
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history and after a short transient behaves as if a constant strain rate would have been 
Operating all the time. 

l ,. 

Figure 7.1: Responsetostrain rate cycling of a stainless steel at room temperature. 

Jumps in rates are also experienced when the test condition changes from say constant 
strain (stress) rate to zero strain (stress) rate at the beginning of a relaxation (creep) test. 
Using the "mode switch" capabilities a relaxation ( creep) test can be performed after prior 
stress (strain)-controlled test. ln cyclic loading an instantaneous change in either the strain 
or stress rate takes place at each reversal if a saw-tooth waveform is used as a command 
signal. For a sine wave command signal there is no discontinuity. 

The "mode switch" from say displacement to Ioad control is also possible while under 
Ioad. lt corresponds to a switch of the independent variable from strain to stress for the 
model. A frequently used condition in evaluating integral representation is an instantaneous 
change in either stress or strain. Either condition is difficult to achieve in actual testing 
since it requires an infinite loading rate. 

ln a conventional creep test the loading rate to the creep stress Ievei is not specified. 
Usual practice is to apply weights, one at a time. Therefore the loading rate will be very 
uneven and will depend on the physical condition of the operator at that time. The recorded 
information starts with the creep strain once the stress Ievei of the creep test is reached. 
When the creep test is performed on a servo-controlled testing machine the loading rate, 
the strain accumulated during loading, and the creep strain are usually available and this 
information is needed for modeling. 

All these new testing methods suggest the evaluation of the model response to instan­
taneous changes (jumps) in stress or strain rate. Let a superposed + and a superposed 
- designate the value just after and just before the change in rate, respectively. Under an 
instantaneous change in rate the stress and the state variables are continuous. Only the flow 
law and the growth law for the equilibrium stress can have instantaneous changes in the 
rates. Applying the uniaxial flow and the growth law for the equilibrium stress, see (8.5-8.7), 
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before and after the jump yields 

(7.1) 

and 

G.+ a·-- 1/J (·+ ·-) -·'·(·+ ·-) - --{}-() -'+'E:-E: 
E 

(7.2) 

respectively. 
For the relaxation test where t;+ = 0 and the stress rate at the beginning is computed 

tobe 

·+ ·- E'- E'- (1 Et) u =u - e =- e --
E 

(7.3) 

and the corresponding equilibrium stress rate is 

c+ = c- - 1/Je- = 1/Jr ( 1 - !t) (7.4) 

ln the second equation it was assumed that the long-term solution had been reached (The 
tangent modulus is Et « E) prior to the start of the relaxation test. lt is seen that both 
the stress and the equilibrium stress rates are smaller in magnitude at the beginning of the 
relaxation test than immediately before. 

The corresponding relations for the strain rate in a creep test are 

. + _ . _ &- _ ( 1 Et) . _ e -e --- -- e 
E E 

(7.5) 

and for the equilibrium stress 

c+ = c-- ...:L = Et.s- (1- 1/J) 
Ee- E 

(7.6) 

As in the case of relaxation, the creep rate and the equilibrium stress rate after the jump 
are reduced from those existing before the jump. 

The results for instantaneous changes of the slope in a stress and a strain-controlled 
test are, respectively 

(7.7) 

and 

(7.8) 

The results are for any slope prior to the jump. lf the asymptotic solution has been reached 
prior to the jump then (du/de)- = Et has tobe substituted. The quantities 8 = e- je+ 
and 'Y = &- jä+ are the strain and stressrate ratios, respectively. Understrain rate reversal 
8 = -1 equation (7.8) predicts a slope of du/de+ ~ 2E whereas for stressrate reversal 
from (7.7) du/de+ ~ -E/100. These predictions have been found to correspond to the 
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experimentally determined values by Krempl and Kallianpur [38] for alloys under a variety 
of stress and strain rate ratios, see their figures 2 and 3. · 

lt is important to note that the predictions do not involve the equilibrium stress. Equa­
tions (7. 7) and (7.8) are valid for any model that has the structure € = ir jE+ tin where 
the inelastic strain rate depends only on the instantaneous values of the stress and the state 
variables, but not on any rate. The predictions are therefore applicable to the standard linear 
solid. Solid polymers were shown to have the same behavior as demonstrated by Bordonara 
and Krempl [39] in their figures 3-6. 

7.2. Unloading and cyclic behavior 
The low and high homologaus temperature behavior is reported together. First the real 

unloading behavior at room temperature and at high temperature is shown. Numerical 
experiments on a hypothetical VBO model without recovery and on two alloys at high 
homologaus temperature are reported. 

ln Fig. 7.2 the cyclic hardening of type 304 Stainless Steel is shown in strain control. 
The cyclic hardening is very pronounced and unloading does not appear to be exactly 
straight. Small deviations from the straight line are noticeable. The transition from loading 
to unloading appears somewhat rounded so that the predicted slope of 2E at the first 
unloading step is possible. lt is also important the keep in mind that the theoretically 
calculated slope is for the condition of leaving the reversal point. lt does not apply at any 
other point. 

The behavior of the samematerial in a stress-controlled test is depicted in Fig. 7.3. The 
negative slope upon leaving the maximum· stress is very much pronounced and the evolution 
of the slope is quite different from the unloading in strain control. The negative slope turns 

Figure 7.2. The unloading behavior of a stainless steel at room temperaturein strain control, from 
Hassan and Kyriakides (40]. 
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Figure 7.3: Load control for Type 304 stainless steel from Hassan and Kyriakides [40]. 

positive as the stress decreases and the unloading is less straight in this case than in the 
strain controlled unloading case. lt is definitely nonlinear. The behavior predicted by the 
slope equations, see {7.7) and (7.8), especially the difference between strain (displacement) 
and stress (Ioad) control is reproduced by the experiments. ln Ioad control the positive 
mean stress causes a ratcheting effect which is very pronounced. 

The previous examples were at room temperature {low homologaus temperature) for 
continuous cycling. ln Fig. 7.4 hysteresis loops at high homologaus temperature with 30 s 
hold-times are shown. 

The stress drop in 30 s is a measure of the average relaxation rate. lt is then seen 
that the average relaxation rate is much higher on loading (stress magnitude increases) 
than on unloading. This observation is true for the initial loops 1-2 and for the subsequent 
loops 2ü-22. At the maximum strain the largest relaxation drop is observed. At the end of 
the relaxation period at the maximum strain magnitude unloading continues and small but 
noticeable stress magnitude increases are observed on subsequent relaxation tests. The stress 
drops increase as the stress approaches zero. lt is obvious that the relaxation rate changes 
sign upon unloading. A stress magnitude decrease immediately after unloading changes 
to a stress magnitude increase without a sign change of the stress. Similar observations 
were reported for room temperature experiments on type 304 stainless steel by Kujawski, 
Kallianpur et al. [21]. Even at room temperature small stress magnitude increases were 
found in the almost linear unloading branch of the hysteresis loop. 

The observed relaxation behavior appears to be as paradoxical as the creep behaviors 
shown in Figs 4.1 and 4.2. ln both cases the assumed symmetry of the behavior relative 
to the coordinate axes did not materialize. As in the case of the standard linear solid, see 
Appendix A, points at rest can be away from the zero stress axis. 
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Figure 7.4. Hysteresis loops for alloy 81900 + Hf at 760 °( with intermittent hold times of 30 s, 
from Lindholm[41]. 

The unloading is now simulated using VBO. From (8.5) the slope can be computed as 

da = E (1 -F [r] a ~ 9) (7.9) 
dc fc 

An unloading event with strain rate reversal is considered, 8 = -1. According to (7.8) 
the slope at the beginning of unloading is equal to 2E, the overstress is positive and 
the strain rate is negative. As unloading continues the overstress and the slope decrease. 
When the stress is equal to the equilibrium stress the overstress is zero, the slope is E 
and the overstress switches signs, see (7.9). This happens at some stress below the stress 
at reversal. The slope decreases further from this value as the stress decreases and the 
overstress becomes negative and its magnitude increases. Under strain rate reversal the 
slope continuously decreases from the initial value of 2E to a value less than but close to 
E at zero stress. 

This behavior is demonstrated by a numerical experiment that simulates loading and 
unloading with a hypothetical metal close to 304 Stainless Steel with no static recovery 
terms. A hysteresis loop at a strain rate of w-4 1/s is shown in Fig. 7.5. The result of 
a stress-controlled experiment at 1 MPa/s with mean stress is shown in Fig. 7.6. The 
differences between strain and stress control are borne out in the numerical experiments. 
They also reproduce ratcheting. 
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Figure 7.5. Simulation of a strain-<:ontrolled hysteresis loop using a hypothetical material similar 
to stainless steel at low homologous temperature. See Table 7.1 for constants used . 
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Figure 7.6. Simulation of the stress controlled cycling for the material of Fig. 7.5. Compare with 
Fig. 7.3. Stress rate = lMPa/s. 

The unloading slope appears to deviate less from a straight line in Fig. 7.5 than in 
Fig. 7.2. For the model it is comparatively easy to compute the slope of the stress-strain 
curve. The ratio Alpha= (do-/de) jE is plotted vs. strain in Fig. 7.7. Leaving the origin the 
ratio is one and then decreases rapidly and almost reaches zero after a very rapid change. 
From the material data of the simulation given in Table 7.1 it can be seen that Et < E 
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and Alpha seems to be zero on this scale but it is on the on order of 0.005, see Table 7.1. 
At strain rate reversa1, Alpha almost reaches 2 and then passes through a region of unity. 

The equilibrium stress must be situated in this region at the time of stress traverse. Fig. 7.5 
shows in addition to the stress the evolution of the equilibrium stress and of the kinematic 
stress. lt is seen that there is an entire region where the stress equals the equilibrium stress. 
There is the region where the slope is equal to the elastic modulus, see Figs 7.5 and 7.7. 
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Figure 7. 7. The change of the slope ratio for Fig. 7 .5. Note the ratio greater than one immediately 
after reversal. 

ln the regions where the slope is equal to E the stress is equal to the equilibrium stress 
and it is then possible to find the equilibrium stress. However, it would not be possible to 
determine the equilibrium stress during loading, specifically at the reversal point, with this 
method. 

The different unloading behavior for stress control as shown in Figs 7.3 and 7.6 is easily 
distinguished from the strain-controlled unloading. The slope immediately after reversal of 
the stress rate is small and negative. lt turns positive as the stress magnitude decreases for 
the theoretical and the experimental curves. At some region after reversal the modulus is 
E and decreases further as in the case of strain control. The VBO modeling of the test in 
Fig. 7.6 shows the same qualitative appearance as Fig. 7.3. 

The unloading behavior at high homologous temperatures is predicted next for two 

real alloys. Maciucescu et al. [43] and Tachibana and Krempl [42] have determined the 
constants for VBO with static recovery for a solder alloy and alloy 800 H at high homologous 
temperature, respectively. This offers an opportunity to check on the predictive capability of 
VBO for high homologous temperature where static recovery is important. No experimental 
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Table 7.1: Material constants used in the numerical experiments shown in Fig. 7.5- 7.7. 

Moduli E = 195 GPa; Et = 1 GPa 
Isotropie stress, constant A0 = 115 MPa 

( r) -ka 
kl = 314, 200 s 

Viscosity function k = k1 1 + k2 k2 = 60 MPa 
k3 = 21 

. c2- c1 
C1 =50 GPa 

Shape funct1on 1/J = C1 + exp (C3r) 
C2 = 182.5 GPa 
C3 = 0.05 MPa-1 

relaxation data are available for these alloys, but Fig. 7.4 can be used as a qualitative 
comparison. 

A complete cycle without hold time and another cycle with several hold-times of 300 s 
are numerically simulated. The results are shown in Fig. 7.8 and in Fig. 7.9 for the 800 H 
alloy at 1050 °( and for the Pb-Sn at 125 °(, respectively. When the relaxation drop is 
so small that it cannot be resolved on the scale of the graph insets are drawn and arrows 

~~ß----_7,--~~~ß----~.----,*.s----+---~. 
Stratn [%) 

INSETI 1NSET2 1NSET3 

Figure 7.8. Hysteresis loop for Alloy 800 H at 1050 °( using the data of Tachibana and Krempl 
[42]. Hysteresis with 300 s relaxation periods (dash- dot) and with strain control (solid line}. 
Strain rate magnitude during loading is 1Q-4 1/s in both cases. At inset 1 the stress decreases, 
but increases for insets 2, 3. 
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Figure 7.9. Same as Fig. 5.12. But the alloy is a Sn-Pb solder at 125 °( from Maciucescu et 
al. [43] . Stress magnitude increases slightly during unloading, see insets. 

indicate the location of the hold time. 
ln Fig. 7.8 the hysteresis loop with and without hold time is almost identical. The 

characteristic constant strain rate curve is reached very quickly after straining is resumed at 

the end of the hold time. ln some cases a slight overshoot is observed. This is not the case 

for the Sn- Pb alloy in Fig. 7.9. For the simulation using the solder alloy, see Fig. 7.9, the 
stress-strain curve is reached gradually in a manner exhibited by the 1900+Hf in Fig. 7.4. 

The insets and arrows in Figs 7.8 and 7.9 indicate that a 300 s relaxation test has taken 
place there but the stress change is such that the stress drop cannot be seen using the scale 
of the figure. At inset # 1 in Fig. 7.8 the stress magnitude decreases whereas it increases at 
insets 2 and 3. A corresponding behavior is found for the solder alloy in Fig. 7.9. The first 
relaxation after stress reversal and marked by Start and End the stress magnitude decreases 
whereas lnsets I and 2 show a stress magnitude increase which is very small. 

lt appears that the prediction of VBO compares favorably with the experimental results 

shown in Fig. 7.4. 
ln alloys the recovery is known to be very small at zero stress. The recovered strain 

is referred to as the inelastic strain, see Lubahn and Felgar [44], page 365. This inelastic 

strain can be computed using VBO. From (8.5) we obtain for isothermal creep at zero stress 

E; = F [I GI] ~~ . Unloading from tension produces a positive equilibrium stress which in 

turn causes a negative strain rate. The equilibrium stress decreases rapidly as the strain is 
recovered. Recovery is complete when the equilibrium stress is zero at the strain axis. The 
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equilibrium stress-strain curve is very steep as it approaches the strain axis, see Fig. 7.5, 
and the recovered strain is small. lnelastic strains are part of the predictions of VBO. Other 
models introduce a separate repository for it, see p. 158 of Hart, Li et al. [45]. 

lt is clear that upon close scrutiny the usual assumption of an unloading curve with 
slope of E is not borne out. Most importantly, there is a significant difference between Ioad 
and displacement controlled unloading, especially immediately after the rate reversal has 
taken place. The initial unloading slope depends strongly on the strain (stress) rate ratio 
before and after the change in rate. To experimentally demonstrate a significant change in 
the slopes order of magnitude changes in the rates are needed as demonstrated by Krempl 
and Kallianpur [38]. lt appears that inelastic strains are naturally included in the VBO 
formulation. lts predictions are not inconsistent with the experimental results. 

8. SMALL STRAIN, ISOTROPIC VBO WITH STATIC RECOVERY (HIGH 
HOMOLOGOUS TEMPERATURE) 

As temperature increases the hardening effect of plastic deformation is counteracted 
by diffusion phenomena. According to materials science there is a competition between 
hardening due to deformation and softening due to diffusion which can give rise to steady­
state type deformation as observed in secondary creep. The classical example for a model 
ofthat behavior is the Bailey-Orowan model, see Gittus [16] equations (6.8) and (8.120). 
The format is 

dr = hd'Y - rdt (8.1) 

where T is the athermal component of the shear stress, 'Y is the inelastic shear strain and 
h and r are the hardening and softening functions, respectively. They can depend on the 
state variables and stress, but do not depend on increments or rates. 

This formalism is also used in the unified state variable models. The form of the flow law 
(6.2) is left unchanged but the material constants are allowed to change with temperature. 
This is also true for the constants of the state variable growth laws. The kinematic stress is 
the repository for setting the slope at the maximum strain of interest. lt is already possible 
to model hardening, neutral behavior and softening by setting the slope to a positive, zero 
or negative number see Figs 1 and 4 in Krempl [12]. The addition of a recovery term would 
not alter the basic capabilities. Therefore the growth law for the kinematic stress is left 
unchanged. 

Considering that the right hand side of the growth law for the equilibrium stress, see 
(6.4), represents hardening, the recovery term is subtracted to yield 

g = /ow homologaus temp. terms - R [g] g (8.2) 

The positive, increasing function R [g] with the dimension of reciprocal time constitutes 

the static recovery term. The equilibrium stress invariant is g = J~ tr (gg) and R [0] = 0. 

The function R plays the role of r in the Bailey-Orowan formalism, the static recovery 
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term reduces the growth of g and it is zero when the equilibrium stress is zero. lt is 
immediately clear that with this modification relaxation ends at zero stress. The model 
with static recovery given in {8.2) cannot sustain a stress at rest. Majors and Krempl [36] 
have attempted to classify some of the softening phenomena that can be observed at high 
homologaus temperature and are important for modeling. They include strain rate history 
dependence, cyclic softening and the modeling of the transition from primary, to secondary 
and tertiary creep. These can all be called dynamic softening effects. There is, in addition, 
the so-called static recovery effect where a specimen after deformation is kept at zero 
stress and where the time spent at zero stress has an influence on the subsequent response 
in reloading. Majors and Krempl [36] have shown that VBO with only a static recovery 
term in the growth law for the equilibrium stress is not capable of modeling the above 
listed phenomena. Only if a softening of the isotropic stress is introduced in addition to the 
recovery term in the growth law for the equilibrium stress can the above phenomena be 
modeled. 

Necessary conditions for a satisfactory modeling of cyclic softening, strain rate history 
dependence and a permanent effect of a resttime at zero stress are the presence of a static 
recovery term in the growth law for the equilibrium stress and the softening of the isotropic 
stress. 

Majors and Krempl [36] have demonstrated these capabilities. Different growth laws for 
the softening of the isotropic stress are used by Majorsand Krempl [36], Tachibana and 
Krempl [8, 46, 42] and by Maciucescu et al. [43]. They show that VBO has the capabilities 
to model creep, relaxation, monotonic and cyclic loading at different loading rates. 

When the static recovery term is present, the validity of long-term solution has to be 
checked. lt is strictly speaking not applicable any more. However, it may still be useful as 
an estimate for modeling purposes, see Tachibana and Krempl [8]. 

8.1. Modeling of deformation behavior 
The above equations represent the three dimensional version of VBO. To ascertain 

its modeling capabilities the material constants Et. E, v, and a and the functions F [r], 
1jJ [r], and R [g]5 must be determined from appropriate tests. lncluded are monotonic and 
cyclic loading in displacement (strain) or Ioad (stress) control, creep (stress is constant) 
and relaxation ( displacement is constant). Such tests are usually performed in the uniaxial 
state of stress or, less frequently, in biaxial stress states. To start the determinations, the 
three-dimensional equations must be specialized for the appropriate stress state and the 
test conditions. Then values for the constants are assumed and the coupled, nonlinear, 
stiff differential equations are integrated numerically. The results are compared with the 
experiments. New constants are assumed and integration yields new results. This process 
is continued until a satisfactory match of simulation and experimental data is achieved. 

This procedure, much criticized as the "curve fitting" portion of finding the model 
constants, is needed for every approach, see remarks in Section 2 on page 4. Once the 
constants have been determined the constitutive equations should be specialized foranother 

5They in turn contain other constants. lt is possible to use constants instead of functions thus reducing 
the number of constants needed, see Maciucescu et al. (43]. 
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set of tests which had not been used in the determination of the constants. To have 
confidence in the model it should render a good prediction for this new set. lf the comparison 
with experiment is satisfactory, the model can be used with confidence in stress analyses. 

8.2. Reduction to the uniaxial state of stress 
lt is advantageaus to formulate the set of constitutive equations for the uniaxial state 

of stress. The model has been formulated that all constants can be determined from the 
uniaxial state of stress. 

Using the definition of a deviator for the strain rate, equation (6.1-6.2) can be written 
as 

€ =- --s+ --trul +aTI+ -F[r]--
d ( 1 + v 1 - 2v ) . 3 s - g 
dt E 3E 2 r (8.3) 

where I is the identity matrix. For the uniaxial state of stress the stress deviator is given by 

[s] = ~ [ ~ ~I ~J (8.4) 

where a is the uniaxial true stress so that a = (3/2) s 11 . The same relation is assumed for 
the true equilibriurn stress G = (3/2) g11 whereG? is the counterpart of a. The uniaxial 
component of the true strain rate E: is found to be 

d(a) · a-G E: = - - + aT + F [f]--
dt E r (8.5) 

lt is easy to convert the growth laws for the state variables to the uniaxial state of stress. 
They are 

1/J [r] . ß ( 7f! [r] ) 
Ea+a[)T E 

( a - G G - 1) ( 1/; [r]) -+F[r] -r--~ 1/;[r] + 1- E f- R[IGIJG 
(8.6) 

and 

(8.7) 

where 1 is the Counterpart of (}" and G and where r = Ja- GJ. The growth law for A 
changes to allow for softening, see, Majors and Krempl [36]. 

Eqs. (8.5) through (8.7) are the uniaxial constitutive equations which must be special­
ized for the test conditions, say creep (stress rate equal to zero), relaxation (strain rate is 
zero) or for monotonic loading before they can be used to determine the material constants 
from tests. 

The test conditions must be specified and there is a difference between the true and 
engineering quantities. With modern servo-controlled testing machines either engineering 
or true stress ( or strain) can be imposed on the specimen. ln most of the tests the rates are 
constant over certain time intervals but can change instantaneously. For example loading 
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up to a creep stress Ievei can be done with a certain stress or strain rate with a change to 

zero stress rate when the creep test starts. 

lt is useful to recall the relations between the true and the engineering quantities (des­

ignated by the same symbol but with a A ). With constant density assumed, these relations 

are E = ln (1 + €) and a = a (1 + [). To simulate the described tests with VBO the con­

ditions listed in the last column of the Table 8.1 must be substituted only into the flow 

law together with an appropriate value for the constant rates. The initial conditions of all 

variables must be known so that the formula can be applied. 

Table 8.1: Expressions for strain rate and stress rate control 

Type of control Conditions Expression to be substituted 

Strain control €= const t =E I ( 1 + €) =E I exp E 

True strain control t = const t 
Stress control a= const (J =a (1 + E) + a [=a expE + at 

True stress control iT = const (J 

Note that for relaxation both the engineering and the true strain rates are zero. There is 

a difference between the "constant Ioad" creep test ( engineering stress rate is zero) and the 

"constant stress" creep test (true stressrate is zero.). lt is known that the experimentally 

observed constant Ioad and constant true stress creep curves can be different. Therefore, a 

possibility exists to model these differences with VBO. 

With these expressions the coupled nonlinear non-autonomaus differential equations 

must be integrated numerically to simulate the specific tests. For a good model the curves 
obtained from the numerical test should be identical to the experimental one. 

8.3. Isothermal creep 
Loading to the creep stress Ievei can be either in stress or strain control. ln the transition 

from the loading to the creep test the rate quantities experience a jump. The jump is 

computed for a stress Ievei when plastic flow is fully established and when the asymptotic 

solution holds (strictly speaking the recovery terms must be zero for the existence of the 

asymptotic solution). At short times the influence of the recovery term is usually negligible. 

Loading up to the flow stress region is performed with a strain ratet- (although stress 

control can also be used). Then the true stress is kept constant. Applying the uniaxial 

equations immediately before and after the switch to constant stress enables the calculation 

of the initial creep rate and of the equilibrium stress rate. They are, see (7.5 and 7.6), 

·+ _ ._ (1 Et) 
E -E -E (8.8) 
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and 

(8.9) 

where + designates the rate at the beginning of the creep test. The equilibrium stress rate 
before the start of the creep test is (;- = E:- Et where we have made use of the long-term 
asymptotic solutions of VBO. lt is seen from (8.8) and (8.9) that the strain and equilibrium 
stress rates at the beginning of the creep test are reduced from the values just before the 
test. lt is also seen that the equilibrium stress continues to increase in the creep test. The 
relations are different for stress Ieveis less than that of the asymptotic solution. 

8.4. Constant true stress and constant Ioad creep tests 
ln applications, the majority of the creep tests are constant Ioad tests. When strain is 

measured and is used in a feedback loop of a servo-controlled experiment a constant true 
stresstest can be performed. 

Using (8.5) for the isothermal condition and the definitions given in the above the 
expressions for the creep rate and its time derivative are found in Table 8.2 where a prime 
' indicates derivative with regard to the argument of the function, the true stress in the 
constant Ioad tests is given by u = a0 exp (c- co), r is the absolute value of the overstress 
and the subscript 0 indicates that the quantity is kept constant. 

Table 8.2: Expressions for creep rate and creep acceleration 

Constant true stress Constant Ioad 

E: F[r] uo- G F[rj u-G 
r 1- u/E r 

uE:~ ( . ) 

e F' [rJ ( -a) E + F' [r] uE: - G 
(]" 

1- R 

Usually creep curves are classified as primary ( creep rate decreases in magnitude and 
creep acceleration magnitude decreases), secondary ( creep rate magnitude is constant and 
the acceleration is zero) and tertiary ( creep rate magnitude increases and creep acceleration 
increases in magnitude)6 . 

For the positive and constant true stress test the sign of the creep acceleration is 
determined by the sign of the equilibrium stress rate. For primary creep G > 0, for secondary 
creep G = 0 and G < 0 is required for tertiary creep. For a constant Ioad test the relations 
are similar but not as easy to see. 

At low homologous temperature and when the long-term solution holds the sign of the 
equilibrium stress rate is determined by the sign of the tangent modulus, see Krempl [12). 

6We refer to magnitude to make the description valid for tension and compression. 
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lf Et > 0 only primary creep can be modeled. A negative tangent modulus signifies tertiary 
creep and if the tangent modulus is zero then secondary creep is modeled. This classification 
is valid for creep stress Ieveis that are in the flow stress region. ln the quasi-linear region 
creep is always primary. 

This observation is at odds with experiments, see for example Fig. 4.7 where secondary 
and tertiary creep are experienced even if the tangent modulus is positive. These results 
pertain to stress Ieveis in the quasi-linear region of the stress-strain diagram and to high 
homologaus temperature where the effects of softening and recovery are important. ln this 
temperature region the sign changes in the equilibrium stress rate are affected by the static 
recovery term, the last term in (8.6) and by the softening of the isotropic stress. For tensile 
loading both quantities enter with a negative sign in the growth law for the equilibrium 
stress. When the isotropic stress is decreasing then the dynamic recovery term in (8.6) 
increases. This fact and the negative static recovery term can render the growth of the 
equilibrium stress zero and negative. Substituting the inelastic strain rate in the growth 
law for the equilibrium stress, (8.6) reveals that all the terms in the growth law for the 
equilibrium stress, except the static recovery term, are homogeneaus of degree one in the 
rates. Rate and elapsed time have an influence only through the contribution of the static 
recovery term. lt is therefore possible to model secondary and tertiary creep in the quasi­
elastic regions even if the tangent modulus is positive. The capabilities of VBO in this 
respect are demonstrated by Tachibana and Krempl [8, 46, 42] on Alloy 800 H. 

The situation is more complicated for the constant Ioad creep test. The true stress is 
given by a = 8-0 exp (c:- c:0) and is increasing with creep strain. ln addition there areextra 
terms that increase the creep rate. Even if the equilibrium stress rate is zero, tertiary creep 
can be modeled due to the stress increase. ln some instances when the stresses are high 
the recovery term and the softening of the isotropic stress are not needed to induce tertiary 
creep. At engineering stress Ieveis above yielding Krempl and Lu [37] report tertiary creep 
for ductile steels even at ambient temperature. There is no doubt that this can also occur 
at high homologaus temperatures. 

At every temperature the constant Ioad creep test causes an acceleration of the creep 
process relative to that of the constant true stress test. For a constant Ioad creep test 
different behaviors in tension and compression are predicted due to the presence of the 
term (1 - a jE) which decreases in tension and increases in compression. For a constant 
true stress the equations in Table 8.2 predict tension-compression symmetry. 

8.5. Relaxation 
ln relaxation the engineering and the true strain rate are zero and the true stress rate 

can be calculated easily. There are no separate conditions for the true or for the engineering 
strain rate control. The constitutive equations can be numerically integrated to yield the 
true stress vs. time from which the engineering stress can be easily calculated. 

lt has been shown by Krempl and Nakamura (35] that the low homologaus temperature 
formulation Ieads to a nonzero stress at rest. The introduction of the static recovery term 
Ieads to zero equilibrium stress at rest. 

The equivalent expressions to (8.8) and (8.9) at the beginning of the relaxation test 
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are: 

Table 8.3: Initial stress rates in relaxation 

lt is seen that at the beginning of relaxation the stress as weil as the equilibrium stress 
decrease. The equilibrium stress is not stationary during relaxation. This property gives rise 
to some interesting modeling capabilities, see Krempl and Nakamura [35]. 

8.6. Possible simplifications 
ln looking at (8.5) through (8.7) we see that aside from the elastic constants, the tangent 

modulus Et and the two constants in the growth law for A, three functions, namely, the 
flow function F [r], thc shape function '1/J [r] and the static recovery function R [9] must be 
determined. Due to the nonlinear rate sensitivity of metals and alloys it is not possible to 
linearize the flow functionF [r] . Maciucescu et al. [43] have replaced the shape function 
'1/J [r] by a constant and have linearized the recovery function by setting R [9] = R19 where 
R1 is a constant. With this simplified version Maciucescu et al. [43] were able to model the 
behavior of a solder alloy at various high homologaus temperatures. With similar success 
the same method was employed for Alloy 800 H which had been previously modeled using 
all three functions. The simplified version had essentially the same modeling capabilities but 
needed only half the constants, see Tachibana and Krempl [8, 46, 42]. ln the future it is 
recommended that high homologous temperature modeling be started with the simplified 
version. Only if the simplified version is incapable of reproducing the data should the full 
theory be applied. 

8. 7. Variable temperature 
A. Experimental results 

Alloys designed for high homologous temperature service can grow new constituents 
while exposed to the high-temperature environment. Carbides can precipitate to name just 
one of many possibilities. lt is of course natural to assume that these internal chemical 
reactions will alter the deformation behavior compared to the original material. lf these 
changes are only influenced by the time spent in the high temperature environment and not 
by the deformation then we speak of aging. This property is modeled by an explicit depen­
dence on age, i.e. time spent in high temperature environment. lf the chemical reactions 
are influenced by deformation as weil, experimental results are needed before modeling can 
be attempted see Marquis [47] for a study on the influence of aging and the deformation 
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behavior of age-hardening Al alloys. ln the following discussion it is assumed that aging is 
not present unless it is specifically mentioned. 

An example of an ideal behavior is given in Fig. 8.1. Two isothermal stress-strain curves 
shown for 760 °( and 982 °( are the benchmark. ln two other tests the temperature was 
changed from 760 °( (982 °C) to 982 °( (760 °C) during straining. lt is seen that the 
variable temperature tests join their isothermal counterparts after a transition period. The 
change in temperature is forgotten. From this evidence it is assumed that no aging or any 
other micromechanism has acted since the material behavior is apparently unaffected by 
the history. The tests were performed on the superalloy B1900+Hf. 

-! .. 
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81!100tllf 
Experillll!ftt 

.5 

t • lxto-4 sec-1 
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llontsotherul Stratnfng 
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Nontsotherul Stralnlng 
(760 + 98Z"C). 1C2 

Mechantcal Stratn (S) 

3.0 

Figure 8.1. lnfluence of temperature change on the stress-strain behavior of B1900+Hf, from 
Chan and Lindholm [48]. 

Another example given in Fig. 8.2 is for mild steel and exhibits quite different results. 
The test starts at 400 oc and continues to 200 °(, to room temperature, to 200 oc to 
400 °( and finally to 200 oc. The isothermal curves at ambient, 200 °(, and 400 oc arealso 
depicted. lt is seen that the respective isothermal curves are not always reached, especially 
at the last change to 200 oc. The behavior of the mild steel is quite different from that of 
B1900+Hf. 

The results in Fig. 8.2b are for the mild steel and the temperature is cycled between 
200 oc and 400 oc. The variable temperature stress-strain curve appro~imately coincides 
with the 400 °( isothermal curve but never reaches the isothermal 200 oc curve. At this 
temperature the stress strain curve has a "jerky" appearance indicative of the presence of 
dynamic strain aging. 

The unusual behavior is most likely attributable to dynamic strain aging at 200 oc. The 
stress-strain curve at 200 °( in Fig. 8.3 shows the jerky appearance and a stress Ievel that 
exceeds that of the room temperature curve. These are all signs of dynamic strain aging 
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Figure 8.2. The behavior of a mild steel under variable temperature, from Niitsu et al. [49]. 
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Figure 8.3. Stress strain diagrams showing the anomalous behavior at 200 °C. from Niitsu et 
al. [49]. 
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which can be found in almost every engineering alloy in a certain temperature range. Mild 
steel is known to be susceptible to dynamic strain aging at the indicated temperature. The 
writer does not know whether the increase in stress Ievei at 200 °( is a consequence of 
dynamic strain aging or whether another mechanism was operating. 

Dynamic strain aging is generally thought to be caused by attachment and breaking 
loose of interstitial or solute atoms and their interaction with dislocations. As the stress 
increases the dislocations break loose, travel and get fixed again. This process then gives 
rise to the jerky motions. The behavior shown in Fig. 8.1 is designated as normal. The 
behavior shown in Figs 8.2 and 8.3 deserves the adjective pathological. 

B. Modeling 
The normal behavior can be easily reproduced by VBO, see Lee and Krempl [18]. ln nor­

mal behavior the influence of prior loading is forgotten and the response is indistinguishable 
from the isothermal stress-strain diagram. lt has been shown that for a constant loading 
rate and isothermal conditions the influence of the initial conditions vanishes, see Section 6. 
The temperature rate term is zero for isothermal conditions. VBO therefore predicts that 
the stress-strain curve with variable temperature ultimately coincides with the isothermal 
counter part. 

The modeling of dynamic strain aging is in its infancy. Recently VBO has been extended 
to model rate independence and negative loading rate sensitivity. These properties are 
found when dynamic strain aging is present. The modeling of these phenomena is discussed 
Appendix B. 

During the transient temperature region and with temperature dependent elastic prop­
erties the influence of the temperature rate terms in the flow law and in the growth law 
for the equilibrium stress become important. ln their absence the isothermal curve will be 
reached with a considerable delay, see Figs 3a and 3b of Lee and Krempl [18]. ln thermo­
mechanical loading the temperature rate terms avoid a drift of the hysteresis loop as shown 
in Figure 9 of Lee and Krempl [18] and Figure 6 of Chaboche [50]. 

9. SYNOPSIS 

lnelastic analyses are needed to ensure safety, reliability and predictability of performance 
of one-of-a-kind processes or structures. The availability of inexpensive computing power 
make inelastic analyses in the design office possible. The modeling of the inelastic behavior 
of engineering metals and alloys, however, has not kept up with the materials development 
and with the advancement of the computer. lt is generally acknowledged that the material 
models or constitutive equations are the weakest link in the inelastic stress analysis package. 

The comparison of the qualitative prediction of separately developed creep and plasticity 
models with experimental results reveals a fundamental inability to model creep-plasticity 
and plasticity-creep interactions. 

New developments are the formulation of state variable modelsthat do not have separate 
repositories for creep and plasticity. All inelastic deformation is rate dependent and creep 



332 E. Krempl 

(relaxation) is predicted by inserting the condition of creep (relaxation), stressrate is zero 
(total strain rate is zero), into the constitutive model. The subsequent integration yields 
the desired creep or relaxation equations. 

The unified state variable theory called "viscoplasticity theory based on overstress 
(VBO)" is introduced and its properties are discussed. lt is formulated without a yield 
surface and without loading and unloading conditions. Rate dependence is, following recent 
experimental results, introduced as fundamental. The equilibrium stress and the kinematic 
stress are two tensor valued state variables of VBO. lt also has the scalar valued isotropic 
stress that has modeling functions close to the isotropic stress of classical plasticity. 

At low homologaus temperature there is hardening due to inelastic deformation. For 
steady loading a long-term asymptotic solution is possible and is thought to correspond to 
fully established inelastic flow. The flow stress (the stress in the region where the asymptotic 
solution applies) consists of rate--eiependent and rate-independent contributions. "Cold" 
creep and relaxation are modeled as weil as nonlinear rate sensitivity. 

The same structure of the VBO prevails at high homologaus temperature. lntroducing 
a static recovery term according to the Bailey-Orowan format recognizes the softening 
effects of diffusion. The isotropic stress is made to decrease. With these modifications VBO 
is shown to model the high homologaus temperature behavior including tertiary creep of a 
solder alloy and of Alloy 800 H. 

The VBO structure allows a seamless transition from low homologaus temperature to 
high homologaus temperature. One concept applies. The form of the equations does not 
change. Several numerical experiments demonstrate the capability. The VBO could be used 
in inelastic analyses of structures and processes. 
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A THE STANDARD LINEAR SOLID AS A BASIS FOR VBO 

The simplest linear viscoelastic solid that shows creep, relaxation and loading rate sen­
sitivity is the "standard linear solid," or SLS, see Fig. A.l and Fluegge [51]. Accordingly 
this model is used as starting point by writing its constitutive equation in the "overstress" 
format. 

{A.l) 

!::~Spring 

Figure Al: The standard linear solid 

A superposed dot denotes material time derivative. a and E: are true (Cauchy) stress and 
true strain, respectively; E1 and E 2 is the modulus of the spring in front and of the spring 
in the Kelvin element, respectively. The quantity ry is the viscosity coefficient of the dashpot 
with the dimension of stressxtime; and a = Ed (E1 + E 2). The effective modulus of the 
two springs in series is equal to aE2. The difference a- aE2t: is known as the overstress. 
( A.l) can also be written as i:; = tel +ein where the inelastic strain rate is a linear function 
of the overstress. 

The stress response for infinitely slow loading is given by the two springs in series since 
the dashpot does not support any stress under these conditions. A mathematical derivation 
of this result is given in the main part of this report for VBO. For SLS the procedure is 
similar. lt is seen from {A.l) that a = aE2t: is the response in the Iimit as the strain and 
the stress rates approach zero. The straight line aE2t: is called the equilibrium stress. lt will 
be shown below that the creep and relaxation tests come to rest at this line after infinite 
time. 

The response of the SLS for infinitely fast strain rate is given by the response of the 
spring in front since the dashpot is rigid for infinitely fast loading. This can be demonstrated 
by writing 

1 __ da_/_d_c = _a_-_a_E_2_E: 
E1 aryt 

(A.2) 

and letting the strain ratet go to infinity. For any other strain rate the response is between 
the infinitely fast and the infinitely slow response as shown in Fig. A.2. 
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Figure A2. The slow, the fast responses and the stress-strain diagram at an intermediate strain 
rate of SLS. 

For loading with a constant strain rate the model predicts that the slope becomes equal 
to the slope of the equilibrium stress-strain curve for large times for any constant strain 

rate. To see this the term aE2€ is subtracted from each side of {A.l) so that 
E1 

€ (l _ aE2) = i_ ((}- aE2E) + ((}- aE2E) (A.3) 
E1 dt E1 ary 

For a constant strain rate this equation permits a solution for constant overstress. Then 
the first term on the right hand side of (A.3) vanishes and 

{ (}- aE2c} = € (l _ aE2) {A.4) 
ary E1 

where {} indicates the asymptotic solution. ln this case the overstress is constant and 
linearly related to the strain rate. The SLS therefore exhibits linear rate sensitivity. By 
transforming the differential equation to an integral equation it can be shown that the 
constant overstress solution is the long-term solution that applies when time grows without 
bounds. The integral equation approach is demonstrated with the VBO model in the main 
part of the report. 

When the expression of constant overstress is substituted into (A.2) the slope for con­
stant overstress, long-term solution can be calculated as 

(A.5) 

For the SLS the slopes of all stress-strain diagrams of constant strain rate tests are ulti­
mately independent of the strain rate and equal to that of the equilibrium stress. ln the 
region prior to the long-term solution nonlinear rate sensitivity and a rate dependent slope 
are modeled. 
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For creep the stressrate is zero and (A.l) yields 

. ao- aE2E: c = __;_ _ ___,;;__ 
ary 

For relaxation the strain rate is zero and we have 

. E a - aE2c:o 
0'=- 1----

ary 
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(A.6) 

(A.7) 

ln the above the subscript 0 indicates that this quantity is constant. Examination of (A.6) 
and (A.7) shows that the creep and relaxation rates depend on the difference between the 
stress and the equilibrium stress, the so-called overstress. lt is positive in tensile loading as 
can be seen from (A.4) and from Fig. A2. lt follows that for prior tensile loading the creep 
rate is positive and the relaxation rate is negative. Both, creep and relaxation motionsend 
when the stress reaches the equilibrium stress. lt will take infinite time to reach the equilib­
rium stress. This will be demonstrated for the creep case. Tothis end (A.6) is transformed 
to the integral 

( E2 ) ( E2 ) Jt ao (E2 ) c [t > to] = c [to] exp ---:;;- (t- t0) +exp ---:;;- (t- t0 ) ary exp ry (r- r0 ) dr 
0 

(A.8) 
For large values of time the influence of the initial condition vanishes and the second term 

on the right hand side becomes indeterminate. Resolving this indeterminacy by applying the 
!'Hospital rule yields 

ao 
c[t~ oo] =­

aE2 
(A.9) 

This shows that it takes infinite time for the creep motion to reach the equilibrium stress. 
Similarly it can be shown that a relaxation test terminates on the equilibrium stress after 
infinite time has passed. The equilibrium straight line is the response for infinitely slow 
loading and the termination point for creep and relaxation tests. lt is clear that only primary 
creep can be modeled with the SLS. 

Suppose, several creep (relaxation) tests are started at different stresses when the lang­
time solution in monotonic loading holds and the overstress is constant. Although the tests 
are started at different stresses and strains, the creep (relaxation) behavior is identical since 
the overstress is the same for each test. This unique behavior does not appear to have 
been discussed. ln the regions where the lang-time asymptotic solution holds, the curves 
of creep strain ( defined as current strain minus strain at the start of the creep test) vs. 
time and the curves of the stress-drop (initial stress minus current stress) vs. time are 
congruent, respectively. This appears to be a surprising and little known result. VBO shares 
this property with the SLS. 

From (A.2) we see that the slope of the stress-strain curve is equal to the elastic modulus 
of the spring in front of the model E1 when the overstress is zero. This can happen at the 
origin and when the stress-strain curve crosses the equilibrium straight line. Stress-strain 
curves cross the equilibrium line with slope E1. 
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A special test is the creep test at zero stress, sometimes called the recovery test. Setting 
the stress equal to zero in {A.6) shows a negative (positive) strain rate for positive (negative) 
strains. The creep rate becomes zero when the strain is zero, i. e. when the strain is zero 
and completely recovered. 

A relaxation test started from the strain axis (stress is equal to zero) results in a 
positive( negative) stressrate for positive (negative) strains. ln this case the stress magnitude 
increases as can be seen from (A.7). As usual the relaxation stops at the equilibrium stress. 
lf the initial stress of the relaxation test is negative (positive) for positive (negative) strain 
the stress relaxes through zero before it stops at the equilibrium stress. 

The SLS model exhibits a linear dependence of the overstress on the strain rate and 
a unique and linear equilibrium stress-strain behavior. A long-term asymptotic solution in 
a test with constant strain rate exists and at that time the slopes are equal to the slope 
of the equilibrium stress-strain line. ln a creep and in a relaxation test it takes infinite 
time until the equilibrium line is reached at which the tests terminate. The model exhibits 
complete recovery and the tangent modulus is equal to modulus of the spring in front 
when the equilibrium line is crossed and at the origin. ln the SLS the springs and the 
dashpot are linear. ln VBO the spring in front of the Kelvin element is still linear, but the 
properties of the Kelvin element are radically changed. The dashpot is made nonlinear and 
depends on the overstress. This change is responsible for nonlinear rate dependence, which 
is controlled by the viscosity or the flow function. ln VBO the spring of the Kelvinelement is 
nonlinear and can model hysteresis. SLS and VBO exhibit a long-term, asymptotic solution 
in monotonic loading. ln regions where the long-term solution holds and the overstress 
is constant relaxation curves started at different strains will be independent of the strain. 
Whereas SLS can only model primary creep with linear stress dependence VBO can model 
primary, secondary and tertiary creep and a nonlinear stress dependence. ln relaxation tests 
and in creep tests that terminate, it takes infinite time to reach the equilibrium stress-strain 
curve in either model. lf one were to test either. model in a thought experiment it would 
not be possible to determine the current equilibrium stress. However, it can be inferred 
and approximately determined using one or more of the properties discussed. This has been 
done for real materials by Krempl [20]. 

The drawing depicting the model in Fig. Al has different fills to indicate that the 
properties of the Kelvin element change in going from the SLS to the VBO model. 

ln the main part of the text a distinction is made between a response function and a 
constitutive equation. {A.l) is the constitutive equation. lt cannot be solved in this form. 
Once the condition of a test is insertedas has been done for {A.6) and (A.7) the remaining 
part of the CE can be integrated to yield the response function for creep and relaxation, 
respectively. The response function, see (A.8), is quite different from the CE which is (A.l). 

ln creep theory and with most physically based approaches the manipulations are almost 
exclusively with the response functions. The CE is almost never established. 

The SLS is a simple, linear CE that is not a realistic model for real materials. VBO is 
more complicated than the SLS and has modeled some materials very weil. lt is easy to 
demonstrate the difference between a CE and a response function using this model. lt is 
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also clear that the creep and relaxation motions are intertwined as the viscosity function or 
the flow function is involved for creep and relaxation. 

B MODELING OF RATE-INDEPENDENCE AND OF NEGATIVE RATE SEN­
SITIVITY 

Bl. General 
Mostengineering alloys show a decrease in strength and an increase in rate dependence 

and ductility with an increase in temperature. ln many, if not most engineering alloys a 
region of temperature exists where the strength increases and ductility decreases with an 
increase in temperature. At the same time rate independence or negative rate sensitivity 
together with serrated yielding or jerky flow is found. The jerky flow is also known as 
Portervin-le Chatelier effect. These phenomena together are referred to as dynamic strain 
aging. Before and after this temperature region dynamic strain aging disappears and the 
material behavior is normal, i.e. positive rate sensitivity, decrease of strength and an increase 
of ductility with temperature. The dynamic strain aging effects are significant and can cause 
brittle fracture. lt is therefore important that strain aging be modeled to avoid the often 
destructive and costly consequences of failure. 

ln his Ph.D. thesis K. Ho has found a way to model rate-independence, negative rate 
sensitivity with a slight modification to VBO, see Ho [52]. An increase in the flow stress with 
temperature can easily be modeled using the isotropic stress A, see Ho and Krempl [34]. 
Here we give a short synopsis of the modeling of zero rate sensitivity and of negative rate 
dependence. 

82. Modified version of the growth law for the equilibrium stress 
The growth law for the equilibrium stress can be considered an interpolation between 

the initial quasi--elastic behavior and fully established inelastic flow when Et (the tangent 
modulus when plastic flow is fully established) « E {the elastic modulus). ln this region 
the flow stress has been reached in an experiment and the long-term solution can be 
applicable for VBO. The terms that affect the asymptotic solution can be modified and 
this modification fully affects this region. To model changes in rate sensitivity the isotropic 
stress A is replaced by A + {1 + ßf) in 6.4 and 6.5. The dimensionless quantity ß is called 
the strain rate sensitivity parameter. The long-term solution is, see Ho and Krempl [34] 
and 6.12- 6.14 

{s- f} = {A + {1 + ß) r} ( { 8 ~ g}) {B.1) 

When ß = 0 the previous VBO formulation is regained and in this case the difference { s - f} 
is the sum of the rate-independent (plastic) contribution Ar and the rate-dependent or 
viscous part r, see Fig. 1 of Krempl [12] and Figs 6.3 and 6.4. lt is necessary that the 
term { A + (1 + ß) r} > 0 at all times to obtain stable and physically realistic solutions, 
see Nakamura [53]. 



338 Appendix B 

For normal VBO the rate sensitivity parameter ß = 0 and the asymptotic solution 
contains viscous (the overstress) and rate-independent or plastic contributions through the 
isotropic stress A Krempl [12] Fig. 1 and Fig. 6.4 of this paper. The modified version 
of VBO allows the modeling of regular rate dependence with plastic (rate-independent) 
and viscous contributions. lt also permits negative rate sensitivity with a rate-independent 
contribution through the isotropic stress. 

Table B.1 shows that it is also possible to set the isotropic state variable A equal 
to zero so that the entire difference { s - f} is made up by only viscous contributions. 
Then it is no Ionger possible to model rate-independent or plastic hardening such as extra 
hardening in out-of-phase loading, see Choi and Krempl [32]; Krempl and Choi [13]. See 
also Fig. 2.1 for experimental results that need plastic (rate-independent) hardening for 
their modeling. lf A = 0 is selected then hardening can only be modeled by changing the 
viscous contributions, for example by a growth law for the drag stress as it is done for the 
Peirce, Shih et al. [54] model that is used frequently in polycrystal plasticity finite element 
applications. The modified VBO allows the modeling of viscoplastic or of viscous behavior 
depending on the values of the isotropic stress A and the rate sensitivity parameter ß. A 
summary of the capabilities is as follows: 

Table B1: Properties of modified VBO 

A>O ß=O Normal VBO 
A>O ß > -1 Positive rate sensitivity 
A>O ß= -1 Rate insensitivity 
A>O ß < -1 Negative rate sensitivity 
A=O ß> -1 No plasticity effects 

The addition of the ß-term has enriched the modeling capabilities of VBO considerably. 
Before results of numerical experiments are given to demonstrate the increased modeling 

capabilities it should be remarked that the long-time, asymptotic Iimit of the overstress is 

not affected by the ß-term. To demonstrate this property the term 1 + v g is subtracted 
. E 

from ( 6.1) to y1eld 

(1_1+vdg)e= 1+v (s-g)+~F[r]s-g (B.2) 
E de E 2 r 

where I is the fourth order identity tensor. lt can be seen that an asymptotic solution for a 
constant overstress, indicated by {}, is possible for a constant strain rate if the slope of the 
equilibrium stress curve becomes constant. The asymptotic value of the overstress { s - g} 
is obtained as the solution of the nonlinear equation 

(1- 1 ~v {::})e=~F[{r}J{s;g} (B.3) 
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where we have assumed an ultimately constant value of the slope of the equilibrium curve. 
lt is seen that the asymptotic solution of the overstress models the desired nonlinear de­
pendence of the overstress on strain rate but does not depend on the quantities ß and 
A. 

The conditions for creep (stress rate is zero) or relaxation (strain rate is zero) require 
a specialization of (8.2). VBO predicts that creep and relaxation are independent of the 
isotropic stress A and of the ß-term. Even when the modified VBO is made to model 
rate independence or negative strain rate sensitivity by setting ß and A equal to 
the appropriate value this theory predicts that "normal" creep and relaxation will 
continue tobe observed. 

B3. Experimental evidence of creep or relaxation in the presence of anomalaus · 
rate sensitivity 

The notion carried over from plasticity theory is that creep and relaxation are absent 
for rate independence. With this background the prediction of the modified VBO of rate 
independence with regular creep and relaxation seems paradoxical. However, if a new the­
ory predicts new and paradoxical results it has to be compared with experiments. The 
competence of the new theory can only be confirmed or falsified by relevant experimental 
results. 

An extensive search of the materials science Iiterature yielded many papers on dynamic 
strain aging or the Portevin Le Chatelier effect but no reference was found that treated 
stress-strain behavior and creepjrelaxation on the same material. ln the engineering Iit­
erature only three references were found and they do not contradict the modified VBO 
prediction. 

Fig. 2.1.2 of Stouffer and Dame [55] shows the results of two tensile tests run at 
two different strain rates (0.8 and 0.001 1/s). The age-hardening Al alloy showed rate 
independence. However, at the end of the tests the strain was kept constant and surprisingly 
a stress drop was observed for both tests indicative of relaxation. lt has to be remarked 
that the Al alloy was age hardening. lt is not known whether it exhibited dynamic strain 
aging as weil. 

Cheng and Krempl [56] tested an Al-Mg alloy at room temperature and made similar 
observations. The stress-strain curve showed serrated yielding and nearly rate-independent 
behavior. Relaxation was observed again, see their Figs 2, 3 and 5. 

An extensive investigation of a modified 9Cr-1Mo steel by Yaguchi and Takahashi [23] 
shows the most convincing results yet, see Fig. B.l. 

The influence of strain rate on the stress-strain and on the relaxation behavior of 
modified 9Cr-1Mo steel as a function of temperature is shown. At temperatures above 
400 °( positive rate sensitivity is observed tagether with "normal" relaxation behavior. 
This is also true at 200 °(. (lt should be noted that for "normal" relaxation behavior there 
is an influence on prior strain rate on the relaxation behavior. At the end of the relaxation 
tests of equal duration the stress associated with the highest prior strain rate is lowest. For 
a discussion of these "normal" effects, see Krempl and Nakamura [35]. At temperatures 
below 400 °( dynamic strain aging is observed as evidenced by the rate independence of the 
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Figure Bl. Rate dependence and relaxation behavior of modified 9Cr lMo steel as a function of 
temperature, from Yagut.hi and Takahashi [23]. 

flow stress. Despite this rate independence of the stress-strain behavior "normal" relaxation 
is observed. This behavior is in full agreement with the predictions of the modified VBO. 
For this model creep and relaxation are to be found even if there is a zero or negative rate 
sensitivity. 

Tests on an Al alloy are underway at the Mechanics of Materials Labaratory of RPI to 
get a consistent picture of the interrelation between creep, relaxation and the stress-strain 
behavior when dynamic strain aging is present. 

B4. Some predictions of the modified VBO 
ln the following the capabilities of the modified VBO in modeling the influence of 

dynamic strain aging is demonstrated for a hypothetical material whose constants are given 
in Table 8.2. The purpose is to show the qualitative capabilities of the modified VBO model 
rather than modeling a specific material. 

As mentioned previously one or all of the following phenomena are considered indicative 
of the occurrence of dynamic strain aging or possibly age hardening, see above. 

• Serrated yielding, Portevin le Chatelier effect, 

• Zero rate sensitivity or negative rate sensitivity, 

• lncrease of strength with an increase in temperature, 

• Decrease in ductility. 
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Table 82. Material properties of the hypothetical material used in the numerical experiments. 

Moduli E = 195 GPa; Et = 200 MPa 
Isotropie stress, constant Ao = 115 MPa 
Viscosity function kl = 314, 200 s ( r) -ka k 2 = 60 MPa 
k = kl 1 + k2 k3 = 21.98 

Shape function C1 = 30 GPa 
c2- c1 C2 = 182.5 GPa 

1/J = C1 + exp ( C3f) C 3 = 0.11 (MPa)-1 

VBO is not capable of producing serrated stress-strain curves and modeling of ductility 
but is competent at representing the other two properties. These effects will be demon­
strated by numerical experiments. 

85. Rate sensitivity parameter depends on effective inelastic strain 
Experiments on the occurrence of serrated yielding show that it can depend on strain. 

Nortmann and Schwink [57, 58] show this very clearly. For the modeling of such an event 
a strain rate sensitivity parameter is made a function of the accumulated effective inelastic 
strain p [t] = J; jf:inl dr 

(B.4) 

lt is seen that ß [0] = ß1 + ß3 and ß [oo] = ß3 . By selecting the constants ß1 and ß3 

appropriately a transition from negative rate sensitivity to positive rate sensitivity can be 
modeled whereby the constant ß2 controls the speed of transition. Fig. B.2 shows the results 
of strain rate cycling experiments where the strain rate changes abruptly between 10-3 and 
1(1-6 1/s. ln Fig. B.2 the material exhibits initially negative rate sensitivity, which changes 
to rate independence followed by regular rate sensitivity as inelastic strain accumulates. 
For Fig. B.3 regular strain rate sensitivity changes to inverse rate sensitivity as straining 
progresses. 

Each figure exhibits two curves to show the influence of a constant in the shape function 
1/J [r] listed in Table B.2. When the constant C3 = 0.11 an overshoot occurs upon the change 
in strain rate. This overshoot is diminished for C3 = 0.03. Note that this constant affects 
only the transient region. Both curves merge as the strain increases. The overshoots can be 
almost eliminated by choosing a different constant in the shape function. Such overshoots 
have been reported, see the experiment with a 61 ST age hardening Al alloy by Lubahn and 
Felgar [44]. p. 188, Figs 6-53. 

The experiment and the simulations show an overshoot upon the sudden change in 
strain rate that quickly dies out in both cases. 
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Figure B2. Negative rate sensitivity changing to positive rate sensitivity. H and L designate high 
and low strain rate respectively. 
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Figure B3: Positive rate sensitivity changing to negative rate sensitivity. 

86. Discussion 
The numerical experiments on modeling rate independence and negative rate sensitivity 

have shown that the modified VBO is competent at modeling these phenomena. The rate 
sensitivity coefficient controls the modeling of anomalaus rat~ependent behavior and has 
a negligible influence on the initial, quasi-elastic portion of the stress-strain diagram, see 
the numerical experiments by Ho and Krempl [34]. lts effect on the lang-time, asymptotic 
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behavior is completely known. 
The model predicts that even when there is rate independence or inverse strain rate 

sensitivity there is "normal" creep and relaxation behavior. When the creep periods are 
introduced during tension or compression loading, the creep strain increases in magnitude. 
On the other hand, the stress magnitude decreases in relaxation for prior monotonic loading. 
The few available experiments confirm the VBO prediction. Experiments are in progress to 
further verify on this behavior. 

lt was very surprising that the search of the materials Iiterature did not produce a single 
paper that dealt with rate sensitivity, creep and relaxation together. The author's point of 
view is that a creep and/or relaxation investigation should always complement the study 
of the influence of the loading rate. After all rate sensitivity, creep and relaxation are just 
different manifestations of rate dependent behavior of materials. 

Miller and Sherby [59] modeled solute strengthening effects in the framework of the 
MATMOD equations. Theinversestrain rate sensitivity was modeled weil for solute strength­
ening alone. Their Fig. 14 exhibits a very "square" transition, no overshoots are modeled as 
shown in Fig. B.2. ln their simulations the strengthening due to deformation was neglected. 
lt appears to be difficult to clearly separate the hardening contributions due to deformation 
and solute strengthening in engineering applications. ln this case a material is selected and 
its behavior has to be determined by suitable macroscopic tests. The test results contain 
the combined influence of deformation and of solute strengthening. lt is difficult toseparate 
the two contributions as required by the model. lt is also very interesting to note that the 
MATMOD equations predict regular creep and relaxation even when inverse rate sensitivity 
or rate independence is modeled. 

Details and other applications can be found in Ho [52]. The demonstration of rate 
insensitivity is taken from a report by Ho and Krempl [34] that explores other modeling 
possibilities. 

ln some alloys cycling reveals an initial almost rate independent behavior that gradually 
c.nanges to normal rate sensitivity, see Nakamura [53] who has modeled this behavior using 
VBO. 

C EXCERPTS FROM WRC BULLETIN 195 

Cl. lntroduction 
For historical reasons an excerpt from an early report of the author is, see Krempl [9] 

given below. The points to be made are 

I. Both time-hardening and strain-hardening theories are inadequate as models for variable 
loading. They contain only information on the deformation behavior under constant 
stress. 

II. The manipulations of the strain or time-hardening theories are modifications of a re­
sponse function. For different loading conditions, say cyclic, the constitutive equation 
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(CE) of the material should be exercised rather than the response function. See Ap­
pendix A for the difference between a CE and a response function. 

111. The manipulations are subject to inconsistencies and therefore the result is tobe viewed 
with suspicion. 

Here is an excerpt of the beginning of a chapter illustrating the argument. This report 
was the starting point of the writer's involvement with constitutive equations. lt is for the 
most part outdated but contains arguments and conclusions that are still valid. 

C2. Excerpt 
Time-hardening vs. strain-hardening theory. 
"ln attempts to apply creep equations, such as specific forms of (28), to conditions 

of varying stress, one "attributes universal validity to such a relationship" (Rabotnov [3), 
p. 200). ln doing so one takes a response function to be a constitutive law. This causes 
immediate difficulties since this constitutive law now contains time explicitly, indicative of 
"aging" (Rabotnov [3), p.200). Further, for a step change, the prediction of time-hardening ' 
theory frequently Ieads to unrealistic results on the basis of the initial conditions. They are 
usually explained in terms of a schematic diagram such as Fig. 46 on p.202 of Rabotnov [3). 
These are the usual two arguments to refute time-hardening theory and to favor strain­
hardening theory, which will now be discussed. 

"Following Finnie [60) and Odqvist [61) , the strain-hardening theory is obtained in the 
following way. Suppose (28) has the following specific form 

p = Aantm 

where A, n, m are constants. Differentiating (C.l) yields 

jJ = anmtm-1 

(C.l) 

(C.2) 

and elia.1ination of time between (C.l) and (C.2) yields the strain-hardening theory expres­
sion 

. (A n m-1)1/m p=m a p (C.3) 

Expression (C.3) is now considered to be valid for varying stress, whereas in Eqs. (C.l) 
and (C.2) stresswas considered to be a parameter, i.e., a constant with respect to differ­
entiation with respect to time. Strain hardening is then usually favored on the basis of a 
diagram such as Fig. 2 in Finnie [60) or Fig. 49 in Rabotnov [3) and the comparison of the 
prediction of both theories with experimental results. 

"lt should be noted that an equivalent to the derivation given above could not be found 
in Rabotnov [3). There the treatment starts from the hypothesis of the equation of state, p. 
206 of Rabotnov [3], of which Eq. 83 is a special form. Thus, mathematically, the difficulty 
of treating O" parameter or a variable depending on how it fits into the present scope is 
avoided. However, even the equation of state has to be fitted to test data, which in all 
these cases come from constant stress creep curves. (We are interested only in strains up to 
2%, so that there is no difference between constant Ioad and constant stress creep curves.) 
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ln the approach of Rabotnov [3], the difficulty arises at a point where it is not quite as 
obvious as it is above that constant stress data are used for variable stress application. 

"A prime application of time and strain-hardening theory is the prediction of relaxation 
from creep data. Again conceptual difficulties arise, and an example from Rabotnov [3], 
p.203 should suffice, ... " 
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