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P R E F A C E 

I was very muah honoured by Professor Sobre­

ro's kind invitation to deliver a series of leatures 

on veator and tensor aalaulus at the Centre for Meahan­

iaal Saienaes. The aourse was intended to review the 

existing state and to report my investigations in this 

field of researah. Bince the main part of the series 

(18 lectures) was devoted to this aim, it seemed to me 

that the best way of fulfilling the task of the lecture 

notes would be to copy the manuscripts of my three pa­

pers (to be published in Tensor !!-1970), which are aon­

cerned with the above problems. 

The vector and tensor calculus is an important 

branch of mathematias and a very efficient tool in many 

fields of natural saienaes and their applications. So, 
it seemed worth attempting to promote its present state 

by a more general formulation whiah, at the same time, 

would be a simple and plausible saheme to aover, be­

sides others, all appliaations in alassiaal, relativistic 

and quantum meahanias. 

The most charaateristia feature of the present 

saheme is the direat approaah to veators and tensors 

which, by using an appropriate notation, resulted into 

general, compact and Straightforward rules. In order to 

emphasize the logiaal sequenae of the most important 

steps for building up the saheme, only the most impor-



tant topics aave been analyzed in full detait, and 

the introduction of eacn paper contains the respect­

ive summa~y. I shall be happy if some of the partic­

ipants to the lectures o~ ~~ade~s of these notes will 

find some interest to elabo~at~ th~ remaining aspects. 

At the end I hlould like to ~xpress my deepest 

g~atitude and app~eciation fo~ the oppo~tunity of giv­

ing these lectures in such an impo~tant institution as 

the Cent~e for Mecnanicat Sai~nces, among such outstand­

ing scientists, dea~ colt~agu~s and before such a se­

lected audiance. In pa~ticutar, hle are alt very much 

indebted to Professor Luigi gobre~o, the Secretary Gen­

eral of the Centre and Di~ector of the Institute for 

Mechanics of the Univ~rsity of T~ieste, for the foun­

dation of the Cent~e and for the ve~y successful pro­

motion of the efficient hlOrking atmosphere in this 
basic institution in the field of modern mechanical 

sciences. 

Z.Jankovic 

Zagreb, January 1970 



A CONTRIBUTION TO THE VECTOR 

AND TENSOR ALGEBRA 

The aim of this paper is to give a 

simple and suitable approach to the vector and tensor alge­

bra which represents a generaland natural scheme for a 

wide range of applications. The essential feature of this 

scheme is the synthesis of notions of contravariance and 

covariance with the bra and ket forms. The main conse­

quences of such an approach are investigated and an 

appropriate notation is developed. 

In Chapter I we consider the basic 

concepts. Chapter II contains the discussion of the connec­

tion between the contravariant and covariant forms, while 

in Chapter III the relations between bra and ket vector 

forms are investigated. In Chapter IV the transformation 

properties under the change of basis vectors are establish­

ed. Chapte r V contains an extension and application of the 

obtained results to tensors. In Chapter VI some remarks 

are added. 
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CHAPTER I 

The basic assumptions 

We briefly recall [ 1] that a 

vector (linear) space is composed of an additive Abelian 

group X ( whose elements are called vectors), a scalar 

body K and a multiplication, so that for each ordered 

pair (a.,a) (a. E K 1 a € X) there exists one vector. (ot a) e X 

in such a way that the following axioms are fulfilled 

atb=b+a, 

(a. + b) + c - a.,. (b + c), 

( 1. 1) 

tt.(a+b) = lX.a + oc. b, 

(a.+ fJ) a = a.a +fia, 

1 • a.=a. • 

Besides, the existence of the zero 

vector 0 and of the opposite vectorc:; - a is postulated. 

Since the dimension of the vector 
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space is the maximum number of linearly independent vec-

tors in the vector space, we are able to choose n basis 

vectors in an n -dimensional vector space and represent 

each vector in a unique way as a sum of n terms; 

each term is a product of a basis vector and a scalar - the 

corresponding component of the vector. 

Now, we take four vector spaces 

each with its system of basis vec-

tors e;., e~ , i.e , '-e ( ~ = 1 , 2, .. , n), and call them 11bra-up 11 , 

7 

''bra-down 11 , 11ket-up 11 , 11 ket-down 11 vector spaces and basis 

vectors, respectively. In these vector spaces we have the 

ve ctor repre sentations 
< • i . > iiJ "L. a.<=Cl L:, a=;a ~ Q ""O.L-"' ' Y Y 

( l. 2) 

a~, a\ ~a, L.a are vector components (the same terms can 

be used for them as for the respective vector spaces) and 

belong to the same s calar body K . Here the usual conven-

tion upon the double index summation is adopted. In further 

development the terms 11up 11 and ''down'' for vectors ("down" 

and 11up 11 for components) will be related with the common-

ly applied terms 11 covariant 11 and 11 contravariant 11 • 

From the axioms (L 1) and the ex-
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plicit forms (1. 2) it eas.üy follows that in each of the vec­

tor spaces the sum (the difference) of vectors has as its 

components the sum (the difference) of the corresponding 

components of its members. The vector (1... a has as its 

components the components of the vector a multiplied by 

lX. __, a representing any of the vectors (1. 2). 

We define a multiplication between 

the bra and ket vectors, the so .. called scalar product, 

which has to be a scalar quantity. The four pos sible com­

binations are symbolically written 

(I. 3 a) 

For the scalar product we assume 

the following three properties : 

First, we require that for each of 

the four scalar products (1. 3a), the left- and right-hand 

side distribution law be fulfilled 
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( l. 4) 

Second, we assume that for all rJ..,ß e K 

there exists 

( d.. a) b cx..ab, a(,ab) = J3ab. ( 1. 5) 

Third, we assume the following ex­

plicit values for the scalar products of basis vectors 

ei .e - LD• e. te = .5~ ( 1. 6a) r r • 1-

ei ie l fJ; ;,e ( 1. 6b) = ' e· =i-C]~ . t. 

The first two relations ( 1. 6a) indica-

te that the corre sponding basis vectors are ''orthogonal". 

The syrnbol S means the Kronecker syrnbol, while t.g, J­

and ;.g,; in the second two relations (l. 6b) are 2 n 2 

scalar quantities, which should be given explicitly. 

Because of the assumed .properties 

(1. 4), (l. 5) and (l. 6) the scalar products (1. 3a) can be ex-

plicitly written in the forms 
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. . 
a . Lai b 

- t. J' ; ) 
L J'b - a i/tj- ( 1. 3b) 

The notation introduced here could 

be regarded as a "direct" system of notation ( 3) . We 

underline that the symbols > 11 and t < 11 (or the left-
" l 

and right-hand side indices of the basis vectors) represent 

the "active" side of a vector in the scalar multiplication, 

and are similar to "valences" which are saturated by the 

opposite valence of the other factor. At the sametime 

Dirac's terms [ 2] "bra" and "ket" are explained to 

originate from the closed "bra-c-ket" 1/ < > 1/ in the 

s calar product. 

The vector spaces, i. e. the basis 

vectors, the vector components (1. 2), the tfJ;, i/J; (l. 6b) 

lc may depend on some paramete rs x ( k. = 1, 2, ... , m) • 

In this paper they are referred to 

one and the same set of parameter values, i. e. to the same 

point P ( xk) of the m -dimensional paramete r manifold. 

Consequently, we should indicate this fact by writing X ( P), 

e (P), a (P), ai.(P) , 'gJ (P) , LC}f ( P) etc. We 

omit the sign P because all quantities in this paper 
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refer to one and the sarne point P(x 4) of the parameter mani­

fo1d, no connection being assumed here between the vector 

spaces referring to different points of the parameter mani-

fold. 

CHAPTER II 

The connection between the bra(ket)-up 

and - down vector spaces 

Now, we introduce the connecting 

quantitie s (i. e. linear operators) between the ve ctor 

spaces. First, we define the 11identity operators 11 

>E< ;:::= i.e LO· e/ = eL >E -
. f 

~e .e "e .5 e· = e· (2. 1) 
j t. ' <- L f L 

for the vector spaces x< 
' >X and X< ' 

>x 
respectively. It is easy to find from (1. 2), (1. 4) and (1. 6) 

that these operators act as identity operators in the men-

tioned spaces, 
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a. e' = a" 
1.. ' 

(2. 2) 

the basic property of the operators (2. 1) being 

( < )p < ( > )" > >E = >E , E< ;::. E< , (2. 3) 

p a positive integer. 

Further, we exarnine othe r two 

operators i. e. the "valence lowering operator" 

E< 
> 

and the "valence raising operator" 

(2. 4a) 

> <. i i i i > <. (2. 4b) E E = e e· -e e = e .n · e = n 
<) LJ L'tj 'I 

We determine the effect of these operators 

(2. 5) 

-< > < -< > <. 
a = a.< 9 ' a< = a >9< = a< 9 /l< ' 

with two analogaus relations for the ket vectors. The dash-

ed. vcctors are vectors associated to the original ones in 

the other bra (ket} vector space. We put the natural re-

quirernent that the associated vector of the associated vec-

tor should be the original one 

=< a.< ä< a a - ' ' (2. 6) < 

>= ) 

>ä a a = a > 
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To satisfy this requirement, we see 

from (2. 5) that the following conditions must be fulfilled 

> < E< 
> '1< g. = :> ' (2. 7a) 

i. e. because of (2. 1) and (2. 4) 

i. j ic i. k . c/{ 
9- i'tk = 0 k ' i..CJj 9- = t 0 (2. 7b) 

or 

G 9- = E Cf G = E (2 0 7 c) 

where G and 9-are the matrices ( i.9j ) and C.CJ-j) (with non­

vanishing determinants), respectively, [ being the unit 

matrix. The conditions (2. 7) represent restrictions on the 

nurober of independent quantities (1. 6b). In fact, only n2 

quantities, for instance the components of the matrix CJ 

(or G ), can be independent, the other n2. following from 

them. 

The relations (2. 7) express, 

indeed, the fact that the operators (2. 4) are inverse oper-

ators one to the other. 

In the particular case 

(2. 8) 
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the difference between the x<and X< ex and>X ) vector 

spaces disappears and they become identical. 

Since the original and the associat­

ed vector (2. 5) are in one-to-one correspondence, in the 

general case we can identify the corresponding bra (ket)-up 

and -down vectors tobe two forms of the same bra (ket) 

vector. In this way the nurober of vector spaces is reduced 

from four to two, one bra and one ket vector space, each 

of them with two forms of any vector. 

With the help of the relations (1. 2), 

(I. 6), (2. 1), (2. 4), (2. 5) and (2. 7) we easily compose the 

table 

>a = >a - a< - a< = 

f} > E<- (E< >a E< }>a a< 

{:t 
a< (2. 9) 

>a >q,~ >a a< a< >(j< >fj<. 
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This table contains all connec -

tions between different forms of bra (ket) vectors, espe-

cially of basi s vectors, as well as the transformation 

formulas for the vector components. We also compose 

an equivalent explicit table containing the results of the 

action of the identity operators (2. 1) 

I. r 

15 

E< I. i i e" a ~e 9 ·a ·e G• a. z.Cf; e (2. 10) .> I. .r I. 

>E L ~ /, t.j i. 

~9-i. a ~a e a. Cj e. a €· 
< ' J' ,., 

With the help of the relations (2. 9) 

or (2. 10) we find that all the four forms of the scalar prod­

ucts (1. 3b) are identical 

(2. 11) 
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C HA PT ER III 

The connection between the bra and ket 

vector spaces 

We wish to establish simple con·-

nections between the bra and ket vectors, too. We there-

fore define the linear "transposition operators" operating 

between the bra and ket vector spaces 

Spaces Operators 

A) X X > T T< 
< > > < 

x< ' >x >T T< 
> ' < 

(3. I) 
B) X 

' 
>x >>T T < ' << 

x< 
' 

X T T« 
> » ' 

We explain the operation of these 

ope rators by the exarnple of the fi rst case A) 

a 
> ' 

T< a:- ct., 
< > ' 

(3. 2) 
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The dashed vectors are the vec-

tors associated to the original ones in the other correspond­

ing space. We put the natural requirement that the associat-

ed vector of the associated vector should be the original one 

ä: = a 
< < (3. 3) 

From the relations (3. 2) and (3. 3) 

we infer that the relation 

(3. 4) 

has to be fulfilled identically. Because of 

etc. (3. 5) 

from the explicit form of (3. 4) one finds that the components 

of the transposition operators {3. 5} should satisfy the rela-

tion 

(3. 6) 

In an analogaus manner we can 

discuss the other cases A) and 8). 
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The most simple transposition oper­

ators, satisfying the conditions such as (3. 6) are 

B) 

x< 

X 
> 

x , >x 
< 

X< X 
J > 

> E 
> 

i, 
e i- e 

' . 
E = i.,e .. e 

>> u ' 

E< t 
< = e e;. • 

(3. 7) 

E =e· e· 
<< L 1.. ' 

. 
r<< = e" e" 

For the choice of transposition 

operators (3. 7) we find the corresponding basis vectors and 

the corresponding vector components applying the relations 

analogaus to (3. 2) 

A) 

B) 

A) 

B) 

. 
~ e 

. e 
" 

ä. 
" 

L 
a 

"e 

e . 
L 

_, 
Cl 

t­
CI. 

a. 
" 

(3. 8) 

(3.9a) 
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We could also apply the transposi-

*> < * 
tion operators >E , E< etc. of the sarne form as those 

in (3. 7) but which change the vector cornponents, belanging 

to the valences saturated by a valence with an asterisk, to 

their cornplex conjugate values. We illustrate this by the 

exarnple (3. 2) 

*> 
>ä = a E < > 

. ~) i* 
= ( a L e ~ ) f = a te (3. 10) 

the relation (3. 3) being autornatically satisfied. Since the 

*> r<* effect of the Operators >f > < etc. on the basis 

vectors is the sarne as the effect of the operators in (3. 7), 

the connections (3. 8) are also valid for thern. However, the 

cornponents of the as sociated vector and the cornponents of 

the original vector are connected in the following wa y 

b) a. -L ·Q !-
a a 

L ~ 

A) ·a* i * a~ ~* 
(3. 9b) a a 

/.. ~ 

i. * • ~* * B) a i.a a a. 
L 

In both cases a)and b) it is also 

pos sible to change the sign. 
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A natural consequence of our dis­

cussion is to identify the associated vector with the represen­

tation of the OTiginal vector in the respective vector space, 

thus connecting the bra and ket forms of the same vector in 

one-to-one way. This connection, tagether with the connec­

tion of the bra (ket)-up and -down forms of a vector shows 

that each vector can be represented in four equivalent forms 

in four vector spaces. Briefly, we could say that the same 

vector can be represented in one vector space X in four 

different but equivalent forms, for each of these forms the 

axioms ( 1. 1) being valid separately. The connection between 

the bra and ket-up and -down forms are established by (2. 9) 

and (3. 8), (3. 9) respectively, while the scalar product of 

two vectors between their bra and ket forms is defined by 

(I. 4), (I. 5), (1. 6) and (2. 11). 

The consequences of the connections 

A , 8, a, b / regarding the valence lowering and raising 

operators (2. 4) and the scalar product (2. 11 ), follow from the 

relations (2 . .5), (2. 7), (3. 8) and (3. 9). They are contained 

in the table 
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9 G a > b = ai .b = 
< L 

Act) 
,..... 

b< i. 
9 G a =b· a 

) L 

t -1-

( < * * i. Ab) 9 G' b a) = 6· a (3. 11) > L 

~Cl) G b< > a = bL L 

9 a 

~b) 
+ t (b >ar = bi.* L 

G 9 a 
< 

The symbols have the usual mean-

ing rv the transposed matrix, t the Hermitian con-

jugate matrix, the conjugate complex quantity. 

The matrix <J (and G ) can be 

represented in two more specific ways 

(3. 12) 

mean the real and imaginary matrices, 

being the symmetric and antisymmetric 

matrices, respectively 

1 
2 
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1 "' 2 (C}- ca-) (3. 13) 

Substituting (3. 12) into (2. 7c), we 

obtain 

' 
(3. 14) 

and an analogaus relation by interchanging 9 and G m 

{3. 14). Hence we determine 

(3. 15) 

and two analogaus relations by interchanging '1 and G m 

(3. 15). 

The relations (3. 15) show again that 

the 9 and G matrices determine each other completely, so 

that in the case of complex matrices there are at most 2 n2 

quantities at our disposal (for instance the real and imaginary 

parts of components of the matrix 9 (or G )). The require­

ments (3. ll) will further decrease the nurober of free parts 

of components as follows : 

A a) "'S ---A • S A "-S """A 
'11 + <f-1 ' CJ-2 + 92 = ~2 + 9a ' 

t.. e. s A 
lj_, =F 0 ' CJ., = 0 

5 A 
9-2 i- o, 'i2 0 ' 
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( 3. 16) 

with the analogaus result for the G matrix. Thus, the ma­

trices Cf and G are syrnmetric, and the number of free 

parts of components is equal to n ( n + 1) . 

Ab) S A 
'Jz. + 92. 

i. e. S' A S • A 
9~ = 0 ' 'Ja =I= 0 ' 9 = '1-t + L CJ2. 

(3.17) 

with the analogaus result for the G matrix. Thus, the ma-

trix 9-~ G" ), being syrnmetric and the matrix ~2. ( G2 ) 

antisyrnmetric, the number of free parts of components is 

equal to n 2 • 

5 A ~s "'A s A ~s -A 
Ba) Cf.-t + 9--~ = G-t + ~ . 

~2. + 9~ = G + G2. ~ '2. 

(3.18) 

s s A GA s Gs A GA 
1. e. 9-t G1 ' g., 1 9, = 2 92 = 

2 ' 

and the matrices 9 and G are orthogonal matrices 

"' -1 

J 
G=G 

' 
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the number of free parts of components being equal to n (n-1). 

s A· rvS ,..A s A "'5 "'A 
Bb) <]" + 91 = G1 + ~ 92 + 92 = - (GI +- Gz ) 

' (3. 19) 
5 s A GA s s A A 

i. e. '11 = G" 'JI = . 
9z =-G 'J2 = 6e ' " ' 2. ) 

and the matrices 9- and G are unitary matrices 

t -1 
~ = 9 ' 

the number of free parts of comp~nents being equal to na. 

For the commutative vector com-

ponents we see from {3. 11) that the s calar product is com­

mutative in cases A a) and 8 a), but in cases Ab)and B b) 

it is Hermitian. 

With the he1p of (3. 11) we are 

able to express the scalar product of a vector mu1tiplied by 

itself in terms of its components in the form 

a b 

A) i. * i. 
Q· a Q. a 

~ L 

a' i.• 
(3 .. 20) 

B) a~ a a~., 
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a:. , a~,. € R 
t 

For a real ve ctor space 

(real quantities) this scalar product (3. 20) 

25 

is a real quantity; in case B it is always positive definite. 

For a complex vector space ai , aL E C (complex 

quantities) the scalar product is certainly positive definite 

in case 8 b) only. 

In case B b) we define the 

norm of a vector as a positive real quantity 

II a.ll (3.21) 

The quantity (3. 21) indeed 

possesses the three required properties : 

l) llall ~ 0 =0 Lff L 
Q = 0' i=1,2) ... n ) 

2) 11<>--a.)ll + VCA.a)\JA.a) = lA-I II a II , because of 

(3. 20) . 

3) Because of (3. 21) and (3. 20), 

for a real )L we have 

2 2 l 
0 ~ II a + p.bll = II a II + 2)-J- Re (ab)+ p 2 jlhll . (3. 22) 
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Hence it follows that the dis-

criminant D of the quadratic equation must satisfy the 

condition D· ..S. 0 , which then leads to the Schwarz re-

lation 

(3. 23) 

Finally, taking fL = 1 from the 

relations (3. 22) and (3. 23) we deduce the triangle inequality 

(3. 24) 

CHAPTER IV 

The transformation of the basis vectors 

Now, we make another choice 

of the basis vectors in the vector spaces X~ X< J :>X and 

>X and use a prime to derrote all quantities referring 

to the new systems of basis vectors, assuming all previous-

ly established Connections to be valid for the primed systems 

too. In this way, with the help of the identity operators (2. 1) 

in the primed systems, we obtain the Connections of the basis 
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• vectors 

' f., 

e = e. = e ·2 -
" v 

> 
E'~ ( e' ;e) e'.; ( e. ·e') 

t. J' 
e'J .e' .; 

( e'J l.e) ·e' 
J-

(e'J' <,2) 

>[' (e 
i. 'e') e'· (e~ .re') e'- "e' ( t;>l, "e) "e' ( 2j ~e) rt J' 

~, < 

( 4. l) 

Analogaus rela.tions are obtained 

l:>y interchanging the role of primed and unprimed quanti -

ties. The transform<:>.":ion cry~fficients, i. e. the components 

of the basis vectors in the o:her system, have to satisfy 

the relations obtained from ( l. 6) 

~. E'c. e .e 
> I (4. 2) 

and a similar set of relations is valid for the inverse trans-

formation, the dete rminants of the transformation coeffi-

cients being as sumed not to vanish. 

The transforma.tion law of the 

vector components is easily ob:ained \'lith the help of (4. l) 

from the representations of the same vector in both sys-
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tems of basis vectors 

( a }1 = 1a = > > 
EI <. I e' J' Ka ( t ) k 1 

> >a = r ke = el k e a ;e ' 

>' 
0 >p >a 

< ~I = a >E 1 

< < 
(I 

a "- EI <. 
a. > • 

( 4. 3) 

Analogaus relations are obtained 

by interchanging the role of the primed and unprimed quan-

titie s. 

The transformation properties 

of the valence raising and valence lowering operators (2. 4) 

follow immediately 

(4. 4) 

Hence we see that the relations 

(2. 7) are valid for the primed system, too. 

The value of the s cala r product 

(2. 11) is an invariant of the transformation (4. 1) (or (4. 3)), 

because we have 

a1< b'->=-a<['<E 1 < b 
> > > > 

( 4. 5) 
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We could combine the transfor-

mations of the basis vectors i. e. after the transformation 

of the basis vectors e to the primed basis vectors e' 

we transform these primed basis vectors to new, double 

primed basis vectors e" . The latter transformation is 

again connected with an appropriate scheme (4. 1) with 

E" < = -e" e"" > /.. and >E;:_ = '-e'' e!' 
I. 

as 

identity operators. We have 

e' E'< 
> ' 

e" = ei. E'< E"<= ef- E''< .. (4. 6) 
> > > / 

and similar relations for other basis vectors. The rela -

tions (4. 6) reflect the group character of the basis vector 

transformations, because for the transformation coeffi -

cients we explicitly have 

( 4. 7) 

and similar sets of relations for other basis vectors. 
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CHAPTER V 

Tensors 

The results obtained for vec-

tors can be extended to more general objects, tensors, ( 1) 

in the following way. We take N vector spaces X Ca.) 

(<X = 1, 2, ... , N) , each of them belanging to one of the 

four kinds described previously. Each vector space X (a), the 

dimension dim X (d.) = n cx. , has its system of basis vec-

tors e (IX.) acting in the a space as indicated by (1. 6). 

Then we construct the product vector space X = X (1) ® 
X (2) ® ... ® X(N)r the symbol indicates that in 

any case the vector valences do not act one upon another. 

Thus, we assume that the factor vector spaces X(cX) in the 

product space X are ordered in a sequence of ß ket and 

bra spaces, 13 -r r = N . The role of basis vectors 

in the product space X is played by 

N 

=rr quantities 
U-=1 
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e ()...); e CK.) E Xk~t (J<.), eC.X.) E Xbra(A.) • 

( 5. 1) 

Each quantity represented by 

Jf components with the help of the Jl' basis vec­

tors (5. l) in the product space X is a vector subjected to 

the axioms ( 1. l) and multilinearly dependent on the basis 

vectors of the factor spaces Xcoc.J • We call such a quantity 

a tensor and specify its type by specifying the order and 

sequence of ket (and bra)-up and -down factor spaces in the 

product vector space 

( 
ket-up 

tensor type = 

ket-down 

bra-up ) (f3u 
bra-down = ßd 

or explicitly indicating the sequences of the corresponding 

valences. The number N = ,13 -r r i s called the rank of 

the tensor. 

As an example we write the 

tensor 

1> T<3 
2> <4 <!i 

· k r 
= 1e ( 1) ._e. ( 2 )(. T P ) e.t ( 3) e C 4) er ( 5) 

" t e P 
(5. 3) 



32 Vector and Tensor Algebra 

where ie (1) E .>-)((1) ( jt = 1, 2, . . . , n1 ) etc. , the 

product space being 

1 > x< 3 = >x c1) x c2l x<<3) x C4> x es) 
2> <4 <S > < 4':. 

(5. 4a) 

with the basis vectors 

i e e (1) ke (2) e (3) eP (4) e,. (5) (5. 4b) 

linearly dependent on the basis vectors of the factor spaces. 

The type of the tensor (5. 3) is indicated by 

(5. 4c) 

and the number of its components is equal to Jf= 

Similarly to the vectors (Ch. I), 

the tensors in the same product space X can be added, sub-

tracted and multiplied by the scalars ( e K ). 

Now, it is easy to define the 

direct tensor product as the tensor with components equal 
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to the product of the corresponding factor tensor components, 

in the product space of the factor tensor spaces. Symbolical­

ly we write 

m 

T = T 
1 ® ~ 0 ... 0 Tm ' T, E: 

1.. 
x. 

L 7 Te X =n ® xi. ' 
i.:'l 

the type of the tensor T being 
( 5. 5a) 

(5. Sb) 

The rank of the tensor T is equal 

to the sum of factor tensor ranks. 

As an example we write the 

direct tensor product explicitly 

( 5. 6a) 

the type of the tensor (5. 6a) being 

(414) = (1 13) == (' 1. ·11 ·11)= (" 111.)+-(•. 11')· 
3 1 1.11.1 •. 1 .• 1 11 .• 

(5. 6b) 



34 Vector and Tensor Algebra 

Naturally, in the direct tensor 

product we could allow definite valences, when belanging to 

the same cx. bra and ket vector spaces, to act one upon an-

other according to (1. 6). In this way we obtain the contract­

ed direct product, each contracted pair of valences (marked 

by a dash ) decreasing the nurober of ket and bra valences 

by one. For instance, we contract the dire ct product (5. 6a) 

in the following two manne rs : 

(5. 7a) 

2>A<.3 @ ß""<B 1 i(2)(i. Ar. ( )""lrB ) ... P(7)"',.(8) - x - - = .e ( ) e . a 4 .... "' 
1> <4 4> 3> " i k ll'm · pr 

the type s of tensors being 

(313) = 

respectively. 

1 • • 11); 
• 1 1 .• 

(5. 7b) 
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Applying the results of Chapter 

II to the factor spaces X coc.> we determine the one-to-one 

correspondence between the tensors differing only in the sarne 

bra (ket)-up and down valences. We illustrate this fact by the 

exarnple (5. 3) 

1> 2> T (.3 <4 <S - 1> ( ) <3 ( \ ( \ 
- z;:. T <4) <S) = 

(5. 8) 

Here we used the abbreviations 

(5.' 9) 

to indicate the raising of the IX -valence. In an analogaus way 

the syrnbols(a:>) J (''C() rnean the lowering of the o<. 

valence. The relation between the tensor cornponents (5. 8) 

follows irnrnediately. 

The connection between the bra 

and ket vector forrns (Chapter III) can be extended to tensors, 

and a one-to-one correspondence can be established between 

the tensors in the product vector space and in its rnirror-irn-
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age vector space (case A) or mirror-image vector space 

with changed character (up and down) of the valences of 

every factor space (case B). From the requirement that the 

associated quantities of the associated quantities should be 

identical with the original ones we can draw the conclusion 

that in such a correspondence there are 

A) tensors whose bra (ket) up and down valences are 

symmetrically changed intp ket (bra) up and down va­

lences with a) components unchanged, b) components 

conjugate complex, 

B) tensors whose bra (ket) up and down valences are 

changed into ket (bra) down and up valences with a) 

components unchanged, b) components conjugate com-

plex. 

We illustrate these statements 

by the example (5. 3), the associated tensors being 

Aa) 3> B <.f rp Bk k T pr 
5> 4> <2 e i 

~ i e ' 

Ab) 
3> <'* l"p k k T pr * c c i~i 5> ~> <2 e e 

5> ~> e (5. 10) 

Ba) 3> D 
<2 

D ~ (-+ k Te 
pr 

<" rp i J 

Bb) 
5> 4> F <2 e F I~. I< T pr,.. 

3> <1 rp I< I e 
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It is easily seen that in the 

associated direct tensor product the reversed order of the 

associated factor tensors has tobe taken. 

When we change the basis vec­

tors in each of the factor spaces, we obtain the transforma-

tion law for tensors in the product space by applying the iden-

tity operators in each factor space separately. Here we use 

the abbreviation 

0(, >' - ( E' Ca)" ) > «.> 
(X.>' 

(5. 11) 

and analogous expressions for other valences. The connection 

of the tensor representation in the primed (original) system 

of basis vectors with that in the original (primed) system is 

easily given in a compact form, as illustrated by the exam-

ple (5. 3) 

(
1> T<-3 \ = 1> I <.3 1 

2>1 T <4' <.51 2> .(,~ <5) 

or explicitly written {for brevity 

je' _e' ( f T'- pr) e' l e'_ e'_ 
h t e p r 

we ornit 

' (5. l2a) 

(5. l2b) 

Hence the transformation law 
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for the tensor components follows at once. 

Of special importance is a par-

ticular case when all the factor spaces X ClX.) in the product 

space belang to the same ()(, , i. e. they are >X, >x, X< ) x< 
of the same dimension n and their valences mutually inter-

act. Then, we could omit tX. and abbreviate the notation as 

illustrated by the example of the tensor (compare with (5. 3)} 

> r< 
> < < 

ie ke ( *T pr) ~e e e i e 5o' P r (5. 13) 

in the product space X = >x ® >X ® x< (8) X< ~ X< 

All the results obtained above 

can be easily specialized to this particular case. 

C HA PT ER VI 

Remarks 

We add a few remarks to the 

described approach to the vector and tensor algebra. 

a) The notation introduced in this paper could be regard-

ed as a contribution to the "direct" system of notation in the 

sense of Schauten ( 3) . Its usefulness for the vector and 
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tensor analysis will be shown in a separate paper. 

b) The results of Chapter III and the related matter m 

Chapter V dealing with the connections of the bra and ket 

forms of vectors and tensors may be regarded as a contri­

bution to the theory of "hybrid quantities" in the sense of 

Schauten [ 3] • 

39 

c) We see from Chapter I that the assumptions (1. 6) play 

the central role. The whole s eherne depends on the valence 

raising and lowering operators, or as we could call them 

(Chapter V) on fundamental tensors, and a particular case 

is characterized by their explicit expressions. For real Cf 

(and G ) we could distinguish the so-called.Euclidean and 

Minkowskian case, the scalar product (3. 20) being definite 

in the first case and indefinite in the second. Also, we could 

call the system of basis vectors tobe Cartesian when 9 (and 

G ) are diagonal matrices with diagonal components equal to 

+ 1 0 

We add a few particular cases : 

1) We assume the fundamental tensors tobe of the form 

(2. 8) where the difference between cases A. and B disappears 

Because of (1. 6) the basis yectors are Cartesian orthonormal 

unit vectors (their norm (3. 21) equal to + 1). For a real vec­

tor space we have the Euclidean case, because the difference 
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between cases a ) and b ) disappears and the norm (3. 21) 

of each vector is positive. Fora complex vector space the 

difference between cases a) and b) exists and the Euclidean 

case is realized in case b) only. 

2) For the Cartesian basis vectors, with all diagonal 

components of the fundamental tensor equal to - 1 ( + 1 ) 

except one component equal to + 1 (- 1 ), the real 

vector space m case A is Minkowskian, düe to the in­

definite scalar product (3. 20) AaL b). It is interesting to 

note that case l) a) for n = 4 , with three real (imagi­

nary) vector components and the fourth imaginary (real) 

component will be identical to the mentioned Minkowskian 

case. This factwas reflected in the formulations of the 

special theory of relativity. 

3) The two-dimensional complex vector space with 

the fundamental tensors 

G - ( 6. 1) 

represents the basis for the 2-spinor theory. The four-di­

mensional complex vector space which is the direct sum of 

two 2- spinor space s is the basis for the 4- spinor theory. 

4) The spherical basis vectors are defined with the 
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help of ordinary three-dimensional Cartesian orthorrormal 

unit vectors 
. . and k l. J I in the following wa y 

. . . 
< i + i. <i <L- l. <J 

e = <k e = ' ' 
e = +f {2 0 -1 {2 

(6. 2a) 

e. 
L>+LJ> 

= k>' 
L> -L J-> 

' oe e 
+1 V2 -1 V2 

The spherical basis vectors are 

therefore orthorrormal unit vectors too, the fundamental 

tensor being of the form (2. 8) 

41 

e e = o = ~'gJA- = J 
'I'Jp. Vl'fL · V ).I. 

v,p. =-1, o, +1. (6.2b) 

Thus, there is no difference between cases A and B , and 

from the definition of spherical basis vectors we conclude 

that case b) {with a change in the sign of components) is 

realized. In fact, the transition from the Cartesian basis vec-

tors to the spherical ones represents the transformation of 

basis vectors (Chapter IV) in a Euclidean space. 

d.) In spite of the fact that we developed the described 

scheme for finite-dimensional vector spaces X (n) it can 

usefully be applied in a discussion of more general cases, 

i. e. in infinite-dimensional spaces X (oo) and X (C) 

He re we do not give a full and rigorous report but indicate 
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some plausible changes tobe made with some illustrations 

for application. 

First, we have to interpret the 

summation over double indices as sums with an infinite num-

ber of terms for n =- oo and as integrals over double in-

dices for the continuum. Thus, for instance we write 

n finite 

n infinite 

continuum 

~ 

a e. 
~ 

• • 00 

X (oo) ,. a = a' e = \ a~ e"· 
< < i. L 

(6. 3) 

i -1 

X<(C), a<=axex=J axex dx =f a(x) exdx. 
R R lC 

Here, we wrote the "continuous index" with "x" a - ct(X) 

is the component dependent on the continuous index, i. e. a 

function of the continuous index as variable, R means the 

domain of the variable x , the vector a< syrnbolizes, in 

fact, the totality of function values a CX) • The other three 

vector forms ( 1. 2) can be inte rpreted analogously. 

The basis vector scalar products 

for n = oo are of the form (1. 6). Here the indices i and 

j takeallinteger (natural integer) values and the matrices 

Cf and G (2. 7) are of infinite order. 

For the continuum the scheme 

(1. 6) has tobe generalized to this fo'!"m 
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ex >'e .". 6 (X - Y) , 
y 
e 
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o(x-'Y) 

X Y X y 
e e = g. (= G (X,.Y)) , e x ye = x9 y ( = 9 ( x' Y ) ) ' 

(6. 4) 

where the "Dirac function" and functions of two variables 

G (X, YJ andct-(XJY)are used to substitute the Kronecker sym-

bol r d · L.o J' d · u an matr1x components 7 an i. 9 i 1n 

(1. 6). 

To illustrate the application, we 

add two simple examples. 

l) We assume that the particular case (2. 8) for both 

spaces X (oo) and X (C) is realized, i. e. 

- i. j- 0 . CJ. - Cf - •. 
~. r ~., 

( 6. 5) 

Thus, for the two spaces the difference between cases A and 

B disappears. 

We introduce a one-to-one corre-

spondence between the vectors of the two space s 

X(C) by means of the linear operators 

. T 
1.-><.X 

. e .T ex 
t, z. X 

f. = e T e . )C><t. ')( Xe. L 

X (oo) and 

( 6. 6) 

The associated vectors being written with a dash, we have for 

the basis vectors 
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e:. = e .. T..c.x .T e. 
' .e: = X>~i. .e - T. xe J 

' ~ L> '- X X ~ ~ X t. 

( 6. 7) 

e = ex X>J;i. = =r: e. J Xe: = I>~X ll - .T .e 
X X ~, • t.. X I. 

The requirement that the associated vector of the asso 

ciated vector should be the original one (e. g. ei = ez ) 
e = e ) leads to the conclusion that the operators (6. 6) 

X X 

have tobe inverse operators one to the other. Thus, they 

satisfy the relations 

t> -r;_ X 
T.= .e . T =r: e. = . e .5 . e . = i.>~i ' Y> <i (. L )< xr ~ " L J J' 

(6. 8a) 

x>~L j>~Y = xe xfl .T ey = xe 6 (X -Y) ey - E 
t y X> <x 

As a consequence of the relations (6. 7) and (6. 8a) we easily 

find the correspondence between the identity operators 

. e e:. 
t " 

[ 
X> <x t = e: 

x> <x x . E . • 
L> <L (6. 9) 

We now determine the correspond­

ing vectors with the help of the operators (6. 6) 

a T. <X )()<L 
a. e. 

.. ~ (6. lOa) 
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' 
and the analogous relations for the ket vector forms. W e 

point out that the scalar product is invariant 
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. b - a b 1.> <X X> (6. lOb) 

If case b) is taken into consid­

eration, from the relations (6. 7} for the ope rator compo­

nents (6.6) itfollows 

~. (X) • 
~ 

(6. 11) 

The functions ~~(X) represent an infinite orthorrormal 

complete set of functions as shown frorn (6. 8a} when written 

in the conventional rnanner (6. 3) 

. T Y.f. = f ~~(X) ~· (X) dx - . o . ' )( t t ' ' r 
R (6. Sb} 

xli .T - L ~~ (X) ifJ. (Y) = d (X- Y) 
L y ' L 

l 

where R is the inte rval of the variable X 
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In case b) the relations (6. lOa) 

take these forms in the usual notation (ax = a (X)) 

a<,= Ia(x)~:.*<x) d..xei = 
R 

a, e;, , a i = I a c x) ~; < x ) dx , 

R 

a<-'lC = J aL (h (X) ex dx =I a (X) ex dx, a (X) 

R R 

(6. 12) 

a. cp. (x) • 
I. L 

Thus, the relation (6. 10a) or (6. 1"2) represents the series 

expansion of the function a (X) by means of the orthonormal 

complete set of functions (6. 11 ), the totality of the function 

values being symbolized by a< 

The natural requirement of the 

finite vector norm (3. 20) is written as 

llal1 2 = a< F ax ex Ya Ye = J lacxJI 2 d.x <oo 
R 

L ja,,2 <~ ( 6. 13) 
a. e. .a .e = ~ • .; t 

i 

It is equivalent to the requirement that the function a(X) is a 

quadratically integrable function in X (C) and a quadratically 

summable function in X (oo) • 

The original Fourier series with 

the orthonormal complete set of fundians 
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~Jccx> = ei.lcx/y2n, k = integer , R - [cx., 277 +a] 
(6. 14) 

represents a realization of the above mentioned case. 

2) If we had taken X(C) instead of X(oo), in (6. S),we 

wou1d have developed quite an ana1ogous discussion to the 

preceding one. In this case the continuous indices '!' and 

71 wou1d have substituted the discrete indices i and j. 

and the summation over discrete indices wou1d have been 

substituted by integration over the corresponding continuous 

indices. In fact, here we have a transformation (Chapter IV) 

of the basis vectors ex ~ X (C) to the new basis vec-

tors el=' €' X (C) 

:r~ = ~=r,* = 

, the operator components (6. 11) 

~ (t , X) being the transformation 

coefficients, The re1ations analogous to (6. 11), (6. 12) and 

(6. 13) have the forms 

~=I I a(X) ~·(~,x) dx d.~ er' 
R't 1?)1. 

(6. 15) 

A(~) = J a(x) ~*(~,x)dx =(a5 )J 

Rx 
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a"' = J J A(S')~ (~,x) dr dx ex, 

Rx Rs 

a (x) = J Acr> if> (t1 x) d~ = (ax) , 

Rt 

lla!l 2 
= a< >Q = f 

Rx 

la.Cx)l 2 dx = JIA<~)I 2 dr< oo, 
Rf 

while the transformation coefficients satisfy (6. 8b) 

f cp*(7z,x) ?>cs-,x) dx 

R>< 

tion to be 

= 6(71- 5) J J ~~('r,X) ~(~,Y) d~ =5(x-Y). 

Rs (6. 16) 

Taking the transformation func-

the foregoing formulas represent the Fourier integral and 

transform for the functions a (X) <A (W')) • 

It is easy to extend this reasoning 

to the case of several variables, i. e. to series expansions, 

integral representations and integral transforms for func-

tions of several variables starting from the scheme for ten-

sors ( Chapte r V). 

Evidently, the introduced 
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one-to-one correspondence (6. 6) between the spaces X (oa) 

and X (C) would find its deeper sense in the light of the well­

known theorem [ 4] : Any complex (real) separable Hilbert 

space f-1 is isometric and isomorphic to the complex (real) 

sp&ce and, consequently, all complex (real) separable 

H spaces are isometric and isomorphic one to another. 

We arenot going here to dis­

cuss many possible applications of the described approach 

for the infinite dimensional case, but we only mention that 

this approach could be useful in many fields, e. g. theory 

of integral equations, quantum theory etc. 

e) We could go over from the introduced notation 

with four kinds of indices to the notation with unilateral indi-

ces in several consistent manners. First, we have to take 

into account two possibilities of collecting unilaterally the 

indices on the right- and left-hand side. Further, in each 

of these c&ses the order of unilateral indices can be taken 

eithe r bra, ket or ket, bra. In addition, the original tensor 

component &nd the corresponding component with unilateral 

indices must transform in the same way so that the corre­

spondence established in one system of basis vectors re­

m&ins conserved in any other system. Therefore, since the 

transformation coefficients are s calar products of the re-

spective basis vectors, we have to take into account the 
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results (3. 11) and distinguish cases a) and b). Finally, the 

relations (5. 10), which connect the components of a tensor 

and of its associated tensor, must be conserved. 

Weillustrate different possibil­

ities for case a) on the example (5. 13) and write down the 

components with unilateral indices corresponding to the 

. kT Pr 
tensor component t t 

a) 

A) 

B) 

ket , bra 
right left 

pr 

t 
T pr 

bra , ket 
right left 

T PI' . k 
l t 

e 

(6. 18a) 

In case b) the corre spondence 

could be established only for tensors which are the direct 

product of vectors 

(b.l9) 
With the abbreviation 

~ 
.,..a .a 
t ; 
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for the conjugate cornplex value we can cornpose an analogaus 

scherne for tensors of the structure (6. 19) by recalling the 

rules for the change of vector indices in case (3. 9b) 

b) ket , bra bra , ket 

right left right left 

A) 1<. pr k. pf T pr k "PF. kT T j re 
i e e j e J 

B) TJ_ pr k l 
T T Pr i l kT 

k e i pr e j( ;; r 1 

(6. 18b) 
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A CONTRIBUTION TO THE VECTOR 

AND TENSOR ANALYSIS I 

In a preceding paper [ 1] we 

developed a simple approach to the vector and tensor algebra, 

whose basic characte ristic was the equivalence of covariant, 

contravariant, bra and ket forms. Based on this feature, the 

vector and tensor analysis for vector and tensor fields is 

built up in the present paper, the n-dimensional vector 

spaces being connected with the points of an m-dimensional 

param ete r manifold. 

In Chapte r I a one -to- one corre­

spondence of the quantities A(P) E X(P), A(P)a € X (Q.) 1 

the so-called parallel displacement, is introduced for any 

pair of neighbouring points P(xl.)' Q c/' + d XI<) of the 

manifold. The definitions of the absolute, covariant and par­

allel displacement differentials (derivatives) follow, the 

re spectiv~ sum and product rule s having the same structure 

as those for ordinary differentials (partial derivatives). The 

absolute, covariant and parallel displacement differentials 

(derivatives) of every field quantity are easily determined 

after the absolute differentials of the basis vectors and of 

the scalar functions of coordinates have been given explicitly. 

The properties of the coefficients of connection, introduced in 
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the absolute differentials of the basis vectors, are extensive-

ly investigated in Chapter II, -especially their connections 

with the fundamental tensor for cases A a) 1 b), Ba) 1 b) [ 1] 

In Chapter III the second-order difference between the 

. parallelly displaced quantities A(P)a Q - A (P)Q G , which is 
a 1 

equal to the commutator of the absolute differentials 

[6] A (Q) is examined. 

The sum and product rules for the commutators of the ab­

solute, covariant and parallel displacement differentials 

(derivatives) are found to have the same structure as those 

for the respective differentials (partial derivatives). The 

commutators of the absolute differentials (derivatives) of 

the vector and tensor fields are easily expressed in terms 

of the known basis vector commutators. 

lntroduction 

In a preceding paper [ 1] wc 

considcred thc vector space X(P) connected with a specified 

set of paramctcr values, i. e. with a detcrmined point P (x Ir) 
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of an m -dimensional paramete r manifold M . N ow we as-

sume the parameters tobe real and to vary continuously in a 

ce rtain domain Q . We call a coordinate line in the domain 

..Q a set of points with only one definite parameter - coor-

dirrate - continuously varying, the other parameters remain-

ing unchanged. Then every point P ( x") E 0 is the 

intersection of m coordinate line s. 

The points P € Q can be 

labelled in an equivalent manne r in another system of coordi­

nate lines,. i. e. with another choice of the parameters x'J 
We assume that there is one-to-one correspondence between 

all possible parameter choices so that for the coordinates 

the following relations exist 

i i I< x' = x' ( x J , 

(j,k = 1,2) . . . m) (l) 

d x'i a x·i I< k i?x " - dx dx - dx'i ox I< 0 y..'; 

The clas s of functions CN is composed of all continuous 

functions with continuous partial derivatives up to the N -th 

order included, N being determined adequately. 

N ow, ove r the domain Q we 
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define the vector (tensor) fields as sets of an adequate numb-

k CN er of scalar functions f"' ( x ) E - the components of 

the vectors (tensors). The respective functional dependence 

on the coordinates x." in a chosen system of coordinate lines 

for a given 0<. is the same for each point P ( xk) E Q . The 

system of basis vectors e (P) E X (p) , for every P e Q 

where the vector (tensor) fields are represented in the de-

scribed way, are termed systems of the corresponding basis 

vectors of the vector spaces X (P) , P E Q . Thus, a 

vector (tensor) field can be symbolically written as for exam-

ple 

.p ( p) 
(2) 

where La <PJ represents, in a system 

of coordinate lines, the same function of coordinates for all 

P e .Q (the coordinate lines (l) can be taken arbitrarily); 

the systems of the corresponding basis vectors being 

e;. (P) , P E Q , respec-

tively. 

When we wish to represent the 

vector (tensor) fields 1n other systems of the corresponding 
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basis vectors, we have to recall that the vector (tensor) char­

acter of the respective set of their vector (tensor) compo­

nents in X ( P) is determined with the help of transformation 

laws for the basis vectors ([1], Chapter IV). In order to 

conserve the field characteristics it is necessary that the 

respective transformation coefficients are the same func-

tions of coordinates for all p E Q , which moreover 

satisfy the relations ([1], (4. 2)) and manifest the group 

property ([1], (4. 7)). 

We can separately apply the 

results of the preceding paper [ 1] to each of the vector 

spaces X (p) , P (x,.) € .Q • The question arises how to 

connect these results obtained separately, in the case of 

vector and tensor fields when the corresponding n-dimen­

sionalvectorspaces X(P) and X(Q) refertodifferent 

points P, Q E Q of the m -dimensional parameter mani-

fold !1 
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CHAPTER I 

Absolute, covariant and parallel displacement 
differential (derivative) 

Absolute differential (derivative) 

We start frorn a specified n-di­

rnensional ve ctor space X (P) (for instance >X ( P) ) with a 

systern of basis ve ctors e ( P) and frorn the vector space X (Q) 

(>X ( Q)) with a systern of the corre sponding basis vectors 

e ( Q) , the points P, Q E Q being labelled in the sarne sys-

tern of coordinate lines and differing infinitesimally in the 

coordinates : P (x~c) and Q ( x" + d x k) . To connect 

the vector spaces X(P) and X(Q) rneans to connect all 

quantities referring to thern. We therefore introduce the 

linear operators 

(1. la) 

which should realize the connection of every vector a ( PJ 

(a(QJ) in the vector space X (P)"(X(Q))with a deter-
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mined ve ctor a C P) a. in the ve ctor space 

X (Q) (X (P)) Thus, for instance, we have 

. ; 
-= a' CPJ .0 e. (Q) 

' I 

a<(Q)P = a {Q) Q.>ö 
< <P 

and three similar relations for three other forms of vectors. 

We require that the operators 

(1. la) should have the following properties : 

a} The operators have to become the corresponding 

identity operators for P = Q , 

b} the components of the operators should be of the 

first order in the coordinate differences, i. e. they should 

contain only the first order terms in the parameter differen-

tials (the points 

points}, 

P ( xJc) , Q ( xlr + dx!) being the neighbouring 

c} if only the first order terms in the parameter dif­

ferentials are taken into account, the operators 0 and Ö 

should be inverse operators one to the other .. 

The one-to-one correspondence of 

the vectors produced by the described linear operators (1. la} 

with the properties a}, b}, c} we call the parallel displacement 
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from one point to the other point, the operators themselves 

are called the parallel displacement operators and the vector 

Q ( p)G ( a (Q-)p) the parallelly displaced vector a (p) ( a (Q)) 

from the point P (Q) to the point Q ( P) . 

To satisfy the requirements a) 

and b), the operator components must have these explicit 

forms 

.o~ .5~- c r ~ )k i dx k io. i.5. i 
dx 

k 

L ~ J j I c r~ )K ' 

-, .51- fc ~r )I< dx 
k ~- '6. - /rJ~< k (1. lb) 

. 0 
' 

o . dx . • l ; I 

The four sets of m n 2 (the index k running from 1 to m 

the indices i. and j from 1 to n ), i. e. 4 mn2 quantities r 
are called the coefficients of connection, because they real-

ize adefinite connection of the vector spaces X (P) and 

X (Q) if given explicitly. They are functions of the point Coor­

dinates and consequently depend on the choice of the coordi­

nate lines (1) as well as on the systems of the corresponding 
N 

basis vectors. With r E C ) N 2: 1 in accordance 

with b ) the coefficients of connection can be taken in 

(1. lb) as functions of the coordinates XI< of the point P , 

i. e. r = r (p) = r ( x") . The properties of thc coeffi-

cients of connection will be discussc<j. in detail in Chapter II. 
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The requirement c) is expressed 

in the form 

P> 0 Q> ö P> E + P> 0 (2)<:.P 
<.Q.. <:.P <P 

0 <Q 0 <::.P = E <:.P Q (2)<.P 
P> G> P> +- P> ' 

and two analogaus relations where 0 and 0 are exchanged. 

Here 0 ( 2) mean ope rators with components of at least the 

second order terms in the coordinate differentials. With the 

help of (l. lb} from these relations we obtain the following 

important conclusions 

( l. Za) 

In fact, the relations (1. 2a) reduce the number of coefficients 

of connection in (l. lb) from 4 m n2 2 to 2 mn . 

Further, by an easy calculation 

from (1. 1), (l. 2a) and ( [ 11 , (2. 7)) we find the relation 

With the help of ( l. l) the left-hand side of this equation 

directly gives the expression 

P>O<.Q Q>(J< P = P>CJ<P + ie CP) [ ak /J; - (rrt .Cti-- i.qr /f')JP d/"/{P) + 

+ P> 0(2)<P 
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" "' N where we assumed that iCJi (X ) E C , :?. 1. By comparing 

the two obtained expressions we conclude that the factors of 

the coordinate differentials in the second relation have to 

vanish 

0 -::Q. <2> 0-
Interpreting the operator P> <P in an analogaus 

manner we find the relation 

(l.2c) 

It is clear that in our dis cus sion 

both points P and Q played an equivalent role and that by 

interchanging 0 and 0 we would obtain the relations (1. 2) for 

the point Q . Moreover, the discussion being valid for every 

point PE Q the re sults are valid for all points PE 0 . We 

postpone to Chapter II the discussion of the relations (l. 2~ 

especially the problern of detcrmining the coefficients of con­

nection with the help of the fundamental tensor components. 

It is clcar how to generalize the 

notion of parallel displaccment for tensors by applying the 

parallel displaccment operators ( l. l) on all basis vectors and 

by retaining only the first ordcr terms in parameter differen-

tials to oblain lhe parallelly displaccq tcnsor from one point 
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to the othe r. 

We make another approach to the 

described one-to-one correspondence, i. e. parallel displace-

ment. We introduce a correspondence between a field quanti-

ty A ( P) E X ( P) and a field .quantity of the same type 

ACPJQ. E X(Q) ,(the points being p (xl<) and a (xk +- d x"')) 
with the following propertie s : 

l) the corre spondence should be linear in the sense 

that the following relations exist 

J (l. 3a) 

G CPJ a. ' 
A, B and C being field quantities, A and B of the same 

type. 

2) The difference of the field quantity A (Q) and of 

A ( P )Q should be a quantity of the same type of the first order 

in the parameter differentials 

A CP)Q. = A (Q) - ß ACQ) AW) ~ dxk V~< ACQ) • 
(1. 3b) 

We call the quantity ß A (Q) the absolute differen-

tial and the quantity Vk A CQ) the k - th absolute deriv­

ative of the quantity A (Q) • 
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3) The absolute differentials of the basis vectors are 

assumed to have these explicit forms : 

/). i 
dx 

Je vk i. e e 

/). dx " V,. i.e ~e 

/). ~ dx~< VI< 
i. 

e - e 

/). dx I< vk e· e· ~ • 

4} The scalar quantity 

with the scalar quantity f (P) 

= dxk •c ~r>,. Je 

dxlc /r>lc - .e 
; 

- dx" er;)! e~ ( 1. 3c) 

dx"' cr;)lc~ e· r 
. 

f ( fJ)G. should be ideniical 

fCP)a- fCPJ 
( l. 3d} 

From 4) and 2) the immediate 

consequence isthat the absolute differ~ntial (derivative) of 

a scalar quantity should be identical with its ordinary differ­

ential (partial derivative) 

/). f - df ' ( 1. 4) 

From 2) it is clear that the par-

allelly displaced quantity A ( P )G. is completely dete rmin-

ed if the absolute differential I::J. A (Q) is known. We therefore 

deduce the rules for the absolute differential (derivative) of a 

sum (diffcrence} and of a product of field quantities, which to-
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gether with (l. 3c) and (1. 3d) will allow to determine the ab­

solute differential (derivative) of every field quantity. From 

1) and 2) we immediately find 

b. ( A C Q > ± B c G)) = A ( Q) ± B l Q) - [ A ( P) ± B C P) t~ 

= b. AW) ± b. BCG) 

Further, we have 

( l. Sa) 

A (Q) • C(Q) - [ A( P) • CCPJ]s = b. A(Q) • C(Q) + AW.) · b. CCQ)- /::,.A(Q) • !1 C(Q) 

wherefrom for the first order terms in the parameter dif­

ferentials the product rule follows 

ß (ACQ) · C(Q)) = ß ACQ.) • CCQ) + ACQ) · ß C(Q). 
( l. Sb) 

The rule s of the same structure ( 1. 5) are valid for the ab-

solute derivatives, too. 

tions r 
In 3) we now take the same func­

as in (l. 1b). Then applying (l. 1) and (1. 3) we 

find 
' 

ie (Q) Q> ö· Le CP) = Le (p)Q - !::,. Le (Q) 
<P 

-<P .e CP)a = .e (Q) -ß ;_e CQ) a>o ~e (P) = ( l. 6) t l 

. . 
o<Q. = ' ( p) eLCPJa = l(Q) -!::. eL(Q) e 

P::> 

ei- (p) P>o<G - e;, (p)Q. = eJQ) -- b ei(Q) 

Thus, with the same functions r in (l. 1b) and (l. 3c), the 

re1ations ( l. 6) show the identity of the parallelly displaced 
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basis vectors with the help of parallel displacement operators 

(1. l) and the vectors (1. 3b) determined for basis vectors. 

Moreover, from the above dis-

cussion it follows that both approaches lead to identical re-

sults regarding the parallelly displaced quantities determin­

ed with the help of the parallel displacement operators ( 1. 1) 

and the corresponding quantities determined with the help of 

the absolute differentials (l. 3). The correspondence satisfy­

ing the conditions 1), 2), 3) and 4) is indeed the parallel dis­

placement produced by the ope rators ( l. 1) satisfying the 

conditions a), b) and c). Fora vector field we find, for 

instance 

This was the reason that from the beginning we used the same 

symbol A CP)Q for the corresponding quantity in the 

second approach, which is, indeed, identicaJ with the paral-

lelly displaced quantity in the first approach. 

In the following we will develop 

in detail the second approach, wherc the notion and techniques 

of calculation of the absolute differential (derivative) are of 

basic importance. 
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With the relations (1. 5), (1. 3c) 

and (1. 4) the absolute differential (derivative) (1. 3b) of any 

vector and tensor is con1pletely determined. For example, 

for a vector field we have 

N ow, for a fixed index the quantity ~a ( x~<) is a s calar 

field quantity and (1. 4) holds. On the other hand the absolute 

differentials of the basis vectors are given by (1. 3c). We can 

therefore write 

(l.?a) 

where the new introduced symbols are defined implicitly; 

"the covariant derivative" and D .a = 
~ 

the "covariant differential 11 of the ,a 

vector component; the terminology used here will be explained 

later. 

In an analogaus manner we deter-

mine the absolute differential (derivative) for the other three 

ve ctor forms 

ß .p- vk p dxl< = [ak i.a +- ,.a /r)J d/ ,e 

'aik dl ,e . = D,.. i.a dl ,e = (D ia) ;e =>(Da) 
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( D aJ ei = (D a)<, 

(1. 7b) 

i d ~ D 'd • = a !tc x e;_ = 1c a x e;. (D a') e· =(Da.) 
" <. 

In a similar manner the absolute 

differential (derivative) (1. 3b) of every tensor ( [ 1] , Chap­

ter V) can be easily obtained in a compact form with the help 

of the product rule (1. 5). We show this by the example of the 

tensor ( [ 1] , (5. 13)) 

1:1(> T< ) = (K) T< t- >(1:1 )T< ~ (!:1T)<= ( ) 
> << > << > << -r > <<: 1. 8a 

+ > >T(/:1<) << + > .,"T<(/:1)<. + > >T < )1:1) 

With the abbreviations 

( 11>) = (>) ' ( II>) = (>) (AT) (T) D u etc. u = 

for the absolute differentials of the basis vectors and tensor 

components in thc formu1a ( 1. 8a) we obtain a much simpler 

expression 

/1 (> T < ) = (:>) T < + > T < + > ( T )< + 
> << > <.( (>) << > <~ 

+ > Tc<J > T< > T< 
> <.< + > (<)< + > < (<) 

( 1. 8b) 
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To show the usefulnes s of the 

applied notation, we explicitly write the formula (1. 8) using 

(1. 3c) and (1. 4) for the absolute differentials of the basis vec-

tors and tensor components 

( 1. Sc) 

Here again we introduced the earlier mentioned symbols 

(1. 7a) for the covariant differential and derivative of the ten-

sor components, their meaning being implicitly defined by 

(l.8c). 

From the definition (l. 3b) it is 

clear that the absolute differential of a field quantity repre­

sents a quantity of the same type of the first order in Co­

ordinate differentials. This is explicitly confirmed in the re-
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sults (1. 4), (l; 7) and (1. 8). At the same time the product rule 

(1. 5} reflects itself in the applied notation in a clear and evi­

dent way in forming the absolute differential of the field quan-

tities. 

From the definition (1.3b) 

and ( 1. 3a) it is clear that the absolute differential of a field 

quantity should depend only on the points P and Q. and on the 

"parallel displacement" of the quantity frorr one system of 

basis vectors in the vector space X CP) to the system of 

corresponding basis vectors in the vector space X(&). This 

means that the absolute differential should be invariant on the 

change of the point Coordinates (1), the corresponding basis 

vector systems in P and Q remairring unchanged. Thus, from 

(l. 3) and (1) for the absolute differential (derivative) operator 

we obtain the expre s sions 

/J.. = dx" \J"' · dx•"" V'. 
". 

'lk . ax'" V' . V'. a x" vk. ( 1. 9a} --
ßxk. r ,. B X'r ' 

because the relations (1. 3) and (1) have tobe valid for any 

pair of points P, Q. € Q. 
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The covariant and parallel displacement differential 

( derivative ) 

To analyze the meaning of the 

absolute (covariant) differential, we interpret the definition 

(1. 3b) by introducing an auxiliary quantity Ä (Q.) whose 

components at the point Q are those of A (P) at P , e. g. 

(1. 10) 

Then we write the absolute differential (1. 7b 3) in the form 

(1. 11) 

Taking into account the formulas (1. 3c) and (1. 7) we write 

(l.ll)as 

(1. 12) 

19 

where all the quantities refer to the same point. For the co-

variant differential we have the expression 

. . 
Da'= da"+ cr')~cr a~ dxk =da~- 5 a~ 

(1.13a) 

L 

and for the covariant derivative of the component a 

(1. 13b) 
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Here we introduced the "parallel displacement differential 

(derivative)'' 

(1. 14) 

which would represent the first-order change of the compo­

nent a' for the parallelly displaced vector, for which I:J. a< 

and Da' would disappear or a< ( P)a. = a< ( Q) 

In general, for tensor compo­

nents the same relations (1. 13) are valid between the co-

variant differential D, ordinary differential d and 

"parallel displacement differential" 5 and between the 

respective derivatives. This could be easily seen from 

(l. Sc) 

DA dA - o A 

' 
(1.15) 

where A symbolizes any tensor component. 

The rule 3 for the covariant dif-

ferential (derivative) have thc same structure as those for 

the absolute differential (derivative} (1. 5), because of the 

definitions (1.8) 

D ( A ± B) = DA t D B I Dk ( A ± B ) =. Dk A ± Dk B ' 
(1. 16) 
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HereA,.ßand C are the tensor components, A and ß being 

the tensor components of the same type. For the parallel 

displacement differential (derivative) 5 = dx"' 5"_ 

the rules are of the form (l. 16) because of (l. 15) and the 

fact that for an ordinary differential (derivative) they have 

the same structure. 

We mention that for the covariant 

21 

differential (derivative) operator D ( D,J we have the same 

conclusion (1. 9a) regarding the change of coordinate lines 

(e. g; (l. Sc)) 

D· 
,. 

dx' D' • r 

D • 
k. 

~ ,r 
_u_x_ D' . 
axl< r ' o;. ( l. 9b) 

Since the absolute differential of a tensor is a tensor of the 

same type, the covariant differentials of its components 

transform as tensor components of this type for a change of 

basis vectors. Thus, for a simultaneaus change of coordi-

nate lines and basis vectors we have the transformation law 

for covariant derivatives, for instance for the vector compo-
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nents (1. 7a) 

In analogy with ( 1. 1 0), for a 

scalar quantity we have to take f (Q) = {CP) . Consequently, 

in analogy with (1.11) the difference f<P)G- { (Q) represents 

the parallel disp1acement differential 5 f 

identically because of (1. 3d) 

. It disappears 

5{ = dxk Ok f = f (P)G- f (Q) - 0, Ökf = 0 • (l.l7a) 

Thus, the covariant differential 

D( of the sca1ar quantity f, in accordance with (l. 15), 

has tobe identical with the ordinary differential. Therefore, 

because of (1. 4), for a scalar quantity we finally have 

df = Df 2 /].{, ( l. l7b) 

Since the scalar product ( [ 1] , 
(2. ll)) is by definition a scalar function of coordinates for 

any two vector fields a CP) and b (P), the parallel dis-

placement differential (derivative) for every of its four 
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forms has to vanish 

Now, with the help of the product rule for the parallel dis­

placement differential (derivative) (1. 16), and using the 

explicit expressions for the parallel displacement differen­

tials for the vector and tensor components, from (1.15), 

(1. 7), (l. 8) and the scheme ( [ 1 J , (1. 6)) we find again that 

the following relations exist (cf. (l. 2)) 

(1.19) 

23 

The fi rst two sets of relations ( 1. 19) show again that of 4 md· 

coefficients of connection (l. 2), 2 mn 2 are dependent on the 

:t other 2. mn . The last two sets, with the help of the first two, 

are identical with the respective parallel displacement differ­

entials (derivatives) of the fundamental tensor components 

deduced directly from (l. 8) with the he1p of (l. 15). 
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CHAPTER II 

The coefficients of connection 

The coefficients of connection 

r have been introduced through the explicit definitions 

of the absolute differentials of basis vectors (1. 3c) which 

connect the corresponding basis vectors of the vector spaces 

These 

coefficients, as defined in (1. 3c), depend on the chosen Co-

ordinate lines, i. e. on the coordinates Xk , and on the 

chosen systems of the corresponding basis vectors, i. e. on 

e ( P) and e (Q) • 

We wish to investigate more 

closely the prope rties of the coefficients of connection and 

the respective relations. First, we note that four more sets 

of coefficients of connection can be introduced, because of 

the explicit definitions ( l. 3c} and the relations 

( [1] , (2.9)) and ([ 1], (2.10)) 

. ,. i t(r) = '~r)k Cr'"f = er; X 
j. ,. 

k q k q 

.r r Jlc = q. ,_ ,. ,. .; i.(irJ~~. er, )ki. ( riJki /lr 
(2. l) 

= 

From the relations (2. l) it is clear that the inner index of the 

coefficients of connection has the vectorial character and can 
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be raised and lowered with the help of the fundamental tensors, 

i. e. the valence raising and lowering operators ( [ 1], (2. 4)). 

Now we investigate the transform-

ation properties of the coefficients of connection. 

For only a change of coordinate 

lines, from (1. 9) and (l. 3c) we obtain the relation for the 

coefficients of connection referring to unprimed and primed 

systems of coordinate lines e.g. 

(2. 2) 

The transformation of the coef-

ficients of connection for a change of the system of the corre­

sponding basis vectors can also be investigated leaving the 

coordinate lines unchanged. LabeHing the new corresponding 

basis vectors with a dash, we write e. g. (1. 3c) with the help 

of the identity operator 
>E- P-= e < 

in the form 

A (>E< ie) ~( ) I< D. ,_ = ir k dx 
(2. 3a) 

(~ pe) Cep ~) ... pe [Cl~ ep) ;.e-~- ep ~ 'e]=~(ir)l<dlPe (ep ;e) • 

Substituting the re spective expre s sions (1. 3c) into (2. 3a), for 

the old and new corresponding basis vectors we obtain the 

expre s sion for the left hand side 
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(2. 3b) 

From (2. 3a) and (2. 3b) we conc1ude that for the coefficients 

of connection in the new system the following relation must 

exist 

(2. 4) 

The dashed system being any of the systems of the correspond­

ing basis vectors, the relation (2. 4) exists in every system 

of the corresponding basis vectors. By an analogaus procedure 

the same relation (2. 4) can be derived from (1. 3c4), while 

from (l. 3c2 ) or (l. 3c) another relation between the coeffi­

cients of conne ction can be proved 

0. (2. 5) 

It should be pointed out that the relations (2. 4) and (2. 5) have 

already been proved as ( 1. 19) starting from the fact that the 

parallel displacementdifferential (derivative) of the scalar 

product vanishes. 

In the case when both changes 

are simultaneous, i. e. the change of coordinate lines and the 
. 

change of the corresponding basis vectors, we start from the 
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absoh,te differential of a basis vector in the new correspond­

ing systern 

(2. 6) 

"' 'e' d r P d " L,) P a ( L d ,. v,. X' = VI< e X (e;, e + e a x'r ep e') X' ' 

where we used (l. 9) and (1. 4). Substituting the relations (1) 

and (1. 3c) for both systerns, we finally obtain the transfor-

rnation law 

If we had started frorn 
II -I u .e 

' 
, in an analogaus way we 

would have found the transforrnation law 

(2. 8) 

The trar sforrnation laws for the other two sets of connection 

coefficients and ( F');. e ,. can be obtained 

in an analogaus way frorn the absolute differentials D. e'' and 

ß e~ . Alternatively, 

( -,P.) 
rnation laws for r "i 

in order to obtain the transfor-

frorn (2. 7) and 
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(2. 8), we could apply the relations (2. 4) and (2. 5) and rela-

tions simila r to 

e~,r l5' = 0 . (2. 9) 

From the results obtained we 

conclude that the transformation properties of coefficients 

of connection are different from those found for tensors ( [ 1] 
Chapter V) and therefore they are field quantities of another 

kind. 

For the coefficients of connection 

we obtain again four fundamental sets of relations ( 1. 2) or 

( l. 19) by determining the absolute differential (derivative) of 

the quantities explicitly given in the scheme ( [ l J , (1. 6)). 

These quantities are now field quantities assumed to be known 

in the chosen coordinates and in the systems of the correspon­

ding basis vectors. We start with the first of them 

where we used (1. 3c) and (l. 5). Since this relation has tobe 

valid for all points P, Q e Q , it follows 

(2. l Oa) 

By an analogaus procedure from the s.econd relation { [ 1] , 
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(1. 6)) we obtain 

o. (2. lOb) 

The relations (2. 10) were deduced earlier in different ways 

& s ( 1. l 9) an d ( 2. 4), ( 2. 5). 

From the remaining two rela­

tions ( [ 1] , (l. 6)) for the fundamental tensor components 

we obtain in a similar way 

(2. ll) 

The relations (2. ll) express a very important result de­

rived with the help of the relations (l. 15), (l. 19) and (2. l). 

The parallel displacement differential (derivative) of the 

29 

fundamental tensor components is identical with the ordi­

nary differential(partial derivative) of these components. 

Consequently, the covariant differential (derivative) of the 

fundamental tensor components and the absolute differential 

(derivative) of the fundamental tensor itself vanish 

d i9; 5 .q. D ,q J -
' l 

o, ß >q< - 0 
' 

(2. 12) 

d ' I 5 i j 
D L f 0 j 11 /1< 0 9 9 ~ . 
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The same conclusion could be drawn by directly calculating 

the absolute differential (derivative) of the fundamental ten­

sor ( [ 1] , (2. 4)) with the help of (1. 8) and (2. 11). 

Moreover, we can prove that 

the relations (2. 11) or (2. 12) are mutually dependent, only 

one of them being independent. This follows directly from 

the vanishing of the absolute differential (derivative) of the 

identity operators ( [ 1] , (2. 7a)) 

(2. 13) 

As suming that one of the absolute differentials in (2. 13) van­

ishes, the other will also vanish because of ( [ 1 J , (2. 7a)). 

We can prove this dependence directly for the fundamental 

tensor components (2. ll). Herewe have to use ([ 1], (2. 7b)) 

in the form 

Q ( ;(/) v,. //; • o, (2. 14) 

Substituting one of the relations (2. ll) into (2. 14), the other 

relation (2. ll) is obtained. 

We wish to investigate more 

closely the problem of interrelation'S between the coeffi-
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cients of connection themselves, and between the coeffi-

cients of connection and the components of the fundamental 

tensors. We introduced 4 mn2 coefficients of connection 

31 

through the definition of the absolute differentials of the 

basis vectors (l. 3c}. The relations (2. l) contain additional 

4 mnz coefficients of connection which are dependent on 

those in (l. 3c} and on the compcnents of the fundamental 

tensors. For the coefficients of connection introduced by 

(l. 3c} we found in (2. 10) that 

tion ( r)~ j(r)k or 

2 m nz coefficients of conne c­

( ri)l<i. ' /rJk determine 
; 

each other, so that only 2 mn 2 of them are independent. For 

these 2 mnz. independent coefficients the respective rela­

tions in (2. 11} have to be fulfilled. The nurober of indepen-

dent coefficients of connection is therefore reduced by the 

number N of independent equations represented by the re-

lations (2. 11). Thus the number of independent coefficients 

of connection is equal to 2 m na - N 

In further discussion we as-

sume the coefficients of connection to be, in general, com-

plex quantities, e. g. 

(2. 15} 

Here the real and imaginary part are independent and there-
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fore the number of terms in each set of coefficients of con-

nection is doubled and equal to 2 mn 2 • The real and imag-

inary part can be divided in the symmetric and antisymmet-

ric part with respect to the basis vector indices, and for 

example, we can write (2. 15) in the form 

Wehave to recall that the con-

nections between the bra and ket forms resulted in four pos-

sibilities described in ( [ 1] , Chapter III). Therefore we 

should carefully investigate each of Cases Aa), Ab), Ba), Bb) 

and determine the relations between the coefficients of con-

nection and the fundamental tensors in each of them. 

Case Aa) 

From ( [ 1 J , (3. 8), (3. 9) and 

(1. 3c) (or (l. 7)) we concludc that two more sets of relations 

for the coefficients of connection exist in this case 

(2. 17) 

These two sets of relations arenot il)dependent, one follow-
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ing from the other because ..of the relations (2. 10). Since the 

expressions (2. 17) represent on1y one independent set of mna 

relations for the coefficients of connection, the number of 

independent coefficients will be m n" - N . The number of 

independent relations N in (2. ll) is mn(n+1)j2 because the 

fundamental tensors are symmetric ( [ 1], (3. 11), (3. 16)) 

in case Aa). Finally, we have at our disposal mn(n-1)/2. coef-

ficients of connection occurring in an independent set of re-

lations (2. 11), or taking into account (2. 15), their mn(n-1) 

real and imaginary parts. Since from (2. 1) and (2. 17) we' 

have 

' 
(2. 18) 

we can write an independent set of relations (2. 11) in . the. 

form 

(2. 19) 

Formula (2. 19) clearly shows that the symmetric parts 

of the coefficients of connection (fj) 11 ;, are 

comp1etely determined by the partial derivatives of the 

symmetric fundamental tensor components. The mn(n- 1) 

parts at our disposal are the antisymmetric parts of the 
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A 
coefficients of connection ( r. )Je. . From the coefficients I L 

of connection ( fj. )H thus determined all other coefficients 

of connection are determined with the he1p of the re1ations 

established for them earlier. 

Case Ab) 

In an analogaus way as in case 

Aa) we conclude that for the coefficients of connection the 

following re1ations exist 

(2.20) 

Again, these two sets of relations are not independent; ac­

cording1y, because of the relations (2. 10), one re1ation fol-

1ows from the other. The nurober of independent real and 

imaginary parts of the coefficients of connection will be 

2mn'"- N' N' , where is the nurober of independent 

re1ations for the real and imaginary parts in (2. 11 ). Now 

the fundamental tensors are of the form { [ 1] , (3. 11 ), 

{3. 17)) in case Ab), and therefore N' is equal to mn(n +1)j2 + 

. Thus, we conclude that mn1 real 

and imaginary parts of the coefficients of connection oc­

curring in the independent set of re1ations (2. 11) are at our 

disposal. Since from {2. 1) and {2. 20) we have 
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* .r.r)" .... (r.)k. , 
I ' ~ } ' 

we can write the independent set of relations (2. 11) in the 

form 
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(2. 22) 

Because of ( [ 1] , (3. 17)) and (2.16) the relation (2. 22) can 

be separated into 

15 ( 5) 2A A 
8k ;.9; .... 2 Re fj 1ci. , ak i.9i = 2.Jm( rj)1cl • (2. 23) 

( 9" and (/ are written instead of 91 and CJ2. [ 1] ). 
The relations (2. 23) reflect the symmetry properties of the 

real and imaginary part of the fundamental tensor components. 

S A) From these relations Re (ri ),.,L. and Im (fj kL 

are completely determined with the partial derivatives of the 

real and imaginary parts of the fundamental tensor, respec-

tively. The mn2. = mn( n- 1)/2 + mn(n+ 1 )/2 parts of 
A 

the coefficients of connection at our disposal are Re ( fi )k~ 

and Im ( rt) ki. They all tagether determine the coeffi-

cients of connection c r.)k. r ' (2. 16), all other coefficients of 

connection following from them with the he1p of the re1ations 

established for them earlier. 
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Case Ba) 

From ( [ 1 ] , (3. 8), (3. 9)) and 

(1. 3c) (or (1. 7}) we infer that two additional sets of relations 

exist for the coefficients of connection 

. . 
'(r>~~. - (r'"),.,i 

(2. 24) 

Since in this case the components of the fundamental tensor 

form an orthogonal matrix ( [ 1], (3. 11), (3. 18)) from (2. 1) 

and (2. 24) we obtain the relations 

(2. 25) 

A further consequence of (2. 24) is that all coefficients of con­

nection entering into (2. 10) have tobe antisymmetric i. e. of 
A . 'A ' A ' A 

the form (r~ J! J (r'" ),.;. ' / '"r ),., and \.r \ 
The matrices of the fundamental 

tensors are orthogonal in case Ba) ( [ 1] , (3. 18)). Thus, 

(2. 11) represent mn ( n- 1) independent relations for 2 mn. 

· ( n- 1) real and imaginary parts of the complex antisymme-

( nrA),: and ,(lrA)k tric coefficients of connection ' . • 

From (2. 11) and the relations with exchanged indices i and 

,. , with the help of (2. 14), we deduce this system of equa­

tions 
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[ i L. '] j r{ [ • kJ I ~ 0 • • 1 k 1 ~ ~ 7 .,. (r q = ,t..J= , ••• ,n; = , ... ,m (2. 26) 

where we used the abbreviation 

.(.r)k 
J. ~ (2. 27) 

Equations (2. 26), with indices L and r exchanged, are 

identical so that, in fact, the systern (2. 26) co::1:ains only 

mn(n+1)j2 . f 2. equatlons or mn cornplex qu2.ntities 
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(2. 27). The rnatrix of the fundamental tensor being nond.e­

generate, frorn (2. 26) we can deterrnine the adeqmt~ly (:ho-

s en m n ( n + 1 ) / 2 quantities (2. 27) in te:-rns of tha 

rernaining mn ( n .:.. 11/ 2 ones which can be taken arbi-

trarily. 

these 

other 

Thus, for the simplest (:ase that 

mn (n - 1)/2. quantities are taken tobe 3e:;:oo the 

m n ( n + 1) j 2 qlJ.antitie s s:!:lould vanish too, a:1d as 

the final result we have that all mn 2 quan:ities (2. 27) van­

ish 

(2. 28) 

With this result (2. 2S) we can write (2. ll) in the form 

f),_ .(). 
" LdJ 

(2. 29) 
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Hence it is clear that the respective c;:oefficients of connec-

tion er.) ... 
~ .. ~ are completely determined by the par-

tial derivatives of the fundamental tensor components, the 

other coefficients of connection following from them with 

the help of the relations established earlier. 

Case Bb) 

Here, taking into account that the matrix 

of the fundamental tensor is unitary ( [ 1] , (3.11), (3.19)), in 

an analogaus way as in case Ba ) we find the relations 

/rJ,. = 

.,. 
rr)~ i(.r),. - cr\j {2~ 30)' 

(rr)J * i(r) * .( r)k = = ( rr)kJ (2. 31) i r k lt 

A further consequence of (2. 30) is that all coefficients of 
• i. i. • 

connection entering into (2. 10), i. e. (r)~' (r )kj.' / r)k, 'C,r),o 
I 

must have the real part antisymmetric and the imaginary 

part symmetric e. g. 

( ); R ·crA)~ · I (r.5); r~ 1< = e ~ k + f., m L 1\ (2. 32} 

i. e. they are antihermitian regarding the indices i and j 

'* 
= - ( r; )~ 

(2. 33} 

The matrices of the fundamental 

tensors are unitary in case Bb) ( [ 1.] , (3. 19)). Thus,(2. 11) 

represent mn 2 independent relations for 2 mn2. real and 
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imaginary parts of the complex antihermitian coefficients of 
r. i 

connection (r)~•· ;er>k (2.33). 

Here, for the quantitie s {2. 27) we deduce the following sys­

tem of relations instead of {2. 26) 
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0 (2. 34a) 

or 

Re{[i i k] ir/ + 

Im{[ j i k] J{ 

[i,.l<] lcl} 

[irk] t9~} 

0 
(2. 34b) 

0 

The first system (2. 34b) contains m n ( n .,_ 1 )/ 2 equations and 

the secend system m n ( n - 1) j 2 equations for 2 mn2. real 

and imaginary parts of the quantities {2. 27). Here, therefore, 

from (2. 34b) we can determine the adequately chosenmn(n+1)/2. 

and mn (n- 1 )(2 real and imaginary parts of the quantities 

( 2. 2 7) in te rm s of the remaining m n2. one s w hi eh can be taken 

arbitrarily. 

Thus, for the simplest case that 

these mn 2 
2 

parts are taken tobe zero, the other mn ones 

have to vanish too, and similarly to case Ba) we have as the 

final result that all mn~ quantities (2. 27) vanish {2. 28). The 

result (2. 28) leads again to (2. 29) and to a solution of the 

problern how to express the coefficients of connection with the 

help of the partial derivatives of the fundamental tensor com-
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ponents in case B b ). 

C HA PT ER III 

The commutator of the absolute differentials 

In the domain .Q of the parameter 

manifold we take the points 
lc k k lcd. k P ( X ) , Q '* ( X + d 1 X ) , Q2. ( X + 2 X ) 

lc d Je k and Q (X t 1 X + d 4 X ) given in a systern 

of coordinate lines, the points P, G2.,, G2 , E .Q being cho­

sen arbitrarily. In each of these points we have the connect-

edvector spaces XCP), X(Q1 ), XCQ) and X(Q) • In 

these vector spaces we take the systems of the correspond­

ing basis vectors so that for a given connection, with the 

coefficients of connection r cx") , the corresponding basis 

vectors are related by {1. 6) to the absolute differentials ex­

plicitly given by (1. 3c). 

The parallel displacement of a 

field quantity A(P) is defined by (1. 3b), the absolute differen­

tial !J. A being a field quantity, linear in parameter differen­

tials, and of the sarne type as A (p) . Now, we wish to in­

vestigate the parallel displacement of a field quantity more 

closely and are especially interested in if there exists any 

difference between the field quantity A (p)a a and A CP)Q 4 , 
• a. 

the quantities parallelly displaced fctllowing the paths P~ Q.;-+ 

- Q and p_. Q._- Q • We denote the absolute differentials 
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corresponding to the coordinate differentials d" xk and 

d2. X lc by the symbols 11.. and ~'2. , respective-

ly. Then, for the path P -+ Q.,-+ Q we have from the 

definition (I. 3b) 

A (Q) - A (P)G + 11-t A (Q) 
1 ' 

( 3. 1) 

Since for the parallel displacement the following relation 

holds 

(3. 2) 

from (3. l) and (3. 2) we easily find 

ACQ)- [A (P)G,a.,. (11., A(Q.))a t 11, ACQ)] = 
(3. 3) 

==- n., A (Q) - (n, A(a))a- n~ (ß., A(a)) = o . 

For the path P _. G.~- Q a com­

pletely analogaus relation will be found so that in accordance 

with (3. 2) we have 

ß1 A(G.) - ( ~ .. A(Q))Q = !J.a (~ .. A((l)) , 

~2. A (Q) -. (62 A(Qa) )Q = 1:11 (62 A (Q)) 

(3. 4) 

The difference between the parallelly displaced field quanti­

ty for two different paths can be found from (3. 3) and (3. 4) 
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A (p) - A(P) =- (b.., ~2 - ~!l. ~1 )A(Q) =- [~) A(Q)-- [ACQ)),(3. 5) 
G.,G a,a 

where the abbreviation [ A (Q)] is introduced for the com­

mutator of the absolute differentials acting on the field quan-

tity A (Q) 

Because of the one-to-one corre-

spondence of the parallelly displaced field quantitie s and 

their first-order identity (Chapter I), the relation (3. 5) can 

be interpreted as a second-order change of the field quantity 

path 

parallelly d:i.splaced around the closed 

a.-a-P-a-a. ., !l. 

We have the "absolute parallel­

ism" for the field quantities when for any closed path the 

difference (3. 5) vanishes 

[A (Q)] =- [~] A(Q) = 0, (3. 6) 

or, what is the same, that the parallelly displaced field quan­

tity does not depend on the path between the points P and Q. 

The absolute parallelism is realized in a domain of the para­

meter manifold, as seen from (3. 5), if the commutator of the 

absolute differentials disappears in this domain. 

In Chapter I we saw that for the 

differential Operators, linear in the coordinate differentials 

(the absolute differential fl , the ?ovariant differential D, 

the parallel displacement differential 6 ), the same rules 



Chap. III - Commutator of absolute differentials 43 

( 1. 5) are valid as for the ordinary differential d 

8(A:!: 8) = 8 A ± 8 8 , 

8=~,d,D,6 
(3. 7) 

8(A· C) = (9A) · C+A·(8C). 

For the corresponding derivatives the rules of the same 

structure (3. 7) are valid, too 

(3. 8) 

According to the definition of the differential Operators, the 

field quantitie s A, B and C are tensors or their components, 

which are scalar functions of the coordinates. 

N ow, we form the commutators 

of the di.fferentials (derivatives) 

[8]=(88- 88) 
-12. 2.1' 

(3. 9) 

and prove that rules analogaus to (3. 7) and (3. 8) arevalid 

for them, too. Indeed, from {3. 7) written for 81 and 82 
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by acting on them with 82 and ~ , respectively, we find 

[S](A :!:8) =[8] A:t [8]8, 
[8](A·C) =([9]A)· c TA·([8]c). (3. 1 0) 

In a completely analogaus manner the relations (3. 8) yield 

( 3. 11) 

Thus, th '3 rule s of the s ame 

structure (3. 7) and (3. 8) are valid for the linear differen­

tial operators f1,DJ 51 d (3, 7) and the respective deriva­

tives (3. 8) as well as for the commutators of these differen­

tials (3. 10) and the commutators of the respective deriva­

tives (3. 11 ). 

The relations between the com-

mutators of the differentials and the commutators of the re-

spective derivatives are obtained from (3. 9) and (3. 7) by 

writing explicitly 

$,(8:1 A) = f\ [(8/c A) da x~c] = E}Cf\ A) d~ x"d1 x; + (8~< A) 91 d:!. x~ 
(3. 12) 

8 (9 A) =8 f(a A)d x1] =8 (8. A) d X; d '<" + (9. A) 8. c1 X; 2 " :2 - I 1 . :, 1- 1 I 2 ' I :1. 1 • 

From the relations (3. 12) we immediately conclude that the 

relation between the commutators of the differentials and 
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the respective derivatives is of the form 

For the ordinary differentials 

e = d and the partial derivatives ek = 81< of the scalar 
N 

functions of parameters, A (X) E C , N ~ 2 the r·e-

lation (3. 13) is evidently fulfilled, each term vanishing sepa-

rately 

When (@ =t 1.1, 8k e \7,. , we easi­

ly see that the last term of the relation (3. 13) vanishes be­

cause of the relation (1. 4). Thus, the commutator of the ab­

solute differentials and the commutator of the absolute de-

rivatives are connected as 

(3. 15) 

For the covariant differential 

9 !!!!" D and the parallel displacement differentiale = 6 

the second terms on the right-hand side of (3. 13) vanish, too, 
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because of (1. 17) and (3. 14). Namely, at the present moment 

the parameter differentials are not yet vector components in 

the n -dimensional vector space X CP). 

We go over to determine the 

commutators of the absolute differentials acting on scalars, 

vectors and, in general, on tensors. 

If we have a scalar function 
k N f (x ) E C , N ~ 2 , dependent on the coordinates, we 

easily determine 

[ L1] f !!!! [ F] !!!! 0 ' (3. 16) 

because of the relations {1. 4) and {3. 14). 

The commutators of the absolute 

differentiale of the basis vectors can be found from {1. 3c) and 

{3. 10) (or (3. 11)). We start with the basis vectors te 

[ß] i e ... (3. 17) 

From (1. 3 c) we direct1y find 

(3. 18) 

the term vlc ~· ~ being expressed by (3. 18), where the 

indices j and k are exchanged. Thus, we obtain (3. 17) in 
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the form 

(3. 19a) 

In a completely analogous way 

we find the expressions for the commutators of the absolute 

differentials for the other three sets of basis vectors 

r j d 1c -eR .. ax 2 X, r kJt <f 

(3. 19b) 

lc • r 
... d X d x1 •. JcR e~ 

~ ' 'I ,.. 

In the formulas (3. 19) we intro-

duced the quantities R , with four indices as abbreviations 
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for the expressions in the brackets composed of coefficients 

of connection and their partial derivatives. The pair of indi-

ces (k, j) refers to the coorciinate differentials, while the 

remaining indices l and r of the quantities R refer to the 

corresponding basis vectors. From the relations (3. 19) we 

immediately conclude that the quantities R are antisymme­

tric in the indices (Je, j) , e. g . 

... - R . r 1h (3. 2 0) 

With the help of the relations {2. 10) 

another property regarding the transposition of the pairs of 

indices { k., j ) becomes evident from {3. 19) 

,. r 
.. , R = ·R·~c 
I. "" L J 

i. 
R.lc 1 r (3.21) 

The conclusion (3. 21) could also be deduced from the scheme 

( [ 1] , (1. 6)) by applying the commutator to the first two 

relations, the rule {3. 10) and the definitions of the quantities 

R (3. 19) being taken into account. The vector character 

of the indices L and r becomes evident from the other 

two relations ( [ 1] , (I. 6)) if treated similarly, or dire.ctly 
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from the relations (3. 19). 

Thus, we can define the linear 

second-order operator 

(3. 22) 

whose action on the basis vectors is equivalent to the action 

of the commutator of the absolute differentials on the basis 

vectors (3. 19) 

[~] i >p L e- < e r p' e ,. 

[~] ;,e = < I": P .e = e p. , 
> ' ,. ~ 

i. ~ 
e=-e 

(3. 23) 

[ ll] e· = - e. >p = - .pr e 
c. c. < c. r • 

The transformation properties 

of the quantities R follow from (1) for a change of coordi­

nate lines and from ( [ 1] , Chapter IV) for a change of the 

systems of the corresponding basis vectors. Thus, both 

changes being made simultaneously, the transfor.mation law 

is given by the relation 

p•< == 
> 

(3. 24) 
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For the components of the transformed operator (3. 22) it 

therefore exists 

(3. 25) 

The transformation law for a separate change of coordinate 

lines or for a separate change of the systems of the corre~ 

sponding basis vectors are trivial cases of (3. 24) or (3. 25). 

After the expre s sions for the 

commutator of the absolute differentials of the scalar func-

tion (3. 16) and of the basis vectors (3. 19) have been estab-

lished it is easy to obtain the result of the action of the com­

mutators for vectors and, in general, for tensors. We use the 

product rule (3. 10) for the commutator of the absolute diffe-

rentials of a vector to obtain e. g. 

~ r 
=- p .a e r ~ 

(3. 26a) 

Here we have used the expres sions (3. 19) and (3. 23) and the 

fact that the commutator of the absolute differentials of the 

' vector components ;.a (X) vanishe s be cause of (3. 16 ). 
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For the other three forms of vec-

tors we have analogously 

~ r [ r 
= - a . P e = - a . R,_. 

~ ,. /.. "J ' (3. 26b) 

L I 
e = - a~ e 

To illustrate the procedure for 

obtaining the commutator of the absolute differentials for 

tensors, we take, for example, ( [ 1] , (5: 13)) 

(3.27a) 
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The product rule (3. 10) and the fact that the commutators of 

the absolute differentials of the tensor components vanish by 

(3. 16) make it possible to write (3. 27a) in a very compact 

form 

[ >T' ]=f>]T.(. 
> <<. > < <. + '> r(<J t 

> <.< 

(3. 27b) 

The valences indicated in the bracket mean that in the explicit­

ly written formula the commutators (3. 23) of the correspond­

ing basis vectors have to be substituted 

(3. 27 c) 

- > T(< p<) _> T<-( >p) _> T' ( >p) 
> > <.< > .(. < < > < <. < • 

Here,again, we have to substitute the explicit expressions for 

the commutators (3. 23), in terms of the operator components 

(3. 22), or (3. 19) in terms of the quantities R , e. g. 
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[ > T < ] = 1e ß [ R l "r Pr + 
,. << .. i st r e 

~:R "kT pr 
st i< i t. + 

(3. 27d) 

d t d s t 
X 1 X 2. X e ep er 

We end the discussion with the 

remark that in the second part of the paper the very impor-

tant case of equal dimensions of the parameter manifold and 

the vector spaces will be treated in detail. 

References 

[ 1] Z. Jankovic A contribution to the vector and 

tensor algebra 



A CONTRIBUTION TO THE VECTOR 

AND TENSOR ANALYSIS II 

-In a previous paper [z} we 

developed the basic features of the vector and tensor analy­

sis under the assumption that there is an n -dimensional 

vector space at every point of an m -dimensional parameter 

manifold. Here we make the final step to connect the vector 

spaces X ( p) 
' 

p € .Q with the parameter manifold as 

far as possible. Such a manifold with a structure determined 

by the fundamental tensor and by the connection coefficients 

may be called a space. We therefore require the dimension 

m of the parameter manifold and the dimension n of 

the vector spaces X (P) , P € Q tobe equal, m = n 

Naturally, the results obtained for the case m not neces­

sarily equal to n [ 2] , when adapted to the case m = n, 

remain conserved, while some new results and relations, 

characte risti c of the case , will be derived. 

In Chapter I we define the displace­

ment vector whose components are expressed by coordinate 

differentials in the system of corresponding basis vectors 

which are "tangent" to the coordinate lines at every point of 

the manifold. The notions of distance, metric tensor, and 

metric space are explained. The transformation coefficients 
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are expressed with the help of the partial derivatives of co­

ordinates and explicit transformation formulas for vectors 

and tensors are given. The connection is studied in Chapter 

II, i. e. the transformation properties of the coefficients of 

connection, the torsion tensor and the problem of determining 

coefficients of connection in terms of fundamental tensor 

components. In Chapter III the fundamental properties of the 

curvature tensor are established and analyzed in detail with 

the help of absolute derivatives and their commutators of the 

tangent basis vectors. Some remarks are added in Chapter IV. 

CHAPTER I 

The metric space 

First, we concentrate our attention 

on the definition of the "displacement vector 11 d X in the 

vector space X (p) , P € Q which should connect the''dis­

tance"ofthepoints P(xk) and Q (Xk-tdxk)withcoordi­

nate (parameter) differentials in the chosen system of coordi­

nate lines. Symbolically, in a system of corresponding basis 

vectors e CPJ € X (P) we write four forms of the displace-

ment vector 
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L 
cdx) .e 

~ 

( l. 1) 

Afterwarcis we define the "distance 11 

PQ = ds as the positive square root of the scalar 

product of the displacement vector multiplied by itself 

--2 2 > 
PQ = ds = (dx) (dx) . 

< 
( 1. 2) 

Here, four equivalent expressions for the scalar product ([1J, 

(2. 11)) on the right-hand side of (1. 2) can be used. 

At the end we take into account that 

the coordinates (parameters) are assumed tobe real. We can 

the refore identify the ve ctor components ( 1. 1) with the coordi-

nate differentials in the following manners : 

(dx)'= ( d )( ). L 
.<dx) (d X) > 

= (dX) = = <dxJ 
L ~ < = 

<X-) A dx 
i. 

d/ ·9-· dxL dxt ~Cf; dxi dxJ .q.. 
; ~ (, J 

i 
. 

cJ.x dx 1 I. t dx; dx ' dx 
~ 

dx 
~ 

B ;9i Cf 
... 

dxi ; I. i. d x~' d x1 'q,' clx ' I. J dx' dx f3) A Cf ~ 

( 1. 3) 

... 
di' ~ i. 

d. XI 'er" d.x 
L 

dx 
L 

dx dx B d; 
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' The identification for (dx) and ,(dx) is given by 01. A, f3 B 
I. 

and cx. B 7 ,15 A , respectively. 

We see from (l. 3} that the funda­

mental tensors appear in the expression for the distance(l. 2} 

in cases cxA J _.BA only. Irrthese cases onlythe symme­

tric parts of the fundamental tensors play a role, while the 

diffe rence betwe en the expre s sion ( l. 3 fX. A } and ( l. 3 ß A ) 

is derived from the different assignment of the displacement 

vector components and the coord:i.nate differentials. Thus, 

both cases being equivalent, it is sufficient to discuss one of 

them, say oc A ; the other case follows from it with the 

help of ( [1] , (2. 10)). We see from (l. 3) that in cases 

()(. B and ß B the square of distance (l. 2).. being equal 

to the positive definite sum of squares of the coordinate dif-

ferentials, contains no fundamental tensor components. 

general case (1. A 

distance (1. 2) 

In the following we discuss a more 

under the as sumption that .the square of 

(1. 4) 

is real. It follows that the symmetric part of the fundamen-

tal tensor, the so-called metric tensor, has tobe a re:"Ll 

quantity, too. Then, recalling the re"sults( [lJ , (3. 16). (3. 17)) 
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we conclude that the fundamental tensor can have the follow-

ing forrns only 

Aa) 9 = lj 15 
) Ab) 15 · 2.A 

Cf=lf +{.,9- ( 1. 5) 

are written instead of fj1 and 92. [1] ). 

In case (1. 3 Ot A ) the four forrns 

of the displacernent vector (1. 1) are explicitly expressed by 

< ;. l J ( d X) = d X .o. e J ( o. X' ) = 
j7L < 

<dx) = .e d/ 
> I. ( 1. 6) 

For a particular case where the point Q lies on a coordinate 

line passing through the point P , only the differential of 

that coordinate is different frorn zero, for instance 

Q1 ( x4 +dx\ x.a, ... , xn) . In this case for the displacernent 

vector (1. 6) and the distance (1. 4) we find the expressions 

J 

) 

( 1. 7) 

Hence the displacernent vector ( dx )1 could be said to be 
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"tangent" to the first coordinate line at the point P , and at 

the same time the corresponding basis vectors could be said 

tobe "tangent" to this line, too. Thus, we see that for every 

point a one -to-one correspondence be-

tween the coordinate lines and the corresponding basis vec­

tors has been e&tablished by the relations (l. 6) in the sense 

that the basis vectors have tobe tangent basis vectors to the 

chosen coordinate lines. Therefore, the change of coordinate 

lines and the change of the corresponding basis vectors are no 

langer independent one of the othe r as in r 2] ' but be come a 

simultaneaus change of the system of coordinate lines and the 

corresponding tangent basis vectors. 

The pa ramete r manifold wi th the 

uisplacement ve ctor and the distance defined by ( 1. 6) for all 

P, Q E .Q in any system of coordinate lines ( [ 21 
(1)) and corresponding basis vectors in the vector space X (p) 

is called the n -dimensional metric space. The metric tensor 

(1. 5) is the symmetric part of the fundamental tensor. 

In the metric space we could start 

from another system of coordinate lines ( ( z} , ( 1)) and cor-

responding tangent basis vectors e' , the points 

being labelled by P (X' .r) and Q ( X'j, + d X,;,) 

P and Q 

, respective-

ly. The displacement vector (1. 6) in both systems of coordi-

nate lines and corresponding tangent 'basis vectors is given 
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by the respective expressions 

(dx)< 
k 

e~ dx'f = (ek ;e') 
k k • 

= e dx = dx e~ - ( e: e) dx'1 e 
A ( ( J' k '( 1. 8) 

/dx) = cz dx 
lc I d ly ( e'f ke) dx 

k I I< i) dx'i e - .e x - .e (e 
' k l' I' r k 

where the last expressions have been obtained by applying 

the identity operators ( [I) , (2. I)). With the help of 

7 

( ( 2 J , (I)), from (I. 8) we obtain the transformation coef-

ficients ( [I) , Chapter IV) expressedas functions of Co­

ordinates 

( e"' e) 
k 

(1. 9) 

From these expressions it is immediately clear that the re­

lations ( (I] , (4. 2)) are fulfilled and that the group proper­

ty ( [I J , (4. 6)) is realized. An analogaus treatment of the 

other two forms (I. 6) of the displacement vector leads to the 

transformation prope rty of the fundamental tensor compo -

nents 

(1. IO) 
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in accordance with the general transformation law for the ten-

sor components (1. 11 ). 

The invariance of the distance(l. 4) 

with respect to the coordinate transformations ( ( 2) , (1 )) is 

directly proved with the help of (1. 10) and ( ( 2) , (1)). Alter­

natively, the invariance of the expression (1. 2) and consequent­

ly of (1. 4), follows from the invariance of the scalar product 

with respect to the basis vectors transformation ( ( 1 J , (4. 5)). 

The names "covariant" and "con-

travariant" can be introduced as a convention for valences and 

vector and tensor components which are transformed from the 

original system into the primed system of coordinate lines(or 

tangent basis vectors) with the transformation coefficients 

and , respectively. Also, the names 

"up" and "down" , Chapter I) could be exchanged with 

"covariant" and "contravariant" when referring to valences; 

opposite terms have to be used for component indices. 

In the metric space it is easy to 

express the transformation formulas ( { 1) , Chapter IV) 

with the help of (1. 9), e. g. 

. 
([1],(4.1)) J e'' = 0 
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([ 1], (4. 3)) d. = a! ax'J a.'. a. 
ax~ 

--.-- ' = a? ' ~ J- axc. j I. 

(l.ll) 

([ 1]' (5.12)) 
I ,pF kT pr a 'J(r 8x'k. 8xe ax'15 ai' 

T == 
8x'F ax k- OX1e {)xP axr 7" l l e r 

A general ru1e for the transformation of tensor components 

can be easily deduced from the third expres sion (l. 11 ). 

We are now able to explain the term 

"covariant derivative" with the he1p of the transformation pro­

perties of this quantity. We explain it by the example ( [ 2) , 

(l. 7b)) 

t. a1 cdx) 
k <. 

k 
e [?- J 

(l. 12a) 

( ) d vk where we used 1. 8 to represent ,... The absolute differ-

ential (1. 12a), as a vector, can be represented in the primed 

system with the he1p of the identity operator 

eJ = 
p 

(l. 12b) 

Hence the transformation rule for the covariant derivative is 

(cf. ( 2) , Chapter I) : 
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p 
a'lr = 

(1. 13) 

Formulas (1. 13) and (1. 11) show that the covariant derivatives 

of vector components are transformedas components of a sec-

ond-rank tensor, the index r (and k ) being a covariant 

index. For the absolute differentia.ls of three other forms of 

vectors ( [ 2] , (1. 7)) and of tensors ( [ 2] , (1. 8)) an ana-

logous conclusion can be drawn. 

CHAPTER II 

The connection m the metric space 

The connection of the vector 

spaces X ( P) and X (Q) , P1 Q € Q was introduced in a previous 

paper ( [ 2] , Chapter II), where the dimension of the para-

meter manifold and the dimension of the vector spaces were 

in gene ral different, n f: m . Since for the m etric space 

these dimensions are equal, coefficients of connection can be 
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divided in the symmetric and antisymmetric parts with re­

spect to the outer indices, ana1ogous1y to ( [2] , (2. 16)), 

e. g. 

(2. 1) 

The transformation properties 

of the coefficients of connection follow from ( [ 2] , (2. 7), 

(2. 8)) and (l. 9) 

(2. 2) 

and because of ( [ 2] , (2. 1), (2. 10), (2. 17), (2. 20)), they 

11 

implicitly represent the transformation ru1es for all coeffi-

cients of connection in case A. 

It is evident from (2. 2) that the 

coefficients of connection are not components of a third-rank 

tensor because of the second member on the right-hand side. 
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However, the first members on the right - hand side are 

transformedas components of a third-rank tensor (1. 11). 

From the second relation (2. 2) we therefore conclude that 

the following transformation formula is valid 

(2. 3) 

Thus, we can define a third-rank tensor, the so-called tor­

sion tensor whose explicit form is suggested by (2. 3) 

k p 
e e (2. 4} 

It i s inte re sting to note that the 

property (2. 3} of the coefficients of connection is implicitly 

contained in the commutability of the partial derivatives of 

coordinates ( [2] (1)), i. e. 

) 

(2. 5} 

With the help of the relations (1. 9) and { [ 2] , (1. 4)) we can 

write, for example, the second relation (2. 5} in the form 
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(2. 6a) 

Further, because of ( [ 2] , (1. 5)) the relation (2. 6a) be -

comes 

e' m 
~ i­
vk e 

(2. 6b) 

We now apply ( [ 2] , (1. 3c)) and (1. 9) to deduce the relation 

(2. 3) from (2. 6b). 

In the ca s e m = n the prob-

lern of interrelation of coefficients of connection with the fun­

damental tensor ( [ 2] , Chapter II) can also be discussed 

from the standpoint that the coefficients of connection can be 

represented in the form (2. 1). We pointout that all the three 

indices run from l to n and that each set of coefficients of 

connection contains n3 coefficients or 2 n~ real and imagi-

nary parts. Since in Chapter I we restricted the discussion 

to case A , we have to discus s in detail ca.ses A a) and Ab) 

( [ 1] , Chapte r III). 
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Case Aa} 

We know from previous results 

( [2] , Chapter II , Case Aa)) that for m = n we have nc • 

( n - 1) parts of coefficients of connection (r.)k. r • at our 

disposal. The most simple requirement would therefore be 

that the antisymmetric parts, or what is the same, the tor-

sion tensor should vanish 

A c r.) . _ o , 
l '"' 

>s<< _ o . (2. 7) 

Unde r the as sumption {2. 7), the relation { [ 2] , {2. 11 )) takes 

the form 

Re (r.)k5. + Re (r.)s. + i [Im (r.)s. +Im Cr.)k5.] 
; ' • kJ- t Iet ' j 

(2. 8) 

After the substitution of the expression ( [1] , (3.16)) for the 

fundamental tensor it is possible to separate the real and im­

aginary parts of (2. 8). Thus, for the real parts, we obtain 

15 s s 
a~. /}; = R e C r.) . + Re ( r. ) . 

, t k I. • kJ 
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1S s s a. /h. = Re ( rk) .. + Re (r.).k 
t J-~ • t 

(2. 9) 
CJ 15 

s s a. 
lc i- = Re rr.J.k + Re (r) .. 

' ' ( L lc "i 

whe re the last two equations follow from the first equation 

by an adequate change of indices. By subtracting the third 

equation from the sum of the first two expressions one deter­

mines the real part of the coefficient of connection 

The imaginary part follows in an analogaus manner 

s { i }2 5 
Im ( r;)IIJ = k i . (2. lOb) 

The coefficients of connection are therefore completely de­

termined in terms of the symmetric fundamental tensor 

starting ·with 

(2. ll) 

and (2. 7). 
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Case Ab) 

From previous results ( [2] , 

Chapter II , Case Ab)) we know that in the case rn = n 

we have at our disposal n3 = n a ( n - 1 )/ 2. + n2 (n + 1)/2. 

parts of the coefficients of connection ( r1)kt The most 

simple requirement would therefore be that the antisymmetric 

real parts and the symmetric imaginary parts should vanish 

s Im er.),.. _ o 
J' ~ (2. 12) 

Under the assumptions (2. 12) and with the expression ( [1] , 

(3. 17)) for the fundamental tensor the relation ( [ 2] , (2. 11) 

takes the form 

s s 
Re (r.). + Re (f.)". 

t k~ L t + i. [Im (r:t- Im (r;JkA.] 
f "' J' 

(2. l3) 

Again, we separate the real and imaginary parts to obtain the 

system (2. 9) from (2. 13) for real parts. For the imaginary 

parts the system slightly differs from (2. 9), the plus sign on 

the right-hand side being changed into the minus sign and 9" 5 

being substituted by '] 2 A • Finally, we obtain the relation 



Chap. II - The connection in the metric space 17 

(2. 14) 

The coefficients of connection are therefore completely deter­

mined in terms of the fundamental tensor starting with (2. 12} 

and (2. 14}. 

Real case A) 

If we confine ourselves to real 

quantities the difference between cases Aa) and Ab) disap-

pears. The fundamental tensor has only real symmetric com-

ponents. The coefficients of connection are also real quanti­

ties and we write { [2] , (2.11)) in the form 

(2. 15) 

For the real case m = n we have at our disposal 

n2 (n -1 )j2 parts in the real coefficients of connection 

( r.) . In gene ral, we ca:n. the refore requi re n2. ( n - 1 Jj2. 
tH 
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additional re1ations to (2. 15) tobe fulfilled. These relations 

require that the antisymmetric parts of the coefficients of 

connection ( r.A.)c. t .. ~ be dete rmined in the following wa y, 

with the help of a given real antisymmetric tensor 

2 (r.A). = ak .a~ = Cr.).- (r. )k. = 
J' k~ t.(y I' I<• • J' 

(2. 16) 

From (2. 15) and (2. 16) we deduce the relations 

2 (r.). al< (.9~ A + 
= + {fj) = a~c i9;. ( H L j 

+ 
i~j = ;.9~ ' (2. 17) 

2. (fi) "I = il ( i.~f - L~;) = ak i.9j. 

By the same procedure as in cases Aa) and Ab) we now 

obtain from (2. 15) and (2. 16) the following relations for the 

symmetric and antisymmetric parts (in outer indices) of the 

coefficients of connection ( r. )k. 
L f 

s A A 
(r.)k. + (r.). + (rk) .. 

• ; ; kt. ;t. 
(2. 18) 
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S s A { ( r.J . - ( r. ) . k + ( r. )I< . = 
"L.J- " ( ( 1,. k 

For the syrnmetric and antisyrnmetric parts (in outer indices) 

we find the following expressions from (2. 17) and (2. 18) 

(2. 19) 

Thus, the coefficients of connection c r. ),.. 
i ""' 

i. e. all 

their syrnmetric and antisyrnmetric parts (2. 15), (2. 16) and 

(2. 19) are completely determined with the help of the real sym-

metric fundamental tensor and the real antisymmetric tensor 

A 
~9-j-

For the particular case of real 

s 
syrnmetric coefficients of connection (r.)k. their 

i' • 

antisyrnrrietric part in outer indices (2. 19) must vanish. In 

this case we obtain the condition 

A 
(r.Jk. 

J' L - 0 ' 
+ 

= 0~ k~i (2. 20) 

As a consequence from (2. 20), (2. 17) and (2. 18) we obtain the 

relation 
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Further, the relation (2. 16) takes this form 

2 cr~)k. 
t " 

which at the same time expresses. the tensor A 
i~; 

(2. 21) 

(2. 22) 

in 

s 
terms of the fundamental tensor i9-i The symme-

tric and antisymmetric parts (2. 15) and (2. 22) verify (2. 21) 

again. 

At the end we recall the operator 

relation ( [ 2] , (3. 13)) 

(2. 23) 

and determine its explicit form for 9 = D 7 8 , for 

the metric space, what we were not able to do in ( [ 2] , 

Chapter III). In the metric space the coordinate differentials 

are contravariant components of the displacement vector 

(1. 6). The last term on the right-hand side can therefore be 

determined with the help of ( [ 2] , (l. 7), (1. 13)), e. g. 
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d k ~ d. k 
1 c/.2 X - u1 ( 2. X ) • 

(2. 24) 

With the results (2. 24) and (2. 4) we write the operator rela­

tion (2. 23) for the covariant and parallel displacement differ-

entials in the final forms 

[ D] d k I' 
{ ( D J;k 

r 
Dr} = 2. X d1 X + s,;,. 

(2. 25) 

[ s] id/ { [ 8 ]. 
r s,.} = d + \i 2 1 tk 

For the particular case of the 

syrnmetric coefficients of connection (2. 20) the torsion tensor 

(2. 4) disappears. In this case, therefore, the relations (2. 25) 

between the commutator of the covariant (parallel displace­

ment) differentials and derivatives have the same structure 

as for the absolute (ordinary) differentials ( [ 2 J , (3. 14), 

(3. 15)) in the metric space, too. 
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C HA PT ER III 

The curvature of the metric space 

In a previous paper [2 J we 

studied the second-order difference between the parallelly dis­

placed quantities and dete rmined it with the help of the com-

mutator of the absolute differentials corresponding to two pos-

p k k lc k 
sible parallel displacements from (X ) to Q (X + d 1 X + d2. X ) • 

Further, the mentioned difference 

was expressed with the help of the quantity R or the second-

rank tensor p< 
> ( [2] , (3. 19), (3. 23)). In the metric 

space this difference ( [2] , (3. 5)) expresses an intrinsic 

property of the space which we call the curvature of the 

space. In the metric space the quantity R becomes a fourth­

rank tensor, as seen from its transformation property ( [2] , 

( 3. 2 5)) and ( l. 9) 

~I F, )d x'k = R-;,... d1 X e. 
(. k(l-

(3. la) 

,. ax'r oxk oxi- 3 xi 
d1 XJ d. ,k - Rk. .. -r- ~ 

----,..-
a:x/1, 2. X 

J".. a x a x'(' 

We therefore write the quantity R in the form 

R<<< = rR k. j i. 
> e .. e e e 

,. krt-
(3. lb) 



Chap. III - The curvature of the metric space 23 

and call it the curvature tensor. 

Consequently, the formulas where 

the commutator of absolute differentials appears, can be 

written in terms of the curvature tensor, e. g. ( [ 2] , (3. 19)) 

[A] i. ::.R ß <.1 
i. [L\] e' t i}!? <. 

e = <.e ' = e > R , 

(3. 2) 

[Ll] 
<Z <1 < > 1>2> R 

.t. ... R-- . e 
' [~] e. = e . ... > ~ ' L <. 

where the abbreviations have been used for the scalar prod-

ucts 

<2. (< ) - = '> (d.2 X) 

It is easy to prove that the commu­

tator of absolute differentials of a vector (tensor) is a vector 

(tensor) with components equal to the commutator of the co-

variant differentials of the corresponding components of the 

original vector (tensor). Thus, we have from ( [2] , (l. 7), 

(l. 8)) and (2. 25), e. g. 
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> 
[~] a = Le {[o] + rs~. Dr} :a. 

j.k • " ~ 

' (3. 3) 

We find the relation of covc.riant differentials (derivatives) 

and the curvature tensor by comparing the expressions(3. 3) 

with the relations ( [2] , (3. 26), (3. 27)) or by directly sub­

stituting (3. 2) into the left-hand side of (3. 3). 

Two basic properties of the com­

ponents of the curvature tensor with respect to the indices 

k and j were determined in ( [2] , (3. 20), (3. 21)) 

Rk. L 
r i 

= k.R~ 
r t 

(3. 4) 

We now try to find othe r basic pro-

perties and relations for thc curvat1.1re tensor for the real 
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case A . :~~irst, we closely examine the absolute derivatives 

and their commutators of the basis vectors. Because of ( [2] 

(1.3c) ,(2. 17)) and (2. 4) for the contravariant tangent basis 

vectors we immediately find the relations 

V. e. -. \J. ek 
k ~ <-

(3. 5) 

It follows from (3. 5) that the ccmmutator of the absolute de-

rivatives of basis vectors has the form 

[\7]. 11 .e =\}.<V .e +PePSk.)-
~ L ~ ' "' L 

After easy transformations we obtain the final result 

[V] . ;.e 
1<~ 

=>(ijk) . 

( 3. 6a) 

By a completely identical procedure for the bra contravariant 

basis vectors an analogaus relation is obtained 

[\7] .. e +[V]. e. -r [V]. e. = (~jk) 
LJ k J'k ~ k v i < (3. 6b) 

Further, we recall two facts :First, 

the commutator of absolute derivatives of every member of 
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the sdieme ( [1] , (l. 6)) vanishes, e. g. 

[\7];11 lh =I~J;~. (e,. ._e) =([\]]jke,.).~e+e,.([?];."~e) = 0 
( 3. 7) 

Second, the scalar product is commutative ( [1] , (3. ll ))in 

the real case A . From (3. 6b) and (3. 7) we therefore deduce 

the expre s sion 

We now substitute the respective expressions (3. 6) for the 

commutators of absolute derivatives, and applying the commu-

tativity of scalar products we obtain the final result in the 

form 

(3. 8a) 

= 2 ( [V]. e.) e + ( j k L) e - ( ~ k r )< L.e 
Lr i k < r 

An analogaus relation is obtained by a completely identical 

procedure for the ket contravariant basis vectors 

( 3. Sb) 
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Substituting the commutators of 

the absolute derivatives of the basis vectors ( [ 2] , (3. 19)) 

or (3. 2) into the relations (3. 6), (3. 7) and (3. 8) we obtain 

the relations for the components of the curvature tensor. 

From (3. 6) two identical formulas are derived 

q 
R,_. + 

"'rr 

q q 
. R + ., R + r ;1< 1-/(,. k .R 

r; 

q 
(3. 9) 

The relation (3. 7) gives the relation (3. 42 ) again. The rela­

tions (3. 8) yield two identical formulas 

(3. 10) 

The abbreviations (3. 6a) >(j k r) in the re1ations (3. 9) 

and (3. 10) have tobe substituted by the following explicit 

expre s sion 
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) 
(3. 11) 

where the sym.bol S means the cyclic sum over the indices 

j. 1 k and 'r. The expression for (j k r)< is identi-

cal with {3. 11 }, Pe being changed into eP • 

When the torsion tensor {2. 4} and 

consequently the expression (3. 11) vanish, the relations (3. 9) 

and (3. 10) can greatly be simplified. Thus,for the particular 

case of real symmetric coefficients of connection {2. 20}from 

{3. 9) we obtain the relation 

q Cf q 
Rk' + R k. +- R. I 0 1-r r J. J-r~< 

{3. 12a} 

and by multiplying it with we have 

· Rk · + . R k · + . R. k = 0 • 
~ 1-r L r f L fr (3. 12b) 

From {3. 10) the relation between the components of the cur-

vature tensor is obtained 

(3. 13) 

Weprovedin([~]. (3.7),(3.8), (3.10), 

(3. 11 )) that for every differential operator e ' for which the 
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product rule is valid, the product rule for the commutator of 

such two operators is valid, too 

[8] (A·c)=([8] A)·CtA·([8] c) 
., ~2. 12. (3. 14) 

It is easy to prove that for such three operators 81 , 8a. and 

83 the following identity holds 

Moreover, for the operators formed with 

in the following manner 

the identities ilnalogous to (3. 15) are valid 

0, 

= 0 
' 

0 (3.15) 

operators 

( 3. I6a) 

(3.16b) 

(3. 17a) 

(3.17b) 

In order to derive some more 

relations involving the components of the curvature tensor, 



30 Vector and Tensor Analysis II 

we first discuss the operator identities obtained for the case 

of absolute differentials 9 = /:1 • We start with 

{1:1} a = 0 . 
< 

(3. 18) 

In order to determine the explicit form of the left-hand side 

{3. 18), we need the expressions { [ 2] , Chapter I and Chap­

ter III) 

(3.19) 

and two more expressions for each of them by cyclic change 

of indice s 1, 2 and 3. Substituting the expre s sions ( 3. 19) into 

the explicit form {3. 15) of {3. 18), we conclude that the iden­

tical vanishing of {3. 18) leads to the relation 

(3. 20) 

Three rnore relations of the form (3. 20) for the basis vectors 

1,. 

e , ;_e and 
,_ 
e cou1d be deduce"d in a sirnilar manner. 
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The identity (3. 17a) can be ana-

lyzed in an analogaus way 

{k} a4 = 0 . (3.21) 

Here we need the relations 

K [K] a< =[D] (a'[K] e.) 
3 12. 12 12. • (3. 22) 

and two more relations for each of them by cyclic change of 

indices 1, 2 and 3. Substituting the expressions (3. 2.2) into 

the explicit form (3. 15) of (3. 22), the identical vanishing of 

(3. 22) leads to the relation 

(3. 23) 

Three more relations of the form (3. 23) for the basis vectors 

L e , .e 
L 

i 
and e could be deduced in a similar manner. 

In this way we could proceed with 

building more and more complicated expressions which con-

tain the cova riant diffe rentials and the absolute diffe rentials 
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of the basis vectors. Instead of doing so, we illustrate by a 

simple example of (3. 20) that these relations represent ex-

pressions involving the components of the curvature tensor. 

Herewe have to substitute the expressions (3. 2) for the com­

mutators of absolute diffe rentials (3. 16a) to obtain from(3. 20) 

the relation 

We now apply the product rule for the covariant derivatives 

( [ 2] , (1. 16)), recall that the coordinate differentials are 

contravariant components of the displacement vector (1. 6), 

and consequently their covariant derivatives are given by 

( [ 2] , (1. 7)). Finally, after an easy treatment we obtain 

(3. 20) with the help of (3. 4) in the form 

(3. 24) 
q r 

+ s." . R + J- •mq 

For the particular case of real 

symmetric coefficients of connectiori (2. 20) the last three 
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terms in (3. 24) vanish due to the disappearance of the torsion 

tensor. Thus, in this case the following relation exists for 

the covariant derivatives of the components of the curvature 

tensor 

(3. 25) 

Three relations similar to (3. 24) and (3. 25) follow from 

(3. 20), written for the basis vectors ei .e and 'e 
~ 

We are not going here into further 

details of the theory. Howeve r, to emphasize the essential 

features of the described general theory and some important 

particular cases (space with affine connection, metric space, 

Riemann space etc. ), we add some supplementary remarks. 

C HA PT ER IV 

Remarks 

a) The basic notions 

The formulation of the vector and 

tensor calculus given in the first part of this paper [ 2] was 
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concerned with a more general case of not necessarily equal 

dimensions of the parameter manifold and vector spaces 

X ( P) ' p E .Q . In the present part of the paper a very 

important particular case of equal dimensions, m = n , is 

conside red. Such an approach is suitable to find out the fea­

tures of the calculus derived from the properties of the mani­

fold and the vector space itself. 

The whole calculus is based on the 

fundamental notion of the absolute differential (derivative) 

6. (V~) ( [ 2] , Chapter I). General, compact and simple 

rules for the determination of the absolute differential (deriv­

ative) and for their commutators have been established (1. 5), 

{3. 10) and applied to scalars (1.4), (3. 16), vectors (I. 7), 

(3. 26) and tensors (l. 8), (3. 27) in ( [ 21 , Chapter I, III). 

Further, the connection of the absolute differential with the 

operators acting on scalars, vector and tensor components 

has been determined: ordinary differential (partial deriv a-

tive) d (81<) , covariant differential (derivative) D ( Dk) 

and parallel displacementdifferential (derivative) 5 ( 8,) 

( [ 2] , Chapter I). These symbols have been consistently 

used through the pape r, but it should be mentioned that they 

may differ from those found elsewhere [ 3] . 

For the particular case m - n the 
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definition (Chapter I) of the displacement vector is of funda­

mental importance. With the help of this definition it was 
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pos sible in case {)(, A to identify the symmetric part of the 

fundamental tensor as the metric tensor (1. 4) and to express 

the transformation coefficients in terms of the partial deriva­

tives of the Coordinates (1. 9). 

b) The fundamental tensor 

The va1ence raising and lowering 

operators ( [ 1] , (2. 4)) were called the fundamental tensors. 

Their components are symmetric in case Aa), Hermitian in 

case Ab), orthogonal in case Ba) and unitary in case Bb) ( [ 1 J, 
Chapter III). For the real case ct A a and the complex case 

«. Ab) the distance ( l. 2), ( l. 4) is dete rmined with the help 

of the symmetric part of the fundamental tensor. 

It is interesting to note that for 

the same metric tensor (i. e. the same real symmetric part 

of the fundamental tensor) the complex case rJ. Ab) compared 

with the real case o<. A a) contains s = n (n -1 )j2 supplemen­

tary degrees of freedom (i. e. the components of the imaginary 

antisymmetric part o'f the fundamental tensor). In spite of the 
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inconvenience to deal with complex quantities, this factwas 

used in Einstein 1 s first attempt [ 4] to formulate the geom­

etric frame for the unified theory in the four-climensional 

space. In this case ( n = 4 ) s equals six and corresponds 

to the number of components of the antisymmetric tensor of 

the electromagnetic field F;;...P 

On the othe r hand in the frame 

of the described approach, in the real case oc A we have 

the pos sibility of forming the basic tensor i §;. = ;_qJ + /J/ 
(2. 17), whose symmetric part is the fundamental (metric) 

tensor. The basic tensor completely determines the coeffi­

cients of connection (2. 19), the S = n (n -1 )/2 

supplementary degrees of freedom deriving from the anti-
A 

symmetric tensor ;_C)j at our disposal. It could be ho-
+ 

ped that the given approach with such a basic tensor JJi 

could be useful for the formulation of the geometric frame of 

the unified theory. In this way some ambiguities and arbi-

trariness could be avoided in the existing formulations with 

the nonsymmetric fundamental or metric tensor [ 5] . 

In the particular case ( [ l] , 

Chapter II) 

. a. (P) 
'4( 

.6 . 
' J 

P~:.Q 
(4. 1) 
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the covariant and contravariant forms of vectors and tensors 

are identical. The basis vectors are orthorrormal and in the 

real case A they become unit vectors 

e .. e 
' I' 

·0· 
I J. 

1 
(4. 2) 

In the metric space with (4. l) the square of distance is posi­

tive definite (Euclidean space) in the Cartesian coordinates 

k 
X , for which the described basis vectors (4. 2) are tangent 

basis vectors 

d s2. = dxi dx' > 0 . 
(4. 3) 

We now take another system of 

coordinate lines ( [ 2] , (I)) in the Euclidean space, the so­

called generalized Coordinates. In the generalized coordi -

nates x'j. the distance (4. 3) will be expressed in the form 

(4. 4) 

Hence we see that the components of the metric tensor are 

symmetric in the system of generalized coordinates. The 

basis ve ctors, tangent to the gene ralized coordinate lines 

( [1] , ChapteriV) (1.9), are 



38 Vector and Tensor Analysis II 

(4. 5) 

axr 
e' e ( e 1ce') = e --,. = r r r ax•k ke' = e(e ke')= e ax'"' 

r ,. r a x" 

The fundamental scheme ( [ 1] , (1. 6)) for these basis vec-

tors takes the form 

e'" ;e, = ~c/ 8x''-
8x,. 

I ; I C: J e. e = .o 
I. I. 

(4. 6) 

From (4. 6) the syrnmetry of the fundamental tensor compo­

nents is evident, in accordance with (4. 4). 

For the particular case of 

linear coordinate transformations ( o.." k 
'­

' a constants) 

j ; I< ; 
x' = a I< x + a 

I 
a -l ~ Ak 

a I< 
Jo 

=- a 

( 4. 7) 
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we obtain the constant components of the syrnrrietric funda­

mental tensor in the system of generalized coordinates x'j. 

~ r ' r 
q' = a Je a " , 

,. ,. 
·g'. = A . A. 
L J L ( 

Moreover, we see from (4. 7) that 

the difference of the Cartesian Coordinates of every pair of 

points P , Q € Q transforms as vector components, the 

transformation coefficients being 

I 
a 1t /. 

I 
( 4. 8) 
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Thus, in this case it is possible to introduce the "radius-vec-

torn with the components in the Cartesian system 

( 4. 9a) 

The norm of the radius vector 

,. = p Q = V [_ (X~ - X~ )2 
( 4. 9b) 

L 

1s identical with the distance (l. 4) between the points P and 
i i. L 

Q calculated along the straight line X = ( 1- t) XP + t XQ , 

L = 1, ... , n ; determined by the points P (t=O)and Q (t=1). 



40 Vector and Tensor Analysis II 

c) The coefficients of connection 

The coefficients of connection 

were introduced into the theory by means of the absolute dif­

ferentials of the basis vectors ( [ 2} , (1. 3c)). The basic rel;­

tions for them ( [2], (2.10), (2.11)) were obtained by deter-

mining the absolute differentials of the quantities occurring in 

the fundamental scheme ( [ 1] , (1. 6)). An important conse­

quence was the vanishing of the absolute differential ( deriva­

tive ) of the fundamental tensor ( [ 2] , (2. 12)). The basic re-

lations connect the coefficients of connection with the compo-

nents of the fundamental tensor. Also, they give the pos si­

bility for a detailed study and analysis of these coefficients, 

especially for the determination of their symmetric and anti­

symmetric parts with the help of the fundamental and basic 

tensor ( [ 2] , Chapter II), (Chapter III). 

The transformation law for the 

coefficients of connection ( [ 2] , (2. 7), (2. 8}}, (2. 2) showed 

that they are not tensors. However, for the linear transforma­

tion (4. 7) they transform as components of a third-rank ten-

sor. In this case the second term of the right-hand side in 

(2. 2) vanishcs identically. 

In a met"ric space with real sym-
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s 
metric (in outer indices) coefficients of connection ( r)ik , 

i. e. in a Riemann space, the coefficients of connection are 

comp1etely determined by the real metric tensor in terms of 

the Riemann-Christoffel symbols (2. 10). 

In the particular case of a 

Riemann space with the metric tensor ( 4. 1) the symmetric 

coefficients of connection disappear identically in the Carte-

41 

sian Coordinates andin all rectilinear coordinate systems ob-

tained from these coordinates by the linear transformation 

(4. 7). From ( l 2] , (1. 3c)) we infer that the absolute differ-

entials of the basis vectors vanish identically for the rectilin-

ear coordinates. Thus, we have e (P)G.. = e (Q) for 

all P, Q E Q , 1. e. the parallelly displaced tangent basis 

vectors e (P)a. are tangent basis vectors e (Q)at the point 

Q , the te rm "re ctilinea r" being thus explained. 

In the real case 0.. A from both 

relations (2. 2) we obtain the expression for the coefficients of 

connection in generalized coordinates 

( 4. 1 0) 
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d) The curvature 

In the first part of this paper 

( [ 2] , Chapter III) we discussed the difference between the 

parallelly displaced quantities for two different paths P -Q~-+ 

-Q and p __". Q - Q and expressed it with the help 
2 

of the commutator of the absolute differentials. We found 

the explicit expressions for the commutator of the absolute 

differentials of the basis vectors ( [ 2] , (3. 19)) given in 

abbreviated forms ( [ 2] , (3. 23)) in terms of the quantity R 

or of the linear second-order operator >p < • Then, it was 

easy to determine the commutator of absolute differentials 

applied to scalars ( [ 2] , (3. 16)), vectors ( [ 2] , (3. 26)) 

and tensors ( [ 2] , (3. 27)). 

In the case m = n the quantity 

R becomes the fourth-rank tensor, the so-called curva-

ture tensor (3. l ). The fundamental properties of the curva­

ture tensor are expres sed by the relations (3. 4), (3. 9),(3. 1 0) 

and (3. 24). The particular forms of these relations in the 

Riemann space (3. 12), (3. 13) and (3. 25) are easily deduced 

from the general case by requiring the torsion tensor to van­

ish. These re sults werc obtained by an easy and direct pro­

cedure, essentially based on thc absolute differentials of the 
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basis vectors. 

We have seen ( ( 21 , Chapter III) 

that the vanishing of the commutator of absolute differentials 

is the expression of the absolute parallelism. Thus, in the 

case m ... n the vanishing of the curvature tensor is the ex-

pres sion of the absolute parallelism in a space. In the 

Euclidean space the curvature tensor vanishes identically 

because the coefficients of connection disappear identically 

in the Cartesian coordinates. 

We could ask what conditions have 

to be fulfilled in order to find a coordinate system in which 

the coefficients of connection vanish. By as suming this Co­

ordinate systemtobe labelled by x\ r (x") . = 0 } 

in another (holonomic) coordinate system ( [ 2] , (l)) x'i 

we have the relations (4. 10) for the transformation coeffi-

cients and coefficients of connection 

a 
8 x'r ( 4. 11) 

From (4. 11) and (2. 5) we deduce the first condition in the 

form 

--. a x'· 
0 . ( 4. 12) 
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Further, the commutativity of the partial derivatives of the 

transformation coefficients themselves, 
a x,. 

8x' 1 ' 
must exis':. Thus, after equating the corresponding r, k 

and k , r second partial derivatives of the transformation 

coefficients, with the help of the curvature tensor definition 

( [ 2] , (3. 19)) we obtain from (4. 11) the other condition 

R' ... 
q rk 0 . 

( 4. 13) 

The conditions (4. 12) and (4. 13) have tobe fulfilled for ev­

ery allowed transformation of coordinates ( [ 2] , (1)). This 

means that the torsion tensor and curvature tensor have to 

vanish identically. 

Finally, we would point out that 

following the remark Chapter VI e) in [ 1] , in the real case 

A ), we can go over to the notation with unilateral indices. 

To obtain the coincidence with the notations used in the lite r­

ature we have to apply the caseAa) bra, ket, right side ( [ 1] 

(6. 18 a)). For illustration it is sufficient to indicate a few 

examples 

i j ji 
9 - (') ,· (') - g • 1 i. I j ~·i, 1 

• qR - R q 
1 kjr kjr • 

(4. 14). 

All formulas can easily be transcribed in this notation. 
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