
Distributed Manufacturing 



Hermann Kühnle 
Editor 

Distributed Manufacturing 

Paradigm, Concepts, Solutions and Examples 

123



 

Editor 
Hermann Kühnle, Prof. Dr.  
Otto-von-Guericke-Universität 
Institut für Arbeitswissenschaft, 
Fabrikautomatisierung und Fabrikbetrieb (IAF) 
Universitätsplatz 2 
39106 Magdeburg 
Germany 
hermann.kuehnle@ovgu.de 

 

  

ISBN 978-1-84882-706-6 e-ISBN 978-1-84882-707-3 
DOI 10.1007/978-1-84882-707-3 
Springer London Dordrecht Heidelberg New York 
 
British Library Cataloguing in Publication Data 
A catalogue record for this book is available from the British Library 
 
Library of Congress Control Number: 2009936771 
 
© Springer-Verlag London Limited 2010 
Apart from any fair dealing for the purposes of research or private study, or criticism or review, as 
permitted under the Copyright, Designs and Patents Act 1988, this publication may only be
reproduced, stored or transmitted, in any form or by any means, with the prior permission in writing of
the publishers, or in the case of reprographic reproduction in accordance with the terms of licences
issued by the Copyright Licensing Agency. Enquiries concerning reproduction outside those terms
should be sent to the publishers. 
The use of registered names, trademarks, etc. in this publication does not imply, even in the absence of
a specific statement, that such names are exempt from the relevant laws and regulations and therefore
free for general use. 
The publisher makes no representation, express or implied, with regard to the accuracy of the 
information contained in this book and cannot accept any legal responsibility or liability for any errors
or omissions that may be made.   
 
Cover design: eStudioCalamar, Figueres/Berlin 
 
Printed on acid-free paper 
 
Springer is part of Springer Science+Business Media (www.springer.com) 



 

Foreword 

In recent last years it has become obvious to many companies that, to succeed, 
they need more effective support for operations and to implement better organisa-
tional principles and practices. It is clear that the new industrial world is more 
complex and more difficult to manage. We need novel organisational and man-
agement paradigms in order to uncover and exploit new thinking. Innovation pres-
sures have forced the emergence of Networked Organizations seeking to access 
innovation resources globally and to secure lasting efficiency competitive advan-
tages. 

The networked economy has been enabled and has developed as a result of in-
formation and communication technology (ICT) for interorganisational collabora-
tion. Market environments have become much more agile and turbulent and or-
ganisations more open under the influence of the rapid advancement of 
information processing devices and network technologies. Therefore, business 
strategic and process management, which oversee the overall value creation of 
products, are the focus of many companies. 

Nevertheless, companies have taken rather different approaches to respond to 
the changes. Some have formed strategic alliances to capture new market opportu-
nities, some have improved existing relationships with their supply network mem-
bers to enhance the entire value creation supply chains, and some are planning to 
make changes but in a rather slow manner. Actual cases of industrial implementa-
tion of Distributed Manufacturing have shown its effectiveness in responding to 
the new challenges of the current turbulent and competitive global market, al-
though a number of various barriers still prevent their wider application. 

The aim of this book is to promote the adoption of Distributed Manufacturing 
solutions already experienced by industry players as part of the realisation of the 
concurrent enterprise (CE) vision, established by the European CE community and 
represented by CE-NET, the concurrent enterprising network of excellence (CE-
NoE), which aims at promoting top-notch European CE expertise from research, 
academy and industry. The CE-NET community, facilitated by the European So-
ciety of Concurrent Enterprise (ESoCE), has identified new paradigms and ap-
proaches to enable the adoption of concurrency principles at the level of distrib-
uted product development, networked enterprise and user driven innovation, under 
the new framework of concurrent innovation. For systematic approach to an ex-
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amination of the whole body of CE knowledge, the issues have been organised 
into five main areas:  

• Human aspects, 
• Business model & organisation, 
• ICT infrastructure, 
• Product/service development and 
• Policy and regulations. 

This book provides a substantial contribution to the establishment of a concur-
rent innovation scientific base and thoroughly covers the first four areas with a 
stronger focus on technologies, platforms and standards characterising the Distrib-
uted Manufacturing context. This book addresses the main barrier that has so far 
limited the full adoption and exploitation of the emerging paradigms i.e. the issue 
of managing the complexity of Distributed Manufacturing, and it intelligently sug-
gests how the theory of complex adaptive systems can provide some of the an-
swers.  It also sheds new light on the modes by which complex networks can man-
age parallelism, emergence, behaviour, iteration and encapsulation and in 
particular how the creative power of individuals and users can be integrated into 
the distributed processes with a multidisciplinary approach. Although enabled by 
technology, the initiators of the networked economy are people. Rapid and easy 
communication brings obvious benefits, but not all the increased communication 
is value-adding and people have less time to think. It is clear that there are many 
challenges for companies developing products and services. Some of these have 
been met; many more require additional efforts. In this book the editor has ex-
tracted and synthesized a carefully selected bundle of project results from the 
European projects PABADIS and PABADIS PROMISE and from closely related 
research. The invited authors present a number of theories and approaches that, 
adequately combined, may create suitable concepts for implementing highly 
workable solutions for Distributed Manufacturing.  

In the new context of global industrial networks many concepts have been sug-
gested to improve the base of support for geographically distributed networks and 
its effective collaboration. Mainly the proposals cover the socio-organisational 
field; some discuss information and communication technology impacts and op-
tions. This book draws from both fields and adds game theoretic and evolutionary 
elements pulling together principles, aspects and attributes that, even in industry, 
are mostly considered separate fields and entities that are difficult to unite. 

Pick any random spot and you’ll find inspiring ideas in this book. The book 
will serve as more than a detailed record of complex projects. It will provide an 
invaluable resource for all those wishing to enhance their understanding of 
changes in the manufacturing world in general and the introduction of new princi-
ples in particular. For that reason, I recommend that this book join the set of ready 
references available to you as together we practice and improve our profession of 
advanced manufacturing and extended enterprise. 
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Rome, April 2009 
 
Roberto Santoro 
President, European Society of Concurrent Enterprising (ESoCE) 
Chairman, European Network of Living Laboratories (ENoLL) 



 

“In anything at all, perfec-
tion is attained not when there 
is no longer anything to add, 
but when there is no longer 
anything to take away".  
(Antoine de Saint Exupery) 

Preface 

Profound changes have already occurred in manufacturing within the last decades 
and the competitive environment for manufacturing will again be significantly dif-
ferent in the next 10 or 15 years. Major developments will occur in a number of 
different areas of manufacturing such as organisation, collaboration and globalisa-
tions resulting in Distributed Manufacturing in many cases. Distributed Manufac-
turing was originally focused on manufacturing architecture and control within 
single plants; later it was extended to the virtual manufacture of products and the 
networked organisation and includes all issues surrounding industrial networks. 
Key driving forces may be seen in all developments and trends in the fields of in-
formation and communication technology (ICT). 

The gap between manufacturing automation and social actors’ communication 
should be overcome. 

This book represents a synthesis of selected key outcomes from the projects 
plant automation based on distributed systems (PABADIS) and PABADIS, based 
product oriented manufacturing systems for re-configurable enterprises 
(PABADIS’PROMISE), funded by the European Commission. The work on these 
projects was done through international collaboration over 8 years involving lead-
ing researchers as well as leading companies and renowned institutions in manu-
facturing systems control, embedded systems and network organisation world 
wide. The results have been consolidated with engineering communities and stan-
dardisation bodies.  

The volume seeks to anticipate broadly emerging manufacturing structures and 
the respective information and communication technologies for organisations, 
their leaders and ICT strategists as well as researchers and technologists facing the 
challenges of their enterprises’ geographical dispersion and network partners’ de-
pendencies. To this end, theoretical and application-oriented contributions have 
been included with a view to achieving the optimum breadth and depth of the 
relevant subject matter. 

The book begins with on overview of methods and systems appropriate for 
concurrent product development in distributed structures. As many multisite com-
panies and enterprise networks face competition in local contexts while having to 
keep the enterprises’ advantages of common platforms and standards, co-evolution 
thinking has been chosen as a suitable new theoretical background and idea gen-
erator to cope with this growing challenge. The next part discusses new concepts 
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of manufacturing management and novel ICT applications which may be unfamil-
iar to readers and challenge the status quo. As ICT advances are evidently occur-
ring more rapidly at the machinery and equipment level with the respective execu-
tion systems, the next large next is devoted to multi-agent systems (MAS) as the 
central part of the project. The final part, outlining the most recent project results, 
links the world of agents to products and flexible manufacturing technologies, 
leading back to the first part and giving substantial clues to further developments 
as well as hot research topics. 

More and more enterprises are faced with the huge, and thus far unseen, chal-
lenges of doing manufacturing efficiently in collaborative networks and distrib-
uted structures, and operating beyond the consolidated state of the art. For their 
support and to provide insight into recent developments and emerging concepts, 
this volume presents a number of ideas, concepts and solution approaches that, 
when combined in the right way, gives considerable help in responding to those 
challenges. 
 
 
 
Stuttgart, May 2009 
 
Hermann Kühnle  
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0.1 Introduction 

A simultaneous presence in several regions and in different regional markets has 
become more and more essential for suppliers and manufacturers alike. These con-
figurations are enforced by volatile market demands, fierce competition, and high 
innovation pressure in order to capture lasting advantages in efficiency. In particu-
lar companies that have experienced rapid international growth through mergers 
and acquisitions are suddenly faced with the challenges of structuring, managing 
and operating effectively a network of geographically dispersed factories with 
worldwide transfer of assembly and manufacturing operations for similar products 
between multiple production sites in different countries. This competitive global 
environment imposes the continuous need to identify and exploit new manufactur-
ing paradigms, adapted methods and cutting edge technologies. Little attention has 
been paid so far to the fact that distributed manufacturing structures and their full 
advantages may be exploited best if concurrency of information flows and opera-
tions is strived for. The competitive power of distributed structures lies in their 
abilitiy to put entities all together and make the net concurrent customer-driven, 
involving organisation, processes and business models. As competition starts pres-
suring whole networks, fast linking and interoperability as well as adaptation abili-
ties have become crucial attributes for manufacturing companies. 

As production systems “disperse” their value chains, engaging more and 
smaller units all over the globe, value creation increasingly appears as a result of 
geographically distributed networked operations and services, representing in total 
at least the sum of all necessary resources. As the responsibilities for operations 
are strongly tied to organisational units and their socio-technical nature, Distrib-
uted Manufacturing also has all the features of human-influenced complex net-
work building (e.g. trust, individual preferences) as well as the planning and exe-
cution of efficient processes within networks, fully engaging the scope of 
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information and communication technologies (ICT) for repetitive process routines 
and standardised functionalities. The optimum basis for collaboration using the 
least amount of resources and time is to take significant steps towards parallelism 
of all actions and operations. Distributed Manufacturing in enterprise networks 
dynamically combines core competencies and knowledge of different entities to 
fully meet specific, narrowly defined market opportunities. All activities in dis-
tributed, temporary alliances of independent, co-operating manufacturers, custom-
ers and suppliers use systematic approaches, methods and advanced technologies 
for increasing efficiency in the design and manufacture of products and services 
by concurrency, integration, standardisation and teamwork for achieving common 
goals in global markets. 

Driving technology spheres are adaptable, integrated equipment and systems 
that can be readily reconfigured, technologies that convert information into 
knowledge for effective decision making, enhanced human-machine interfaces as 
well as software for intelligent systems for collaboration provide for completely 
new opportunities. Once manufacturing structures are distributed in this sense, all 
successful set-ups definitely point to the emergence of a strongly ICT supported 
networked manufacturing world. Adequate ICT applications for modelling and 
simulation are also considered as extremely important to be able to quickly inno-
vate, design and produce the ‘right product right the first time’. 

This volume summarises the most important results of the EU projects Plant 
Automation Based on Distributed Information Systems (PABADIS) and the suc-
cessor for implementation PABADIS based Product Oriented Manufacturing Sys-
tems for Re-Configurable Enterprises (PABADIS’PROMISE), which represent 
substantial advances in the field of control of Distributed Manufacturing network 
using concurrency principles. The consortia that have been led by the editor had 
involved 27 institutions and more than 150 researchers and experts from EU 
Europe, Switzerland and Canada. The project had been extended to the interna-
tional context by joining the EU–Intelligent Manufacturing Systems program. 

The project’s key statement is clear: Distributed Manufacturing is a new pattern 
of interfirm relationships evolving networkwide integration by creating different 
forms of interentity processes. The underlying paradigms are a valid frame for 
next-generation planning systems and management procedures.  

The major impacts on manufacturers enforcing these organisation patterns have 
been the higher availability of resources as low-cost labour and manufacturing ca-
pacity, increasingly compelling companies to move towards sourcing parts and 
components globally. Key driving forces have also been shortening product life 
cycle, placing a premium on speed to market, as well as rapidly declining costs of 
transportation and communications, atomising all resources for manufacturing. 
Within simple settings of collocated operations, the challenge of managing can 
still be achieved by conventional planning and decision mechanisms. For net-
works, control becomes much more complicated, as the involved units and their 
respective roles are not stable but evolve dynamically. However, these properties 
activate to incorporate changing external partners as well as varying capabilities 
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and knowledge, enormously increase a company’s adaptabilities and strongly am-
plify differentiations and uniqueness.  

On the long path to such enterprise networks a number of more advanced 
manufacturing principles and management approaches have been presented. The 
most important manufacturing philosophies that have been introduced may be 
considered Lean Manufacturing (Ohno 1988), Agile Manufacturing (Kidd 1994), 
Holonic Manufacturing (VanBrussels et al. 1998), and Fractal Factory (Kühnle 
1995). More comprehensive interorganisational structures are supply networks, 
Virtual Enterprises, extended enterprises (E2), professional virtual communities 
(PVC) and collaborative network organisations (CNO) (Camarinha–Matos and 
Afsamanesh 2005). Emphasis has been placed on the renewal of companies’ cul-
ture, organisation and management, making use of growing ICT possibilities, 
where human creativity and improvisation are given higher decision-making 
power to better meet the new objectives. However, the emerging enterprise nets 
are more than just the amalgamation of a number of entities. Such networks con-
sist of numerous independent and geographically dispersed entities as well as sub-
nets of complex behaviour; therefore, the manufacturing principles, addressed 
above, face difficulties in implementation amid this complexity.  

As a consequence, the last few years have witnessed a resurgence of interest in 
the nature of networks and complexity theory as possible sources of solutions. 
Complex adaptive systems theory is increasingly concerned with the understand-
ing of intrinsic interactions and non-linear dynamics of distributed systems with 
many entities. It has proven to be a highly suitable framework that accounts for 
the complex interactions among the various entities of manufacturing networks, 
which give rise to complex behaviour that cannot be attributed to a single unit as it 
is a collective effect. Analysing Distributed Manufacturing networks through the 
lens of complex adaptive systems is helpful due to the fact that contemporary op-
eration set-ups rather resemble dynamic, complex, interdependent and globally 
distributed webs than the static well-determined systems which have traditionally 
dominated our thinking. Furthermore, understanding Distributed Manufacturing as 
complex networks reveals new potentials for improving decision-making for the 
management of processes and value chains. Network principles in manufacturing 
replacing hierarchical management undoubtedly give competitive advantages, as 
the “certainties” of command and control approaches evidently no longer seem to 
hold true. A company has to see itself primarily as a unit in a network, getting 
value out of this loosely coupled enterprise (Norri and Lee 2006) by focusing on 
distinct process segments and by attracting the maximum network resources to-
wards its visions and objectives. 

Entirely new devices from ICT have enhanced adaptabilities not only at the in-
formation-integration level but also at the resource and process levels. Working 
environments may consist of hybrid spaces composed of virtual and actual fea-
tures. Moreover ICT devices applied for concurrent and intensive participation – 
plug & participate (P&P) – are available wordlwide. Mobile and wireless net-
works, seamless interconnection and the wide spread use of powerful systems ap-
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plications have brought about advanced types of individual, organisational and 
management use. Emerging collaborative working environments (CWEs), making 
extensive use of telepresence, offer ubiquitous computing infrastructure composed 
of resources providing a new blend of activity-oriented, context-aware flexible 
software services supporting patterns of human interactions and human-machine 
interactions. The efficient use of these devices requires continuous re-visiting of 
applied functionalities as well as product bundles as the ability to provide immer-
sion facilities by powerful 3D (ambient) virtual and augmented reality systems is 
considered one of the most important manufacturing skills. A hybrid virtual real 
environment is another advanced infrastructure for creative collaborative work. 
Concurrent visualisations of products and processes allow effective collaborative 
analyses of new ideas, experiments to test different ideas, collaborative problem 
solving and instant distribution of tasks.  

Concurrent enterprising is the term used to describe these contexts including 
such interactions as “interactive computer networks will link workers for all as-
pects of the business”. It will not only make use of significant new technologies in 
communication and processes by which products are produced, but also of new 
organisational set-ups. This is particularly true for Distributed Manufacturing net-
works. Distributed Manufacturing builds on the fundamental characteristics of 
complex systems and decision-making in network design and process engineering 
(Kühnle 2007). The contributions in this book implicitly exploit five modes for 
network structuring, linking and improving:   

1. The parallelism mode exploits the option of achieving shorter execution times 
by performing multiple stages in parallel or with some overlap; it includes 
event-driven or real-time updates and evaluations of models (Chaps. 2 and 4). 

2. The emergence mode expresses the proper composition of the overall network 
and value chain from smaller segments that are concurrently controlled and 
managed quasi-independently (Chaps. 7 and 8).  

3. The behaviour mode defines the dynamics of the synthesised networks and the 
dependencies on event-driven data and logics as well as interactions of opera-
tions (Chaps. 2 and 8).  

4. The iteration mode emphasises the fact that there is an inherent, evolving na-
ture to structuring. Iteration results in changes that must propagate through the 
structure’s stages, requiring continuous process rework (Chap. 6). 

5. The encapsulation mode enables one to build networks and processes by com-
bining elements for creating new entities or for atomising entities to obtain ele-
ments respectively as well as to bundle or decompose data networks with the 
methods that operate on that data (Chaps. 3 and 5). 

Oriented by these five fundamental modes, this book outlines the important re-
search results of a comprehensive project. It highlights key parts of the project’s 
outcomes and draws attention to the following points: 

• Distributed product development 
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• Co-evolution 
• Software technology paradigms  
• Immersion and wearable computing  
• Multi-agent systems. 

0.1.1 Overview  

All contributions highlight specific areas in Distributed Manufacturing. The huge 
number of approaches and attempts to implement new ICT solutions in manufac-
turing networks underpin the importance of interoperability, security, linkages and 
interconnectedness issues in distributed industry structures. Another topic in Dis-
tributed Manufacturing that is arousing much interest is the field of collaboration 
in all its patterns. 

0.1.1.1 Distributed Product Development 

Engineering quite early on supplemented the macro level of organisational design 
and coordination with specific product development and project management 
methods. These methods orchestrate specific activities towards common goals. 
However, product development methods have only to a small extend been ex-
tended by methods addressing their specific requirements such as distributed, but 
interdependent and collaborative, planning (Gassmann and von Zedtwitz 2003), 
systematically implementing parallelism, iteration and emergence. Again, new 
communication technologies are the key enablers and the main drivers of new so-
lutions. However, companies and researchers have very limited understanding on 
how to organise and manage product development in this context successfully as 
the underlying principles seem to be ill understood, leading to increased risks. So-
lution approaches, methods and routines of distributed collaboration and their em-
bedding in Distributed Manufacturing networks to support the development of 
bodies of knowledge must be discussed. Organising and managing concurrent 
product development utilising new communication technologies must be imple-
mented and sustained as interdependent and dynamic structures of organisational 
set-ups, management methods and technology applications.  

0.1.1.2 Co-evolution 

Co-evolution is a dynamic process that accelerates the path from concepts to con-
current capabilities development, analysis and evolution across enterprises. It is 
the prototypical illustration of parallelism, behaviour, emergence and concurrent 
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(multistream) iteration and interaction. Examples of multistream interaction are 
ant swarms, the Internet, traffic patterns and economic markets. In co-evolution, 
the results of an evolutionary process define their own fitness functions, because 
they are selected for their success in competing with each other. The principally 
cited example is the evolution of a predator species alongside the evolution of a 
prey species. In a broad sense, biological co-evolution is "the change of a biologi-
cal object triggered by the change of a related object". In Distributed Manufactur-
ing, co-evolution may therefore be envisioned as a multidimensional exploration 
of units’ ‘effectiveness landscapes’ to identify and achieve (co-evolve) combina-
tions of characteristics with acceptable levels of utility.  

For Distributed Manufacturing this co-evolution metaphor includes rapid de-
velopment techniques, proof-of-concept and learning prototypes as well as con-
tinuous review and experimentation to continually support and adjust the devel-
opment process and its products. By experimentation and continuous evaluation 
by the user community, it also ensures that the capabilities developed in Distrib-
uted Manufacturing networks are relevant, even in a continuously changing land-
scape.  

0.1.1.3 Software Technology Paradigms 

As distributed structures in general and Distributed Manufacturing in particular 
are strongly influenced by trends in ICT as well as in software engineering, these 
trends have a strong impact on concepts and solutions aimed at supporting upcom-
ing set-ups in manufacturing. Systems and software developers address these set- 
ups as challenges for their packages’ interoperability, interfaces and functional-
ities. Mirroring the challenges to the most recent technology platforms generates 
substantial insights concerning how planning and control software should be built 
to fully integrate all levels of the automation pyramid.  

0.1.1.4 Immersion and Wearable Computing 

Another key concern of Distributed Manufacturing is to facilitate and encourage 
interactions between individuals from different entities. One way to connect peo-
ple and concepts together, and make the collaboration and the exchange of infor-
mation more fluent and easier to handle, is through the use of a virtual space of 
networked individuals, based on virtual and augmented reality (VAR) or mixed 
augmented reality (MAR), forming ad-hoc groups on the basis of common tasks 
and objectives. Important solutions for linking collaborative resources together or 
for engaging new resources within the structures of Distributed Manufacturing are 
possible within such VAR environments. Taking a look into collaborative envi-
ronments and their benefits by providing much faster and broader access to exist-
ing knowledge and people know-how gives ideas about the emerging potential of 
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ICT for distributed value creation. These technologies provide enhanced environ-
ments for supporting individual and group collaboration work. The framework is 
unwrapped and options are analysed covering interaction and collaboration issues. 
Expected benefits include providing more supportive, appealing and communica-
tive applications by applying various design theories and practices to distributed 
manufacturing networks contexts. A novel approach classifying and eliminating 
“collaborative distances” is proposed as a solid base for company-specific imple-
mentation projects. Mobile VAR may be envisioned as a concrete example what 
organisational and educational implications are to be faced in the Distributed 
Manufacturing contexts. 

0.1.1.5 Multi-Agent Systems  

Multi-agent systems (MAS) with options as well as with standard features are an 
appropriate approach for modelling complex networks which can bring in a plat-
form of important functions for generating the decisions of network structures 
(Wooldrige 2002). When adopting an agent-oriented view, it soon becomes appar-
ent that most problems require or involve multiple agents to be able to represent 
the decentralised nature of the problem, the multiple loci of control, the multiple 
perspectives, the competing interests or the distribution of control responsibilities. 
An agent is an autonomously operating software program which contains a 
representation of its environment and has its own objectives. 

The need for both flexibility and aggregate planning in distributed manufactur-
ing environments, resulting from today’s market demands, requires the develop-
ment of control methods that are able to combine the advantages of both heterar-
chical (flexibility) and hierarchical (aggregate planning) features. Keywords are 
self-configuration, co-operation, modification and high flexibility. Different meth-
ods have recently been developed that aim at achieving these goals, which are of-
ten indicated as evolution-based control concepts. 

Moreover, the agents will need to interact with one another to achieve their in-
dividual objectives, manage the dependencies that ensue from being situated in a 
common environment, and provide an optimal solution for the overall control 
problem. These interactions can vary from simple semantic interoperation (infor-
mation passing), to traditional client–server-type interactions, to rich social inter-
actions (the ability to cooperate, coordinate and negotiate about a course of ac-
tion). A multi-agent architecture allows decisions to be taken in a decentralised 
way. In production control systems, intelligent agents are introduced to represent 
the physical resources, parts and jobs in a manufacturing system. MASs in Dis-
tributed Manufacturing networks as well as in process control strongly rely upon 
the parallel update of data and iteration for achieving efficient operation plans. 
This parallelism assumption in MASs is so evident that it is not even mentioned. 
For distributed computing and the operating systems introduced there, encapsula-
tion might be self evident for manufacturing systems in general and distributed 
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manufacturing in particular, it is not. It is extremely important that all concerned 
units’ behaviours and restrictions be updated; the redundancy in data is not an is-
sue since the computing power, even of small devices, is sufficient in all cases. 
Updates are executed event-driven, which is an important and inevitable step 
overcome the time slot planning procedures of contemporary Enterprise Resource 
Planning (ERP) and Manufacturing Execution System (MES) systems, so forward 
planning and simulation turn out to be identical. 

0.1.2 Impacts on Manufacturing Industry 

In Distributed Manufacturing, control and decision-making decentralise, and the 
„collaborative character” of the network is emphasised. As management becomes 
more complex a new generation of instruments is called for.  

This book gives descriptions of important paradigms and their unfolding within 
Concurrent Enterprising, Distributed Manufacturing, and industrial control. It cov-
ers important aspects from the points of view of marketing, engineering, technol-
ogy, environmental protection, etc. and synthesises technical to organisational so-
lutions.  
Mainly the MAS approach has been successfully implemented in manufacturing 
networks in MESs. The decision-making problems there can be clearly structured, 
and therefore the MES (including plug and produce, etc.) may be fully decentral-
ised and automated. For parallelism of operations in manufacturing, the research 
on industrial networks must aim deeper into the dynamic forms of communication 
and coordination. Resources and capabilities inside and outside of an industrial 
organisation are vast resources for innovative ideas and knowledge. In order to 
take advantage of these resources, Distributed Manufacturing also focuses on link-
ing industrial processes throughout the distributed enterprise by exploiting the col-
lection of all available knowledge and innovative ideas. Manufacturing enterprise 
networks emerge where all aspects of manufacturing are networked, so informed 
decisions concerning a specific activity can be made, based on knowledge and ex-
perience, concerning the total network. Elaborate concepts resulting from Distrib-
uted Manufacturing might revolutionise the ways people interact at all levels of 
organisations. 

One major conclusion of the contributions is that the prevailing trends in the 
structuring and engineering of Distributed Manufacturing will come from infor-
mation sciences and its applications to mechatronic units. The permanent need to 
restructure and relink obviously brings about successful practical solutions that 
strongly involve the principles of complexity. However, the focus of such control 
efforts is still on the design of units’ configurations as well as the activation of 
process sequences, where standards may provide for open-loop controls. For effi-
cient adaptations as well as for continuous improvements in manufacturing net-
works, important control loops should be closed. The instruments suggested may 
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be seen as possible next steps on the way to the closed-loop control of Distributed 
Manufacturing networks. 

As a substantial contribution to excellence in production, Distributed Manufac-
turing obviously builds up competitive power for everyday operations. Instead of 
trying to ignore or even eliminate structural behaviours of networks, Dispersed 
Manufacturing successfully exploits these network properties. In unwrapping the 
Distributed Manufacturing paradigm, solutions have been developed for the gen-
eration of control decisions and evaluations, e.g. on the task levels by software 
agent technology. One resulting generic concept for distributed control and order 
execution on the MES level, based on the described framework, is the PABADIS 
architecture.  

Exploiting ideas of the application of mechatronic units and its control, as is 
considered in the PABADIS approaches, has actually leaded manufacturing and 
control system companies to develop technologies for efficient manufacturing sys-
tem engineering with an emphasis on open industry standards (AutomationML 
2007).  

Comparable efforts are going on for further ERP developments too. As the dis-
tributed ICT world is about to be established on company levels as well, important 
vendors of ERP systems are intensively working on corresponding software pack-
ages, also making extensive use of these frameworks and standards. With these 
achievements complexity approaches have, contrary to some harsh critics of man-
agers, successfully generated important additional insights which are novel and in-
structive. Moreover, many thoughtful managers in Distributed Manufacturing 
networks will appreciate them as an enrichment of their production worldview in 
turbulent times. 
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1.1 Principles of Product Development 

The old proverb the customer is king is even more true in the current environment 
where, instead of buying whatever the manufacturers decide to produce, customers 
require products tailored to their particular needs and tastes. European enterprises 
are expanding globally and now have different worldwide sites for developing 
products, manufacturing and marketing. Growing global competition as well as 
new regulations and laws concerning environmental issues, quality issues, etc., 
have led to dramatic structural and technological changes within industry. In this 
context, extended enterprises are becoming an extremely important organisational 
concept. 

An understanding of the attributes of successful new products in extended en-
terprises is central to obtaining an effective new product management. It provides 
insights for executing new product projects (i.e. are certain best practices strongly 
linked to success?) and yields clues to new product selection (what is the profile of 
a winner?). These success factors can be approximately divided into two groups 
(Cooper 1993, 2001): 

• Process attributes – those factors that capture the nature of the new product 
process and how the project is undertaken. These are often controllable factors 
(i.e. doing projects right). 

• Selection attributes – those factors that describe the new product project and its 
situation. These tend to be outside of the control of the project leader and team 
but are useful in project selection (i.e. doing the right projects). 

The keys to new product success (critical factors of process attributes) are 
based on numerous research studies into why new products succeed, why they fail, 
and comparisons of winners and losers. The most revealing of these studies have 
been the large-sample, quantitative studies of successful versus unsuccessful new 
products. They began with Project SAPPHO in the early 1970s (Rothwell et al. 
1974), followed by the NewProd series of studies, the Stanford Innovation Project, 
and more recent studies (Maidique and Zirger 1984; Cooper 1995; Montoya-
Weiss and O´Driscoll 2000; Daneels and Kleinschmidt 2001; Calantone et al. 
2003; Dröge et al. 2008). To summarise, a winning product is superior to compet-
ing products in terms of meeting users’ needs, offers unique features not available 
from competitive products, solves a problem the customer has with a competitive 
product, provides excellent relative product quality, reduces the customer’s total 
costs (high value in use) and boasts excellent price/performance characteristics. 

Not only must the product be superior, but it must also be launched, marketed 
and supported in a proficient manner. These elements include brand name or com-
pany reputation, superior marketing communications (advertising and promotion), 
a good sales force or distribution channel, superior technical support and technical 
service, or simply product availability. The limited evidence available, however, 
suggests that the impact of non-product advantage pales in comparison to the im-
pact of product advantage (Crawford 1992). 
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Product development is very much a team effort. Do a post-mortem on any 
bungled new product project and invariably you will find each functional area do-
ing its own piece of the project, with very little communication between players 
and functions, and no real commitment of players to the project. This derives from 
a typical pattern of inadequate human resources devoted to the project with play-
ers having numerous other functional tasks going on at the same time. Product de-
velopment in extended enterprises must be run as a multidisciplinary endeavour 
and must have a good organisational design which means (Cooper et al. 2002): 

• The project is organised as a cross-functional team with members from re-
search and development (R&D), product engineering, manufacturing opera-
tions, marketing and sales, operations, and so on. 

• The team is dedicated and focused (i.e. devotes a large percentage of its time to 
this project, as opposed to being spread over many projects). 

• The team members are in constant contact with one another via frequent but 
short meetings, interactions and project updates. 

• There is a strong project leader who leads and drives the project. 

A second organisational success ingredient is climate and culture. A positive 
climate is one that supports and encourages intrapreneurs and risk-taking behav-
iour, where new product successes are rewarded and recognised (and failures not 
punished), where team efforts are recognised, rather than individuals, and where 
resources and time are made available for creative people to work on their own 
unofficial projects. Idea submission schemes (where employees are encouraged to 
submit new product ideas) and open project review meetings (where the entire 
project team participates) are other facets of a positive climate.  

Finally, there are four factors that describe the new product project and its set-
ting – critical factors of selection attributes (Cooper 2005). Unlike the factors 
above, which are process related, those below are less controllable by the project 
team and tend to be more useful as project selection criteria. These factors are 
market potential, competitive situation, product life cycle, and synergy or leverag-
ing core competencies. 

1.2 Methodology of New Product Development in Extended 
Enterprises 

The product development literature has given increasing attention to firm-level 
considerations of an organisation’s new product efforts. In extended enterprises 
the actors of new product development are members of a variety of firms, with 
different cultures, different systems, speaking different languages and using dif-
ferently named concepts. At this level, new product development may be defined 
as the aggregate pattern of product introductions that emerges from an organisa-
tion over time. In that perspective the methodology of new product introductions 
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in extended enterprises is based on five specific approaches: product strategy, ad-
vanced product planning, product cost management, market analysis and process 
coordination. 

1.2.1 Product Strategy 

Product strategy provides the focus for the extended enterprise’s new product ef-
forts and is manifest in its pattern of sequential product introductions. The purpose 
of an extended enterprise’s product strategy is to link its products to its overall ob-
jectives and to assist in the search for new products. To characterise a new prod-
uct, usually three key dimensions are suggested that hold significant strategic im-
plications for firms: newness of embodied technology, newness of market 
applications and innovativeness in the market (Meyer and Lehnerd 1997; 
Wonglimpiyarat 2004; Lawley 2007). Nowadays the new trend in strategies for 
innovation is linked to the enrichment of the product itself adding and embedding 
in it some services or knowledge that make it more significant and attractive for 
the customer. An example comes from the automotive sector where the car is be-
coming a knowledge-intensive product offering many services to the customer 
(i.e. satellite-based navigation system, more passenger entertainment, etc). 

Basically, four generic design functions of a product, each emphasising a 
dominant attribute, can be identified: technology-centred, marketing-centred, im-
age-centred and user-centred. The precise combination of these will vary accord-
ing to product, but all should be closely integrated. Divisions often exist between 
technology-centred aspects of design products and manufacturing, marketing de-
mands and ideas about styling. All too often, user needs are subordinated to avail-
able technology or attempts to create a superficial image for purposes of differen-
tiation. This push to production and marketing has obvious limitations; one 
research programme revealed that, in over half the projects studied, products 
needed redesigning by the time final prototype testing took place since customer 
requirements were found not to match those originally planned after concept 
evaluation (Bonnet 1986; Khan 2004). 

In terms of its essential contribution to product development in extended enter-
prises, three major functions of industrial design can be identified: 

• Giving a product concept tangibility, which is a vital stage in translating from 
an abstract idea to an actual form as perceived by users, thus enabling decisions 
on the feasibility of ideas to be more firmly grounded. 

• The form of a design has important implications for manufacturing feasibility 
and therefore cost. Identifying any incompatibilities or the need for new 
equipment or supplemental processing (machining, polishing, coating, rework, 
etc.) at an early stage can be a vital element in costing and decision-making on 
a project. 
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• The reality of a design and its value as perceived by users is the ultimate de-
terminant of market success and should be the core focus of any development 
process. 

Product models and product families, long and widely accepted in practice as 
basic units of analysis, have recently begun to receive attention. Model distinc-
tions and family relationships are fairly easily established for sophisticated techni-
cal products, particularly assembled systems (Rothwell and Gardiner 1988; Bur-
gelman et al. 2003). Having established product models and families as our units 
of analysis, it is appropriate to analyse each in terms of variety and rate of change 
in order to arrive at an integrated picture of an extended enterprise’s pattern of 
product competition. In Fig. 1.1, which presents the sales history for a family of 
related models, each model has its own model life cycle. An extended enterprise’s 
product family life cycle is the aggregation of these model cycles. The model vari-
ety available to customers at t, for example, is 12. Thus, we can estimate model 
variety only if the boundary of the product family is known, which reinforces the 
need to attend to industry criteria for family membership. 

Model lifetimes can be used to generate a rough estimate of the rate of serial 
model change, that is, the rate at which a model is being replaced. This can be ap-
proximated by the reciprocal of the model’s lifetime. Models with 2-year life-
times, for example, will be replaced at a rate of 0.5 models per year if existing 
model variety is to be preserved.  

 

 
Fig. 1.1 Product family life cycle 
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Beyond the competitive patterns within individual product families, extended 
enterprises have a larger opportunity to develop multiple product families simulta-
neously. These can be plotted in terms of variety and rate of change. For simple 
product families, the product model and family life cycles are essentially the same. 
For most other products, patterns of family evolution are independent of, and can 
be quite different from, patterns of model evolution. Product families that replace 
one another in rapid serial fashion exhibit a generational pattern of evolution. One 
might find in successive generations of a product family, for example, any or all of 
the four patterns of product model evolution. The logic advanced thus far suggests 
three criteria for generational product evolution: 

• Powerful and persistent market demand for continuous improvement (without 
which major change will not occur). 

• More than one technological way to satisfy market need (given only one tech-
nological approach, the generational model evolution will dominate). 

• Strong market resistance to the simultaneous existence of more than one prod-
uct family (without such resistance, turbulent product family competition will 
result). 

1.2.2 Advanced Product Planning 

Accelerated product development is particularly important to extended enterprises 
that are committed to pioneering. Pioneers are the first entrants into a market with 
a new product or a new generation of product. A common characteristic is that 
they have a high tolerance for risk. As the first entrants, they have a monopoly po-
sition until a rival emerges. This position may lead to a leadership reputation and 
enable premium pricing and may lead to the pioneering product’s establishing it-
self as standard. For products with high switching costs, pioneers can secure their 
position by creating a large installed base before significant rivals emerge. The 
experience gained from the pioneer’s lead may also translate into a cost advantage 
or a sustainable lead in technology development. Finally, the first entrant often has 
first access to actual experiential customer feedback. Having the ability to rapidly 
translate this new market knowledge into the next generation of product means 
that the pioneer is more likely to continue to satisfy market needs. 

There are seven characteristics of businesses that have achieved relatively short 
product development cycles. These characteristics have been identified in recent 
studies (Zirger and Hartley 1996): a market-oriented product definition process, 
dedicated and cross-functional project teams, predevelopment planning, overlap-
ping development phases, focusing on core competencies, incremental product 
development based on reuse and leverage, and accessible organisational memory. 
Managing the cycle time for the development of new products should not be 
viewed in isolation from the larger issues and concerns confronting the business. 
The long-term success of an extended enterprise depends on a stream of new 
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products – some replacing older ones, others pioneering new markets, and all sat-
isfying customer needs. It is this stream of new products, exploiting advances in 
both product technologies and technologies used to manufacture, distribute, and 
provide support, that provides the fuel for corporate growth and renewal. But the 
most important indicator of success in terms of cycle time is not the schedule to 
slip rate of any single product but the ability of the firm to introduce a stream of 
exciting, value-rich products over time. 

Successful product-developing extended enterprises must create robust product 
families. Product families do not have to emerge one product at a time. In fact, 
they can be planned so that a number of derivative products can be efficiently cre-
ated from the foundation of a common core technology. We call this foundation of 
core technology the product platform, which is a set of subsystems and interfaces 
that form a common architecture from which a stream of derivative products can 
be efficiently developed and produced. A platform approach to product develop-
ment dramatically reduces manufacturing costs and provides significant econo-
mies in the procurement of components and materials because so many of these 
are shared between individual products. 

 

 
Fig. 1.2 Product family evolution, platform renewal and new product creation  

Figure 1.2 represents a single product family starting with the initial develop-
ment of a product platform, followed by successive major enhancements to the 
core product and process technology of that platform, with derivative product de-
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velopments within each generation. Successful extended enterprises continuously 
renew their platform architectures and their manufacturing processes by integrat-
ing advances in core product and process technologies. 

Add to this figure greater depth and you end up with the framework shown in 
Fig. 1.3. At the top of the figure are the market applications of the extended enter-
prise’s technology. The market for the product family is defined in a traditional 
way through a matrix of market segments that identifies particular user groups and 
product price or performance characteristics. The market applications of a product 
family take the form of derivative products based on product platforms. Most cor-
porations tend to view their market segments in isolation from one another. Sim-
ply placing these segments on one page may allow management to then consider 
how product technology and manufacturing processes can be shared or made 
common across product lines serving different market segments. 

 

 
Fig. 1.3 An integrative model of product and process innovation 

In the middle tier are the extended enterprise’s product platforms as defined 
earlier. Every company must determine precisely the structure of the product plat-
forms suitable for its business, e.g. those subsystems and interfaces that are the es-
sence of the stream of products or services it provides. Product platforms capable 
of accommodating new component technologies and variations make it possible 
for firms to create derivative products at incremental cost relative to initial in-
vestments in the platform itself. This is possible because the fundamental subsys-
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tems and interfaces of each new derivative are carried forward. Since the costs as-
sociated with the carried forward elements are essentially sunk costs, only the in-
cremental costs of creating variations to them accrue to the derivatives. Typically, 
these incremental costs are a small fraction of the cost of developing the original 
product platform, leading to what may be called platform leverage. Product plat-
forms can also improve development cycle times of derivative products by facili-
tating a more streamlined development process and more frequent model changes 
(Clark and Fujimoto 1991; Ulrich and Eppinger 2007). 

At the bottom tier of Fig. 1.3 lies the heart of all product development activity: 
those core technologies and competencies in product and process arenas that are 
brought together to form a current generation product platform. We think of tech-
nology as the implementation of knowledge with the potential to be incorporated 
into a product. Product technology takes many forms: chemistries, programming 
languages and algorithms, hardware or logic design, and so forth. The building 
blocks are the essential components within the subsystems of product platforms. 
Product technologies also include subsystem interfaces, their proprietary connec-
tions or those based on regulatory imposed standards. 

1.2.3 Product Cost Management 

Product cost management is generally approached from a strictly internal point of 
view. From this perspective, the management of costs is typically limited in scope 
to materials, labour, production, research, distribution and other such costs of pro-
ducing and distributing a product (Shank and Govindarajan 1988; Burgelman et al. 
2003; Tucker 2008). While the management of these internal costs is certainly 
critical to achieving a desired level of profitability, it is also important to consider 
the total cost of a product to the customer. Customer costs include, in addition to 
the purchase price, the cost of acquiring and installing a product as well as costs 
related to using, maintaining and disposing of a product. Consideration of these 
post-purchase customer costs, along with internal product costs, can provide a 
more complete approach to product cost management. 

The cost management process includes three inputs: technology, production 
and systems. Each has a meaningful effect on the three major areas of product 
costs – customer costs, variable costs and fixed costs. Effective management of 
these inputs and areas of cost has the potential to lower customer costs, which can 
translate into increased customer demand, and indirectly lower a business’s vari-
able and fixed costs, which, in turn, contributes to greater profitability. The first 
step in the product cost management process is to understand how technology, 
production and system inputs affect the three major areas of product cost. To 
achieve a meaningful reduction in any of these areas requires management of one 
or more of these inputs.  

Technology is the first of the three product cost management inputs. Product, 
process and information technologies each have the potential to lower product 
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costs and customer non-price costs. Gains in any of these broad areas of technol-
ogy can reduce variable costs with lower unit manufacturing, distribution, and in-
ventory costs. Technology inputs can also be used to lower fixed costs associated 
with product development time, marketing, and product administration. These 
technology inputs also have the potential to reduce customer non-price costs 
through product designs/redesigns that lower the customer’s costs of acquiring, in-
stalling, using, maintaining or disposing of a product. 

There are three production inputs that have the potential to lower product costs 
(Best 2000). The first of these is economies of scale. A production capacity of 2x 
will achieve a lower unit cost than a production capacity of 1x. However, to 
achieve a lower unit cost, a business has to operate near full production capacity. 
A business with a 2x production capacity that operates appreciably below that ca-
pacity could actually have a higher per-unit cost than a competitor with 1x capac-
ity that operates near full capacity. Product line scope is another production input 
into product cost management. As more products using similar product designs or 
processes are added to a business’s product line, the unit manufacturing cost of 
each product is likely to be reduced. This is due to the purchase and manufacture 
of common components or subassemblies in larger quantities as well as providing 
a higher utilisation of capital equipment. Thus, product line scope has the potential 
to lower unit costs, which impact prices (a customer cost) and margins (a profit-
ability component). 

Learning through production experience also lowers the unit cost of a product. 
As a business learns more from the experience of producing a product, there is a 
tendency for the unit cost of a product to decrease exponentially. For example, 
most microchip production plants are on learning curves near 70%. This means 
that every time the cumulative production experience for a specific product dou-
bles, the unit cost decreases by 30%. Thus, production experience (learning) also 
lowers unit cost, which could lower customer costs (through lower prices) or im-
prove profitability (with higher margins). 

System inputs can be derived from three major areas – manufacturing, purchas-
ing, and distribution. Systems such as just-in-time inventory management, materi-
als resource planning, CAD/CAM design systems, outsourcing, and shared pro-
duction each offer product cost management opportunities that could lower 
customer costs and business costs. For example, a more efficient inventory system 
could lower customer acquisition costs since customers would be able to reduce 
inventories of a purchased product. Likewise, a more efficient distribution system 
could lower transportation costs, which could lower customer acquisition costs as 
well as a business’s variable transaction costs. CAD/CAM design systems and 
outsourcing have also been shown to shorten product development time and the 
fixed cost of product development, which could benefit customers with earlier ac-
cess to better or lower-cost products as well as benefit a business with lower fixed 
operating expenses. 
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1.2.4 Market Analysis 

The combination of unique product benefits at a specific price creates a particular 
product position relative to competing products. However, being distinct and dif-
ferent in price and product benefits is not sufficient for success. To be successful, 
a business must create, communicate, and deliver a product position and a value 
proposition that is appealing to target customers and differentially superior to 
competing alternatives. The product positioning process consists of the following 
steps: 

• Inputs: This is where the product positioning process has to start. A technologi-
cally superior product that does not meet customer needs will result in limited 
customer demand and economic failure. To be successful, product positioning 
must deliver an attractive combination of customer benefits at an acceptable 
cost or an attractive cost with an acceptable level of customer benefits. Cus-
tomer benefits can include hard benefits, such as operating performance, reli-
ability, durability and value-added features, and soft benefits, such as local 
buying and customer service, accompanying software, on-line technical sup-
port, product warranty and manufacturer reputation. 

• Product positioning: A product position built around superior product benefits 
can often be attractive to target customers even at a price premium. Conversely, 
a product position built around a lower price can attract customers when prod-
uct benefits match those of competing alternatives. A value proposition is a 
short statement designed to communicate a business’s product position to target 
customers; it highlights key costs, benefits and how the customer should derive 
increased value from their product (Band 1995). 

• Outputs: To attract customers, a product position must deliver a superior value 
relative to competing alternatives. This means that the overall benefits derived 
from the product must exceed the total cost of purchase. A potentially attractive 
product position will fail if target customers are unaware of a product’s value 
proposition or cannot easily and fully utilise the product. Achieving market 
penetration requires an attractive product position and marketing effort (Best 
2000). 

1.2.5 Process Coordination 

Effective product development requires the integration of specialized capabilities. 
Integrating is difficult in most circumstances but is particularly challenging in ex-
tended enterprises with strong functional groups, extensive specialisation, large 
numbers of people, and multiple, ongoing operating pressures. Before starting the 
process of developing a new product, it is essential to establish mechanisms to al-
low effective coordination between project team members. This is unlikely to 
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happen unless we provide the basis for communication between workers so that 
they get motivated to work as a team. Contrary to what we expect, if there is a 
lack of communication, then people will reach their own conclusions and work in-
dependently.  

One of the most powerful resources for enabling rapid development is the use 
of cross-functional teams that include representatives of all the disciplines in-
volved in the innovation and that have the necessary autonomy to carry out the 
project. Teams of this kind are not formed simply by grouping people together; 
successful practice involves extensive investments in team building, providing 
them with the necessary training to solve problems, to manage conflict, to interact 
with other parts of the organisation and with outside stakeholders. Empowering 
teams and providing them with autonomy and resources will only work if they 
have a clear sense of direction. One important way of providing this is to involve 
them in the process of vision-building, evolving the product concept in the context 
of a clear understanding of the underlying business drivers and competitive reali-
ties. 

Closely linked with the concept of teamwork is the need to get a good match 
between the demands of development and the operating structure that enables it. 
Traditionally the choices were between functional teams, cross-functional project 
teams or some form of matrix between the two. However, in recent studies two 
models have emerged that appear correlated with success in extended enterprises: 

• Heavyweight product manager structure – essentially a matrix structure led by 
a product (project) manager with extensive influence over the functional per-
sonnel involved but also in strategic directions of the contributing areas critical 
to the project. By its nature this structure implies considerable organisational 
authority. 

• Project execution teams – a full-time project team where functional staff is sec-
onded from their roles and areas to work fully on the project, under project 
leader direction. 

Associated with these different structures are different roles for team members 
and particularly for project managers. For example, the heavyweight project man-
ager has to play several different roles, which include extensive interpreting and 
communication between functions and players. Rather than being either neutral or 
a facilitator with regard to problem solving and conflict resolution, leaders see 
themselves as championing the basic concept around which the platform product 
is being shaped. They make sure that those who work on subtasks of the project 
understand the concept and they play a central role in ensuring the system integ-
rity of the final product. Some of the ways in which the heavyweight project man-
ager achieves project results are highlighted by the five following roles: direct 
market interpreter, multilingual translator, direct engineering manager, programme 
manager in motion, and concept infuser. 
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1.3 The ICT Tools and New Product Development 

Actually, the fact is that in our increasingly saturated markets the list of require-
ments attached to a successful new product is continuously growing, as is the list 
of the potential stakeholders. Superior products, lower costs and shorter develop-
ment time are a cocktail that has prompted a revolution in the organisation and 
technologies of development. 

To cope with this situation new paradigms have appeared and become almost 
the standard. The new paradigms, while meant to boost the chances of success of a 
product addressing all problems at the earliest possible stages, have greatly in-
creased the complexity of the process. The drive of the extended enterprise to con-
centrate on core competencies has added a further complicating dimension. The 
new paradigms are based on the following methodological and organisational con-
cepts: 

• Design by platform, whereby a whole family of products is designed at the 
same time. This is meant to protect the brand image and to minimise manufac-
turing costs; 

• Modular and concurrent design to minimise the time and cost of product devel-
opment; 

• Reengineering of product design process, where the process is modelled and 
optimised using modelling tools; 

• Knowledge-based design, whereby experience and competencies, beyond data, 
are made available and leveraged to improve effectiveness and efficiency; 

• Simulation applied to all envisaged processes. 

For all the above factors, new product development has become extremely 
complex, requiring easy and seamless access to extensive knowledge, together 
with high control and coordination capability and superior simulation tools. In-
formation and communication technologies (ICT) have provided a tremendous va-
riety of tools with varying degrees of scope and generality. The purpose of this 
section is to provide a possible taxonomy, a quick overview of these tools, and to 
put them in the perspective of an extended enterprise. The proposed taxonomy re-
flects a user’s point of view concerning the available tools and systems. The idea 
is to group the solutions according to the provided group of functions: 

• Tools that support the execution of a new product task; 
• Tools that support the planning and control of the process; 
• Tools that support cooperation among actors; 
• Tools that support the management of information. 

The above classification is useful for separating the different groups of func-
tions provided by the ICT tools, but it does not easily map into existing commer-
cial tools. With the exception of the first group of tools, the commercial systems 
tend to offer combinations of these functions within the same application. 
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1.3.1 Execution-supporting Tools – Modelling and Simulation 
Tools 

CAD is used as an input for a great number of CAE simulation tools that address a 
variety of problems in a number of technological domains, measuring the product 
performance or simulating the manufacturing process. CAE tools are available to 
evaluate fatigue, vibration, noise, lighting, etc. Well-known legacy programs such 
as NASTRAN®1 are used to perform structural analysis at a very detailed level, 
while simpler analysis can be carried out by Abaqus®2 or ADAMS. 

CAE tools are increasingly used to simulate an increasing number of manufac-
turing processes, such as metal stamping (OPTRIS, SIMEX®3, PAMSTAMP), 
plastic injection (I-IDEAS, C-MOLD, FABEST), casting (MAGMAsoft, Pro-
Cast™4, FLOW-3D®5), welding, etc. The use of CAE tools makes the predictive 
assessment and virtual analysis of the manufacturability of a product well before 
committing resources and requesting quotes or issuing orders to suppliers. Current 
product development systems use CAD packages with CAE software and have 
been doing so for a number of years. Thus there is now a seamless data transfer 
and acceptability of a range of file formats, mesh types and operating systems. 

The above are process simulation tools. Other tools are available on the market 
to simulate discrete operations performed on an assembly line. Layout and ergo-
nomics can be studied in great detail, as can the control software of a robot 
(ROBCAD). The performance of a production line can be studied as a function of 
the components, control algorithms, and failure distribution using simulation 
software such as ARENA®6, WITNESS™7, PROMODEL, etc. 

The above sets of tools, which aim at the simulation of individual processes 
and of the entire factory, are referred to as virtual manufacturing. Digital Mock Up 
(DMU) plays an increasing role in the design of complex systems requiring a 
strong interaction with users. DMU is capable of including users in new product 
development, well beyond the more traditional focus groups, and can provide the 

                                                           
1 NASTRAN® is a registered trademark of NASA, Washington, DC 20546-0001, 
http://www.nasa.gov 
2 Abaqus® is a registered trademark of Dassault Systèmes or its subsidiaries, 10, Rue Marcel 
Dassault, 78140 Vélizy-Villacoublay, FRANCE, http://www.3ds.com 
3 SIMEX® is a registered trademark of SIMEX s.r.1., I – 40017 San Giovanni in Persiceto (BO), 
Via Newton, 31, http://www.simex.it 
4 ProCast™ is a trademark of Daktronics, 201 Daktronics Drive PO Box 5128 Brookings, S.D. 
57006-5128201 Daktronics Drive PO Box 5128 Brookings, S.D. 57006-5128, 
http://www.daktronics.com 
5 FLOW-3D® is a registered trademark of Flow Science Inc., 683 Harkle Road, Suite A, Santa 
Fe, NM 87505, http://www.flow3d.com 
6 ARENA® is a registered trademark of Rockwell Automation, Inc., Boulevard du Souverain 36, 
1170 Brussels, Belgium, http://www.rockwellautomation.be 
7 WITNESS™ is a trademark of Lanner Group Limited, The Oaks, Clews Road, Redditch, 
Worcestershire, B98 7ST, UK, http://www.lanner.com 
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user with a feeling for the product, both from the aesthetic point of view (geomet-
rical DMU) and the dynamical point of view (functional DMU). 

Cost modelling tools are meant to support the designer with an estimation of 
the costs to be incurred in the manufacturing stage. They belong to the simulation 
tools in the sense that they produce a key performance indicator that is among the 
most crucial. Different tools apply to the different development stages. Parametric 
and analogical cost tools apply at the offering stage, while at later stages analytical 
tools are more relevant, when more details are available for the product and the at-
tached processes. 

1.3.2 Process Planning and Control Tools – Business Process 
Modelling Tools 

Modelling a new product development provides a clear picture of the process. 
Some of the tools support the simulation of the process, which provides the overall 
achievable performance. But the representation of the process is likely to suggest 
improvements that may not be obvious at first sight. For all these reasons business 
process modelling (BPM) tools are most often used for business process reengi-
neering.  

But the scope of application of BPM is much wider. In some applications a 
process model is used to plan a development process before release for actuation. 
BPM tools are also the vehicle for the integration of enterprises processes –
enterprise integration –, as mentioned elsewhere, supplying the necessary orches-
tration infrastructure. However, such an orchestration assumes stable and well-
defined processes, which hardly applies to new product development for a variety 
of reasons: 

• Firstly, for all modelling efforts there are features in new product development 
that are difficult to capture, such as the continuous exchange of data and feed-
back typical of concurrent engineering, or the conditions that trigger the start of 
an activity. 

• Secondly, the process is more related to a problem-solving process, where trial 
and error is the rule rather than the exception. This gives the process a degree 
of uncertainty that is difficult to represent and predict. 

Inside this group of tools it is possible to include project management tools and 
workflow tools. Project management tools support the actual (re)planning of a 
process by managing the activity priorities and the resources attached to them. 
Among the most effective tools are Primavera, Deltek Open Plan®8, and Artemis. 

                                                           
8 Deltek Open Plan® is a registered trademark of Deltek, Inc., 13880 Dulles Corner Lane, Hern-
don, VA 20171, http://www.deltek.com 
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MS® Project 2000 is high on the list due to its widespread use, second only to 
MS® Excel®9. 

Workflow tools are used for the actuation of the planned process. A workflow 
brings information to the people who can act on it and by this means imposes the 
job and deadlines, priorities and responsibilities more easily and transparently on 
the actors. Although based on an assumed process, workflow allows for condition- 
based routings to specific individuals or groups of individuals. Several types of 
workflow tools exist ranging from cooperative and administrative to ad-hoc and 
production depending on the frequency and value. Among the more popular com-
mercial tools are MQ Series of IBM, TIBCO InConcert and TIBCO Staffware10. 

1.3.3 Cooperation Tools – Computer-supported Collaborative Work 
Communications 

New product development processes require frequent interaction among actors, 
both to carry out an activity and to deal with decisions and feedback. Typical sys-
tems (phone, fax, e-mail, audio and video conferencing, and chat lines) have 
greatly contributed to reducing development times and costs. Their general pur-
pose matches quite well with the unstructured character of most new product de-
velopment activities, and for these reasons computer-supported collaborative work 
communications (CSCW) are among the best tools for cooperation: 

• Synchronous cooperation tools support the work of two or more actors on the 
same document and work one at a time, releasing control to others. Examples 
of these tools are Net-Meeting, eVis and Co-Create. 

• Asynchronous cooperation tools support cooperation in the sense that data, also 
centrally managed, are updated by the allowed actors, and the change is com-
municated to all interested parties. 

1.3.4 Management of Information – Product Management Systems 

There is much knowledge to be used from the knowledge accumulated over the 
course of the product life cycle. Modular and platform approaches require access 
to past work and solutions. To capitalize on all this knowledge, a strategic re-
quirement is to store product data concerning design, production, maintenance, 
etc. and to retrieve them when needed. 
                                                           
9 MS® and Excel® are registered trademarks of Microsoft Corporation in the United States 
and/or other countries. 
10 TIBCO InConcert and TIBCO Staffware are registered trademarks of TIBCO Software Inc. in 
the United States and/or other countries. 
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Product data management (PDM) is the solution provided by ICT. Applied to 
new product development processes, PDM provides a centralised repository where 
all versions are safely stored and accessed by authorised persons. Documents of 
all kinds are grouped according to relationships established by meta-data and at-
tached to each component all relevant engineering and manufacturing data, track-
ing versions, effectiveness and design variations (originally meant for managing 
engineering documents, PDM has been extended to product data over their life cy-
cle, and in this form it has been rechristened product life cycle management 
(PLM). Thanks to this feature, PDM supports concurrent engineering and asyn-
chronous work cooperation. Some of the best tools on the market are eMATRIX, 
Windchill11, IMAN and ENOVIA®12. 
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Abstract   Research into Distributed Manufacturing has embraced the challenges 
facing industrial networks. Existing strands of research into networks often ex-
plore social-dynamic relationships and contractual aspects, thereby ignoring the 
underlying dynamics based on the characteristics: collaboration, decentralisation 
of decision-making and interorganisational integration, all pointing to mutual rela-
tionships in which co-evolution has gained a prominent place for modelling. Es-
sential to the modelling of co-evolution is the combined development of agents 
involved, expressed by the factor for connected traits in the NK[C] model. How-
ever, in this model co-evolution happens in semi-static landscapes, which hardly 
exist in the reality of industry. Hence, more advanced game-theoretic applications 
might serve as a foundation for understanding the development of networks since 
these describe the interactions between agents. This chapter expands on co-
evolutionary models and includes the autonomous development of agents in a 
network, the connectivity between agents and the dynamic forms of collaboration 
and communication to advance research in Distributed Manufacturing. 
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2.1 Introduction 

When Hermann Kühnle posed a request for a different perspective on collabora-
tion in networks, the first thing that came to mind was how does the notion of Dis-
tributed Manufacturing differ from the concept of industrial networks? For indus-
trial networks, we might assume that collaboration has become an eminent issue 
which has already caught the attention of academics for a considerable time. But 
what about Distributed Manufacturing with its origins in information technology? 
For this reason, this chapter deliberates on collaboration in Distributed Manufac-
turing. 

Most efforts in Distributed Manufacturing have been directed towards applica-
tions of information technology from the mid-1990s onwards, like the design of its 
architecture (e.g. Maturana and Norrie 1996; Ryu and Jung 2003), resource and 
task allocation (e.g. Maropoulos et al. 2002; Tharumarajah 2001), and scheduling 
and control (e.g. Azevedo and Sousa 2000; Candadai et al, 1996; Duffie and 
Prabhu 1996; Fujii et al. 1999; Kingsman 2000; Maturana and Norrie 1995; Shen 
2002). All these contributions have in common that they take autonomous agents 
in a network as their starting point (Sousa et al. 1999). This originated in the 
1980s when the introduction of flexible manufacturing systems (FMS) called for a 
new control paradigm; that meant moving away from the centralised resource al-
location embedded in material requirements planning (MRP) applications towards 
decentralised decision making, and it called on computer applications to supersede 
the control of independent units. Consequently, the emphasis has been on manu-
facturing architecture and control within single plants. Later, the term Distributed 
Manufacturing came to include the virtual manufacturing of products crossing the 
borders of a monolithic company Holonic Manufacturing Systems (Van Brussel et 
al. 1998, p. 255), bionic manufacturing systems (BMS), Fractal Factory and multi-
agent systems (Leitão and Restivo 2000, pp. 2–4) and started to include the net-
worked organisation (e.g. Tian et al. 2002, pp. 326–327). However, the impact of 
this expansion has been little discussed because of the traditional focus on infor-
mation technology. 

With its contemporary meaning, the research into Distributed Manufacturing 
has disconnected from the traditional drive towards developing simulations and 
software applications to the issues that surround industrial networks (Kühnle et al. 
2005). As a result, only a few have written about collaboration in Distributed 
Manufacturing (e.g. Fagerström and Jackson 2002). Collaboration is also a hot 
topic in industrial networks and needs expansion beyond the current concepts to 
arrive at a more grounded theory (Bennett and Dekkers 2005; Dekkers et al. 2004; 
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Dekkers and van Luttervelt 2006). This call embraces the remark of Nassimbeni 
(1998, p. 539) that the bulk of available works is devoted to the contractual as-
pects and the social dynamics of interorganisational relationships in collaboration. 
Most likely, that attention to contractual and social aspects originates in the direct 
conversion from concepts for the hierarchical firm, with the direct control of re-
sources and its strategy towards suppliers, to concepts for networks with more 
loosely connected entities; Camarinha-Matos and Afsarmaneshi (2005, p. 443) 
provide a similar argument. Research into industrial networks has mostly ne-
glected the dynamic forms of communication and coordination, although networks 
do not present a new phenomenon. To that purpose, this chapter deliberates on 
collaboration in Distributed Manufacturing and connects this theme to co-
evolutionary models to address dynamic forms of communication and coordina-
tion. 

2.1.1 Emergence of Industrial Networks 

Historically, networks have existed for a long time. It will suffice to point to the 
Silk Route as an ancient example of the global supply chain or to the existence of 
trading between Asia and Europe by the Dutch Vereenigde Oostindische Compag-
nie during the Golden Age of the Republic of the Netherlands (16th and 17th cen-
turies). Even then, the contextual environments, i.e. the social environment in 
which the networks existed, determined to extend the transactional environment of 
trading relationships. Social-economic historians have investigated this domain to 
understand the networks that were present during the Commercial Revolution in 
the Middle Ages, an era seeing the resurgence of Mediterranean and European 
long-distance trading (e.g. Greif 1996). Later, the global supply chains, focusing 
on basic needs, agricultural goods and raw materials, were affected by the Indus-
trial Revolution (Brasseul 1998, p. 8). Firstly, growing demand during that period 
increased the volume of trade. Secondly, the capability of sources (regions and na-
tions) to produce their own intermediaries or products presaged the emergence of 
industrial networks. For a long time, trade and industry relied on networks they 
created to sustain competitive advantage. 

Henceforth, the academic attention paid to particular characteristics of net-
worked organisations had already developed previously (Wiendahl and Lutz 2002, 
p. 1). In particular, academic interest has increased during two periods (Bennett 
and Dekkers 2005). The first of these was during the 1970s and 1980s when atten-
tion was focused on Japanese manufacturing concepts and techniques, including 
just-in-time (JIT), co-makership and keiretsu networks. The second period started 
during the 1990s because of the drive for even lower cost, greater efficiency and 
responsiveness to customer demands. This resulted in the networked organisation 
following the paradigm of core competencies (Prahalad and Hamel 1990), which 
found its origin in the resource-based view (Hemphill and Vonortas 2003, p. 261), 
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and consequently the move towards outsourcing. The overview by Miles and 
Snow (1984, p. 19) illustrates the move from the simpler paradigms to the more 
complicated forms of network-based organisations that we have witnessed in re-
cent decades. 

2.1.2 Challenges for Contemporary Industrial Networks 

In this respect, the shift from make-or-buy to co-makership and alliances, the 
search for flexibility in manufacturing, the emergence of concepts for computer 
integrated manufacturing and the design of production cells all demonstrate a con-
tinuous move to more loosely connected industrial entities. The associated flexi-
bility has allowed an increasing degree of customisation and the production of 
goods on demand (Lee and Lau 1999, p. 83). Contemporary changes point to a 
further repositioning along the dimension of loosely connected entities with in-
creasing pressure to respond to market opportunities and to create flexibility 
(Wüthrich and Philipp 1998). Hence, networks are perceived as potential solutions 
to the increasing demands on performance, especially those of flexibility and cus-
tomisation (Dekkers and van Luttervelt 2006). 

More than ever, the dominance of response time (of both product development 
and supply chain) and flexibility (product range and response to changes in de-
mand) affects the operations of industrial companies. Goldman and Nagel (1993, 
p. 19) identified the twin characteristics of flexibility and response time as key 
contributors to agility. Within industrial networks, response time might be mostly 
associated with the reduced lead time for product development to capture product-
market opportunities (note that Lee and Lau refer to “speed” instead of response 
time). Seizing those opportunities depends also on the capability to meet customer 
requirements, e.g. through order entry points a.k.a. order decoupling points (e.g. 
Dekkers 2006). That capability strongly depends on the competencies in the net-
works to collaborate and exceeds the potential of individual companies. 

2.1.3 Scope of Chapter 

Network organisations differ from monolithic companies in the absence of a cen-
tral decision-making unit, in the lack of a consistent strategy across all the differ-
ent agents and in the capability for reconfiguration (for example, the elimination 
of existing agents and the inclusion of new agents). This makes it difficult to de-
ploy the concepts of the monolithic company to the domain of industrial networks 
(e.g. Dyer and Singh 1998, p. 661, 675; Möller and Halinen 1999, p. 416). Addi-
tionally, direct transferences of these approaches for singular entities to the realm 
of networked enterprises regularly fail as they lack problem-oriented interdiscipli-
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nary inferences which should rely on consilience (Wilson 1998, p. 8, 68); this is 
congruent with the remark of Camarinha-Matos and Afsarmanesh (2005, pp. 443–
444) that research into collaborative networks constitutes a new interdisciplinary 
domain. Since concepts for Distributed Manufacturing applied to networks origi-
nate in concepts from manufacturing control in monolithic companies, this chapter 
will refer to the difference between this strand of research and the research into 
industrial networks, although this is not the main theme. 

The core of this chapter will outline further routes for resolving issues of col-
laboration by looking at the evolutionary models; additionally, it will offer a syn-
thesis of several studies regarding theories that contributes to understanding co-
evolution in this respect. It represents an extension of the evolutionary concepts as 
introduced in Dekkers et al. (2004, pp. 70–71), and it aligns with the call for theo-
retical foundations by Camarinha-Matos and Afsarmanesh (2005, p. 444, 449), es-
pecially network analysis and game theory. Most of all, game theories have been 
used by many others (e.g. Larsson et al. 1998) to tackle issues of collaboration; 
these efforts not yet resulted in an overall approach, unlike the domain of evolu-
tionary biology where these theories have gained a prominent position. This chap-
ter must be viewed as a contribution to the discussion on foundations for a theory 
on networked organisations by converting models from the domain of natural sci-
ences, with an emphasis on evolutionary biology (particularly co-evolution), to the 
domain of management science (the application to collaborative networks). 

The chapter will start by looking into co-evolutionary models to describe col-
laboration. Particularly, it researches the NK[C] model, already identified as being 
of paramount importance to understanding organisational development (see 
McKelvey 1999). This chapter extends that model to collaboration and co-
evolutionary approaches and links it to game-theoretical approaches. The next sec-
tion deals with the link between co-evolution and collaboration in networks as a 
new rationale for Distributed Manufacturing. A final section concludes by discuss-
ing the findings and further avenues for research. 

Within the domain of industrial networks, many studies have preceded this one 
in outlining prospects for research (e.g. Camarinha-Matos and Afsarmanesh 2005; 
Gulati et al. 2000; Karlsson 2003). In the view of Camarinha-Matos and Afsar-
manesh, a discipline of collaborative networks should focus on the structure, be-
haviour and evolving dynamics of autonomous entities that collaborate to better 
achieve common or compatible goals. There are many perspectives from which to 
look at the structure and dynamics of collaborations, like technology transfer and 
valorisation, knowledge management and contractual relationships. This chapter 
elaborates on the complexity perspective for collaboration as co-evolution. 
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2.2 Evolutionary Perspectives 

The existing strands of research are rooted in empirical studies, taken as theories 
drawn from observations. One other route is the formation of tentative theories, 
like the logic of induction (Popper 1999, p. 14). One origin of tentative theories is 
the natural sciences. The possible yield of perspectives of the natural sciences for 
the domain of social sciences, which includes management science, has been 
elaborated by Wilson (1998, pp. 125–163). Such a quest for consilience requires 
the evaluation of different perspectives. However, within the context of this chap-
ter, the issue of collaboration has been narrowed down to the formation of tenta-
tive theories, mainly based on co-evolution. 
 

 
Fig. 2.1 Evolutionary mechanisms for organisations as reference model. Memes and replicators 
serve as input for genetic formation, which exists beside non-genetic formation. Developmental 
pathways determine the form and function trajectories. These pathways also relate to organisa-
tions being a class of allopoietic systems. The selectional processes select beneficial phenotypes 
on fitness following adaptive walks. Organisations have the capability of foresight, in contrast to 
organisms 

The development of organisations, and therewith networks, might follow uni-
versal laws that arrive from the conversion of models from evolutionary biology. 
Hence, a reference model was developed to describe the interaction between or-
ganisation and environment (Fig. 2.1); it consists of two intertwined cycles: the 
generation of variation and the selection by the environment (Dekkers 2005, pp. 
150–155). Now, one might argue that organisations are not comparable with bio-
logical entities. In any case, sufficient similarities exist to allow drawing an anal-
ogy (e.g. McCarthy 2005). In this sense, collaboration should be seen as a strategy 
for the phenotype, which is expressed in the fitness of an entity for selection. 
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Kauffman (1993) describes these fitness landscapes as mathematical models. A 
more powerful description is found in the emerging theory of adaptive dynamics 
(Geritz et al. 1997; Meszéna et al. 2001), which is based on game theory but has 
not been linked yet to co-evolution. The metaphor of co-evolution, the mutual de-
pendence on each other, explains collaboration, the working together with one or 
more others; although not exactly identical, it provides an opportunity to explore 
collaboration with models from evolutionary biology. 

2.2.1 Co-evolution and Industrial Networks 

Even within the domain of biological (evolutionary) models, a larger number of 
theories exist that might describe adequately the existence of industrial networks 
and collaboration. In biology, co-evolution, as an adequate description for collabo-
ration, is the mutual evolutionary influence between two species that become de-
pendent on each other. These concepts from evolutionary biology cover a wide 
range of interaction between agents, for example reciprocal altruism (Trivers 
1971). Within the domain of industrial networks, mutual dependence has been 
recognised as a potential direction for research into collaboration. Assuming this is 
true, how might collaboration evolve? 

Co-evolution – as a basis for descriptions of dependencies – has been discov-
ered by other management scientists such as Lewin and Volberda (1999). They 
focus on the emergence of new organisational forms (Lewin et al. 1999), without 
clearly defining the “organisational form” (McKendrick and Carroll 2001, p. 662). 
Co-evolution has appeared in writings that build on the work of Nelson and Win-
ter (1982). For the purpose of this chapter, it suffices to remark that these models 
do not address the intertwined cycles of the reference model in Fig. 2.1. In particu-
lar, the concept of fitness landscapes is absent in the writing, which limits the va-
lidity of the outcomes. Co-evolution, when used in its sense of the mutual devel-
opment of organisms, favors selectional forces (i.e. survival in the long run). Thus 
describing co-evolution starts with fitness landscapes as an expression of the fit-
ness of the associated genotypes. 

2.2.2 Fitness Landscapes 

Fitness resembles height, a measure for expressing the fitness of a genotype, simi-
lar to Wright’s adaptive landscape (Wright 1982). Fitter genotypes move at greater 
heights than less fit genotypes. Consider a genotype with only four genes, each 
having two alleles: 1 and 0 (i.e. a Boolean representation of the state of each 
gene), resulting in 16 possible genotypes, each a unique combination of the differ-
ent states of the four genes (Fig. 2.2). Each vertex differs by only one mutation 
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from the neighbouring vertices, representing the step of a single mutation, thereby 
showing that each mutation as such is independent of the state of the other genes. 
An adaptive walk begins at any vertex, moves to vertices that have higher fitness 
values and ends at a local optimum, not necessarily the highest optimum (a vertex 
that has a higher fitness value than all its one-mutant neighbours). Figure 2.2 
shows that three local optima exist where adaptive walks may end. In random 
landscapes, looking for the global peak by searching uphill is useless; it is tanta-
mount searching the entire space of possibilities (Kauffman 1995, pp. 166–167). 
In the N model, the traits are not related. 
 

 
Fig. 2.2 The N-model as proposed by Kauffman (1993, p. 38). Sixteen possible peptides 4 ami-
nos long are arranged as vertices on a four-dimensional Boolean hypercube. Each peptide con-
nects to its four one-mutant neighbours, accessible by changing a single amino acid from 1 to 0 
or from 0 to 1. The hypercube on the left represents this four-dimensional peptide space. In the 
hypercube on the right-hand side, each peptide has been assigned, at random, a rank-order fit-
ness, ranging from the worst, 1, to the best, 16. Directions of such moves between adjacent posi-
tions are shown by arrows from the less fit to the more fit. Peptides fitter than all one-mutant 
neighbours are local optima (three in this case) 

However, in reality, the fitness landscapes that underlie the mutation steps of 
gradualism are correlated, and local peaks do often have similar heights. Through 
the existence of particular evolutionary phenomena (developmental pathways, 
regulatory genes and epigenetics), no gene exists on its own; all genes correlate to 
other genes; this is often referred to as epistatic coupling or epistatic interactions. 
Rugged landscapes are those landscapes in which the fitness of one gene depends 
on that one part and upon K other parts among the N present in the landscape. 
Building on this, the NK model offers further insight into the mechanisms of evo-
lution and selection (Kaufmann 1993, pp. 40–54). Again, consider an organism 
with N gene loci, each with two alleles, 1 and 0. Let K stand for the average num-
ber of other loci, which epistatically affect the fitness contribution of each locus. 
The fitness contribution of the allele at the i locus depends on itself (whether it is 1 



2 A Co-evolutionary Perspective on Distributed Manufacturing      37 

or 0) and on the other alleles, 1 or 0, at K other loci, hence upon K+1 alleles. The 
number of combinations of these alleles is just 2K+1. Kauffman selects at random 
from each of the 2K+1 combinations a different fitness contribution from a uniform 
distribution between 0.0 and 1.0 (Fig. 2.3). The fitness of one entire genotype can 
be expressed as the average of all of the loci. Generally, epistatic interactions cre-
ate a more deformed landscape. 

Despite the importance of fitness landscapes for evolutionary processes, 
Kauffman (1995, p. 161) states that biologists hardly know what such fitness land-
scapes look like or how successful a search process is as a function of landscape 
structure. The landscapes may vary from smooth, single-peaked to rugged, multi-
peaked landscapes. During evolution, species search these landscapes using muta-
tion, recombination and selection, a process for which the NK model provides in-
sight into particular phenomena accompanying the adaptive walk. 

 

 
Fig. 2.3 NK model as developed by Kauffman (1993, p. 42). In the upper left corner it shows the 
assignment of K=2 epistatic inputs to each site. These fitness values then assign fitness to each of 
the 23=8 possible genotypes as the mean value of the fitness contributions of the three genes. The 
figure depicts the fitness landscape on the three-dimensional Boolean cube corresponding to the 
fitness values of the eight genotypes. More than one local optimum exists 

These fitness landscapes have already been used in the context of networks. 
Worth mentioning is the work of Kaufman et al. (2000), who show that searches 
are most likely more effective for combining technologies rather than those for 
new technologies; this finding indicates firms collaborating by combining tech-
nologies might have more success than those that search solely for new technolo-
gies. Wilkinson et al. (2000) apply the concept of fitness landscapes to the case of 
automotive distributors and dealers, illustrating their interdependence. They con-
clude that firms operate in complex adaptive systems in which control is distrib-
uted throughout the system, in fact, the realm of Distributed Manufacturing. Nev-
ertheless, the NK model needs supplementation because it describes the fitness of 
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one species, i.e. one type of company, and not of more species dependent on each 
other, the domain of co-evolution. 

2.2.3 Co-evolution and the NK model 

Kauffman (1993, pp. 243–245) extends the NK model to co-evolution by adding 
the constraint that each trait in species 1 depends epistatically on K traits internally 
and on C traits in species 2, the so-called NK[C] model. More generally, in an 
ecosystem with S species, each trait in a species will depend on K traits internally 
and on C traits in each of the Si among the S species with which it interacts. There-
fore, if one species adapts, it both changes the fitness of other species and deforms 
their landscapes in the NK[C] model. 

The coupling of the fitness landscapes will affect the search for increased fit-
ness (Kauffman 1993, pp. 252–253). When a new link is introduced (i.e. increas-
ing K), the genetic locus spreads throughout a population in three ways: (a) the 
new epistatic link, when it forms, causes the genotype to be fitter, (b) the new 
epistatic link is near neutral and spreads through the population by random drift, 
and (c) the new link not only has a direct effect on the fitness of the current geno-
type but also increases the inclusive fitness of the individual and its genetic de-
scendants. This suggests that optimisation in co-evolutionary dynamics becomes 
possible by optimisation mechanisms that search for optimal traits in relation to 
the coupled traits (we could view the development of the Pearl River Delta in that 
respect Noori and Lee (2006); The Economist (2002)). The second option for a 
network consists of increasing its reach, which is like increasing the number of 
species S. When that happens, the waiting time to encounter a new equilibrium in-
creases, the mean fitness of the co-evolving partners decreases (McKelvey 1999, 
p. 312), and the fluctuations in fitness of the co-evolving partners increase dra-
matically. The increase of agents might lead to a new optimisation in traits and 
coupled traits, but only after going through a period of instability. 

2.2.4 Percolation in Networks 

These instabilities might come along with phase changes, or percolation, in the 
Boolean networks captured in the NK model (Kauffman 1995, pp. 80–92). Four 
particular states arise when the NK model is analysed for the principles of self-
organisation. Firstly, at K=1, the orderly regime appears, in which independent 
subsystems function as largely isolated islands with minimal interaction. At K=2, 
the network is at the edge of chaos, the ordered regime rules at maximum capacity 
but chaos is around the corner. At values ranging from K=2 to K=5 the transition 
to chaos appears although indications are that this transition happens already be-



2 A Co-evolutionary Perspective on Distributed Manufacturing      39 

fore K=3. From K>5, the network displays chaotic behaviour. All four of these 
possibilities of K indicate that the behaviour of networks strongly varies according 
to the connectivity. 

In addition, human-influenced complex networks, e.g. World Wide Web, hu-
man acquaintance networks, have common properties for connectivity, which are 
hardly compatible with existing cybernetic approaches (as mostly present in soft-
ware applications). The so-called small-world property, the best known of these 
specific properties, states that the average path length in the network is small rela-
tive to the system size (Milgram 1967). This phenomenon was already scientifi-
cally studied more than three decades ago, long before becoming notorious. In 
fact, the phrase six degrees of separation (Guare 1990), another popular slogan 
depicting the small-world phenomenon, is due to Milgram’s 1967 experiment. 
Another property of complex networks is clustering, i.e. the increased probability 
that pairs of nodes with a common neighbour are also connected. Since 1967, in-
creased efforts have been dedicated to identifying other measures of complex (en-
terprise) networks (Fricker 1996). Perhaps the most important is the distribution of 
degrees, i.e. the distribution of the number of links the nodes have. It has been 
shown that several real-world networks have scale-free distributions, often in the 
form of a power law. In these networks, a huge number of nodes have only one or 
two neighbours, while a couple of them are massively connected (similar to order 
and chaos in the NK model). These three specific properties of human-influenced 
networks strongly influence the behaviour of the constituent agents and the devel-
opment of these networks. 

The properties have been translated into mathematical models and applications 
focusing on large networks and connectivity (e.g. Klemm et al. 2003; Krapivsky 
and Redner 2001; Newman 2003; Watts and Strogatz 1998); most of these appli-
cations show that these properties make networks behave more dynamically. In-
dustrial networks consist of a limited number of agents – consider the industry 
sector for flow-wrapping packaging equipment that consists of only 300 to 350 
companies worldwide – and therefore, might display behaviour other than that of 
large networks. The expansion to industrial networks should include the behaviour 
of agents (not just agents as nodes) and the development of traits for selection for 
smaller networks. 

2.2.5 Symbiosis 

The concept of symbiosis deserves some more attention as a form of co-evolution 
in networks. Symbiosis is an interaction between two organisms living together in 
more or less intimate association or even the merging of two dissimilar organisms. 
The various forms of symbiosis include: 
• Parasitism, in which the association is disadvantageous or destructive to one 

of the organisms and beneficial to the other; 
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• Mutualism, in which the association is advantageous to both; 
• Commensalism, in which one member of the association benefits while the 

other is not affected; 
• Amensalism, in which the association is disadvantageous to one member 

while the other is not affected. 
In some cases, the term symbiosis is used only if the association is obligatory and 
benefits both organisms. Sometimes, altruistic behaviour benefits another organ-
ism not necessarily closely related. While being apparently detrimental to the or-
ganism the behaviour (Trivers 1971, p. 35; Aldrich 1999, p. 301) differentiates be-
tween commensalism referring to competition and cooperation between units and 
symbiosis taken as mutual interdependence between dissimilar units. Symbiosis as 
defined in this chapter does not restrict the term only to mutually beneficial inter-
actions. It has strong similarities to the coupling of the traits in the NK model to 
describe co-evolution; these traits might lead to cooperative species as Potter and 
de Jong (2000, p. 26) demonstrate, albeit based on generic algorithms that can 
hardly account for the dynamics of the organisations’ environment. It indicates 
that mutual relationships have at least two dimensions: the fitness of each of the 
two agents involved. 

2.3 Distributed Manufacturing and Co-evolution 

Taking Distributed Manufacturing as a concept for autonomous agents that are 
mutually dependent on each other, equivalent to complex adaptive systems, what 
does the perspective of co-evolution hold? This question goes beyond issues like 
network architecture, resource allocation and scheduling, the traditional domain of 
software applications. Rather it focuses on the specific characteristics of (interna-
tional) networks of companies: collaboration, decentralisation of decision-making 
and interorganisational integration (O’Neill and Sackett 1994, p. 42). The tradi-
tional themes of research into Distributed Manufacturing support the decentralisa-
tion of decision-making and the interorganisational integration; the move towards 
industrial networks implies that collaboration should be covered, too. 

2.3.1 New Rationales for Distributed Manufacturing 

This calls for new rationales for the contemporary meaning of Distributed Manu-
facturing which view the networks as a co-evolutionary system, i.e. agents de-
pendent on each other. The similarity in the new and old approaches, the autono-
mous agents, serve as a basis for looking for models and tools that adequately 
address the challenges of networks. The move towards more loosely connected en-
tities calls for models of collaboration that stretch beyond the emphasis on con-
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tractual and social dynamics of interorganisational relationships, which represents 
the main stream of research into networks. In that respect tools like matchmaking 
and brokerage through Web services (Field and Hoffner 2003; Molina et al. 2003), 
and electronic contracts (Angelov and Grefen 2003; Barata and Camarinha-Matos 
2003) will insufficiently counter the challenges of industrial networks. Concepts 
like factory-on-demand (Lee and Lau 1999) and the research into industrial dis-
tricts (e.g. Biggiero 1999) align more with the principles of complex adaptive sys-
tems as systems of human interaction, driven by the search for governing laws of 
collaboration. Hence, research into Distributed Manufacturing should include con-
cepts of agents dependent on each other to account for the human factor. 

Even though some of the concepts in Distributed Manufacturing account for the 
human factor, like the concept of holonic systems, or take the biological perspec-
tive, like the concept of bionic systems (Leitão and Restivo 2000, p. 3), they do so 
by looking at the collaboration from an information technology perspective. The 
conversion of truly biological concepts to the domain of networked organisations 
will yield additional insight, especially into the interaction between humans (ac-
tors) as agents. The mutual relationships point to connectivity and coupling where 
traits become interrelated; companies engage in new relationships and industrial 
networks evolve. The dynamics of these networks represent the search for in-
creased fitness by the constituent agents; henceforth, research into Distributed 
Manufacturing should embrace connectivity and coupling of traits to describe the 
mutual relationships of agents. 

Similar to the mutual relationships of symbiosis, this implies that both the fit-
ness of individual agents and mutual fitness should be accounted for. In that per-
spective, Khanna et al. (1998) have used the terms private and common benefits. 
They state that in a partnership, each enterprise has cooperative as well as com-
petitive motives. The cooperative aspect arises from the fact that firms can collec-
tively use their knowledge to produce something that is beneficial to them all 
(common benefits). The competitive aspect is a consequence of each firm’s at-
tempt to use the knowledge of its partners for private gains, the motive for setting 
up strategic networks (Hemphill and Vonortas 2003, pp. 260–261). For a sustain-
able partnership, a combination of private and common benefits is needed, its ratio 
described by relative scope (Khanna et al. 1998, p. 195). When private benefits are 
the only motive of a company, racing behaviour will arise and the alliance will be 
cancelled after a while. Kale et al. (2000) demonstrate the same idea based on a 
contingency model for interorganisational learning and opportunistic behaviour. 
Henceforth, the perception of agents in networks about relative scope will drive 
their behaviour and ultimately the development of the network; this requires that 
research into Distributed Manufacturing should incorporate both private and 
common benefits. 
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2.3.2 Models for Co-evolution in Collaborative Networks 

Already, several approaches exist in the literature to describe the evolution of co-
operation and collaboration as mutual behaviour. Dierkes et al. (2001, p. 665) state 
that the evolution of coorporations can be seen as the development of a coopera-
tive alliance over time. Doz (1996, p. 55) stresses that the evolution of cooperation 
might be constrained by the conditions of the inception of the alliance and influ-
enced by the consequent collaboration process. Larsson et al. (1998, pp. 291–295) 
propose two different interorganisational learning dynamics using game theories. 
Both describe the dynamics of the transparency and receptivity as a result of (ini-
tial) conditions. The first kind of interorganisational learning dynamics deals with 
possible barriers, while the second one concentrates on empowerment. Under-
standing the evolution of alliances can provide critical insight into how such ties 
can be managed (Gulati 1998, pp. 305–306). This underlines that collaboration in 
concepts for Distributed Manufacturing should account for learning behaviour. 

 

 
Fig. 2.4 Individual strategies for interorganisational learning (Larsson et al. 1998, p. 289). The 
integrative dimension concerns the total joint outcome, from avoidance to collaboration, and the 
distributive dimension indicates one party’s share of the joint outcome, ranging from accommo-
dation to competition 

According to Larsson et al. (1998, p. 289), interorganisational learning is a 
joint venture of interacting organisations’ choices to be more or less transparent or 
receptive. Within this setting, each organisation has five different strategies at its 
disposal: collaborate, compete, compromise, accommodate and avoide (Fig. 2.4). 
Collaboration represents the ultimate strategy for both agents to create benefits, 
but because of the high score on transparency, might easily lead to exploitation by 
other firms. The framework is expanded with the initial research of Parkhe (1993), 
who proposed a game-theoretic view to understand and describe the mixed-motive 
(cooperative vs. collaborative) nature of interfirm relationships. The resulting dy-
namic barriers to interorganisational learning (Larsson et al. 1998, p. 292) are pre-
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sented in Fig. 2.5. These interorganisational learning strategies show different out-
comes depending on the initial strategies of each agent in the network. To that 
purpose, the effect of initial conditions on learning behaviour potentially influ-
ences the effectiveness of concepts for Distributed Manufacturing. 

 

 
Fig. 2.5 Dynamic barriers to organisational learning (according to Larrson et al. 1998, p. 292). 
The figure indicates the pathways of interaction depending on the individual organisation’s ac-
tions. Arrows show which new combination is likely to develop from original starting positions 
determined by the actions from Fig. 2.4. Most likely, the dyadic relationships will end in disinte-
gration (resulting in arms-length contracts) or collaboration 

2.3.3 Game Theories and Collaborative Networks 

In comparison to the NK[C] model, the development of interorganisational learn-
ing might have a limited number of outcomes. Clearly, in both models, the indi-
vidual organisations undertake adaptive walks to increase fitness, and these fit-
nesses mutually depend on each other. But according to the NK[C] model, more 
local optima will exist, which aligns with the more advanced modelling by adap-
tive dynamics; this strand of research has the strength that it recognises different 
criteria for (in)stability that will affect the evolutionary outcomes. All three 
streams exploit the game-theoretic applications in different fashions and all three 
might lead to different underpinnings of Distributed Manufacturing models. 
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It is too early to conclude which models or which combinations best explain the 
phase transitions in collaborative networks, like those in Distributed Manufactur-
ing. This becomes more complicated when considering the outcomes of social-
economic research into networks. Using game-theoretic considerations Greif 
(1993) examined the social-economic relationships with respect to the Jewish 
Maghribi traders who operated during the 11th century in the Muslim Mediterra-
nean. This investigation reflects a reciprocity based on a social and commercial in-
formation network with very flexible, but not bilateral, agency relations (even 
when imposing rules on the distribution of common and private benefits); Uzzi 
(1997, p. 38) points out also that these types of regularities fit with the behaviour 
observed in networks. The Maghribis’ network expanded from within rather than 
relying on outsiders. Hence, collective punishment prevailed in contrast to Italian 
traders who operated (particularly from the 12th century on) in the same area as 
the Maghribis, trading in the same goods and utilising comparable naval technol-
ogy. Among the Italian traders bilateral rather than collective punishment existed 
(Greif 1994; Uzzi 1997, p. 38). Within a game-theoretic view, networks might op-
erate in different modes with quite different rules, guidelines and interactions (Gu-
lati et al. 2000, pp. 209–210) mentions similar findings; this perspective might 
lead to a better understanding of dynamic forms of communication that should be 
added to theories and concepts for Distributed Manufacturing. 

2.3.4 Avenues for Research 

If evolutionary models based on game theories address issues of collaboration in 
industrial networks, they should incorporate fitness landscapes and at least two 
dimensions of fitness (i.e. the fitnesses of mutually dependent agents). The current 
model of Larsson et al. (1998) and the semi-static NK model insufficiently incor-
porate these features and do not address the evolution of the network itself; the 
NK[C] model offers an explanation by addressing the coupled landscapes but still 
offers a semi-static view. Therefore, these models might be expanded with the dy-
namics of the environment captured by adaptive dynamics. According to Lawless 
(2002), the more advanced quantum game theory also accounts for these dynamics 
(e.g. Eisert et al. 1999) and avoids the traditional pitfall of game theory, which 
overstates cooperation (e.g. van Enk and Pike 2002); Colman (2003) points to the 
weakness of the orthodox game theories. Pietiranen (2004, pp. 403–407) states 
that game theories adequately connect to multi-agent systems (which closely relate 
to general systems theories). The research presented in Dekkers et al. (2004) cap-
tures these findings as the starting point for new avenues that could also include 
research into Distributed Manufacturing. 

Further, through consilience by synthesis (Wilson 1998, p. 68) such research 
would be able to relate these models and findings through simulations to the con-
temporary challenges of industrial networks. Loosely connected entities experi-
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ence greater instability than the fixed forms of initial networks like alliances and 
partnerships. Even then, other research has indicated the instability of these ar-
rangements, as a natural mechanism for dissolving (Kogut 1989) or as a power 
and trust perspective (Gulati et al. 2000, p. 209). This will emphasise the search 
for chaos and order in the networked regime that applies to both industrial net-
works and Distributed Manufacturing. 

Therefore, the application of the evolutionary models of fitness landscapes and 
game theories might underpin new and more effective models for comprehending 
the dynamics of collaborative relationships. In addition, the different modes of 
these theories, arriving originally from evolutionary biology, call for synthesis to 
fully understand the interrelationships between agents and their actions. The re-
search domain of collaborative networks will profit from these new, more effec-
tive models and in that way will become a true discipline in its own right. Even 
archival research might be used to compare findings related to these more dy-
namic approaches to enhance our understanding of their development; the litera-
ture used in this chapter represents only a fraction of the available works on the 
matter and can only be considered as indicative of the advancements made by re-
search into collaborative networks. Although similar conclusions have been 
reached by others (e.g. Gulati 1998, pp. 304–306), the underlying theories have 
not been expanded as in this chapter. We have not yet reached the stage where the 
formation of tentative theories and their evaluation have resulted in grounded the-
ory that underpins the behaviour of autonomous agents in networks and that al-
lows the design of sustainable industrial networks. 

2.4 Conclusion 

The foregoing discussion implies that the research into Distributed Manufacturing, 
characterised by control of autonomous agents, has gone beyond the reach of in-
formation technology itself; hence it has become necessary to include collabora-
tion. This inclusion drives the research in the direction of that into industrial net-
works where collaboration (emerging in different forms) is common ground. 
Many research efforts into industrial networks focus on the identification of con-
tractual aspects and the social dynamic of interorganisational relationships. They 
have proven insufficient to address the characteristics of networks: collaboration, 
decentralisation of decision-making and interorganisational integration, which 
calls for approaches that are more dynamic. But Distributed Manufacturing has 
always taken autonomous agents as a starting point for developing software appli-
cations for control; the loosely connected entities in contemporary networks fol-
low their own autonomous strategies, and henceforth the base of Distributed 
Manufacturing might address the issues surrounding the dynamics of networks if 
it includes concepts for collaboration. 
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Models for co-evolution, originating in evolutionary biology and especially 
those based on game theories, might prove fertile ground for developing more 
adequate collaboration models for industrial networks. Part of the literature views 
co-evolution from the perspective of the monolithic company and arrives at con-
clusions that fit circumstances that are more static. The decentralisation of deci-
sion-making entails that partners in industrial networks behave like autonomous 
agents that mutually interact and requires dynamic descriptions. The interaction in 
networks will benefit from insight into game-theoretic applications to understand 
the underlying patterns, such as the investigations of ancient trading networks. 
Even that research shows that industrial networks display dynamic behaviour that 
evolves over time and that bilateral relationships or collective networks shape the 
interactions. 

Game-theoretic models that incorporate private and common benefits and that 
make it possible to analyse the instability of networks should lead to new, 
grounded theory. Those models cover the internal development of traits by agents, 
their associated strategy, the connectivity (including the interorganisational inte-
gration) and the dynamics of the environment. So far, these models are found in 
separate strands of research; they need to be expanded and further synthesised to 
produce new insights that will advance our understanding of how industrial net-
works operate and how Distributed Manufacturing will contribute to addressing 
the collaborative challenges of these networks. 
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Abstract   The fast changing bordering conditions for industrial manufacturing 
systems have raised the need to increase manufacturing system flexibility regard-
ing different types of flexibility. To enable this enhanced flexibility, manufactur-
ing control systems must be changed resulting in new challenges which have to be 
tackled by management and engineers of the affected companies. In parallel, 
within information sciences new paradigms for structuring and implementing 
software systems must be developed which are also applicable to design and im-
plementation of control architectures. This paper deals with the applicability of 
these new paradigms for structuring and implementing software systems to ad-
dress recent challenges within the manufacturing industry. Therefore, the para-
digms and challenges are described and mapped to each other. 
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3.1 Introduction 

Fast changing economical conditions force companies based on production sys-
tems to reconsider their business models and reengineer production systems. Their 
basic drivers of change are  

• The changing market conditions on nearly all sides including increasing cus-
tomer power with increasing varieties of customer requirements regarding 
product quality and delivery,  

• Increasing technological and technical production possibilities and useable 
production processes for comparable products with different economical bor-
dering conditions,  

• Fast changing raw material market conditions with sometimes highly volatile 
material costs, and  

• Changing legal requirements such as environmental protection laws and labour 
laws.  

All these needs drive companies to rethink their competitive advantages [1]. 
The main result of this rethinking process is the interest of companies in increas-
ing their competitiveness by increasing their flexibility regarding attainable prod-
uct features, useable technologies, and exploitable production resources (Fig. 3.1, 
[2]), and their adaptability to changing expectations regarding company embed-
ding conditions. 

 

Fig. 3.1 Flexibility requirements 

Beneath the flexibility and adaptability companies are being forced to adapt 
cost cutting measures within all its activities. This affects the consumption of con-
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sumables and materials in the same way as the engineering process and the con-
sumption of noneconomic objects like nature and air. 

But to reach this flexibility, adaptability, and economic resource consumption 
totally new technologies and architectures on all levels of control are required. 
Several technologies and architectures have been considered in recent years all of 
which aim to increase special flexibility characteristics ranging from distributed 
control architectures, plug-and-participate technologies, Web services, virtualiza-
tion, and much more. The application of most of these technologies signifies an 
important step forward towards flexibility, adaptability, and economic resource 
consumption. But they are not necessarily compatible with each other (sometimes 
the application of one technology contradicts the application of another). This re-
sults in inefficient structures of the complete control pyramid (each part has its 
own optimal solution but the combination results in huge problems), improper sys-
tem behaviour (violation of temporal conditions, wrong interpretation of data, 
etc.), and, in the best case, suboptimal usability (doubling of data integration, bad 
business processes, etc.). Nevertheless, the issue of basic architectural structures 
and basic technological conditions enforcing a wide-ranging step forward in the 
direction of flexibility, adaptability, and economic resource consumption has still 
not yet been considered. 

In this chapter at first we first intend to briefly introduce the three basic tech-
nology paradigms of object orientation, service orientation, and agent orientation 
that are the current candidates for improving manufacturing system control struc-
tures and architectures. Then, we highlight a set of recent production challenges 
occurring in line with the intended increase of production system flexibility, 
adaptability, and economic resource consumption. On this basis we want to evalu-
ate the applicability of the paradigms as a response to the production challenges.  

3.2 Current Technology Paradigms  

Among the most recent technology paradigms applicable to addressing the chal-
lenges to be described are object orientation, service-oriented architectures, and 
agent-oriented architectures.  

Object orientation (OO) was developed in the area of software engineering in 
the late 1980s and early 1990s [3]. It is a structuring and behaviour paradigm for 
systems underlying characteristics, knowledge, and rights of entities within the 
system. It was developed to provide means for modeling, analyzing, and imple-
menting software systems resulting in the model sets of UML [4] and SysML [5], 
which can be used as a description basis for OO. 

Since OO is a very powerful paradigm that is not focused on software design, it 
has been applied very quickly in other domains as well including control system 
design and implementation.  
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The main characteristics of OO is the definition of types of objects with a 
specification of possible object data, admissible object behavior, and usable object 
interfaces (visibility of data and behavior) and the definition of different types of 
dependencies among object types. Based on these types objects can be instanti-
ated.  

Thus, OO provides capabilities to inherit structures and behavior between dif-
ferent types of objects, to encapsulate structures and behavior, and to apply differ-
ent objects without direct knowledge of their internal structure and behavior in a 
similar way. The basic concepts are also shown in Fig. 3.2. Detailed information 
can be found in Booch [6]. 

+Object behavior ()
-Object data

Class of objects

+Object behavior ()
-Object data
Another class of objects

+Object behavior ()
-Object data
Mother class of objects

 

Fig. 3.2 Basic object orientation concepts 

Within manufacturing system control OO can be easily exploited within the de-
sign and implementation of control applications by identifying relevant control en-
tities and their control-relevant behavior [7]. Examples are the modeling of 
mechatronical units exploiting the hierarchy of objects with inheritance relations 
to design more detailed units or the analysis of dependencies within distributed 
control systems exploiting object dependencies [8, 9]. 

Based on the OO paradigm and riding on the wave of powerful IT devices, the 
Service-Oriented Architecture (SOA) paradigm has been developed. It is based on 
the ideas of Sculte and Natis from 1996 [10]. Nevertheless, usually SOA is de-
fined as a structuring and behavior paradigm providing overall system functional-
ity by exploiting the local functionalities of distributed entities in a coordinated 
way [11].  

The main characteristics of SOA are the definitions of a service provided by a 
system entity and the rules by which this service can be exploited by other system 
entities (Fig. 3.3).  

The provided service has to be accessible within a network of entities using 
standardized service interfaces. Thus, detailed knowledge about the internal be-
havior of the service is not required for the service user. In addition, the service 
implementation has to be independent from the service application. Usually, ser-
vices are registered with some sort of yellow page service. Thus, services can be 
found and accessed at runtime of the system. 
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Fig. 3.3 Basic structure of SOA  

The implementation of an SOA can be based on OO. Each service provider and 
each service user can be an object and the implementation and access to services 
can be based on OO mechanisms. 

The use of SOA for controlling a system became relevant in recent years. Ex-
amples for its application are Web-service-based systems for device configuration 
[12] or Web-service-based interaction among companies [13]. 

Similar to SOA, Agent-Oriented Architectures (AOA) are based on OO para-
digms. The main foundation of an AOA is the term of an agent. Despite various 
definitions of the term agent, agents are considered as independently acting enti-
ties with a dedicated environment model, agent internal aims, and the ability to act 
purposefully in order to reach the aim for the given behavior of the environment.  

Within manufacturing system control, usually, multi agent systems (MAS) are 
used to enable the distribution of the control decision process among autonomous 
but cooperatively acting entities. There are several examples of AOA-based sys-
tems for control as given in [14, 15]. 

The main benefit of the application of AOA within control is the possibility to 
define appropriate encapsulations of control decision process parts and the explicit 
modeling and implementation of its interactions, as represented later within this 
book.  
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3.2.1 General Technology Application Ideas 

The general idea of the application of OO, SOA, and AOA concepts in control 
is based on the application of mechatronical units within the design, implementa-
tion, and use of production systems. The main idea here is to compose production 
systems by mechatronical units in a hierarchical way [16, 17]. 

A mechatronical unit itself is a functionality oriented combination of mechani-
cal, electrical, and control-related components providing functionalities to an 
overall system. It can be divided into a physical layer and a logical layer, as shown 
in Fig. 3.4, where the physical layer is responsible for the physical execution of 
activities necessary for the production process and the logical layer is responsible 
for the control of these activities. 

 

Fig. 3.4 General structure of mechatronic systems 

The modeling of the behavior of a mechatronical unit within the design process 
as well as the implementation of its control part can be based on OO mechanisms. 
Here the object describing a mechatronical unit will provide production services 
or production support services to its environment. Thus, the use of OO encapsula-
tion mechanisms enables the hiding of internal unit behavior resulting in a kind of 
white box behavior representation, the use of OO inheritance mechanisms enables 
incremental behavior enrichment of mechatronical units, and the use of OO poly-
morphism mechanisms enables similar usage of different objects within the con-
trol system. 

In addition, SOA and AOA mechanisms can be used for the implementation of 
agile production systems consisting of mechatronical units. Therefore, SOA 
mechanisms can be used to enable plug-and-participate behavior of mechatronical 
units and dynamic binding of them within production, configuration, maintenance, 
and other processes. AOA can be used to model and implement self-aware and 
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proactive mechatronical units acting independently but cooperatively within a sys-
tem to fulfill its part of a common control system. 

To enable the use of the mechatronical units within the production system addi-
tionally the order control needs to be modeled in an OO-oriented way by objects 
able to use the services and interfaces provided by the OO objects implement-
ing/modeling the mechatronical units. These order objects will encapsulate order 
data and order execution control behavior. They will ensure application of SOA 
services or agent functionalities provided by mechatronical units (Fig. 3.5). 

 

 

Fig. 3.5 SOA-based implementation structure of mechatronical units 

3.3 Challenges in Production Control 

As initially mentioned, production system control currently not provide efficient 
structures, proper behavior, optimal usability, and optimal integration in the over-
all environment. This results from different contradicting procedures. On the one 
hand most recent technologies are intended to be used in control systems without 
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proper consideration of their applicability. On the other hand, the real needs of 
production system control are not sufficiently investigated. Finally, the techno-
logical, architectural, economic, and customer-oriented conditions of production 
systems, along with the conditions for production control systems, change very 
fast. 

In the following discussion we will describe some of the recent challenges 
identified in Fig. 3.6 emerging from the latest developments and sketch how they 
can be addressed by the aforementioned basic technology paradigms. For a more 
detailed investigation of these challenges we refer the reader to [18]. 
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Fig. 3.6 Recent challenges 

3.3.1 Visual Manufacturing 

Many currently used systems within production system control (production con-
firmation applications, report generators, etc.) still do not consider the actual needs 
of the user. Often the problem is one of information overload or time-consuming 
manual processes to handle simple tasks.  

The needs of users (in this case control engineers) requiring a proper system 
control interface must be met. Bad usability of the interface reflects poorly on the 
entire IT system. While usability problems will be overcome with time and require 
more iterative development work rather than groundbreaking research, other as-
pects of the user interface present more interesting challenges. Advanced visuali-
zation of the logistics processes within the plant is one opportunity for innovation. 
With today’s IT support it is often difficult to get an integrated and appropriately 
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filtered view on the current status of the shop floor as needed in recent complex 
and agile production systems. Low-level control systems like Human-Machine In-
terface (HMI), SCADA visualize technical parameters and “business” data can be 
retrieved from Enterprise Resource Planning (ERP) systems, but the “big picture” 
must be tediously constructed by looking at different sources of data. This big pic-
ture may show the plant layout and highlight the status of resources (e.g. broken 
machine, in repair) as well as logistical data (e.g., Work in Progress (WIP) loca-
tion, missing material/personnel warnings) (Fig. 3.7). The integrated view for re-
source data and logistical data must have strong filtering and abstraction mecha-
nisms so as to not overwhelm the user accompanied by a mechanism to highlight 
interdependencies with suppliers and subcontractors, to navigate from the past 
(analyze past production) through the present (monitor current operations) to the 
future (simulate and visualize likely scenarios), and to represent different levels of 
detail. 

 

Fig. 3.7 Shop floor visualizations of resource status (left) and routing (right), realized with Vis-
ual Components 3DCreate [19] 

To enable Visual Manufacturing, complete production resources will be con-
sidered as mechatronical units. Hence, production resource objects will be mod-
eled and implemented with different object properties and behaviors encapsulated. 
Here, the necessary visualization properties and behavior can be integrated in the 
object behavior usable in larger applications. In addition, necessary data aggrega-
tion methods and behavior simulation means usable within these applications in 
objects can be integrated here. 

3.3.2 Collaborative Manufacturing 

Almost any production system consists of technical equipment and human person-
nel. A plant worker does not operate in isolation but is rather in a constant dialog 
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with the machinery and coworkers [20]. He plans and executes actions, responds 
to exceptional events, and collaborates with coworkers to solve operational prob-
lems. Currently, only a few IT systems provide the structure and support to help 
plant personnel to efficiently communicate and collaborate.  

To support the efficient work of plant personnel, systems are required that pro-
vide work support that is strongly knowledge based and production system and 
production system component functionality oriented like equipment failure report-
ing, diagnostic support, and maintenance assistance as well as problem solving 
strategy evaluation support. 

In a highly networked world, collaboration is naturally not limited to the 
boundaries of one’s own enterprise. Deeper collaboration with suppliers and sub-
contractors leads to better overall performance of the supply chain but requires 
data exchange models and security and privacy structures.  

For Collaborative Manufacturing diagnosis functionalities can be integrated in 
the objects’ modeling/implementing mechatronical units. These units can then 
provide diagnostic services to the overall system. In addition, object internal (and 
thereby mechatronical unit internal) data protection and access rules within the 
SOA implementation based on OO encapsulation mechanisms can enable com-
pany border crossing service applications. 

Additionally, MASs can be exploited to implement collaborative manufactur-
ing within the technical system by mapping mechatronical units to agents and im-
plementing the control of a mechatronical unit within the agent and the collabora-
tion of mechatronical units by agent interaction. 

3.3.3 Real-World Manufacturing 

State-of-the-art production control systems or MES (Manufacturing Execution 
System) / MOM (Manufacturing Operations Management) systems often do not 
support the manufacturing process according to real needs but frequently “over-
engineer” solutions or, worse, address the wrong problem. Here the scheduling 
functionality of current MES or ERP systems are among the recent problems. As 
Pellerin et al. [21] have stated, most scheduling research and products are focused 
on highly sophisticated algorithms for building optimal production schedules but 
neglect the agility and required flexibility of real-world schedules. Hence, human 
planners or schedulers mostly do not use automated tools for schedule creation but 
rather need support for their highly manual and collaborative work of building and 
updating the schedules (usually more than one) by hand, evaluating what-if sce-
narios, and performing impact analyses. Planners often spend a large portion of 
their time on the shop floor ensuring the synchronicity of their schedules with the 
real process. Usually, they integrate into their schedule-generation processes engi-
neering knowledge usually not available or not applicable in automatic scheduling 
procedures.  
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Scheduling systems should be redesigned to acknowledge these facts, become 
more flexible, and return the control of the scheduling process to the planner. The 
underlying problem of (unknowingly) ignoring the actual processes and only sup-
porting the ideal ones needs to be addressed.  

Generally, Real-World Manufacturing is an organizational and not a technical 
challenge. Hence, its elucidation requires organizational and management-based 
activities. Nevertheless, the aforementioned technologies may support this proc-
ess. For example, in the case of scheduling aspects of the Real-World Manufactur-
ing challenge, distributed scheduling mechanisms can be designed and imple-
mented. These mechanisms may include the tracing of orders. They can be 
implemented by services provided by order objects of order agents and can be ac-
cessible by human operators. It gets possible to integrate resource-related schedul-
ing functions customized to resource characteristics within the resource model-
ing/implementation mechatronical unit objects. Here the OO capabilities of 
polymorphism can be exploited. Additionally, expert systems can become inte-
grated in these objects. 

3.3.4 Open Manufacturing 

Any standard software will fail to “win the hearts of the manufacturing staff” if it 
cannot be adapted to the particular needs of the company using it. Every shop 
floor is different if not unique. While standard processes and approaches do exist 
(like production order execution, confirmation, tracking & tracing, Kanban, etc.), 
usually they have very specific features that depend on the industry, the manufac-
turer’s size, the level of automation, and many more individual characteristics 
forcing the user to adapt them to its special needs, making them unique. In order 
to address this heterogeneity, ideally every manufacturer should be able to design 
tailor-made applications.  

Of course, growing costs prevent the implementation of all functionalities from 
scratch. Only a high level of reuse can guarantee a profitable solution. Therefore, 
reusable structures and functionalities have to exist and have to be implemented in 
a modular and block-oriented way. Ideally, these blocks would be based on open 
standards that would further facilitate ease of integration of best-of-breed solu-
tions. The necessary reuse can be addressed by the hierarchy of mechatronical ob-
jects and its modeling/implementation by OO objects. Here each mechatronical 
unit in the hierarchy can be inherited from generalized mechatronical units as, for 
example, in [22]. Here, each mechatronical unit should provide customizable ser-
vices accessible via standardized interfaces. 
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3.3.5 Reconfigurable Manufacturing 

Flexibility of production systems is a necessary requirement to enable adaptability 
of the system to changing product, customer, or technology requirements. How-
ever, only reconfigurability ensures that production systems can be adapted after 
their initial design (see also [23]). This is what distinguishes Reconfigurable 
Manufacturing Systems (RMSs) from Flexible Manufacturing Systems (FMSs). 
FMSs provide different forms of flexibility for anticipated variations by their a-
priori design. In contrast to this, RMSs provide adaptation capabilities when and 
where needed, i.e., “customized flexibility” delivered in a short time. They offer 
reconfiguration options at the hardware and software levels enabling the update of 
the system to face changing requirements until the complete change of the initial 
system. 

Reconfigurability on a strategic level refers to a redesign of the overall manu-
facturing processes and system landscape. The Japanese “Kaizen” approach to 
continuous process improvement long ago revolutionized the way manufacturers 
develop their processes by benefiting from the creativity of their own personnel. 
Today, a number of tools exist to support the process of collecting and evaluating 
ideas. However, putting the ideas into practice is largely unsupported as current 
systems are not designed for change.  

Hence, as above, structure and architectures are required that enable the easy 
integration of system changes in the running production system and, therefore, in 
its control system. 

To attain Reconfigurable Manufacturing the classical modular architectures 
need to be improved. They only guarantee limited flexibility due to the complexity 
of single-application modules. In contrast to this, SOA facilitates the composition 
of customer-specific applications because the blocks of functionality are typically 
more fine-grained, clearly separated, and accessible as services. Ideally, the com-
position environment is targeted at domain experts such as production engineers 
and should not require much training. Reconfigurable systems based on services 
as described above can be adapted faster as the services are only loosely coupled. 
Similarly, AOA enables the composition of applications following the distribution 
of the control decision process resulting in structures similar to those of SOA with 
the main difference of a stronger focus on proactivity of control entities in contrast 
to the server behavior of services. 

3.3.6 Harmonized Manufacturing 

In order to enable smooth manufacturing operations, IT systems at the different 
layers of the automation pyramid (management layer, process control layer, field 
control layer) need to be synchronized. A series of standards exist to address this 
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problem (e.g., ISA-95 [24] or OAGIS [25]) but these typically fall short of provid-
ing a comprehensive solution. Two major shortcomings are the synchronization of 
master data and of processes at the different layers. Both, the ERP system and 
plant-local MES/MOM system, need production master data such as resource in-
formation, routings, bills of material, and bills of operation to execute their tasks. 
Although these systems often need the same or similar data, they typically main-
tain their own master data, which tend to be difficult to consolidate and keep in 
sync. On the other hand, some of the data used by these systems are quite differ-
ent. Therefore, simple data replication from one system to the other does not solve 
the problem. Rather, the different data models maintained by the ERP and 
MES/MOM need to be harmonized. Furthermore, the processes that operate on the 
data also need to be synchronized – a nontrivial problem in a distributed environ-
ment. 

OO-based technologies may assist as a sound solution to this problem. Based 
on appropriate ontologies exploiting, for example, ISA 95 object structures can be 
developed handling the necessary data of the different layers. They can be adapted 
to the necessary data exchange among layers in an easy way reflecting the differ-
ent data needs of the different layers. 

The integration of these data objects within SOA-based communication archi-
tectures will enable the development of a sound and stable data exchange architec-
ture for all levels. 

3.3.7 “Green” Manufacturing 

Processes and technologies should assist manufacturing enterprises to better moni-
tor, manage, and optimize their material usage and energy consumption. For ex-
ample, increased transparency and integration would enable major power consum-
ers (e.g. steel, or paper industry) to adjust their production schedule to the 
changing price of the power and produce when energy capacities are in low de-
mand (e.g., at night). Better quality control would reduce scrap or the need for re-
work. Optimized production schedules would reduce carbon dioxide emissions as 
resources that are important for environmental protections (e.g., ovens) are better 
utilized. The care for the environment is and is going to be one of the major chal-
lenges for the near future. 

Like real Real-World Manufacturing Green Manufacturing requires manage-
ment-based organizational intervention. Nevertheless, advanced technologies may 
support these interventions and provide a base for its technical implementation. 
For example, with the integration of monitoring services within mechatronical unit 
modeling/implementing objects, the requirements to support Green Manufacturing 
can be created. Here, the monitoring service search and application structures can 
enable the collection of data required for optimization. These services may be im-
plemented in line with diagnostic services. The resource-related adaptation of the 



64       Daniela Wünsch, Arndt Lüder and Michael Heinze  

services and of the relevant optimization strategies can be reached by application 
of the OO concepts of inheritance and polymorphism. 

3.3.8 Distributed Manufacturing  

Virtually all current production control systems are centrally organized and tightly 
connected to the current state of the factory layout. Any change to the plant layout 
(e.g., adding new machines, changing the setup) typically requires considerable 
changes to the IT systems. 

A decentralized approach could make production systems more flexible and 
adaptable. In a decentralized system, individual functionalities may be distributed 
to several entities that in turn may be logically or even physically distributed. 
Thus, each entity is able to act independently from the others and offer its services 
via standardized interfaces.  

The implementation of Distributed Manufacturing systems can be based on the 
above mentioned distribution and encapsulation of control decisions within OO 
objects responsible for the control of mechatronical units. The control-decision-
relevant data can be exchanged via interfaces using either SOA concepts or agent 
concepts. 

3.3.9 Event-driven Manufacturing 

A machine breakdown is perhaps the most prominent example of a significant 
event that can occur in a production environment, but it is by no means the only 
one. The completion of a production order, the occurrence of scrap, missing mate-
rial, the rescheduling of a production plan, the press of a button on an HMI – these 
are more examples representing the multitude of events occurring on the shop 
floor. 

For each event there may be none, one, or more interested parties, be it a ma-
chine, a production control system, or plant personnel. In many cases there are 
multiple interested parties per event. Most current production control systems do 
not have a clean and scalable event management architecture. Instead, a prominent 
approach is the data pull paradigm in which important data points are pulled in 
regular time intervals. This mechanism can cause considerable system load and is 
therefore in many cases a rather inefficient solution. Other “event mechanisms” 
like OPC DA subscription or OPC A&E, both currently being unified into OPC 
UA [26], offer event registration at the device level but do not provide any support 
for complex event processing. An example of a slightly more complex event that 
includes a temporal dimension is when one of three bottleneck resources becomes 
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unavailable for more than 5 min. Even this basic event cannot be described by 
most current MES/MOM systems.  

The development of event brokering services enabling event registration by 
event producers and event notification by event consumers as displayed in Fig. 3.8 
can be used to solve the problem of Event-Driven Manufacturing. Here, the SOA 
can be exploited on the level of mechatronical units to design event provider ser-
vices where event consumers register for events that will be transmitted only if 
they occur. The event provider services can be integrated with event monitoring 
engines within OO objects describing mechatronical units.  

 

Fig. 3.8 Event processing engine for shop floor events 

3.3.10 Mobile Manufacturing 

Finding material or tools in a warehouse, performing maintenance and problem 
analysis on machines, configuring small devices without one’s own user interface, 
and monitoring critical events are primary use cases for mobile and wireless tech-
nologies like PDA, wireless laptops, or cell phones.  

While mobile applications have long found their place in manufacturing, the 
design of mobile and/or occasionally disconnected applications is still challenging. 
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Apart from hardware-related problems like battery life and the reliability of wire-
less connections, issues like the platform-independent design of a usable applica-
tion or problems with data synchronization hinder further adoption. Multimodal 
applications (using voice, image, or even gesture recognition and other in-
put/output modalities) increase the opportunities (e.g., enabling online support 
during machine maintenance) but also the costs.  

Finally, the application of OO concepts enables the development of platform-
independent programming and embedded networking capabilities as, for example, 
given in the programming technology Java1 [27]. These platform-independent pro-
gramming technologies and the agent technologies based on them like Jade [28] 
can be exploited to enable Mobile Manufacturing. Mobile devices can be imple-
mented using a layered architecture including hardware, runtime environment for 
control applications, and hardware-independent control applications. In addition, 
OO concepts as developed for Distributed Manufacturing can be adapted to mo-
bile devices enabling their on-demand integration in control applications. 

3.4 Application Example 

One application example of the above-described technologies for the solution of 
the mentioned problems is the PABADIS’PROMISE (PABADIS based Product 
Oriented Manufacturing Systems for Re-Configurable Enterprises) approach de-
veloped in the EC project PABADIS’PROMISE [29]. One outcome of the 
PABADIS’PROMISE project is a highly generic control system architecture and 
control system design methodology enabling a stringent decision responsibility 
distribution among acting control entities modeled by OO objects. It distinguishes 
especially between a description of plant resources providing services and prod-
ucts requiring services and a generic unique executor able to read these data, to 
find the match between supply and demand, and then to control the production 
that is based on SOA mechanisms and OO mechanisms (depending on the layer of 
control). The proposed control architecture is thus characterized by a complete 
separation between system data and execution environment.  

 

                                                           
1 Sun, Sun Microsystems, the Sun Logo and Java are trademarks or registered trademarks of Sun 
Microsystems, Inc. in the United States and other countries. 
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Fig. 3.9 PABADIS'PROMISE basic architecture 

The PABADIS’PROMISE architecture itself (Fig. 3.9) is modeled by a set of 
high-level OO object entities containing the enterprise resource planner for the 
overall order, resource, and data management at the ERP level, the order supervi-
sor for order execution initialization and supervision at the MES level, the order 
manager for order execution control at the MES level, the product data repository 
for product-related data provision at the MES and field control layer, the resource 
manager for resource control at the MES and the field control layer, the resource 
supervisor for resource supervision at the MES and the field control layer, the in-
formation collector for data collection at the MES and the field control layer, and 
the ability broker for manufacturing process execution ability announcement and 
search. 

For the implementation of the different entities and their interaction mecha-
nisms different OO-based technologies have been exploited. Thereby, a consistent 
structure has been defined applying the SOA approach at the ERP layer imple-
menting the Enterprise Resource Planner and parts of the Resource Supervisor, 
Order Supervisor, Information Collector, and Product Data Repository, agent-
oriented structures at the MES layer implementing Order Supervisor, Order Man-
ager, Product Data Repository, Resource Manager, Resource Supervisor, Informa-
tion Collector, and Ability Broker, and function-block-oriented structures at the 
field control layer implementing parts of the Resource Manager (Fig. 3.10).  



68       Daniela Wünsch, Arndt Lüder and Michael Heinze  

 

 

Fig. 3.10 PABADIS'PROMISE agent system architecture 

The resulting structure of the PABADIS’PROMISE control system implemen-
tation integrates several of the aforementioned problem solutions successfully in 
the following way. 

The concept of an information collector entity enables the implementation of 
Visual Manufacturing, Green Manufacturing, and Collaborative Manufacturing. 
The interentity communication between Resource Managers and Information Col-
lectors and Resource Manager internal data collection and preprocessing enables 
an easy adaptable data provision to both systems while the information collector 
entities provide the necessary HMI for users. 

The distributed scheduling mechanisms implemented in the 
PABADIS’PROMISE system result in Real-World Manufacturing structures. 

The implementation of the MES layer based on the open source agent system 
Jade [28] has been published by the project on its Web page for further evaluation 
and extension. Hence, it follows the ideas of Open Manufacturing.  

The plug-and-participate architecture for manufacturing resources controlled by 
Resource Managers as one example enables Reconfigurable Manufacturing since 
the Resource Mangers implement a special kind of SOA using agent interaction 
mechanisms to provide manufacturing services used by Order Managers. 

In general the PABADIS’PROMISE architecture follows the ideas and charac-
teristics of Distributed Manufacturing.  
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Since the plug-and-participate structure at the MES layer also involved event-
based notification mechanisms for resource availability changes, Event-Driven 
Manufacturing is also covered by this architecture.  

For more information on the PABADIS’PROMISE project results see [30]. 

3.5 Conclusions 

In this chapter, three recently emerged software engineering paradigms have been 
presented. It has been shown how they can be applied as part of a strategy to 
tackle recent challenges related to factory automation.  

Therefore, this chapter started with a description of the paradigms of object ori-
entation, agent orientation, and service orientation and a consideration of their 
general application within industrial control exploiting the control of mechatroni-
cal units.  

Then, ten major challenges were presented necessary to be considered to make 
industrial systems sustainable. They concern the impact of market, engineering, 
government, environmental protection, etc. combining technical and organiza-
tional challenges.  

For each challenge it has been shown how the three paradigms can be exploited 
to successfully deal with the challenges. 

In light of the results of this chapter it must be stated that structuring paradigms 
originating from information sciences and their application to mechatronical units 
will be an increasing trend within industrial automation and control. 
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Abstract   Distributed Manufacturing is mostly associated with computing fea-
tures and sophisticated software logics rather than with working environments 
concurrently used in distant locations. Nowadays, the global success of Web2.0 
and, more specifically, social networking web applications are quite obvious. In 
fact, information and communication technology (ICT) users are creating web 
content, applications and online role-playing games with their own activities 
and related data in using web applications such as eBay®1, Facebook2, Second 
Life3 virtual environment, and World of Warcraft4. In manufacturing, interests 
are quite different and therefore other solutions should contribute to overcome 
collaborative distance factors that are impeding an effective and efficient dis-
tributed collaboration. Using important existing options in this field, this chap-
ter presents an overview on key developments and web applications in the area 
of distributed computing systems to support effective and efficient collabora-
tive work carried out by different groups of people in different organisational 
units or companies with a strong focus on engineering communication. 
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4.1 Introduction 

Any kind of collaboration in manufacturing becomes more effective as soon as in-
formation and communication technology (ICT) support is deployed. At the be-
ginning, the emphasis was on data storage and data processing; later computer 
networks and finally the Internet gradually added more and more communication 
capabilities. Meanwhile, broadband communication networks have allowed doing 
all kinds of communications both synchronous and asynchronous. With this prem-
ise, individuals involved in an organisation can intensively communicate in all 
dimensions without necessarily meeting physically or being located close to each 
other (collocated at the same office, floor, building or geographical site). On the 
other hand, people from different places, with various backgrounds, capabilities, 
skills and knowledge may emerge as somewhat ad-hoc organisations (communi-
ties) after they have activated essential motivational quantities and agreed upon 
powerful communication technologies as well as (network) rules and standards. 
However, most of the established methods and procedures to communicate and to 
build up knowledge have been developed without taking into account these tech-
nological options. 

The technologies in question are also summarised as distributed information 
systems. Of course, much inspiration for Distributed Manufacturing originates 
from distributed computing or distributed information systems, which are usually 
abbreviated as distributed systems. Purely technically speaking, distributed sys-
tems are networks of independent communication systems (computers or human 
actors) that enable electronic data exchange at a range of locations. Thus, informa-
tion and communication processes will be maintained by database administrators 
under consideration of specified standard arrangements. 

Two characteristics of communication processes in means of collaboration be-
tween different actors of different companies by using distributed systems may be 
differentiated: 
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• Distributed control5 in virtual automation networks–mostly based on industrial 
communication6 (machine-to-machine interaction) 

• Distributed engineering7 in collaborative virtual environments–mostly based on 
business communication; especially engineering communication8 (human-to-
human interaction) 

It is currently anticipated that people will no longer work mainly individually 
but rather more as dynamically assembled groups of diverse and complementary 
skilled professionals working together within an enhanced collaboration environ-
ment. Therefore, the combination of social, intellectual and emotional capital will 
become the leading ingredient. As already demonstrated by the massive usage of 
social web applications, engineers will also spend more time in people-
networking-like activities than ever. [5] 

One approach is the gradual implementation of ICT in distributed structures, 
where research attempts to provide people with better and better communication 
methods, eventually arriving at a stage where people want to rely on these com-
munication tools rather than on conventional ways. This would remove most of 
the communication distance factors and make all communication and knowledge 
building independent from geographical locations. 

Thus, the focus of this contribution is on engineering communication proc-
esses, their main characteristics and the different aspects in their technical support. 
Classifications and capability profiles are given to be used as starting points for 
company- or network specific- set-ups of Distributed Manufacturing. 

4.2 Related Theories – Terms and Definitions 

4.2.1 Collaborative Distance 

Wilson et al. propose two categories of collaborative distance, namely objective 
distance and subjective distance [6]. They argue that past research has mainly fo-
cused on objective distance (e.g. geographic distance), which produced conflicting 
                                                           

5 Distributed control (DC): A system whereby control processing is decentralised and independent 
of a central computer [1] 

6 Industrial communication (IC): IC or Industrial Ethernet, is designed to maintain control of a 
production process while monitoring many production items traditionally relegated to the analog world [1] 

7 Distributed engineering (DE): Collaboration between different human individuals (i.e. engineers) 
and/or data processing devices (any technical communication systems) by means of engineering proc-
esses such a plant design process [2] 

8 Engineering communication (EC): A simple definition of engineering communication can be 
described as follows: 

- EC is the flow of intelligence from one mind to another [3] … provided … 
- the successful transmission and exchange of information between sender and receiver [4] 
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and inconsistent findings regarding the relationship between distance and a variety 
of important processes and outcomes (e.g. team communication and performance). 
They define subjective distance as individuals’ cognitive and affective representa-
tion of the distance between them and their team members and argue that it is 
likely to predict important team outcomes better than objective distance.  

O’Leary and Cummings argue that objective (geographical) distance has spa-
tial, temporal as well as configurational elements [7]. These three elements repre-
sent respectively physical distance, time zones or working hours and team mem-
bers’ patterns or arrangements (e.g. roles, resources, power and status). Hence, 
communication and identification are key mediating processes by which subjec-
tive distance emerges. These processes are affected in important ways by several 
types of factors, including individual (openness to experience, need for affiliation, 
experience with dispersed work, technology and travel), social (perceived similar-
ity, status differences, role centrality), task (interdependence), and organisational 
(structural assurance and culture) factors [7]. 

Pallot proposes to adopt “standardised” dimensions of collaborative distance 
without respect to the observed area: structural, social, technical and legal [8]. 
This exploration field is tentatively named “collaborative distance”, inducing a 
balanced observation of any collaboration case along these four dimensions as a 
kind of reference framework including a holistic view of factors affecting collabo-
ration. Categorised types of distance or proximity allow one to make various 
measurements that could then be combined into a single overall indicator of col-
laborative distance (Fig. 4.1). 

 

 
Fig. 4.1 Collaborative distance dimensions and respective distance types [8] 
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Various authors may come up with different types of proximity depending on 
whether they have considered collaboration among individuals or teamwork as 
distant collaboration or nearness collaboration. Presently, the phrase “collabora-
tive distance” is used to reflect the impact of distant collaboration among indi-
viduals or organisations, though organisations do not collaborate as such, only 
people have the capability to collaborate [5]. 

4.2.2 Information and Communication 

Every kind of successful development of a company is based on the intra- and in-
terorganisational acquisition of knowledge, the development of knowledge, and its 
economic realisation. Basically, knowledge can be characterised by two features. 
On the one hand, knowledge represents information provided directly by the brain 
or information that can be retrieved quickly from memory available to human be-
ings. On the other hand, knowledge is related to the context of the acquirer. People 
must be able to display their information directly by means of a model-like illus-
tration of realistic relations, conditions and procedures – referring to means of in-
termediation (i. e. language) – in such a way that the information is purposeful and 
can be applied in a practice-oriented context [9].  

People obtain knowledge by means of purpose-related handling and application 
in two fundamental acquisition modes: 

 

• Original acquisition through one’s own experience 
• Derivative acquisition of knowledge by communication 

In this respect, communication comprises all relations and tools of communica-
tion both within and outside a company, serving as the interface with human indi-
viduals or data processing devices. Communication is characterised by influences 
that organisms exert on each other with the intention of purposeful and targeted 
exchange of information referring to a common interaction space (i.e. the opera-
tional task). Various kinds of communication processes may be differentiated ac-
cording to key criteria [10] and their respective technical support: 

• Direction  
unilateral vs. bilateral (multilateral) 

• Reliability 
high vs. low 

• Synchrony (feedback) 
synchronous/asynchronous (directly/indirectly) 

• Complexity (kind and quality) 
complex vs. simple (rich vs. poor) 
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The very base of communication is information, which is defined as a purpose-
related extract for application issues, aiming at the solution of a problem. Any 
amount of information may become knowledge if it is 

1. Clustered and purposeful, 
2. Specifically directed towards an issue, 
3. Processed in such a way that it will be generally accepted, checked and trans-

ferred. 

Furthermore, non-purpose-related, latent issues are also labelled as information 
since this kind of information could, at any time, be combined or condensed into 
knowledge by means of purpose-related references. Information therefore consti-
tutes projections of the environment surrounding us and the various components 
and procedures used by humans for self-orientation within the world in order to 
recognise it and gain influence [11]. 

Information can be differentiated according to the following key criteria [10]: 

• Derivation  
(internal vs. external) 

• Formalisation  
(formal vs. informal) 

• Usability 
(special vs. general) 

• Quantifiability  
(quantifiable vs. non-quantifiable) 

Distributed production emphasises human-influenced complex networks as 
well as planning and execution of processes in networks.  

While productivity of individual work has increased considerably for years by 
ICT, very few efforts have been done in terms of interpersonal productivity. 

Individual productivity is still considered as the Holy Grail by most industrial 
companies. Such companies do not consider social interaction as a vital activity 
for a business organisation even if social interaction has been widely demonstrated 
as the main source of knowledge creation. 

Especially by using interpersonal interactions, groups of people create new 
knowledge in this way. Such knowledge will lead most probably to new emerging 
concepts if they are able to reach the proper level of consciousness [5]. 

4.3 Collaborative Virtual Environment (CVE) – Technologies 

In general, in a collaborative virtual environment (CVE), engineers using the 
Internet extensively (so-called eProfessionals) can work together regardless of 
geographical location by sharing information and exchanging views in order to 
reach a common, shared or mutual understanding. Therefore, different CVE appli-
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cations have been developed, and a selection will be sketched that seems to be 
relevant for Distributed Manufacturing.  

The most important devices are described and different CVE technologies 
characterised in Fig. 4.2.  
 

CollaborativeCollaborative
VirtualVirtual

EnvironmentEnvironment

Video / Web
Conferencing

Instant
Messaging Whiteboard

Shared
Application

Augmented /
Virtual Reality

Wearable
Computing

Internet Forum

Weblog Wiki

Electronic Mailing

 
Fig. 4.2 Recent CVE technologies 

According to the above-mentioned criteria for describing of communication 
processes, radar figures illustrate the suitability of all mentioned CVE technolo-
gies (cf. Figs. 4.3–4.12). Note that the choice of a specific CVE technology di-
rectly depends on the preferences and skills of the collaborating persons. 
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4.3.1 Video Conferencing and Web Conferencing 
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Fig. 4.3 Radar chart of video conferencing systems  

Video conference systems were brought out by telephone providers as soon as the 
available bandwidth was broad enough to transfer image sequences with a reason-
able spatial and temporal resolution. Due to the necessity of special communica-
tion hardware, the success of commercial video conference systems has been 
rather limited. However, approaches have been developed in various research pro-
jects to overcome the spatial distance of participants. Thus, visual and acoustic ef-
fects were often used to provide users with the impression of local presence of the 
other participants. 

With broader bandwidths, video conferencing has become available on PCs. 
This is even possible using affordable hardware (e.g. webcams), on widespread 
software standards (e.g. MPEG), and Internet protocols which simplify the devel-
opment of applications which eventually allow the easy integration of other com-
munication channels [12]. 
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4.3.2 Instant Messaging and Chat 
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Fig. 4.4 Radar chart of instant messaging systems  

One of the first known instant messaging systems was Unix Talk, which provides 
textual communication between two clients. The talk tool splits the screen in half, 
with one half used to write messages, the other to read the messages of the other 
client. Typed messages are immediately transferred to the remote client (unlike e-
mail). This concept may be enhanced to obtain so-called chats where more than 
two users may be involved. Moreover, chats are characterised by textual commu-
nication with rather small time lags where attachments of other media are possi-
ble. Users are represented by nick names (not necessarily real names) often com-
bined with an individual icon. Messages of individual users are added to a public 
list and may be read by all users. Additionally, most chats provide the possibility 
to manage private channels where messages are only transferred to select recipi-
ents. Well-known systems are e.g. Internet Relay Chat (IRC) and ICQ [13]. 
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4.3.3 Whiteboard 
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Fig. 4.5 Radar chart of whiteboard systems 

Whiteboard systems employed the metaphor of an actual physical whiteboard. A 
large touch screen is used to display images and recognise inputs by a pen or fin-
ger. Combining these techniques with a network transfer facility allows remote 
users to simultaneously view and edit sketches. Smart boards are another further 
development of whiteboards. A smart board processes user input strokes as ges-
tures to create data items with added context (sophisticated CAD software pro-
grams use similar techniques in their sketch input tools). 

Whiteboard systems are generally integrated in video conferencing software, 
instant messaging software, or web portals rather than offered as standalone appli-
cations [14]. 
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4.3.4 Shared Workspace and Shared Application 
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Fig. 4.6 Radar chart of shared workspaces  

Database management systems (DBMS) are often used to manage a large amount 
of data on a central server. The data can be accessed by multiple clients (PCs or 
terminals with client software) concurrently and quasi-simultaneously (the DBMS 
server ensures the consistency of the database e.g. by preventing write access col-
lisions). In a shared workspace, the managed data consist of content object files 
(i.e. documents, images, blog entries, links). The management of groups and user 
authorisations is part of the system. The clients are often web-based so as to be 
system independent and use the web infrastructure. Thus, work groups can share 
project content objects independent of spatial distances between members. A well-
known example is the basic support for cooperative work (BSCW) shared work-
space system. Shared workspaces are also often used for e-teaching. Shared work-
space systems also allow one to dramatically reduce the flooding of e-mail in-
boxes in terms of both messages and attachments. 

A shared application is a piece of software that enhances collaboration, where 
two or more people are allowed to view, modify and add information simultane-
ously. Shared applications provide a central management of data processing facili-
ties as well as of data [15].  
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4.3.5 Internet Forum 
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Fig. 4.7 Radar chart of internet forum system  

An Internet forum is an online discussion platform managing user-generated con-
tent (e.g. feelings, arguments, experiences) with more than one content level. 
There are two major types depending on the structure of these levels. 

The terms forum and board may refer to the entire community or to a specific 
subforum dealing with a distinct topic. Messages or postings within these subfo-
rums are then displayed either in chronological order or as threaded discussions 
(lean structure of threads). Postings within a classical Internet forum are subject to 
a strictly hierarchical topic structure (complex structure of topics and threads). 

The main advantage of Internet forums lies in their comprehensive data-
management concept. In principle, every posted message will be archived. Along 
with the pull triggered data exchange, an Internet forum represents an excellent 
data mining platform (cf. the e-mail communication: waiting for response). De-
pending on the level of reliability, potential users must be reckoned with   limited 
access to Internet forums. 

One of the first worldwide distributed web-based discussion systems was Use-
net. Users can read and post public messages (postings) to one or more categories, 
known as newsgroups. A so-called newsfeed informs the user about the latest 
news or new postings. For this reason users need a newsreader, a small software 
application that has become a standard add-on in the latest e-mail-software solu-
tions. 
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Internet forums highlight a central issue of web-based communication. Text-
based publications take place in that undefined space between speech and writing. 
Hence, differences in the communication situation will lead to special linguistic 
usages that only the forum’s community will understand. 

Similar to the characteristics of electronic mailing two main disadvantages 
must be considered: the problem of authenticity and data manipulation attacks, es-
pecially in open forums with open threads [16]. 

4.3.6 Weblog 
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Fig. 4.8 Radar chart of weblog systems  

A weblog is a hierarchy of text, images, media objects and data, arranged chrono-
logically, that can be viewed in an HTML browser. Weblogs are unique in that 
they are the venue in which people can present their ideas without interference 
from others. They offer the public writer a kind of relaxed form that is not found 
in other forums. In general, in a weblog no one can change what the weblog owner 
wrote [17]. 

Unlike Internet forums, a weblog is a website including only one content level. 
Thus, a weblog has a simple structure. In conjunction with an easy-to-use content-
management system, publishing is quite simple. 

Many people use this sort of no-standard publishing to talk about new ideas and 
new approaches. Two other aspects are responsible for the rapidly rising number 
of weblog users (so-called bloggers): a low-cost communication system where us-
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ers can publish “any time any place” (even via mobile phone: micro-blogging ser-
vices like twitter). Along with the risk of false reports due to missing post-editing 
functions, infringements of copyright are rife. Furthermore, there is a high poten-
tial to become a victim of profiling (in terms of being spied on) if the weblog is 
fully public [18]. 

In contrast with public weblogs, a new weblog application, known as group 
blogging, is emerging where a group of people can edit blog entries that can be 
read by either the public (anonymous users) or a restricted group of people. For 
example, BSCW allows users to create a blog content object restricted to the 
shared workspace members that could be used as a private “project blog”. 

4.3.7 Wiki 
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Fig. 4.9 Radar chart of wiki systems 

A wiki is a collection of collaboratively edited web pages designed to enable any-
one to accesses and to contribute or modify content using a simplified markup 
language. Wikis are often used to create collaborative websites and to power 
community websites [19]. 

A typical feature of wikis is the systematic linkage they create between indi-
vidual publications without any wilful multiplication of information. These dis-
tinctive features are provided by an easy-to-use CMS. Thus, a wiki is a weblog-
like system that allows anyone to edit anything and therefore represents an inter-
esting mix of many views, not only one view of a single person [17]. The prob-
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lem: How many views are mixed together and who wrote the text – a professional 
expert or a non-professional? 

However, looking at the current success of Wikipedia®9, one may think about 
the power of “collective intelligence”. Furthermore, Wikipedia® was recently 
rated higher than traditional encyclopaedias. 

4.3.8 Electronic Mailing 
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Fig. 4.10 Radar chart of e-mail systems 

Electronic mail, or e-mail, is any method of creating, transmitting or storing pri-
marily text-based human communications by digital communication systems. Ini-
tially, a variety of electronic mail system designs evolved that were often incom-
patible or not interoperable. 

The latest e-mail systems are based on a store-and-forward model in which  
e-mail computer server systems accept, forward or store messages on behalf of us-
ers, who only connect the e-mail infrastructure with their personal computer or 
other network-enabled device for the duration of message transmission or retrieval 
to or from their designated server. Rarely are e-mails transmitted directly from one 
user's device to another's. Thanks to digitally based information such applications 
fully guarantee fast data transmission and the easy handling of these data [20]. 

                                                           
9 Wikipedia® is a registered trademark of the Wikimedia Foundation, Inc., P.O. Box 78350, San 
Francisco, CA 94107-8350, USA, http://wikimediafoundation.org 
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The main problem with using e-mail is typical in an asynchronous communica-
tion modus operandi: no direct response. Furthermore, disadvantages include the 
problem of authenticity and of possible phishing attacks. However, e-mail is the 
only standardised collaborative tool so far. Users do not need to know in advance 
whether the receivers will be using the same e-mail tool. This is the main reason 
why e-mail is still so successful no matter what new exciting features other col-
laborative tools try to offer. It also explains why e-mail has become like a garbage 
collector, where every user tries to send out everything he can grab. In the end, it 
has led to the flooding of everyone’s e-mail inbox, which makes it hard to identify 
what is urgent and what can be deleted. 

4.3.9 Virtual Reality and Augmented Reality 
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Fig. 4.11 Radar chart of VR/AR systems 

Virtual reality (VR) describes a computer-generated appearance which captures 
selected senses of the user replacing real perception by artificial impressions. The 
user has the impression of residing in the VR. Three features are essential for VR: 
imagination, interaction and immersion. Imagination is necessary to close the gap 
due to the quality differences in real-world perception and the perception of the 
virtual environment, which is a simulation model and must disregard multiple 
properties of reality. Interaction makes the user an active part of the VR instead of 
an uninvolved bystander. Immersion describes the degree to which the user’s 
senses are captured by the VR. Current VR systems are focused on visual and 
acoustic perception for two reasons. They cover ca. 80 to 90% of human percep-
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tion, and hard- and software for 3D image plus sound generation are widespread 
even in the field of home computing [21, 22]. Where VR systems originally were 
used for flight simulators and military battlefield simulation today it is also used 
for scientific visualisation and home entertainment (computer games). 

Augmented reality (AR) is a further development of VR. In AR the user is not 
captured against real perception. Instead the (perception of) real world is enhanced 
by the VR. Current AR systems enhance vision with textual and graphical data us-
ing semitransparent displays. The first applications were the so-called head up 
displays for military pilots. Other potential applications for AR are the subject of 
research, e.g. in architecture (appearance of future buildings in a real landscape), 
in engineering (assistance for workers in assembly) [23] and in maintenance.  

Whereas human-machine interaction is an essential feature of VR, modifica-
tions can also be made for human-human interaction. In the scientific world this is 
called a collaborative virtual environment (CVE); in the field of home entertain-
ment, it is better known as multi user dungeon. The synchronisation of the local 
VR models depends on the availability of a powerful network infrastructure [24]. 

The first applications were in the military field, whereby the distributed interac-
tion simulation (DIS) standard was established. Another science-related develop-
ment is the high level architecture (HLA). 

4.3.10 Mobile and Wearable Computing 
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Fig. 4.12 Radar chart of wearable computing 
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Mobile computing is based on computers which can be used independently of an 
office desk. The improvements in miniaturisation and in decreased power con-
sumption madeconsumption appear in minicomputers with a performance compa-
rable to that of PCs. On the other hand, Internet connectivity is provided on smart 
mobile phones, which has led to the development of handhelds, PDAs, and even 
mobile phones, offering standard office software, e.g. word processing, spread-
sheet, calendar, e-mail and Internet browser. 

Due to its nature, interaction with mobile computers may distract users’ atten-
tion from their actual intent (e.g. contemplating the environment, operating a ma-
chine or device, driving a vehicle, etc.). Therefore, the (context-sensitive) acquisi-
tion of input data beyond classical user interfaces (display, keyboard, pointing 
device) is a hot research topic. One example of such approaches is e.g. spatial lo-
calisation using a global positioning system (GPS). 

This leads to the concept of wearable computers. Wearable computers might be 
integrated with clothing to provide added functions to the user, bypassing explicit 
interaction. Thus, context cognition is the main difficulty to be solved using artifi-
cial intelligence (AI) software processing data of newly dedicated sensor inter-
faces [25]. 

4.4 Experiences and Outlook 

Motivated by a novel classification of collaborative distances, an overview of the 
main characteristics and web-based applications within the context of distributed 
engineering communication using CVE has been given. Moreover, the advantages 
as well as disadvantages of such solutions were discussed. Last but not least, a ta-
ble of tools and technologies contributing to overcome distance factors are pre-
sented (Fig. 4.13) with 11 factors identified in the structural dimension, 8 factors 
in the social dimension, 6 factors in the technical dimension and, finally, 3 factors 
in the legal and ethical dimension. 
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Fig. 4.13 Tools and technologies contributing to overcome distance factors (abbreviations used: 
IM: instant messaging; SW: shared workspace; MWC: mobile wearable computing; SN: social 
networking; SG: serious gaming; EA: expectation awareness; EN: events notification) 

Experiences from field studies confirm that intuitive user interfaces (i.e. drag 
and drop) with social as well as personalisation features are crucial ingredients for 
successful user adoption of collaborative platforms. However, social transparency, 
social awareness and social intelligence are also related to specific working con-
texts. They all belongs to users’ expected features for a more effective and effi-
cient collaborative platform. 

The topic of social awareness, if this wording truly corresponds to something 
other than presence awareness, is an interesting phenomenon to observe in terms 
of impact on the performance of the collaborative work performed where coopera-
tive effort is a key element. 

It appears quite often in the literature that different types of context such as so-
cial settings, geographical location, time zone, tools and technologies in use and 
activity types play a crucial role in people’s social cognition, behaviour and task 
coordination. This means that everyone involved in a collaboration context tries to 
adapt his behaviour according to the current situation. It looks, more or less, like 
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the stigmergy approach [28] where ants activities are driven by pheromones. This 
is also known as swarm intelligence. 

There is no definition of social awareness corresponding to behavioural adapta-
tion to various situations as social awareness is not only about what people know 
or obtain of awareness but also about what people consequently deduce and do. 
This fits perfectly with social intelligence, which is combining social awareness 
(what we sense) and social facility (what we do) as defined by Goleman [27]. 

Social awareness is about sensing the inner state of another person in order to 
understand related feelings and thoughts as well as complicated social situations. 
It includes various elements such as primary empathy (feeling with others; sensing 
non-verbal emotional signals); attunement (listening with full receptivity; attuning 
to a person); empathetic accuracy (understating another person's thoughts 
feelings and intentions); and social cognition (knowing how the social world 
works) [27]. 

Social facility builds on social awareness to allow smooth, effective interac-
tions rather than simply sensing how one feels, or think or what one intends to do 
someone else. It includes elements such as synchrony (interacting smoothly at the 
non-verbal level), self-presentation (presenting ourselves effectively), influence 
(shaping the outcome of social interactions) and concern (caring about others 
needs and acting accordingly) [27]. 

During a recent case study, most members of the analysed teams recognised the 
great benefit of having a central storage (part of the shared space) where docu-
ments were available anytime from anywhere as long as an Internet connection 
was available. It seems that some of the study participants enjoyed working re-
motely from home and started to update documents outside normal operating 
hours [5]. 

Furthermore, most of the participants preferred to use instant messaging tools 
as synchronous communication rather than asynchronous communication. How-
ever, when necessary they preferred e-mails as an asynchronous communication 
tool rather than group blogging, especially because it was considered easier to get 
access to e-mail than to blogging. Many people claimed that uploading a docu-
ment to the shared workspace by “drag and drop” was faster and much more reli-
able than sending an attached document by e-mail. Few participants expressed an 
interest in group blogging for the purpose of obtaining a project history and chro-
nology of events but again re-emphasised that external participants would likely 
have encouraged more teams to take part in a project blog. Finally, a large major-
ity recognised the complementarity of shared workspace and group blogging tech-
nologies [5]. 

In terms of collaborative distances, almost all participants said that the analysed 
technologies were useful to overcome distance factors, especially spatial distance, 
but also cognitive distance, emotional distance and, partly, cultural distance. It 
might seem strange, but emotional and social distances were also mentioned ways   
to remotely start a relationship with someone who is too shy or too emotional for 
live interaction. One participant said that it helped him or her to resolve a conflict, 
without indicating clearly what kind of conflict it was as if one member of the 
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group was trying to impose his own views rather than showing more team spirit of 
consensus sensitivity. Concerning the distance factors created by those two tech-
nologies, the social distance became crucial as well as the technology distance [5]. 

Another interesting aspect is that most of the participants thought that collabo-
rative platforms were useful if and only if project team members were in a distrib-
uted situation. However, the analysed users were progressively becoming more 
aware of other types of collaborative distance besides the well-known geographi-
cal one and that collaborative platforms could also be useful in a collocated situa-
tion. Thus, the ICT support of communication processes should be able to extend 
the aura of a place as well as that of an object for a person.10  

Summarising, it must be stated that all technical solutions and possible com-
munication modes are already possible; however, a number of problems remain 
unsolved. The main concerns revolve around the current lack of interoperable col-
laboration services, security issues, trusted relationships, social intelligence, more 
widespread skills and qualifications.  
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Abstract   Distributed automation is unthinkable without adequate communica-
tion. This fact was discovered quite early, and from the first ideas of computer in-
tegrated manufacturing onwards, the need for networks in automation has been 
addressed. This chapter reviews the history of fieldbus systems and the problems 
of standardization and sheds light on the complex variety of existing approaches. 
Furthermore, it will discuss the recent adoption of Internet technologies and 
Ethernet as automation network and the ongoing work to overcome its real-time 
limitations. Finally, we address evolution prospects and current research issues 
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5.1 Introduction  

Distributed systems are currently a fashionable term, and yet there is no clear 
definition of what constitutes a distributed system. What can be found, though, are 
characteristic properties. A distributed system comprises several components that 
are more or less autonomous in executing their tasks. It does not matter if on a 
higher level these individual operations are coordinated by a central entity or if the 
coordination is more decentralized. The essence, however, is the fact that there is 
some coordination and synchronization, and this necessitates the exchange of in-
formation between the distributed system components. 

The means for the information flow need not necessarily be communication 
networks as we know them today. If we look at automation systems of a hundred 
years ago, when electronic components were not an issue, the different involved 
devices communicated indirectly with each other – via the workpieces. Assembly 
lines are still a good example of such early distributed systems. The various ma-
chines along the line were activated as soon as the workpiece arrived. 

State of the art today is a global communication network inside the automation 
system, such that all components of the system share the same status of informa-
tion. In the example given before, all machines could know immediately when a 
workpiece arrived at one particular station – be it relevant or not. The networks 
devised for the special problems in automation are the fieldbus systems (derived 
from the process field they are located in). Not only do they connect machines in 
production lines (which is already a rather high-level communication), they are al-
so used inside the machines, where the requirements are again different. Accord-
ing to the various application areas with their peculiarities, a large number of 
fieldbus systems exists today [1]; many people and international organizations 
spent lots of effort to look for the best technical solutions.  

It is interesting to note that on an application level, the current concept of glob-
al synchronization inside an automation system is again being questioned. Ad-
vanced ideas like holonic or agent-based automation systems [2] return somehow 
to the original way of synchronizing activities: indirectly via the workpiece, albeit 
this time with heavy use of information and computer technology. This is seen as 
a possible way to cope with the growing complexity of automation systems [3]. 

On the communication level, fieldbus systems and, with increasing importance, 
also Ethernet- and IP-based communication systems are still using centralized 
concepts. It is therefore the aim of this article to review the basic ideas and proper-
ties of dedicated automation networks. Sections 5.2 and 5.3 sketch the historical 
evolution of fieldbus systems and provide an overview of the large variety of dif-
ferent solutions. Section 5.4 discusses the new approaches derived from Internet 
technologies. Section 5.5 is devoted to the emerging topic of security, which be-
comes an essential issue in networked automation systems. Finally, Sec. 5.6 tries 
to give an outlook on the future of automation systems. It can be anticipated that 
with the sharply increasing number of nodes in a network (if we think of building 
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automation or sensor networks), new concepts of dealing with the information 
flood have to be sought.  

5.2 History 

From a high-level perspective, communication in automation is just a means to an 
end that should simply work reliably and offer services supporting the needs of 
automation applications. This is what the user is interested in; all other details are 
of no importance. In particular, the peculiarities of the communication system are 
uninteresting for everyone but the developer and the system integrator concerned 
with the commissioning of a plant. Understanding this rather plain fact is the key 
to understanding how the situation in the automation network domain could be-
come as confusing as it is today.  

Automation networks, namely fieldbus systems, were often advertised as 
unique revolutionary achievements in the past. Actually, they were the almost log-
ical product of a long evolution that incorporated largely three independent roots 
[4]. 

The first and oldest influence factor, though only concerned with point-to-point 
connections and therefore not too relevant for distributed systems, were telecom-
munication systems. The Telex system of the 1930s can be seen as the first system 
to transmit standardized control characters over wire worldwide in an automated 
way. In the 1960s it was already common for companies to rent lines from tele-
phone companies to transmit data, and the Comité Consultatif International Té-
légraphique et Téléphonique (CCITT) defined the first protocols for using “nor-
mal” telephone lines. These protocols and definitions regarding signal behavior 
had some influence on today’s automation protocols. 

The second predecessor of automation networks were bus systems for instru-
mentation. They already comprised all the features that are necessary for distrib-
uted systems: multipoint connectivity structures, synchronization possibilities, and 
broadcast and unicast communication. Even though these systems (like the IEEE 
488 or “Computer Automated Measurement And Control” (CAMAC)) were paral-
lel bus systems with mostly dedicated control lines, only a small step remained to 
the development of modern fieldbus systems: the use of one single bus wire for 
the entire data and control transfer.  

In a way, related to the instrumentation busses are board-level busses like the 
still widely used I²C. These busses appeared later than the instrumentation busses 
and went hand in hand with the progress in integrated circuits. As their objective 
was to interconnect Integrated Circuits (ICs), where pin count on the packages 
was a major issue, they had to have a very limited number of lines, where no dedi-
cated control signals could be transmitted (maybe just a system clock as in the 
case of I²C). So these busses, although restricted to very short distances and with 
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simple data transmission functionality (it is not really justified to speak of a proto-
col), anticipated the serial structure of fieldbus systems. 

A decisive influence was the development of computer networks. The defini-
tion of the International Organization for Standardization/Open Systems Intercon-
nection (ISO/OSI) model paved the way for the realization of complex systems. 
Powerful protocols, especially in the telecommunications area, came up and still 
exist, for example, X.25 or SS7. On the other hand, the layered approach to proto-
col design stimulated the Manufacturing Application Protocol (MAP) and later 
Manufacturing Message Specification (MMS) initiative [5, 6]. The comprehensive 
MAP project tried to define and implement an overall communication model for 
industrial applications following and extending the CIM idea. The still very com-
mon “automation pyramid” concept [7] dates back to these days. During the work 
on MAP it was discovered that for the lowest level in the hierarchy, the field level, 
no adequate networks existed. This recognition was at least one starting point for 
the development of fieldbus systems. 

Against this backdrop of available and emerging technologies, it is not aston-
ishing that the mid 1980s saw numerous activities in field-level networking. One 
enabling technology supporting this boom was microelectronics. Only with the 
drawing era of highly integrated circuits could microcontrollers be realized that-
provided sufficient computing power for handling the increasingly complex com-
munication protocols. Another advantage of circuit integration was a significantly 
improved electromagnetic compatibility. The last piece in the puzzle was the de-
velopment of electrical interfaces like the RS 485, which uses fully differential 
data transmission and thus allows high noise immunity even in harsh industrial 
environments. 

At any rate, the time for fieldbus systems had come, and many companies and 
consortia developed solutions. The starting point was the same for all these activi-
ties: automation systems had grown complex, but the field level was still domi-
nated by conventional, mostly analog, point-to-point cabling structures that were 
not only costly in installation and maintenance, but also limited in functionality. 
Digital bus systems promised cheaper and more flexible wiring, as well as a boost 
in overall system functionality because the digital connection could transfer more 
information than just the values of sensors and actuators. Improved configuration, 
commissioning, and operation were among the obvious benefits. 

While the starting points for the development were clear and basically identical 
for all developments, the application areas and their specific problems were di-
verse. Consequently, the solutions tailored to the particular fields were diverse as 
well. In addition, the level of innovation attempted by the developers varied. Some 
fieldbus systems were originally intended mainly as a replacement for the parallel 
field-level cabling (like Interbus), while others were – even less ambitious from 
the networking point of view – only conceived as improved interfaces (like CAN). 
Some approaches followed the top-down strategy proposed by MAP/MMS (such 
as PROFIBUS), whereas others had a rather bottom-up development of an entirely 
new, real-time capable distributed operating system in mind (like FIP [8]). 
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It must be noted that the early days of fieldbus systems were vendor-driven. As 
the end users’ intention was to obtain turnkey solutions for their automation sys-
tems, they did not actually care about low-level details. For the system integrators, 
on the other hand, the overwhelming plethora of fieldbus systems emerging all 
around was discouraging. The plain old interconnection standards, above all the 
current loop interface, were vendor-independent and universal. The new fieldbus 
systems were mostly vendor-specific and closed solutions, which did not improve 
their acceptance on the market. Noticing this, many vendors made the specifica-
tions public and worked together with others in user groups to foster so-called 
open systems. 

The next important step to strengthen the position of fieldbus systems (as well 
as users’ confidence) was standardization. Actually, an international project to de-
fine fieldbus standards had been launched by the International Electrotechnical 
Commission (IEC) in 1984 for industrial and process automation soon after the 
need for field-level networking had become obvious [1, 9]. The work started with 
a thorough investigation of possible solutions. As a result of this evaluation, two 
European approaches (FIP and PROFIBUS) were retained for further considera-
tion. During the following years, several attempts to select either of the two or to 
finally combine the benefits of both failed. The reason for the increasing obstruc-
tion of the standardization work was that by the time fieldbus systems started to 
become market relevant, the vendors tried to achieve strategic advantages through 
standardization. This was mainly due to the fact that standards are strictly en-
forced in some countries (especially in Europe). So, having one’s own (and the 
competitor’s not) system standardized would improve market position. Conse-
quently, the actions of companies present in the standardization committees were 
marketing- and less technology-oriented. 

The situation of the standardization process became tangled [10]. Parallel ac-
tivities were started in Europe by the Comité Européen de Normalisation Electro-
technique (CENELEC) to overcome the IEC’s inability to reach a conclusion. Af-
ter US companies attained more influence on the IEC committee SC65, European 
pressure groups tried to inhibit an international fieldbus standard, contradicting the 
European solution that had been found in the meantime. Finally, after endless de-
bates and intrigues, the IEC compelled a standard consisting of the solutions that 
had supporters inside the standardization committee. So it came about that the 
standards IEC 61158 and IEC 61784 define the fieldbus systems Foundation 
Fieldbus, ControlNet™1, EtherNet/IP™2, PROFIBUS DP and PA, PROFINET, P-
NET, WorldFIP, Interbus, and SwiftNet. The one and only field-level communica-
tion system – the original intention of the standardization – remained wishful 
thinking [11]. 

                                                           
1 ControlNet™ is a registered trademark of ControlNet International Ltd., PMB 315, 20423 State 
Road 7 #F6, Boca Raton, Florida 33498-6797, USA 
2 EtherNet/IP™ is a trademark of ControlNet International under license by ODVA, Inc., Ann 
Arbor, Michigan, USA, http://www.odva.com 
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5.3 Varieties of Bus Systems 

The fieldbus solutions derived from the different application areas are as different 
as the application areas themselves. Nevertheless, and despite their differences, 
they all share a common foundation in that they are communication networks for 
distributed systems. This has had a significant influence on the design of the 
communication concepts and protocols. Another typical property of fieldbus pro-
tocols is the desire for efficiency. Historically, developers had to cope with limited 
resources on the fieldbus nodes, as well as with transmission capacity limitations 
on the bus itself. Therefore, the protocols were usually designed for utmost effi-
ciency, with respect to both complexity and frame size. Only recently – with the 
growing use of Ethernet and Internet technologies for automation purposes – the 
efficiency goal was questioned with respect to the large amount of resources high-
speed Ethernet and modern processors offered. There is no point in discussing the 
peculiarities of individual fieldbus systems. Therefore, what are described in the 
sequel are the general concepts and differences with computer networks that can 
be found in most fieldbusses.  

5.3.1 Communication Concepts 

One difference with LANs concerns the protocol stack. Like all modern commu-
nication systems, fieldbus protocols are modelled according to the ISO/OSI 
model. However, in industrial and process automation normally only layers 1, 2, 
and 7 are actually used [1]. This is in fact a tribute to the lessons learned from the 
problems with MAP, where it was found that a full seven-layer stack required far 
too many resources and does not permit an efficient implementation. For this rea-
son, the MiniMAP approach, and based on it the IEC fieldbus standard, explicitly 
prescribes a three-layer structure consisting of physical, data link, and application 
layers.  
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Fig. 5.1 Communication protocol stacks according to the ISO/OSI model and typical stack struc-
ture in fieldbus systems 
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In most cases, this reduced protocol stack reflects the actual situation found in 
many automation applications anyway. Fieldbusses typically are single-segment 
networks, and extensions are realized via repeaters or, at most, bridges. Therefore, 
network and transport layers – which contain routing functionality and end-to-end 
control – are simply not necessary if systems in areas like home and building au-
tomation are not taken into consideration. The functions of layers 3 to 6, if needed, 
are often included in layer 2 or 7. This was the explicit design guideline for the 
IEC 61158 fieldbus standard (Fig. 5.1) [12]. Fieldbus systems in the home and 
building automation domains (LonWorks, EIB/KNX, and BacNet) have other 
constraints and should not be an issue here. Owing to the possibly high number of 
nodes, these fieldbus systems must offer the capability of hierarchically structured 
network topologies, and a reduction to three layers is not possible. 

For typical process control applications, determinism of data transfer is a key 
issue, and cycle time is a critical parameter. This fact has been the optimization 
criterion for many different fieldbus protocols and the reason that they are differ-
ent from conventional LANs. Particularly the physical layer has to meet substan-
tially more demanding requirements like robustness, immunity to electromagnetic 
disturbances, intrinsic safety for hazardous areas, or costs. The significance of the 
physical layer is underpinned by the fact that this area was the first to reach (nota-
bly undisputed) consensus in standardization [10]. 

On the data link layer, all medium-access strategies also known from LANs are 
used, plus many different subtypes and refinements [13]. Simple master-slave pol-
ling (ASi, PROFIBUS-DP) is used as well as token-based mechanisms in either 
explicit (PROFIBUS, WorldFIP) or implicit (P-NET) form. Carrier sense multiple 
access is mostly used in a variant that tries to avoid collisions either by dynamic 
adaptation of retry waiting times (LonWorks) or the use of asymmetric signaling 
strategies (CAN, EIB). Especially for real-time applications, TDMA-based strate-
gies are employed (TTP, essentially also Interbus). In many cases, the lower two 
layers are implemented with ASICs for performance and cost reasons. As a side 
benefit, the preference of dedicated controllers over software implementations also 
improves the interoperability of devices from different manufacturers, since only a 
few hardware-based solutions exist. 

An essential part of fieldbus protocol stacks are comprehensive application lay-
ers. They are indispensable for open systems and form the basis for interoperabil-
ity. Powerful application layers offering abstract functionalities to the actual ap-
plications, however, require a substantial software implementation effort, which 
can negatively impact the protocol processing time and also the costs for a field-
bus interface. This is why in many cases (like Interbus or CAN) an application 
layer was originally omitted. While the application areas were often regarded as 
limited in the beginning, market pressure and the desire for flexibility finally 
forced the addition of higher-layer protocols, and the growing performance of con-
troller hardware facilitated their implementation. 
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5.3.2 Communication Paradigms 

The characteristic properties of the various data types inside a fieldbus system dif-
fer strongly according to the processes that must be automated. Application areas 
like manufacturing, process, and building automation pose different timing and 
consistency requirements that are not even consistent within the individual appli-
cation areas [14]. Typical examples for different timing parameters are continuous 
measurement data, which are sampled and transmitted in discrete-time fashion and 
form the basis for continuous process control and monitoring (like temperature, 
pressure, etc.). Other data are typically event-based, i.e., they need transmission 
only in case of status changes (like switches, limit violations, etc.). As far as con-
sistency is concerned, there are on the one hand process data that are continuously 
updated and on the other hand parameterization data that are transferred only upon 
demand. In case of error, the former can easily be reconstructed from historical 
data via interpolation or simply be updated by new measurements. The system-
wide consistency of configuration data, on the other hand, is an important re-
quirement that cannot be met by mechanisms suitable for process data. 

These fundamental differences led to the evolution of several communication 
paradigms that are used either individually or in combination. The applicability in 
different fieldbus systems is quite different because they require various commu-
nication services and media access strategies. The three basic paradigms are the 
client-server, the producer-consumer, and the publisher-subscriber model [13]. 
The first employs a point-to-point communication strategy, whereas the latter two 
follow a point-to-multipoint approach. 

Processes with mostly event-based communication can get along very well 
with producer-consumer-type communication systems, especially if the require-
ments concerning dynamics are not too stringent. The obvious advantage is that all 
connected devices have direct access to the entire set of information since the 
broadcasting is based on identification of messages rather than nodes. Reaction 
times on events can be very short due to the absence of slow polling or token cy-
cles. Generally, producer-consumer-type systems (or subsystems) are necessarily 
multimaster systems because every information source (producer) must be able to 
access the bus. The selection of relevant communication relationships is based 
solely on message filtering at the consumer’s side. Such filter tables are typically 
defined during the planning phase of an installation. 

The publisher-subscriber paradigm is often used synonymously for the pro-
ducer-consumer model. The only subtle difference mentioned sometimes is that 
multicast communication services are being employed. The subscribers are typi-
cally groups of nodes that listen to information sources (publishers). Relating pub-
lishers and subscribers can be done online. As both paradigms are message-based, 
and therefore connectionless on the application layer, they are not suited for the 
transmission of sensitive, nonrepetitive data such as parameter and configuration 
values or commands. Connectionless mechanisms can inform the respective nodes 
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about communication errors on layer 2, but not about errors on the application 
layer. 

The client-server paradigm avoids this problem by using connection-oriented 
information transfer between two nodes with all necessary control and recovery 
mechanisms. The communication transfer itself is based on confirmed services 
with appropriate service primitives (request, indication, response, confirm) as de-
fined in the OSI model. Basically, a client-server-type communication can be im-
plemented in both mono- and multimaster systems. In the latter cases (Carrier 
Sense Multiple Access (CSMA) and token-based systems) every master can take 
on the role of a client, whereas in monomaster systems (polling-based) this posi-
tion is reserved for the bus master. Consequently, the client-server paradigm is 
used mainly for monomaster systems as well as generally for discrete-time (cy-
clic) information transfer and for reliable data transfer on the application level 
(e.g., for parameterization data). 

It is a characteristic feature of fieldbus systems that they do not adhere to single 
communication paradigms but support a mix of strategies on different levels of 
sophistication. Examples of typical client-server systems are Interbus, PROFIBUS 
DP, P-NET, or ASI. Broadcast services are here only used for special cases like 
synchronization purposes. Likewise, there are special ways of receiving messages 
(e.g., direct slave-to-slave communication) that require temporary delegation of 
certain bus master aspects. The other two paradigms are widely used in systems 
like CAN, CANopen, DeviceNet, ControlNet, EIB, or LonWorks. Yet these sys-
tems also employ the client-server paradigm for special functions such as node 
configuration, file transfer, or the like. 

5.4 The Internet Revolution 

The evolution of the Internet has had a tremendous influence on automation sys-
tems in general and on their underlying communication systems in particular. Spe-
cifically, there are two major aspects of “the Internet” that gained importance dur-
ing the last decade: Web technologies in a broad sense on a higher level and 
Ethernet as communication system on a lower level. 

5.4.1 The Internet in Automation 

Although the Internet consists of much more than the World-Wide Web, the sheer 
ubiquity of the WWW and the availability of software tools on any arbitrary plat-
form has enforced public perception. Hence it is no wonder that these quasi-
standards became attractive for the automation area. First and foremost, Web-
based approaches (as well as other Internet-specific protocols) are being used as a 
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means to remotely access automation systems, mostly for monitoring and configu-
ration purposes. Obviously, the biggest advantage is the simple integration into the 
higher levels of a company hierarchy dominated by office applications. This has 
finally revived the old CIM idea of vertical integration [3]. Generally speaking, In-
ternet technology seems to make possible these days what was bound to fail even 
20 years ago. Examples of this trend are the adoption of Web standards for busi-
ness and enterprise integration [15], but also the use of distributed software para-
digms – which originated in the Internet – for resource and production planning 
[2]. This last example is particularly appealing because it bridges the traditional 
gap between the high-level, information-technology-oriented enterprise environ-
ment and the low-level, communication-technology-oriented factory floor. 

More related to actual communication systems, Internet technology is today the 
basis for device description languages like Electronic Device Description Lan-
guage (EDDL) that simplify and unify device and system configuration [16]. At 
the same time, more and more field devices are being equipped with embedded 
Web servers to permit easy remote access via http [17]. As a supporting measure, 
many fieldbus systems have already included in most recent versions the ability to 
tunnel IP traffic over the fieldbus protocol – or are gradually being replaced by 
new solutions based on modern communication technologies. 

5.4.2 Industrial Ethernet 

It is only a small step from the relatively cumbersome incorporation of IP traffic in 
fieldbus protocols to the use of fully IP-based communication systems – and 
Ethernet as an underlying transport medium. Actually, much of the Industrial 
Ethernet hype has to be seen under the aspect of using Internet technologies. Tra-
ditional fieldbus systems had already been developed in a variety before the 
WWW (the Internet itself was already ten years old by that time) was even in-
vented. The tremendous impact of Ethernet and the IP suite as defacto standards in 
the office world came too late for the first evolutionary wave of automation sys-
tems. Nowadays, the market seems ready for a second round. The significant price 
drop in office Ethernet equipment supports marketing campaigns advertising In-
dustrial Ethernet as an affordable solution (even though the comparison with stan-
dard office equipment is unjustified both in a technical and a financial sense). 

The impression of Industrial Ethernet as a homogeneous standard (as in the of-
fice world) is deceptive and does not reflect reality in automation. There are in 
fact many approaches to Ethernet and Internet technologies, and more than 15 dif-
ferent systems are available. 

One particular problem concerns the native lack of real-time capabilities in 
Ethernet [18]. For automation purposes, especially for distributed systems, some 
sort of coordination between nodes and processes is essential, which requires real-
time capabilities. Many traditional fieldbus system have dedicated and highly so-
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phisticated mechanisms for this purpose. Plain Ethernet does not. This creates the 
need for special measures and is one of the reasons for the variety of Industrial 
Ethernet and “Industrial Internet” approaches. Roughly there are four main cate-
gories [19]: 

1. Tunneling of TCP/IP over an existing fieldbus protocol, e.g., to access embed-
ded Web servers in field devices; 

2. Tunneling of a fieldbus protocol over UDP/TCP/IP; 
3. Definition of new (possibly real-time enabled) protocol outside the classical IP 

suite; 
4. Real-time Ethernet by changing the medium access, including low-level hard-

ware modifications. 

Category 1 is a rather simple one. Solutions were already contained in the orig-
inal IEC Standard 61158. Interbus defines the tunneling of TCP/IP over its acyclic 
communication channel. Also for WorldFIP, an extension for transmitting IP 
frames inside the fieldbus packets is available. 

Category 2 is more involved. Here, a conventional fieldbus protocol is “tun-
neled” over TCP/IP. To be specific, it is not real tunneling, where data packets of 
a lower fieldbus OSI layer are wrapped in a higher-layer protocol of the transport 
medium. Instead, the same application-layer protocol that was already defined for 
the fieldbus is also used over the TCP/IP or UDP/IP protocol stack, depending on 
the type of data. Typically, process-related data are transmitted via UDP because it 
is faster. Configuration-related data, on the other hand, are transferred via TCP, 
because it is more reliable. Foundation Fieldbus High-speed Ethernet and 
Ethernet/IP (note that here IP intelligently stands for “Industrial Protocol” to make 
confusion perfect) are two such solutions from the IEC 61158. Modbus/TCP is a 
third example now under consideration for the new IEC 61784-2. In some sense, 
also the first version of PROFINET (CBA, component-based automation) can be 
seen in this class, although the high-level protocol is not a well-known fieldbus 
application protocol but a newly defined one originally based on DCOM as a dis-
tributed middleware platform. 

Category 3 is the first step toward actual real-time solutions for Ethernet-based 
automation networks. The typical approach is to entirely bypass the TCP/UDP/IP 
stack (which can nevertheless be used for non-real-time purposes) or to use modi-
fied implementations of the IP suite. The second version of PROFINET (RT, real 
time) is a typical example of bypassing IP to achieve better performance. 
VNET/IP as a second approach of this kind uses an optimized IP stack. 

Category 4 comprises all systems developed for special real-time requirements 
up to particularly demanding motion control applications. All these approaches 
modify Ethernet itself in one form or another. Ethernet Powerlink places a TDMA 
scheme on top of conventional Ethernet hardware, thus eliminating the inherently 
unpredictable CSMA/CD access mechanism. Furthermore, it uses a shared (not 
switched) medium to avoid stochastic delays in network switches. TCnet also uses 
a shared medium and a modified Media-Access-Control (MAC) layer, like EPA, 
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which employs a time-slicing mechanism. PROFINET version 3 (IRT, isochro-
nous real time) uses switched Ethernet but requires a dedicated switch ASIC with 
short and reproducible cut-through times together with hardware time stamping. 
EtherCAT [27] uses Ethernet frames and a special ring topology and data ex-
change mechanism resembling Interbus. In addition, it needs a nonstandard con-
troller. This is also true for SERCOS III, where Ethernet frames are used in a ring 
network based on special hardware. 

5.4.3 Synchronization in Distributed Systems 

Essential components of distributed systems are synchronization mechanisms. 
Applications spread over the network need to be coordinated, with varying re-
quirements concerning the temporal tightness. At one extreme are tightly coupled 
systems, where actions on different network nodes must be precisely timed rela-
tive to one another. Most low-level control activities in larger plants fall into this 
category. Tightly coupled control systems need to rely on synchronization mecha-
nisms that are part of the communication network, mostly connected to its lower 
protocol layers. In traditional fieldbus systems, such mechanisms have been in-
cluded more or less explicitly depending on the primary application field. For 
safety-relevant applications (e.g., automotive), time-triggered systems have been 
developed with very strict TDMA schemes ensuring hard real-time behavior. In 
factory and process automation, the very common master-slave approaches (such 
as the sync/freeze method in PROFIBUS) in principle also allow for a synchroni-
zation of the nodes. 

Things are different with Industrial Ethernet and IP-based networks. Here, the 
communication system by itself does not provide adequate mechanisms (unless 
TDMA schemes are used instead of the conventional access mechanism). Even in 
switched Ethernet, where collisions cannot occur, the stochastic queuing in the 
switches imposes bounds on the achievable synchronization accuracy. Therefore, 
other approaches have been devised that aim at the synchronization of local clocks 
present in every node in the system. The underlying idea is that if all nodes share a 
common notion of time, the application processes can be coordinated by some 
overall scheduling, and imperfections of the communication system have less im-
pact. Synchronization protocols include NTP (the network time protocol well 
known as the basis for synchronization in IP-based networks) and the IEEE 1588 
standard. The latter originated in the instrumentation community and specifies the 
master-slave-type Precision Time Protocol (PTP) for delay measurement and 
clock synchronization. Issued only in 2002, it has been adopted by most of the 
real-time Ethernet approaches currently under standardization. The general prob-
lem is that the variability of the network delays between the nodes sets an upper 
limit to the achievable synchronization accuracy. If very high accuracy is needed, 
hardware modifications in the network interfaces can be used to either reduce the 
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delay variations in frame processing or at least to explicitly measure the storage 
times of frames on, e.g., switches [20]. 

At the other extreme of distributed processes are loosely coupled systems. 
Here, application processes run independently of each other and need interaction 
only once in a while. This type of distributed system is typical for the higher lay-
ers of the automation hierarchy where real-time requirements do not exist or are 
not stringent. Coordination is mostly achieved by application-layer protocols using 
request-response mechanisms where latencies do not matter and timeouts are long. 
TCP/IP-based networks facilitate this type of communication, and actually most 
application-layer client-server protocols known from the Internet (like HTTP, 
SMTP, SNMP, etc.) can be used to implement autonomous, loosely coupled sys-
tems. Software agents, in particular multiagent systems such as those used in 
PABADIS based Product Oriented Manufacturing Systems for Re-Configurable 
Enterprises (PABADIS’PROMISE) are other good examples. Their communica-
tion is based on the Foundation for Intelligent Physical Agents (FIPA) agent com-
munication language, which defines a set of parameters for messages, the way 
data are put into containers and encoded, and ultimately uses HTTP to exchange 
data between the agents. The agents in PABADIS’PROMISE are fully autono-
mous, and only by means of this type of communication do they form a distributed 
automation system. 

5.5 Security 

For a long time automation systems used to be closed environments, and based on 
this philosophy fieldbus systems were standalone networks as well. Security fea-
tures were therefore never a primary goal of fieldbus system development, even 
though the fieldbus was (at least in the IEC standardization work) recognized as 
part of a comprehensive networked company environment [9]. In recent years, 
however, particularly since the success of the Internet and the trend of using 
Ethernet and Internet technologies in automation, a connection of automation sys-
tem and networks to an “outside world” has become feasible and (for flexibility 
and cost reasons) also reasonable. Security becomes an obvious necessity in such 
a situation, and solutions tailored to the specific boundary conditions in automa-
tion have to be sought.  

Surprisingly, when it comes to discussing security in automation, an argument 
frequently heard is that methods known from the Internet world and firewalls in 
particular would be sufficient to protect an automation system. While this is in 
principle a good approach (following Kerkhoff’s principle, a fundamental tenet 
especially in cryptography, that only proven methods should be employed), it ne-
glects the peculiarities of the automation world. Taking them into account, it ap-
pears that firewalls are at most only one piece in the puzzle, but by no means a 
cure-all [21].  
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In the world of commerce, where security plays an important role, various se-
curity threats may be considered: 

1. Tampering information 
2. Stealing information 
3. Destroying information 
4. Destroying resources 
5. Stealing resources 

Not all of these aspects are as well important in the world of automation. Steal-
ing information (e.g., by eavesdropping on a communication) is rather uninterest-
ing. To steal resources makes no sense either, but to tamper with or to destroy in-
formation and to destroy resources are attacks that can lead to critical situations. 
Based on such a rough risk analysis, a first conclusion can be drawn: information 
confidentiality (which is usually enforced with encryption) is much less important 
than information integrity (including authentication of sender and receiver). 

The second step after a risk analysis has to be the definition of a security policy 
for the actual system and the applications. This policy sets the constraints for the 
system components and gives guidelines for the selection of proper security meas-
ures to be used for system implementation. One such measure employed for the 
interconnection of an automation network and the Internet (or any IP-based net-
work) can be a masquerading firewall, possibly with proxy functionality to sepa-
rate the two networks logically and physically. Another constraint may be the 
physical protection of this gateway computer itself to prohibit manipulation.  

When attacks do not originate only from outside the system but also from the 
inside, it is not sufficient to protect the (central) access points, e.g., by a firewall 
concept, but the network itself and all its components should to be secured as well. 
On the IP level, security mechanisms are readily available for this purpose. On the 
fieldbus level, things are much more difficult. As stated before, fieldbus systems 
are security-unaware, in particular those devised for industrial and process auto-
mation [22]. Those used in building automation have integrated security features, 
albeit with a rather low quality [23]. Although it is usually not recognized as such, 
perhaps the biggest potentials in the Industrial Ethernet movement would have 
been the integrated security features on a low level from scratch [19] – something 
that cannot be done for legacy fieldbus systems. Unfortunately, this opportunity 
was not seized upon in practice [24]. 

If there are no native built-in security mechanisms in the communication sys-
tem, security can be introduced only indirectly and on an application level. In such 
cases, the hardware is also usually not prepared for security extensions. One pos-
sibility for coping with both problems is the introduction of dedicated security to-
kens like smart cards, which are widely used in, e.g., cellular phones. Such de-
vices can be used in principle to implement application-level end-to-end security 
and also help if attackers have physical access to the security-critical device. Es-
pecially in building automation or systems for energy distribution with many ac-
cessible components this is a serious problem compared to e-commerce, where all 
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activities are carried out over the network and it is comparatively easy to physi-
cally protect the relevant servers. 

 
Fig. 5.2 Integration of a security device in a fieldbus node - a) Threat of side channel attack via 
network management - b) Separated secure sensor module 

It must, however, not be overlooked that the integration of security devices is 
not at all straightforward. Rigorous security entails the restriction of communica-
tion relations, which is usually a problem for all broadcast- or multicast-oriented 
functions. The performance of fieldbus node processors and the secure serial 
communication links to smart cards is limited, so that the encryption or authenti-
cation may be too timeconsuming for real-time process data. Finally, the physical 
integration in the node hardware is problematic as well. Fieldbus systems have a 
highly sophisticated network management that often needs access to at least parts 
of the controller’s internal memory, bearing the danger that the security device can 
be circumvented (Fig. 5.2a). Yet the straightforward solution to place the smart 
card together with some glue logic between the fieldbus controller and the sensor 
device would prevent fieldbus management from accessing the memory. How-
ever, since both components are integrated behind the fieldbus controller (seen 
from the fieldbus), a preprocessing of the sensor data in the controller is no longer 
possible and makes the whole device relatively inflexible (Fig. 5.2b). 

In some cases an integration of security tokens is not feasible for technical or 
cost reasons. To still provide security mechanisms requires taking into account the 
resource limitations on the individual platforms and devising appropriate security 
architectures. This has been done in the PABADIS’PROMISE concept for Manu-
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facturing Execution Systems, where the adhoc nature of the multiagent system 
poses an additional challenge. From the communication viewpoint, two different 
types of nodes and communication channels exist. The first relates to wired con-
nections between stationary agents that are hosted on typically powerful platforms 
such as high-end servers or (industrial) PCs used for central services. These de-
vices offer enough computational resources to execute state-of-the-art asymmetric 
security algorithms and sufficient communication bandwidth. On the other hand, 
the platforms for the mobile order agents have relatively small computing power 
and even less communication bandwidth because they mainly use Radio Fre-
quency Identification (RFID) mechanisms. Therefore, simpler and computation-
ally more efficient symmetric algorithms are used between these devices. 

 
 

 
Resource 

Product Data 
Repository 

Local domain 

Order 
Agent 

Order 
Agent 

Order 
Agent 

Resource 
Agent 

Resource 
Agent 

Resource 
Agent 

Ability 
Broker 

Trusted Third 
Party 

Order Agent 
Supervisor 

Resource Agent 
Supervisor 

Enterprise Resource 
Planning 

 
Resource 

 
Resource 

functional domain 

Zone 1: External 

Zone 2: “De-militarized zone” 

Zone 3: Internal 

Enterprise Level 

Control Level 

Field Level 

 
Fig. 5.3 Structured security architecture in PABADIS’PROMISE with rigid zones and flexible 
domains. The boundaries between the zones are protected by firewalls 

Beyond the mere communication security aspect, large-scale and hierarchical 
systems also need a structured approach within the security architecture to group 
entities working on similar levels and to make data exchange more efficient within 
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these groups (Fig. 5.3). For example, in PABADIS’PROMISE, the communica-
tion entities are grouped into zones that are related to the hierarchy levels of the 
automation pyramid [25]. The boundaries between the zones are particularly pro-
tected in order to relax security requirements inside. This is especially true for the 
RFID-based agent group, which uses only weak security mechanisms. Additional 
grouping to facilitate communication relations even further is done by means of a 
domain concept bundling resources with similar functionality or location. These 
domains can be changed dynamically (as opposed to the zones) and map the high 
flexibility of the system architecture to a correspondingly flexible security con-
cept. 

5.6 Future Automation Systems 

It was already indicated in the introduction that the models conceived for fieldbus 
development are not sufficient to realize large-scale networks with thousands of 
devices in an efficient and low-cost way. Building automation systems with more 
than 10.000 nodes give a first flavor of future scenarios. Sensor networks will be-
come even larger. Such networks need to be engineered and managed. More than 
that, also the actual process data transmitted inside such networks need to be struc-
tured and processed in a manageable way. The old hierarchical models that stood 
at the beginning of the fieldbus era were appropriate for small networks, and even 
the process pyramid model that will be standardized in CEN (TC 247 WG4) for 
building automation will not really be helpful. The abstract ISO/OSI model was 
defined with telecommunication applications in mind and does not fulfill the par-
ticular requirements of real-time communication in distributed systems. On a 
higher level, the layers introduced in the communication models in an attempt to 
find abstract and harmonized concepts have grown over the years. Companion 
standards and profiles are currently a must, but what will come on top of that? In 
any case, these layers will gain complexity and move closer to the application [3, 
26].  

New ideas, new views on communication networks are needed, and bionics can 
be one approach. Yet, focusing only on biological “IT systems” will not be suffi-
cient to this end [4]. Communication systems are an integral part of automation 
and should not be treated separately. Rather, a holistic view to find new and more 
efficient concepts is more promising, in particular when it comes to finding solu-
tions for distributed systems. Software agents and autonomous, loosely coupled 
systems are already a first step in this direction. Such systems, however, will need 
new models that go beyond adding just another level on top of the fieldbus pro-
files, perhaps by adopting “softer” models from psychology and psychoanalysis 
that explain in a nontechnical way how complex distributed systems operate [27, 
28]. At any rate, modern distributed automation systems are gradually reaching a 
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level of complexity and sophistication that limits the applicability of traditional 
methods. To tread new paths is not just a promising alternative, but a necessity. 
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Abstract   Facing the fast growing needs regarding flexibility and adaptability of 
manufacturing systems, the decentralization of manufacturing execution control 
has attained high importance. Hence, in recent years different research and devel-
opment activities have tackled the problem of decentralizing manufacturing exe-
cution control and implementing these decentralized systems within control archi-
tectures. One major result of these activities is a set of design patterns describing 
possibilities for decentralization including the description of major entities and in-
teraction schemas.  
  These activities have also shown that agent systems are an appropriate means 
for the implementation of decentralized manufacturing execution control systems. 
They cope with decentralization by nature and (especially in the case of the Foun-
dation for Intelligent Physical Agents (FIPA) - compliant agents) provide appro-
priate means for the implementation of the internal behavior of entities and entity 
interaction. 
 In this chapter some major design patterns for decentralized manufacturing 
execution control systems are described and mapped to three major approaches 
with Product-Resource-Order-Staff Architecture (PROSA) and MetaMorph (both 
based on Holonic Manufacturing Systems) and PABADIS (Plant Automation 
Based on Distributed Systems), and which finally are compared. Exploiting this 
comparison the PABADIS’PROMISE (PABADIS based Product Oriented Manu-
facturing Systems for Reconfigurable Enterprises) architecture is described as an 
architecture trying to incorporate the advantages of the different approaches and 
avoid its disadvantages.  
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6.1 Introduction 

Conventional centralized control systems face challenges in adapting to the re-
quirements of modern production systems [1]: 

• Unpredictable order flow: customer and production orders are issued dynami-
cally, often when production has already started. 
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• Dynamic shop floor: configuration of the resources on the field level changes 
during production, which makes it difficult to plan the execution of orders. 

• Complexity of the shop floor and orders: modern production systems are char-
acterized by increasing complexity of both the complexity and flexibility re-
quired by production orders as well as the variation in the shop floor configura-
tion. 

Due to their hierarchical nature, centralized systems are highly static and diffi-
cult to adapt to such changes as late modifications of customer orders or 
new/broken field level devices [2]. Additionally, the decision-making process is 
concentrated on the top layer of the automation pyramid [usually Enterprise Re-
source Planning (ERP) and related systems], and therefore the production plan-
ning is hardly able to react to changes or exceptions on the shop floor. 

In environments where high flexibility is required such as highly customized 
small lot production, the absolute optimization of production can be partly ne-
glected in favor of flexibility. The point is that in a permanently changing envi-
ronment, the lack of flexibility would make it impossible to realize any optimiza-
tion mechanisms.  

Distributed control systems aim to solve such problems by providing two gen-
eral mechanisms: 

• Moving the decision-making process from ERP down to the Manufacturing 
Execution Systems (MES) layer, which has a shorter planning horizon and, 
hence, is able to react to the changes faster. 

• Distributing control over a set of independently acting entities that take some 
responsibility for fulfilling the order. This provides concurrent processing and, 
therefore, minimizes the drawbacks of the hierarchical structures. 

In order to provide higher flexibility of production control and planning, the 
paradigm of Distributed Control Systems (DCS) was defined and further devel-
oped into several concepts and architectures. Most notably is the Holonic Manu-
facturing Systems (HMS) [3] concept and its architectures such as Product-
Resource-Order-Staff Architecture (PROSA) [4] and MetaMorph I and II [5]. 

The general idea of DCS is that the decision-making process as well as system 
functionalities are distributed among independently acting entities called “holon” 
in HMS. More commonly the concept of an “agent” can be used [6]. 

Multiagent Systems (MAS) became de facto a standard for DCS applications 
and has found slowly its way into the domain of industrial automation. Neverthe-
less, there are a few challenges the agent systems face in order to adapt to central-
ized and homogenous ERP systems. It seems unrealistic that in the near future the 
ERPs will also be able to adapt to the distributed paradigm. Therefore, the main 
burden for establishing a DCS lies with the MES layer. 
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6.2 Existing MES Solutions 

The whole spectrum of solutions in the distributed automation system developed 
and researched ranges from partly centralized to totally distributed approaches. 
Some of them provide the complete architectures, integrating not only MES but 
also enterprise- and control-level systems. Others provide only supportive mecha-
nisms that allow conventional systems to fit the requirements of the modern indus-
try. 

Most of the distributed MES architectures use multiagent technologies [7] and 
the term “agent” in particular, despite some principal differences in the origins of 
the MAS [6].  

The most known architecture, PROSA, is a holonic reference architecture 
based on three types of basic holons: Product, Order and Resource [8, 9]. Addi-
tionally, typically to all distributed architectures, the need to observe the shop 
floor and provide an interface to enterprise-level systems evolved into the creation 
of a fourth special type of component. In PROSA, the Staff holon assist and su-
pervise the basic holons. Another architecture based on the HMS concept – 
MetaMorph and the follow-up MetaMorph II – uses a mediatorcentric federation 
architecture for intelligent manufacturing [10]. It uses a term mediator that pro-
vides communication mechanisms to different systems and components, and takes 
over some of the functionalities of the MES. Yet it must be noted that the original 
Metamorph is more an integration tool for other systems rather than a complete 
solution.  

Eventually, MetaMorph evolved into other multiagent architectures, that at-
tempt to integrate the functionalities of a manufacturing enterprise within a dis-
tributed environment. For instance, Agent-Based Manufacturing Enterprise Infra-
structure (ABMEI) is a hybrid agent-based architecture combining the mediator 
and the autonomous-agent approaches [11].  

Similar agent-based architectures with slightly different implementation fo-
cuses are Autonomous Agents at Rock Island Arsenal (AARIA) [12] and Manu-
facturing Control Systems Capable of Managing Production Change and Distur-
bances (MASCADA) [13]. Such architectures as HOLOS/MASSIVE [32] and its 
followup Decentralized Decision-Making and Scheduling (DEDEMAS) [14] con-
centrate on decentralized decision making and scheduling.  

Architectures like Advanced Fractal Companies Use Information Supply Chain 
(ADRENALIN) [15, 16] consider agent-based resource brokering functionality 
enabling a decentralized manufacturing order navigation based on local optimiza-
tion strategies. 

Opposite of that, Plant Automation Based on Distributed Systems (PABADIS) 
and its followup PABADIS’PROMISE (PABADIS based Product Oriented Manu-
facturing Systems for Reconfigurable Enterprises) provide agent-based architec-
tures that cover the whole automation pyramid but with a primary goal of distrib-
uted MES [17]. 
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6.3 A Generic Design Pattern for Manufacturing Execution 
Control  

The organization of an MES and its interconnection to the ERP and field control 
layers has some general patterns that are followed by most of the solutions imple-
menting MES in a distributed fashion. As a starting point these basic design pat-
tern exploited in MES system design will be presented and exploited later on for 
the comparison of HMS and PABADIS approaches. 

Design patterns are a widely used design aid in information sciences. They date 
from the initial work of Alexander in 1979. Alexander, who was an architect, 
came to the conclusion that building design always follows the same basic rules 
with culture and geography dependent implementations [18].  

With the emergence of object-oriented programming the idea of design patterns 
as application-independent basic design principles has been adopted to software 
design in information sciences. The main research activity initiating this trend was 
the work of Gamma et al. [19].  

Within the last few years the use of design patterns has been integrated in sev-
eral disciplines including the design of control applications. Within control design 
the application of design patterns as a description of basic design principles has 
been extended to the design of complete control applications including control 
software and hardware, as well as the plant itself. Within this field valuable pro-
gress has been made. Overviews of the reached results are given in [20, 21, 22]. 

Within the field of distributed control systems the application of agents has 
gained wide acceptance [6]. That is why design patterns have act in this field as 
well been recognized and described [23, 24]. This chapter intends to sketch the 
MES-related design pattern briefly and describe how it occurs and is applied 
within the different agent-based approaches.  

Within MES systems there are two main general entities with three categories 
of knowledge that are relevant for the execution process of manufacturing orders. 
These entities are order and resource usually accompanied by the categories prod-
uct knowledge, order knowledge, and resource knowledge.  

Equally, Resource Agents (RAs) are associated with production units of differ-
ent types. Each agent represents one resource with certain production capabilities 
it provides to the agent community containing all resource-related knowledge. It is 
responsible for all resource-related control decisions including resource schedul-
ing (based on cooperative scheduling algorithms) and resource control on the field 
control layer but also supportive actions like maintenance or life cycle activities. 

Facing these entities and knowledge distributions, the overall system behaves 
in the following way. All agents in the system form an agent community contain-
ing all Order Agents (OAs) and RAs. This agent community also contains a spe-
cial registration function for RAs. At startup of an RA it registers its manufactur-
ing capabilities, which are represented by usable production functions, within the 
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agent community. These production functions can then be searched, initialized, 
parameterized, started, and stopped by OA during the OA–RA interaction.  

On the other hand, each OA covers a product order consisting of a set of pro-
duction steps that are necessary to produce the ordered product. These production 
steps can be fulfilled by a set of production processes. The OA then has to negoti-
ate for appropriate manufacturing capabilities offered by the RA to fulfill its order. 
Important and helpful with respect to flexibility, OAs and RAs both handle its 
own schedules and make its own scheduling decisions independently yet in a col-
laborative way. The resulting structure is given in the following class diagram and 
described in what follows (Fig. 6.1). 
 

 
Fig. 6.1 Order-resource pattern 

During the start of an RA, the RA makes itself known within the agent com-
munity. In this way, the agent community is informed about all production func-
tions belonging to and being controllable by the RA. Each OA processes its pro-
duction order step by step following the interaction scheme among OA and RA 
given in the next figure (Fig. 6.2).  

1. The OA selects the production step to be executed next.  
2. The OA determines within the knowledge of the agent community the set of 

RAs containing a production function that can be used for the next production 
step of the OA.  

3. The OA negotiates with the determined RA set the next production function to 
be used and the usage schedule. Therefore, the OA asks all RAs for possible 
schedules, decides about the next production function to be used, and allocates 
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this function. The RA related to the selected production function reserves re-
sources for this within its schedule. 

4. At the agreed upon moment the OA accesses the RA to parameterize and start 
the expected production function. 

5. If the processing is finished, then the processing function provides the process-
ing result to the OA by using the RA. The OA can adjust its list of necessary 
production steps and proceed further with step 1.  

 

Production 
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RA Agent 
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initialise() 

registerResourceFunction() 
selectResourceFunction()

machineSet

selectStep() 

scheduleProcessing() 
selectResource () 

scheduleProcessing()

schedule&allocation possibilities
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ProductionFunction.start ()

start() 
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ProductionFunction.result 

selectStep() 

ProductionFunction.allocate()

 
Fig. 6.2 Order and resource agent communication pattern 

6.4 Distributed Approaches Analysis 

Because different MES solutions usually focus on a specific area of implementa-
tion, e.g., scheduling, customer support, resource utilization, system integration, 
they often cannot be compared. For this chapter the focus is on systems that cover 
the complete manufacturing process. Hence HMS-based concepts, such as 
PROSA and METAMORPH, and MAS-based concepts, such as PABADIS and 
PABADIS’PROMISE, that cover wider fields of control systems and focus on the 
vertical integration of all layers of the automation pyramid from the ERP down to 
field control level are compared in the following chapter. 
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In order to have a unique name for the analysis the terms used by the HMS 
have been chosen because they are widely known. Furthermore, if HMS, which 
does not provide an architecture, lacks the required terms, PROSA terms (Order, 
Resource, and Stuff holons as well as MetaMorph mediators) are used to compare 
with PABADIS architecture with its respective Product, Residential and Plant 
Management Agents (PA, RA, and PMA). 

6.4.1 Resource Holon and Residential Agent 

Generally speaking, there are two main elements of distributed plant automation 
systems: resources and customers represented by orders as given in the above de-
sign pattern. 

Resources in HMSs are represented by Resource Holons, which are responsible 
for machine-level representation. The Resource Holon consists of a physical part, 
namely, a production resource in HMS, and of an information processing part that 
controls the resource. This second part holds the methods to allocate the produc-
tion resources, and the knowledge and procedures to organize, use, and control the 
physical production resources to drive production.  

In terms of PABADIS, Resource Holon is a Co-Operative Manufacturing Unit 
(CMU) which is a building unit of the shop floor. The information processing part 
of the Resource Holon perfectly fits the concept of the Resource Agent, or Resi-
dential Agent as it is called in PABADIS, which represented the CMU and partly 
controls the function.  

The main differences are that in PABADIS the Residential Agent is more or 
less an interface between the agent community and the CMU (machine, function 
unit), and the Residential Agent has a generic interface enabling the integration of 
an arbitrary machine hardware. In HMS the Resource Holon is more than this in-
terface. It is rather a CMU-RA analog, where the whole functionality of the CMU 
(function, control level, agent communication level) is implemented. PABADIS 
distinguishes the standard (logical) part of the control level, which can be used for 
each CMU, from the “machine”-specific part, which has to be implemented by the 
customer of the system. This makes the system more flexible and encapsulates the 
MAS from the control level. That makes the process of adding new functionality 
easier, because the customer (industrial company) has to add a specific plant-
dependent resource to the system and does not care about the interoperability of a 
new component with the existing control system. The customer just follows the in-
terface, and incorporation into the system is provided by the generic Residential 
Agent, which is able to communicate within the system. 

Additionally to this, Resource Holons do not just provide resources, but also 
manage the whole production facility. This means that they are able to communi-
cate between each other in order to find the best use of machines. PABADIS does 
not allow RAs to communicate with each other. This is done in order to make the 
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system product oriented and not machine oriented, which may be the biggest dif-
ference from the HMS concept. The product and its performance are the main goal 
of the system in PABADIS. HMS is more focused on machine utilization, where 
an Order Holon is simplified to a set of product parameters that has to be pro-
duced. 

6.4.2 Order Holon and Product Agent 

Compared to Resource Holons and Residential Agents the difference between 
definitions of the Product Agent in PABADIS and the Order Holon in HMS is 
stronger: 

• A Product Agent is an instance that manages the whole production of a single 
workpiece. It bases its decisions, actions, and knowledge on the so-called Work 
Order (WO), which gives a full specification of the production activities re-
garding the tasks that have to be fulfilled in order to complete the product. At 
the same time, the WO does not assign exact machines; instead it describes the 
function that has to be used to do that. This principle gives the Product Agent 
the freedom to decide what machine to use and introduces the possibility of 
changing the machine during execution. 

• An Order Holon is much simpler. It is more or less the customer request, where 
the requirements to the product are defined. It has an advantage in mass pro-
duction, because an Order Holon is not attached to a single workpiece. An Or-
der Holon does not do scheduling or resource allocation, because it simply does 
not have knowledge about the physical layout of the plant and the product 
specification. 

6.4.3 Product Holon and Product Agent 

The necessity of the Product Holon rides on the technology dependence of the 
product. That means that the Order Holon, representing the workpiece, does not 
have knowledge about the technological properties of the plant. This means that it 
has no information on how to produce the product. Order Holons contact the 
Product Holon in order to get information: how to produce this product. Based on 
the Product Holon’s response, an Order Holon performs the product execution. 

The standardization of the functions provided by the CMU’s concept gives a 
generic description of the functionality that does not depend on the specific tech-
nology.  

In PABADIS no analog to the Product Holon is required. Product Agents in-
corporate both Product Holons and Order Holons. The advantage of the Product 
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Holon is that the new product specification can be added to the system at any time, 
but on the other hand Order Holons cannot adapt their behavior to the unplanned 
changes in the system because they have no knowledge about the product per-
formance. Product Agents have a complete specification of the product execution 
and knowledge how to analyze these data. 

6.4.4 Stuff Holon and Plant Management Agent 

The Stuff Holon fits the definition of the PMA in PABADIS. The main purpose of 
the Stuff Holon is to give the other components an overview of the system. There-
fore, it is often used for supervision or support functionality implementation.  

One of the typical main MES functions represented by this concept is schedul-
ing. For example, PROSA uses a centralized unit called the Scheduler Stuff Holon 
that performs scheduling for the whole plant.  

In PABADIS the scheduling is simplified and distributed in Product Agents. In 
contrast, this approach makes the system more flexible, yet it must be noted that it 
does not provide the optimal solution. In PABADIS, scheduling is done from the 
point of view of a single product, which makes it impossible to guarantee the op-
timum. PA negotiations and the benevolent behavior of Product Agents can in-
crease scheduling performance, but this still does not guarantee the global opti-
mum. 

PABADIS minimizes the number of new instances by using existing basic ar-
chitecture. That makes the components, basically Product Agents, more complex 
but keeps the architecture simple. In contrast, PROSA introduces the new in-
stances and keeps the basic holons simple. 

What is common to both architectures is that they try to avoid centralized units, 
which PMA and Stuff Holon are by definition. 

6.4.5 Aggregation 

Aggregation is a key point in HMS. Aggregation is structuring agents in a hierar-
chy. This is the appropriate solution to tackling complexity of independent 
Holons. This solution avoids complex communication and heavy network load in 
the system, but reverts back to the centralized systems, causing a loss of system 
flexibility and scalability. Aggregation introduces a new layer(s) in the control 
pyramid and makes the logic of holons more complex. In practical implementation 
even communication is not simpler because holons have to communicate on dif-
ferent layers, which brings complexity to the process in general yet simplifies one-
to-one communications. A tradeoff between simpler single communication 
mechanisms and additional overhead due to aggregation has to be found. 
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PABADIS does not use aggregation of agents and tries to avoid the complexity 
of communication via giving the single instances more independence, which de-
creases the necessity of communication. This leads to a reduction in optimization 
yet efficiently increases system flexibility and scalability, which is the main goal 
of PABADIS. 

6.4.6 Mediator 

It is difficult to compare PROSA or PABADIS architectures with the MetaMorph 
approach. Mediators in MetaMorph are powerful tools to connect different sys-
tems together, but can hardly be considered as a manufacturing system architec-
ture. To a certain extent, mediators behave as Staff Holons in HMSs or as PMAs 
in PABADIS. They provide centralized functionality to the system by coordinat-
ing the actions of other agents.  

Mediators can successfully be used in cooperation with other concepts, such as 
PABADIS or PROSA, for the interconnection of different elements and for pro-
viding solutions for problems that require a temporal overview of the system. But 
individually, mediators cannot be a manufacturing-system-oriented architecture 
because they do not have dedicated MES functions (such as scheduling) or do not 
represent different actors in the plant (such as products and resources). 

An attempt to create an architecture (MetaMorph II) is more or less a central-
ized approach with dedicated mediators for each function of the plant automation 
system and a strong hierarchy among them. Perhaps the most important achieve-
ment of the mediator concept is its ability to dynamically group entities into vir-
tual groups according to the needs of the system. This ability can greatly improve 
the flexibility of a system, not only for MES applications. 

6.4.7 Flexibility Versus Optimization 

In conclusion of the previous sections, it can be said that PABADIS architecture is 
particularly usable in a highly turbulent environment where flexibility is crucial to 
system performance; PROSA is more suitable for systems were optimization is 
more important and flexibility is secondary. 

Due to the fully distributed MES layer, PABADIS is more scalable than HMS 
since the latter has the remains of the centralized structure where each function is 
dedicated to a single entity. The same argument can be applied to the MetaMorph 
approach where, instead of distribution of intelligence, the intelligence is focused 
on the function-representation mediators. 

Both PABADIS and PROSA provide comprehensive solutions to the problems 
in existing MES systems face, trying to adapt to modern trends in manufacturing, 
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in particular mass customization. These trends require more flexible production 
management and planning to react to the turbulence in customer demand and shop 
floor configuration. They shift decision making from the level of business systems 
(such as ERP) to the middle layer of the MES. Therefore, they shorten the reaction 
time to changes in the plant and provide vertical integration of the automation 
pyramid, making it possible to bring the strategy made at the top level to the field 
level of control devices.  

Both architectures provide distribution of the MES system but approach this 
problem from different sides. PROSA tries to imitate conventional centralized sys-
tems by providing entities for different functions. In contrast, PABADIS dissolves 
the functions of MES in the community of agents. The actual difference between 
the approaches lies in the balance between optimization and flexibility. It is clear 
that PROSA provides a higher level of optimization compared to PABADIS. It is 
also clear that PABADIS is more adaptive, scalable, and flexible than PROSA. 
PABADIS’PROMISE architecture developed later, attempts to find a balance be-
tween the above-mentioned concepts. 

6.5 PABADIS’PROMISE Hybrid Approach 

PABADIS’PROMISE is the followup of the PABADIS architecture that neverthe-
less combined the key features of all three afore mentioned concepts: 

• General architecture PROSA and PABADIS - Order and Resource concept; 
• Distributed functionality approach of PABADIS; 
• Aggregation of resources of PROSA; 
• Clustering and mediation of resources for scheduling of MetaMorph. 

Being a followup of the PABADIS architecture, PABADIS’PROMISE com-
prises the general notions of Order and Resource agents used by PABADIS but 
improves its functionality by introducing concepts developed by the holonic archi-
tectures of PROSA and MetaMorph. 

6.5.1 Resource Handling 

Hierarchy of resources is a key distinction point of distributed concepts. On the 
one hand, such architectures as PROSA provide strict control of resources over 
each other. It improves resource utilization but makes it complex to implement an 
actual system and has problems in adapting to a changing environment. On the 
other hand, systems such as PABADIS make resources totally independent of each 
other (for instance, PABADIS Residential Agents do not even communicate with 
each other).  
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The PABADIS’PROMISE approach to Resource Agents is similar to the 
MetaMorph approach in terms of scheduling by the usage of clustering of related 
resources and makes it possible for Resource Agents to allocate other resources 
for certain tasks. This approach improves the flexibility of the shop floor com-
pared to PROSA, because there is no direct static connection between two re-
sources, and optimizes system performance by including Resource Agents in the 
decision-making process during scheduling. 

6.5.2 Order Management 

Another important aspect is order management. As with the other topics, there is 
always a balance between optimization and flexibility and the hierarchy of orders 
and management entities related to them. Where PROSA orders are organized in a 
rigid hierarchy and PABADIS has its minimization of interdependencies between 
orders, PABADIS’PROMISE provides what can be called “implicit hierarchy.” 
There is no strict decision making, the organization is implemented via the struc-
ture of the Production Order that possesses interdependencies between different 
production steps (called Process Segments) via so-called node operators. The 
mechanism of order decomposition developed in PABADIS’PROMISE allows  
for the on sign autonomously acting Order Agents to each Process Segment. It is 
similar to the PABADIS approach with the difference that higher-level Order 
Agents can influence the agents responsible for subtask execution. For instance, 
the Order Agent that is responsible for the assembly of a car needs an engine to be 
produced before performing its tasks. Therefore, it assigns the deadlines for the 
engine agent, so the engine is delivered on time to assembly the complete car. 

Another issue is the behavior of agents involved in production. PROSA with its 
hierarchy does not need to pay attention to this topic, but in more distributed sys-
tems such as PABADIS it has greater importance because it can increase perform-
ance efficiency. Product Agents in PABADIS are selfish in their “nature.” As a re-
sult the system has low optimization of order execution compared to PROSA but 
much higher flexibility. PABADIS’PROMISE again tries to combine both bene-
fits by introducing benevolent behavior of agents that is, agents have to obey a 
certain set of rules that benefit not only their local goals (finishing assigned Proc-
ess Segments on time), but also to sacrifice their goals to help agents struggling to 
meet their deadlines. This approach considerably improves optimization without 
dramatically reducing flexibility, which guarantees higher overall system per-
formance and stability. 
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6.5.3 Supervisory and Supporting Functionalities 

As was mentioned above, both PROSA and PABADIS define a special entity 
(Stuff Holon and PMA, respectively) to cover functionality not reflected by order- 
and resource-related agents or holons.  

PABADIS’PROMISE also provides supervision management entities, namely, 
Order and Resource Agent Supervisors (OASs and RASs) to implement functions 
that are centralized by nature such as supervision or reporting. But in contrast to 
the earlier architectures, PABADIS’PROMISE does not define a specific entity 
that deals with such functions as tooling or maintenance. Instead of creating an ex-
tra agent, the concept incorporates support functions via ontology and organiza-
tion of agent communities that allow for implementing tooling or maintenance us-
ing the general mechanism of an order-resource relationship.  

6.5.4 PABADIS’PROMISE Scheduling 

The advantages of PABADIS’PROMISE as a hybrid approach compared to 
PROSA and PABADIS architectures (MetaMorph is more a concept than an ar-
chitecture) can be summarized in the way it approaches scheduling. Instead of the 
single centralized concept of PROSA and the selfish order-oriented approach of 
PABADIS, PABADIS’PROMISE comprises resource-oriented scheduling on the 
shop floor with dynamic clustering for solution finding, and order-oriented be-
nevolent rescheduling on the MES layer. 

 

 
Fig. 6.3 Resource-oriented scheduling 
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Scheduling in PABADIS’PROMISE can be divided into two mechanisms: re-
source-oriented initial scheduling and order-oriented rescheduling [25].  

The first mechanism (Fig. 6.3) consists of the following steps: 

1. OA retrieves its first unscheduled Process Segment (PS); 
2. OA asks the Ability Broker (AB) for an RA with the capability required by the PS; 
3. OA requests an RA for allocation; 
4. RA forms a cluster for scheduling; 
5. RAs perform scheduling and find a solution; 
6. RA sends a proposal to the OA; 
7. OA accepts or rejects the proposal. 

In steps 1 and 2, the initial processes of the OA parsing an order and discover-
ing resources are executed. Steps 4 and 7 are negotiations between an OA and an 
RA. And the actual scheduling algorithm is applied in steps 4-6. Although the 
RAs implement scheduling algorithms for finding a solution to reserving re-
sources, the OA is responsible for decisionmaking. That is in contrast to the 
MetaMorph original concept, where the cluster leader’s decision is final. The rea-
son to shift the decisionmaking to the OA is to provide optimization of the order 
execution and not just of resource utilization. In what followings the seven steps 
of the scheduling procedure are described in more detail. 

6.5.4.1 Order Agent Receives the Production Order and Parses It 

Depending on the “depth” scheduling, meaning the number of PSs scheduled in 
advance, the OA fills in the time schedule to create the framework for the execu-
tion of the Production Order (PO). The reason behind introducing “depth” is to 
avoid the snowball effect of the network overload caused by the rescheduling of 
the previously allocated task due to the requests from the higher-priority OAs. 

6.5.4.2 Order Agent Asks the Ability Broker for Resources 

In the next step, the OA sends a request to the AB that maintains the actual list of 
abilities and resources required by the OA to carry out the order. In 
PABADIS’PROMISE, ability is a certain function that a resource provides. It can 
be a physical operation, computation function, or an action of a human. It reflects 
the definition of a resource in the concept that varies from a robot to the entire 
production line or a plant and can even be a human being. 
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6.5.4.3 Order Agent Asks a Resource Agent for Allocation 

After receiving the RA address that can perform the requested ability, the OA 
sends a scheduling request that contains the Process Segment and the time slot the 
OA desires for the ability execution. 

6.5.4.4 Resource Agent Forms a Cluster for Scheduling 

Upon receiving the request, it is the task of the RA to communicate to other iden-
tical resources and form a resource cluster. This communication can follow the 
sequence of actions as proposed in MetaMorph that is, the leader can first broad-
cast a message to all similar RAs, then in reply the RAs can join in the cluster, and 
this cluster can then participate in the process of scheduling under the leadership 
of this leader. However, the difference from the classical MetaMorph concept is 
that in PABADIS’PROMISE the leader does not have the pointers through which 
other identical resources can be accessed, therefore it needs to find out those 
pointers first. In order to find the similar abilities and respective resources, the 
cluster leader RA contacts the AB and receives the pointers. Then the leader 
broadcasts the request for clustering to the RAs with the same ability. In response, 
all the RAs to which a request was send evaluate the request message and reply to 
the leader about their decision; the request is then either accepted or dropped. The 
decision is based on the availability of a resource, meaning that if a resource is al-
ready allocated for a certain period, then it will not participate in the cluster. After 
that leader receives the responses, it forms a virtual cluster from the resources that 
responded positively. The important feature of the virtual clusters is their dyna-
mism, meaning they are created on demand and are not permanent. A cluster is 
created for an order and then can be broken after completion of the scheduling ac-
tivity of the order. Moreover, it is also possible that an agent that is participating 
as a leader in one cluster will also act as a participant in another cluster. 

6.5.4.5 Resource Agents Perform Scheduling and Find a Solution 

When cluster is formed, the mechanism of finding a quasioptimal solution starts. 
Within this mechanism a task leader asks the agents in the cluster for their propos-
als regarding the requested task execution and evaluates the results. There is also a 
local internal evaluation process at the RAs using the so-called evaluation function 
that considers the availability and costs of resources, as well as tooling and wait-
ing time due to the gaps in the RA schedule [25]. Generally speaking, the evalua-
tion function provides an optimal solution at the particular time for a single ability 
with respect to resource utilization optimization. 
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6.5.4.6 Resource Agent Sends a Proposal to the Order Agent 

After the cluster leader RA receives all the bids from the cluster members, it veri-
fies the proposals, and based on additional parameters given by the OA or general 
for the shop floor, chooses the best solution. 

The general parameters for the shop floor are those that concern the optimiza-
tion of the whole field layer and not focused on the local optimization of a single 
resource. Finally, the RA sends a proposal to the OA that had send the scheduling 
request. 

6.5.4.7 Order Agent Accepts or Rejects the Proposal 

Then it is up to the OA to evaluate the proposal and to accept or reject it. If the 
OA accepts the proposal than it allocates the resource on the proposed conditions. 
If the proposal is not suitable, then the OA can proceed in two possible ways: 

• Starting the process from the beginning, meaning asking the AB for the given 
ability, asking the RA to form a new cluster, and so on. Due to the dynamism 
of the shop floor and of the order flow, the result of the new evaluation can be 
different from the old one. 

• Asking the cluster for other solutions that fit the OA in a better way, but are 
less optimal for the resources. This mechanism depends on the configuration of 
the system that has to evaluate the importance of the shop floor optimization 
compared to the order flow optimization. 

Eventually, if a solution cannot be found within the resource-oriented scheduling 
then the OA has to negotiate with the OAs or OASs to find a solution. This mecha-
nism is based on the benevolence of the OA behavior, assuming that the OAs re-
spect the needs of the others. An exact criterion for evaluation depends on a particu-
lar application, but for the actual implementation of the demonstrator the criterion 
for rescheduling is based on the due deadlines and due dates of the orders. 

OA1 OA2

RA

3
4b

1 2 5 6

4a
 

Fig. 6.4 Order-oriented rescheduling 
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Each order has a deadline and due date that are given to the OA by the ERP 
system and expected to be fulfilled. Each OA estimates the execution time for the 
order in general and for each activity in particular. Therefore, if the activity execu-
tion proposed by the RAs does not fit the deadline/due date, an OA contacts OAs 
that use the resources the RA is interested in. The information about such OAs is 
sent by the RA together with the refusal of allocation within the initial scheduling 
request protocol. Figure 6.4 shows the general communication mechanism of re-
scheduling and consists of the following steps:  

1. OA1 sends a scheduling request with the possible execution time; 
2. If the RA cannot find a solution that fits the required parameters, it responds 

with a message of refusal and informs the OA1 about the reasons for the re-
fusal. In particular, it is the list of OAs (with the resource allocation identifica-
tions) that allocates the requested time slots of the RAs for its own activity exe-
cution; 

3. OA1 sends a request to the OAs that reserved the resources. In the example re-
quest, OA1 asks OA2 to cancel a particular resource allocation and provides 
the deadline/due date of the order of OA1; 

4. Depending on the applied constraints for the plant, OA2 evaluates the possibil-
ity for rescheduling. For instance, if OA1’s deadline is in 1h and deadline 
OA2’s is in 1 day, than the OA2 agrees to cancel a requested reservation. Be-
fore informing OA1, OA2 sends a reservation cancelation request to the RA 
and informs the RA that the cancellation is being done for another OA, namely, 
OA1. Therefore, the RA only allows OA1 to use this time slot; 

5. OA sends a scheduling request to the RA again; 
6. The RA confirms the reservation. 

6.6 Summary 

From a general point of view PABADIS’PROMISE, PROSA, and PABADIS can 
be summarized with respect to the following criteria: 

Autonomy and aggregation: on the one hand, PROSA lacks flexibility due to 
the direct control over aggregated entities, and on the other hand, PABADIS lacks 
optimization because of total distribution. PABADIS’PROMISE defines Produc-
tion Order decomposition as something that establishes rules of controlling 
autonomous entities without dramatically reducing flexibility. 

Cooperation and hierarchy: where PROSA has an explicit hierarchy that 
causes rigidness of order changes, and PABADIS provides no hierarchy that im-
plies overhead in the case of managing complex products, PABADIS’PROMISE 
offers implicit hierarchy (Production Order decomposition; flexible structure of 
orders; dynamic control of resources by resources) that finds a balance between 
two approaches. 
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Decisionmaking: while decision making in PROSA is centralized, meaning 
there is one control entity per functionality, PABADIS supports a completely dis-
tributed decision-making mechanism. PABADIS’PROMISE provides a semi-
distributed approach based on clustering of resources at the shop floor and PO de-
composition at the MES layer. 

Data interoperability: with PROSA having implementation-specific data that 
cause difficulties for the system installation and PABADIS data that virtually do 
not have an established connection to the ERP system, PABADIS’PROMISE on-
tology covers the entire automation pyramid linking all three layers together. 

Control flow: on the one hand, PROSA has a strict vertical control flow that 
lacks feedback to the upper layer of the ERP. PABADIS, on the other hand, has a 
limited feedback to the ERP, providing it only at the end of the production cycle. 
Therefore, PABADIS’PROMISE supports a permanent connection with the ERP 
via planned periodic or event-based reports during the Production Order life cycle. 

Table 6.1 Distributed approaches comparison 

 PROSA PABADIS PABADIS’PROMISE 
Autonomy Low High High 
Aggregation High Low Production order decom-

position 
Cooperation Low High, selfish High, benevolent, dy-

namic resource control  
Hierarchy Explicit No hierarchy Implicit, flexible order 

structure 
Decision-
making 

Centralized Distributed Distributed, shop floor 
clustering 

Data interop-
erability 

Implementa-
tion-specific 
data 

Limited ERP 
connection 

Common ontology 
throughout the system 

Control flow  Vertical Horizontal Bidirectional 
ERP feedback No feedback Limited feed-

back 
Periodic and event-based 
reports 

 
In conclusion PABADIS’PROMISE has achieved a balanced combination of 

the rigid PROSA architecture and the chaotic PABADIS approach with vital con-
tributions from of MetaMorph dynamic optimization. 

All the above-mentioned architectures approach manufacturing automation 
from the conceptual points of view and often overlook the application aspects that 
are brought by the distributed nature of the concepts. In particular, security, prod-
uct identification, and data interoperability are vital aspects for practical imple-
mentation.  

Distributed systems lack single point of control with decision making spread 
over the multiple entities that communicate with each other. This causes higher 
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security risks, due to the intensive communication that such architectures require 
and the fact that there is no single entity that controls the system. 

Another challenge of distributed systems is the lack of general overview of the 
processes and components on the shop floor. It is difficult to keep track of the 
products, work in progress, and materials in the plant, and it is often impossible to 
say where exactly a specific piece is located. Therefore, more advanced identifica-
tion of the workpieces is required to guarantee the efficient operation of the sys-
tem. 

Last but not least, distribution of decision-making functionality requires inter-
operability of information flow over all three layers of the automation pyramid as 
well as mechanisms of distributed databases. Therefore, a common ontology with 
mechanisms of data abstraction for different control entities is required to guaran-
tee the coordination within the system. 

6.7 Practical Implementation Aspects 

In order to address the practical implementation issues raised in the previous sec-
tion, PABADIS’PROMISE defines features of data security, material identifica-
tion, and consistent data management. The following sections describe the chosen 
solutions, namely, a three-zone security architecture, Radio Frequency Identifica-
tion (RFID)-based product tracking, and XML-based automation ontology. 

6.7.1 MES Security Architecture 

Often overlooked by developers as a less important issue, a missing security con-
cept always strikes back when it comes to actual implementation. It is especially 
vital in a distributed environment when the use of standard IT technologies, a col-
laborative agent system, and low-resource RFID devices introduces new threats to 
the usually closed automation environments. Security threats from the agent sys-
tem point of view are: 

• Modification of agent data and code during transmission; 
• Abuse of a platform by a malicious or strayed agents including authentication 

theft;  
• Misuse of resources (unauthorized access) or wrong pairing of entities, i.e., loss 

of origin or untraceable unitary (unauthenticated communication). 

The PABADIS’PROMISE architecture integrates the security needs of the two 
loosely coupled agents with the main focus at the control and MES layers but also 
the interfaces to the surrounding layers. 
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The problem of securing a distributed MES is the use of devices with low re-
sources in the MES layer and the field layer that are not capable of carrying the 
additional load of (strong) security measures. Hence, a hierarchical security con-
cept is applied that is organized in three zones of different mutual trust. This is a 
common approach in industrial automation [26, 27]. 

For the purpose of the PABADIS’PROMISE system a security system with 
three main zones is a suitable solution (Fig. 6.5). The three zones match the three 
functional areas of MES: high-layer components of ERP; manufacturing execution 
with order and Resource Agents, and interfacing between the enterprise layer and 
the MES. Further subzones, called local and functional domains, are introduced 
that encapsulate operations such as real-time communication that conflict with the 
usual security measures. 
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Fig. 6.5 Three-zone security model 

The topmost is Zone 1: external meaning outside of the MES layer, including 
some ERP components of the enterprise layer. 

In the middle of the three-zone model is Zone 2: Demilitarized Zone (DMZ). In 
the DMZ are located the supervising entities RAS, OAS, and PDR but also secu-
rity management entities such as a Trusted Third Party (P2_TTP). These entities 
translate the semantics and syntax of the ERP payload to the factory layer. They 
are also responsible for establishing secure connections to the ERP, which is 
mainly based on standard Internet technologies such as SSL/TLS and XML en-
cryption for Web services security to the limited security operations of the factory 
floor. 

At the bottom of the three-zone model is the factory zone is placed. Due to 
hardware limitations of the embedded systems running OAs and RAs they are nei-
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ther capable of doing strong computations nor can deal with high communication 
loads. For example, OAs are usually run on embedded devices that move around 
with their associated products and are often connected only through RFID com-
munications. Hence, within the third zone only less resource consumption and, 
therefore, usually rather week security measures exist for authentication and ac-
cess control. Nevertheless, overall security is maintained since the entrance to the 
zone is protected by strong security measures in the zone(s) above. Each data or 
request for operation must pass all zones on the way to its destination to allow 
weak authentication and encryption inside the inner zone, e.g., a request from the 
ERP first has to pass the Web-service security, then the checks at the OAS, the 
firewall to the factory zone, and the authentication inside the factory zone. If a se-
curity check fails, than the requested operation is not permitted and an exception 
handling takes place that is part of the P2 protocols. 

The PABADIS’PROMISE security model allows one to apply a defense-in-
depth concept that enables the system engineer to integrate weak components such 
as RFID tags and low resource Programmable Logic Controls that are not capable 
of implementing heavy security functions. 

6.7.2 Radio Frequency Information Technology (RFIT) 

The general problem with distributed system architectures is their abstraction from 
the real world, and that comes with a price when applying them to applications. 
One of the main challenges is tracking products, materials, and work-in-process 
pieces that are managed by purely software-based entities, namely, holons or 
agents. 

PABADIS’PROMISE uses RFID tags to track the physical pieces in the plant 
and provides two types of RFID tags (PIT and PAHT): Product Identification Tag 
(PIT) – simple passive RFID tags used for identification of materials – and Prod-
uct and Agent Host Tag (PAHT) – active RFID tag equipped with a Foundation 
for Intelligent Physical Agents (FIPA)-compliant agent platform that is used to 
identify products and host OAs that manage their production. 

In the latter approach, RFID tags not only contain the product identification and 
product data, but also run an agent host providing an agent platform for the OA it 
hosts. It provides an environment for an agent to perform its action on the tag. 
This confers a considerable advantage in performance, because the OA is running 
constantly but also requires more tag resources (memory, processor), due to the 
fact that it has to run an agent host. Because standard agent platforms such as 
JADE [28] require a Java Virtual Machine (JVM) that consumes a lot of memory 
and processor capacity, PABAIDE’PROMISE developed a C-based agent envi-
ronment called CARE (C-Agent Runtime Environment) that provides sufficient 
agent functionalities and is FIPA-compliant [29].  
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The main advantage of PAHT is that RAs do not need to retrieve product iden-
tification or product data at all, because the product and the OA are the same en-
tity. There is no need for product identification at all because OA identification for 
PAHT is sufficient [30]. 

Both the physical and the logical connection of a product and an agent are ar-
chived, which gives a higher level of flexibility to the agent and product. Products 
can be freely moved from one environment to another, without regard to the actual 
location of the associated agent. 

Due to the fact that products and their agents are the same entity, there is no 
need for additional intelligence of a tag other than an agent. That means that the 
tag does not need to analyze data or provide communication mechanisms, but 
rather serves as a database and as an agent host. 

6.7.3 Data Interoperability 

Last but not least is the challenge of data interoperability that many concepts (i.e., 
PROSA) shift to the realm of applications rather than including them in the con-
ceptual core of systems. 

This often leads to integration problems, especially when trying to combine 
ERP systems with shop floor solutions. PABADIS’PROMISE provides an ontol-
ogy that incorporates standard structures that can be filled with specific data and 
can be decomposed in order to optimize performance and utilizes the resources ef-
ficiently. The best example of the PABADIS’PROMISE approach to data han-
dling is the PO that is used by all three layers of the automation pyramid (Fig. 
6.6).  

The structure of the PO is designed to provide the possibility for its further de-
composition as well as possibilities of the concurrent execution. The general de-
scription of the PO contains information about the type of product, its quantity, 
deadlines and due date and additional information specific for a particular instance 
of a product. The rest of the PO is a combination of PS and Node Operators 
(NOs). 

The Process Segment (PS) is a basic construction element of the PO describing 
a single task or operation that the system has to fulfill in order to go further to 
complete the product. Each PS is specific to a PO but can serve as a reusable core. 
An Ability is a recipe of a single operation that is predefined and a set of parame-
ters that are unique for each product or PO. In addition to the Ability description, 
material data are specified in a way that the consumed and produced materials are 
defined for each PS. That makes it possible to decompose the order into a set of 
suborders that can be executed concurrently, based on the principle that there is 
one OA that is responsible for a single piece of material/work in progress/product 
[31]. 
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Finally, NOs are the logical links between different PS and combine them into 
a single hierarchical structure of the PO also facilitating order decomposition. 
There are several types of NOs declaring the type of the operator (Sequence, 
BranchOr, BranchAnd, JoinOr, JoinAnd) as well as input and output. There can be 
multiple inputs and outputs making it possible for different ways to execute the 
PO, which therefore gives extra flexibility to the production system by adaptation 
to the loss of a single type of a machine or transport line. 
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Fig. 6.6 Production order structure 

6.8 Conclusion 

Distributed Control Systems are a state-of-the-art approach. Based on agent tech-
nology, there are several implementations especially for the Manufacturing Execu-
tion Control layer.  

In this chapter the basic structures used within the majority of approaches have 
been described. It has been shown using a comparative approach how they are re-
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flected within the PROSA, the PABADIS, and the MetaMorph architectures. The 
benefits and drawbacks of each approach were discussed. 

The PABADIS’PROMISE architecture has all the advantages of the above-
named approaches, resulting in a new architecture most fitting for recent problems 
in factory automation on the MES layer. 

It has been shown how PABADIS’PROMISE is incorporating the features and 
design decisions of PROSA, PABADIS, and MetaMorph. In addition, approaches 
addressing special requirements are addressed using the most recent technologies 
were presented.  
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Abstract   The importance of European manufacturing remains high for the Euro-
pean economy as it still accounts directly for 22% of EU Gross Domestic Product 
(GDP), while it is estimated that 75% of EU GDP and 70% of jobs indirectly de-
pend on the manufacturing sector. Facing intense global competition, the Euro-
pean manufacturing sector has to increase its flexibility and promote advanced 
business models involving the customer in all phases of the product lifecycle, such 
as mass customization. Distributed Automation Systems enable the enforcement 
of such models. Formerly physically centralized hardware and software is distrib-
uted in smaller units within the automation system. Advanced control devices re-
lying on a common modeling paradigm may be used in order to provide intelli-
gence at the field/control level. On the other hand, autonomous acting systems 
may provide the needed middleware for enabling flexible manufacturing systems.  
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7.1 Introduction 

European industry must focus on the weaknesses of the current manufacturing 
system structures and behavior in order to address them in an efficient way. The 
outcome of these considerations is the conclusion that successful manufacturing 
systems require an increasing amount of flexibility related to manufacturing capa-
bilities, manufacturable products, and usable resources. Such flexibility will make 
it possible for manufacturer to better respond to increasing market demands and 
address new trends and requirements like mass customization or changes to cus-
tomer orders that have already been scheduled for production (late order freeze). 
In this context the end customer is integrated in the overall manufacturing process 
throughout its lifecycle. As a consequence, production control systems have to be 
more flexible (quickly reconfigurable) and to integrate seamlessly with Enterprise 
Resource Planning (ERP) systems.  

Future manufacturing will require high flexibility, adaptability, and speed with 
respect to the organization and control of production and of supply-chain man-
agement. These requirements especially concern the control and networking of 
embedded control systems of manufacturing enterprises at the ERP (office), 
Manufacturing Execution System (MES) (factory control), and field control level. 

With reference to the field control level, the overall trend, which can be ob-
served for any special application, is the increasing amount of Information Tech-
nology (IT) applied, leading to an increasing share of the value of IT in any kind 
of product related to the industrial automation sector. This increase in IT within 
single devices fosters the trend toward distributed automation, as it allows the sin-
gle device to carry more intelligence [1, 2]. The consequence of a fully distributed 
automation system is a system consisting of only nonhierarchical modules that are 
linked together by a communication system. The application software that controls 
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this system has to be distributed among the modules of the system as well. The 
single modules that make up this system will be small mechatronic modules such 
as drives, pneumatic actuators, sensors, etc. that will be delivered by the manufac-
turer, already equipped with a certain amount of verified software providing the 
basic functions of the device. 

The provision of this basic functionality by the supplier will allow for the reuse 
of the control code. Besides fostering the trend toward distributed systems, the in-
crease in IT within single devices also fosters the need for code reuse. With an in-
creasing amount of IT, the amount of software also increases. As industrial control 
has a high emphasis on reliability, the only way to meet this need for more and 
more software (at a competitive price) is the reuse of existing and verified soft-
ware pieces. However, this remains a great challenge since, in fully distributed 
applications, the reusability of large portions of control application functions and 
the independence of instrumentation vendors are far removed from the current in-
dustrial practice. 

With reference to the MES level there is a major trend toward decentralization 
of its functionalities through the application of middleware solutions characterized 
by a high degree of autonomy and based on a multiagent system (MAS) architec-
ture [3, 4]. The utilization of different agent-based paradigms in the industrial en-
vironment may lead to an increased level of autonomy and promote a more flexi-
ble manufacturing environment.  

On top and with reference to the ERP level [5], services are provided to the 
customer relevant to, e.g., order release or order change on demand, an extremely 
dynamic concept addressing the needs of many manufacturing industries. Service-
Oriented Architecture (SOA) may be utilized in order to provide appropriate inter-
faces between the different layers. 

The PABADIS based Product Oriented Manufacturing Systems for Re-
Configurable Enterprises (PABADIS’PROMISE) project [6, 7] has developed 
novel concepts for the realization of manufacturing systems increasing manufac-
turing system flexibility and robustness, ultimately influencing all layers of the 
automation pyramid. The main outputs of the project are a novel field level archi-
tecture, a MAS architecture supporting increased autonomy at the MES level, and 
a next generation ERP system utilizing SOA interfaces to MES allowing the in-
formation flow in both directions to provide continuous supervision of and inter-
action with running processes. A PABADIS’PROMISE Meta Model and an asso-
ciated PABADIS’PROMISE Ontology [8, 9] provide the necessary semantics for 
such a system. 

7.2 Methodology Issues 

The PABADIS’PROMISE project addresses a highly innovative control system 
design methodology, model systems facing the needs of this design methodology, 
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and a most generic architecture as a starting point of the design methodology [10]. 
This design methodology aims at providing a means to gradually enrich and ex-
tend the most generic control system architecture provided by the project by appli-
cation-case-related information and behavior in a first phase and implementation 
details in a second phase, finally resulting in a control system implementation fac-
ing all needs of the application case and following the PABADIS’PROMISE con-
trol paradigm. 

Therefore, a three-level approach [11] for the design of a distributed control 
system is defined. This approach is based on a set of models relevant for the dif-
ferent levels and covering different abstractions of the overall system behavior. 
During the system design, the different models will be successively improved and 
translated/transformed to each other. Special relationships among the models, re-
sulting from the different viewpoints they cover, allow maintaining coherence and 
consistency among model entities of the overall system. 

This improvement/translation/transformation process will constitute a 
PABADIS’PROMISE adaptation process. This process will  

• Start with the high-level architecture consisting of a PABADIS’PROMISE 
Role Model and a PABADIS’PROMISE Meta Model; 

• Use the application cases as a delineation document; 
• Integrate application-case-dependent general behavior and information-related 

details into a PABADIS’PROMISE Role Model and PABADIS’PROMISE 
Meta Model; 

• Generate a PABADIS’PROMISE Agent Model and PABADIS’PROMISE On-
tology as a low-level architecture specification in the sense of a functional 
specification; and  

• Generate ultimately the PABADIS’PROMISE agent implementation, 
PABADIS’PROMISE data repositories, and PABADIS’PROMISE control sys-
tem implementation. 

The adaptation process has to ensure that the low-level architecture is generated 
in line with the high level architecture and to verify the coherence and the consis-
tency of the resulting conceptual models of architecture and of ontology.  

7.2.1 PABADIS’PROMISE High-Level Architecture 

The PABADIS’PROMISE high-level architecture describes the general structure 
of the software and the relations and behavior of the components of a 
PABADIS’PROMISE system from a conceptual point of view and, therefore, 
covers only very abstract behavior descriptions and data structures. It consists of a 
most generic structure describing the decision process within a control system 
named PABADIS’PROMISE Role Model and a generic data representation cover-
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ing all required data within the decision process named PABADIS’PROMISE 
Meta Model. 

The PABADIS’PROMISE Role Model defines responsibilities, activities, and 
interactions without assigning them to dedicated implementation entities named 
roles. This makes it possible to adapt the system to different implementation ap-
proaches without changing the overall functionality. The PABADIS’PROMISE 
Role Model starts from the GAIA methodological approach [12] and adopts it for 
PABADIS’PROMISE purposes. The PABADIS’PROMISE Role Model will be 
realized through a MAS-based MES, realized on JADE [13], a Foundation for In-
telligent Physical Agents (FIPA) [14] compliant framework completely imple-
mented in JavaTM.  

 

 
Fig. 7.1 PABADIS'PROMISE Meta Model 

The second element of the PABADIS’PROMISE high-level architecture is the 
PABADIS’PROMISE Meta Model that is used to define, validate, and formalize 
the common meaning of a set of basic concepts, relations between concepts, and 
concept attributes required to describe a production system in the 
PABADIS’PROMISE project context to enable a consistent data representation 
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within the PABADIS’PROMISE control system. The hierarchy of the 
PABADIS’PROMISE Meta Model is presented in Fig. 7.1. 

7.2.2 PABADIS’PROMISE Low-Level Architecture 

The PABADIS’PROMISE Role Model and the PABADIS’PROMISE Meta 
Model introduced by the PABADIS’PROMISE high-level system architecture 
concentrate on required functionalities and responsibilities. This view enables an 
implementation-independent description, which allows adapting the instantiation 
of the model to different characteristics and needs of the production system to 
control. When it comes to the actual implementation of the roles and meta-model 
entities, there is a need for their instantiation into concrete entities.  

The PABADIS’PROMISE MAS [15] is composed of the following different 
types of agents, derived from the PABADIS’PROMISE Role Model (Fig. 7.2). 

• Resource Agents (RAs) manage the manufacturing resources including sched-
uling and control. They provide manufacturing capabilities to other resource 
agents and order agents called abilities. 

• Order Agents (OAs) are responsible for the execution of manufacturing orders 
including order scheduling and manufacturing process execution control. 

• Order Agent Supervisor (OASs) are needed for the management of the OA 
lifecycle and supervision of order execution. 

• The Resource Agent Supervisor (RAS) is responsible for the RA lifecycle 
management and supervision of this agent type.  

• An Ability Broker (AB) is used for the collection of ability descriptions of RAs 
and for the provision of a yellow page service to request information about 
these abilities and its providers for OAs and RAs. 

• A Product Data Repository (PDR) is a database for product information includ-
ing manufacturing process descriptions in terms of required abilities and order-
related control application building blocks called ability applications especially 
for OAs and RAs. 

• An Information Collector (IC) is a generic entity for the collection of system 
information for external system entities. 

On the other hand, a PABADIS’PROMISE Ontology presents a manufacturing 
ontology allowing future PABADIS’PROMISE components and applications to 
become fully interoperable with each other throughout the manufacturing process 
lifecycle. The PABADIS’PROMISE Ontology provides formal and unambiguous 
definitions of all the components and of their interactions with each other in an en-
terprise/industrial environment in order to establish a common “language” for ex-
changing and describing all the complex information that is related to the lower 
levels of an industry.  The PABADIS’PROMISE Ontology aims to formalize con-
ceptual information about: 
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Fig. 7.2 PABADIS'PROMISE system entities 

• Each resource that can be used in a production line: machines, equipment, con-
trol systems, actuators, personnel, materials, etc. 

• Each product that can be produced (i.e., transformed via a process) in this pro-
duction line  

• Each operation through the definition of each process (defined as a set of se-
quential or parallel operations): to drill, to move, to transport, to maintain, to 
measure, etc. 

The PABADIS’PROMISE Ontology is derived from the PABADIS’PROMISE 
Meta Model. 
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7.3 Resource Agent Architecture 

The RA is the agent responsible for the management of the lifecycle of resources. 
A detailed specification is given in [16]. It plays a key role in the 
PABADIS’PROMISE system to represent and access production resources. Using 
the managed devices this agent provides abilities to the MES layer. Therefore, the 
RA executes IEC 61499 [17] applications using functionality provided by field 
devices. These applications implement the abilities. The relation between abilities 
and applications is defined in the PDR and can be requested by the RA. The AB 
provides the services to register the abilities and for conveying them to the manu-
facturing system.  

The RA is managed and supervised by the RAS, which initiates it when a device 
it is responsible for appears. The basic structure of the RA is shown in Fig. 7.3. To 
fulfil its tasks an RA realizes five main functionalities:  

• Device function access is realized using a device-specific Device Proxy (DP). It 
enables communication and data exchange to the control device based on the 
communication protocol and technology required for a dedicated device. The 
DP is the access point for the integration of device functions in an Ability Ap-
plication.   

• Device monitoring enables the RA to track the current status of an RA, detect 
failures, and calculate the availability of device functions for ability provision.     

• Ability handling provides the given ability to the MES layer by registering an 
ability in the AB. It handles the relation between abilities and the control appli-
cations implementing these abilities (called ability applications) using the set of 
device functions provided by the devices managed by the RA. For both cases 
information is requested from the PDR.   

• Ability application control is the main functionality of the RA and carried out 
by executing an Ability Application in an appropriate runtime environment. It 
coordinates the execution of the required device functions in order to realize 
the ability provided by the RA.     

• Scheduling is needed to coordinate the timing of the usage of abilities by OAs. 
Each RA maintains its own schedule, taking dependencies between abilities 
into account if multiple abilities are provided by the RA.     
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Fig. 7.3 Resource agent structure 

7.3.1 Ability Application 

As described above, the execution of certain abilities on request from other system 
entities is one of the main tasks of an RA. These system entities can be either 
other RAs or OAs managing orders requiring the given abilities. In order to con-
trol the execution of an ability, the RA executes an application that realizes a co-
ordinated invocation of all required device functions executed on field level de-
vices. These applications are IEC61499-compliant function block (FB) networks, 
which the RA can execute in its internal Ability Application Runtime. As this run-
time is only responsible for the triggering of functionality in field level devices, it 
is normally not executed under real-time constraints. As IEC 61499 application 
the Ability Application consist of FBs, specifically, it uses three different types of 
FBs: 

• Device Function Proxies (DFPs) implemented as Service Interface Function 
Blocks (SIFB), which enable the access to a DP and represent the underlying 
device functions inside an Ability Application. 

• Resource FBs (Basic FBs) representing Ability-related parts of the Ability ap-
plication. They define how the Ability Application invokes the device func-
tions. 

• Execution Manager (EM) FBs are used to enable the access for RA functional-
ity to the application in order to pass parameters or report execution states and 
results.  
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Every ability can be realized by several applications that use DFPs accessing 
DFs provided by devices. They will be created by a control engineer, who is fa-
miliar with the structure and the responsibilities of the manufacturing plant. A 
more detailed description of the design process for the applications is given in [9].  

The data belonging to the application realization are distributed among the PDR 
and the RAs. Thus the PDR contains the data about all applications implementing 
a particular ability, whereas an RA will always handle only the applications it is 
able to execute. Therefore it contains a runtime to execute ability applications. 
This runtime provides functionality to execute IEC 61499 applications. 

 

 
Fig. 7.4 Relation between ability and ability application 

The descriptions of these applications are composed of  

• An FB network description contained in an IEC61499-compliant resource de-
scribing an XML document. Only one network description is allowed in such 
an XML document; 

• A set of XML documents describing Basic FBs. These Basic FBs are called 
Resource FBs in the PABADIS’PROMISE context. They can execute a set of 
algorithms implemented as Java classes. These classes either have to be part of 
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the descriptions or will be referenced by them and be loaded during FB crea-
tion; 

• A set of DFPs, which will be instantiated during device integration. These 
DFPs will be linked to an application during instantiation; 

• One EM used to enable the access for RA functionality to the application. All 
EMs have the same event connection structure. The data connections are appli-
cation dependent and used to feed parameters into and from the application. 

The dependence between ability and ability application and the use of FB types 
within them is depicted in Fig. 7.4. 

7.3.2 Device Proxy 

In order to control a resource, the RA needs to access the related control devices. 
This access can be either established via a network connection using, e.g., stan-
dard Ethernet or by the RA running directly on the device. In both cases the RA 
uses a DP establishing the connection to the counterpart in the control devices 
called the Device Manager (DM, see following section). The latter always runs di-
rectly on the device. To connect the DP with the Ability Application, the RA cre-
ates DFPs, one for each Device Function (DF) the device is able to provide.  

As the communication technology used by the DP is device specific, it can be 
used to access a variety of device types. This ranges form device internal calls in 
case of an RA running on the a control device, over Ethernet-based protocols, to 
conventional field busses in the case of ,e.g., ordinary Programmable Logic Con-
trollers (PLCs). 

Besides providing access to DFs the DP allows the RA to constantly monitor the 
device capabilities provided by DFs. If a DF breaks down or needs maintenance, 
the RA has to recognize it and the DFP needs to be deleted. The availability of 
DFs influences the capability of RAs to provide abilities to the system because of 
their usage in the ability-implementing applications. So the RA needs to monitor 
the devices constantly to check the current state of the DFs. If the state of a DF 
changes, the RA has to update its own capabilities to provide abilities in interac-
tion with the PDR. Afterwards, it has to inform the AB about its changed state. If 
the changed state influences already allocated processes, the RA has to inform the 
system entities, e.g., by canceling the allocation. The same has to happen if the 
whole device disappear from the system.  
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7.4 Field Control Architecture 

In order to provide access to the field level, the RA has to be able to interact with 
a huge variety of control equipment at the field level. The flexibility in terms of 
used communication technologies is provided by the DP. Nevertheless a control 
device has to fulfil some basic requirements and provide a set of functions to en-
able integration in a PABADIS’PROMISE system. This basically concerns the 
provision of accessible device functions and support of the device integration 
process.  Such a device is called a PABADIS’PROMISE Control Device 
(PABADIS’PROMISE-CD) (Fig. 7.5).    
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Fig. 7.5 Structure of PABADIS'PROMISE control device 

7.4.1 PABADIS’PROMISE Control Device 

A PABADIS’PROMISE-CD is an independent physical entity able to control one 
or more production process operations in a PABADIS’PROMISE system. This 
means a PABADIS’PROMISE-CD is an entity that may be composed by me-
chanical, electrical, and computational parts whose behavior cannot be influenced 
by external entities except from those interactions allowed by the interface. Figure 
7.5 shows the basic structure of a PABADIS’PROMISE-CD. The core functional-
ities are the device functions provided to the RA and the DM controlling the be-
havior of the PABADIS’PROMISE-CD. The DM acts as an access point to the 
PABADIS’PROMISE-CD for the RA and provides the following features:  
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• Handles the PABADIS’PROMISE-CD startup; 
• Starts/stops of Device Functions; 
• Provides information during runtime (e.g. DFs availability); and 
• Manages exceptions. 

The basic services are software objects supporting the functionalities of the 
DM, e.g., a PABADIS’PROMISE-CD can provide an UPnP mechanism to sup-
port the automatic device integration process.  

One or more RAs can be executed directly on a PABADIS’PROMISE-CD if it 
is able to provide all the necessary features required for an agent platform. This 
mainly concerns a JVM, a set of APIs, and the Jade platform.    

Finally, the PABADIS’PROMISE-CD must also provide a description docu-
ment, called PABADIS’PROMISE-CD Description, containing its characteristics 
in terms of computational capabilities, communication protocols supported, and 
DFs provided.  

The PABADIS’PROMISE-CD builds on the device model elaborated in the 
framework of the Total Lifecycle Web-integrated Control (TORERO) project [18] 
and appropriately enriched in the framework of the PABADIS’PROMISE project 
and incorporated in the overall PABADIS’PROMISE Meta Model.  

7.4.2 Device Observer (DO) 

The DO is a system entity that is executed in the MAS, but it is conceptually lo-
cated at the field level. It is responsible for the integration of new devices into the 
system. Therefore, it provides automatic hardware detection mechanisms like, for 
example, BootP or UPnP. To use this functionality the device has to support this 
kind of functionality. Furthermore it is possible to integrate a device using an 
HMI. In that case the integration will be done like a driver installation providing 
the data via a certain medium, e.g., a CD. 

The DO reads and processes the device-related information. It will be con-
verted into a system understandable format to allow the seamless integration into 
the PABADIS’PROMISE environment. The data will be sent to the RAS, which 
then assigns the device to the responsible RA. 

7.5 Control Device Integration Process 

One important process inside a PABADIS’PROMISE system is the integration of 
new devices. It involves several system entities and influences system entities in 
all layers of the automation pyramid. The process starts at the field level with the 
DO. This agent provides several behaviors allowing the recognition of appearance 
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of new devices. Therefore, automatic hardware detection mechanisms like BootP 
or UPnP are provided. If a new device appears, a first connection will be estab-
lished by one of these mechanisms. An XML document describing the capabilities 
of the device will be read. Afterwards, the DO fills the data in system understand-
able language and sends it to the RAS. The RAS receives the message and 
searches the content for data describing the RA responsible for managing the de-
vice.  

Then, the RAS has to search its internal repository containing all RAs running 
in the MAS for the responsible one. If it is not yet present, it will be started and 
the description will be provided. 

If the RA receives the message, it has to establish a connection with the DM. 
Depending on the location of the RA, the access will be realized via a network 
connection or directly. In both cases the RA has to instantiate the DP. During its 
initialization the DP establishes the connection to the DM. If the DP is running, 
the DFPs can be instantiated using the IEC61499-compliant XMLs contained in 
the device description. Therefore it is necessary to load and instantiate classes im-
plementing the access to the DFs via DP. These classes enable calling the function 
and providing input parameters. After finalization of the call, the particular func-
tion returns with a set of output parameters. If all the DFPs are instantiated and 
able to work or at least the instantiation failed, the RAS will be informed about the 
RA state. In its repository it contains a list of all RAs and all DFPs the particular 
RA is able to use. Furthermore, the RA sends a message to the PDR requesting all 
realizable abilities. The PDR contains the information about applications realized 
as FB network descriptions as well as Resource FB descriptions and Service Inter-
face FBs realizing the DFPs used in these networks. A link to abilities realized by 
this application closes the cycle. The PDR responds with all abilities realized with 
available networks using available Resource FBs and DFPs sent by the RA. 

After receiving the PDR response, the RA checks for the capability to provide 
new abilities. They have to be registered at the AB with the RA as provider. 
Moreover, the ERP has to be informed if new abilities appear in the system. Fig-
ure 7.6 and the enumeration below recapitulate the described process and the in-
volved entities. 

 
Fig. 7.6 Device integration, involved entities 

1. DO sends device description after discovering a new device; 
2. RAS sends the device description to the responsible RA after starting or at least  

searching for it; 
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3. RA requests list of realisable abilities after instantiating DP and all DFPs for 
provided DFs; 

4. PDR sends list of abilities with references to implementing applications and 
composed DFPs, which are available at the RA; 

5. RA registers the new abilities at AB. 

7.6 Conclusions 

The chapter presents innovative concepts for flexible manufacturing systems ad-
dressed in the framework of the PABADIS’PROMISE project. It makes it possible 
to address in an efficient way modern needs in the industrial environment leading 
to adaptive production of highly customizable products that is robust enough to 
anticipate unexpected events generated both by the end customer (change of or-
der) or possible failures of the participating resources.  

The chapter focuses on the representation and access of production resources in 
a PABADIS’PROMISE system. The resource management in 
PABADIS’PROMISE enables a synchronization of executable device functions at 
the field control level and appropriate ability representation on the MES layer. 
Furthermore it defines concepts and interfaces to access field devices from the 
MAS. This is done in a very flexible way in terms of technologies and implemen-
tation and provides the following advantages:  

• Autonomous acting agents for resource control allowing a self-organizing pro-
duction with high efficiency, high flexibility to react to changing demands, and 
small system downtimes; 

• On-demand design of control code using innovative concepts for FB-based ap-
plications like IEC 61499; 

• Mechanisms for automatic hardware integration like UPnP to allow fast reac-
tions to changing demands and reduce maintenance time; 

• Modular structure of manufacturing systems for on-demand combination of 
needed capabilities; and 

• Scheduling mechanisms between autonomous system entities to allow the most 
efficient use of production system capabilities. 

The PABADIS’PROMISE project opens new horizons for the use of innovative 
IT-like agent systems and intelligent devices/components. The application of such 
concepts to manufacturing systems will provide industry with ways to react to fu-
ture challenges resulting from worldwide competition. 
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Abstract   Design patterns are an appropriate means to code solution knowledge 
within different areas of science and practice. They cover a description of the 
problem with the problem context, a description of a possible solution to the prob-
lem, and ancillary conditions of this solution. Initially design patterns were in-
vented in the building architecture sciences but were quickly applied to informa-
tion science and other disciplines. 
This paper deals with the possible application of design patterns within industrial 
control. It describes how design patterns can be used by the example of design 
patterns for industrial field control systems. Therefore, initially the paper presents 
requirements for field control systems, maps the design pattern approach to them, 
and describes three basic design patterns for distributed field control systems. 
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8.1 Introduction  

Control applications have been applied since a few tens of centuries. From simple 
mechanical controllers in water systems and clocks to mechanical controllers for 
steam engines or completely hard-wired relay control systems up to the current 
programmable logic controllers, different technologies for control systems have 
been developed and applied. In many cases these systems have been based on re-
curring structures that can be observed as fundamental design patterns for control 
systems. These design patterns can be used as design guidance in the case of the 
design of a new control architecture or at least in the case of the design of a new 
control application.  

Design patterns are a currently used widely design aid emerging from building 
architecture but made more widespread by information sciences. The term design 
pattern first appeared in the initial work of Alexander in 1979 [1]. Alexander 
worked as an architect for building design and construction. He recognized that 
building design always follows the same basic rules but was adapted to the real 
projects following cultural and geographic implementation specialties. Hence, in 
his basic work he describes some basic design patterns for building design. 

With the emergence of the programming paradigm of object orientation and the 
software engineering processes and technologies based on it, the idea of design 
patterns as application-independent basic design principles has been adopted to 
support engineering process efficiency and quality. The main research activity ini-
tiating this trend was the work of Gamma et al. [2].  

The main intention behind the application of design patterns in computer sci-
ence was to provide means to describe and reuse known problem solutions with 
proven quality and usability and enabling the description of structures behind the 
original problem solution and dependencies among system components and be-
haviors. Since 1995 several design patterns have been developed addressing gen-
eral and special problems [3, 4].  

Within the last few years the use of the design pattern concept has been inte-
grated into several scientific disciplines, including the design of control applica-
tions. Initially, it was integrated within the design processes of control application 
software. But it was quickly extended to the engineering of complete control sys-
tems including control software, control hardware, and the controlled plant itself. 
In this field valuable progress has been made. Overviews on the attained results 
are given in [5, 6, 7]. 

The application of design patterns was supported by the increasing trend to-
ward the application of mechatronical units within manufacturing system design. 
Mechatronical units are seen as manufacturing system components comprised of 
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hardware, electrical systems, and electronics including control software designed 
with the aim of providing special functionality to the overall system [8]. With re-
spect to the application of design patterns within control system engineering, 
mechatronical units enable the combination of controlled processes with its con-
trol device and its controlling software structures. In this way, completely new en-
gineering processes are enabled exploiting libraries of mechatronical units and, 
hence, libraries of control application building blocks [9]. 

The description and application of design patterns in control design is based on 
the principle of describing a solution to a problem within a special context. There-
fore, a design pattern includes the description of the basic problem, the context of 
the problem (i.e., the field where the problem has occurred), drivers important for 
the solution, the solution of the problem itself, and the background of the origin, 
and, finally, the possible application fields of the solution. The descriptions within 
this paper will follow this structure. The particular structure used to document the 
design pattern – as that suggested previously – constitutes what is referred-to as a 
pattern schema. Many pattern schemata have been proposed so far for many con-
crete domains including control systems [10, 11]. 

8.2 Requirements for Field Control Systems 

The design of field control systems is driven by a set of requirements emerging 
from technology and economics. Generally, in the control architecture the Field 
Control Level aims to control individual manufacturing processes, i.e., to control 
the physical execution of manufacturing processes and, therefore, to drive them 
via actuators and measure them via sensors. Hence, the core individual entities of 
this level to be considered are the manufacturing process, sensors, actuators, and 
control devices. Following the idea of mechatronical units they are combined with 
control software running within control devices, sensors, and actuators realizing 
the required manufacturing process functionality. 

All in all, the basic entity structure of field control systems is oriented towards 
the most economic execution of manufacturing processes against the background 
of a turbulent surrounding of product variants, manufacturing volume, and ex-
ploited technologies. Hence, the design of field level control systems forces spe-
cial requirements on the design process, on the control system architecture, and on 
the integrated devices. The most recent are listed below. 

1. Low building and maintenance costs: Building and maintenance costs influence 
significantly competitiveness and customer satisfaction and, hence, the profit 
margins and market share of the company using the manufacturing system. 
Moreover, productivity of manufacturing systems is always a ratio between the 
production obtained and the production costs where the production costs de-
pend on the costs of the design and application (including maintenance) of the 
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manufacturing system. So in order to increase productivity, we have to improve 
performance but also reduce overall costs.  

2. Robustness with respect to operability under malfunctions: Manufacturing sys-
tems need to operate in a predictable way under all circumstances. This in-
cludes also proper behavior in the case of malfunctions. Independently of its 
size and complexity, a manufacturing system has to be continuously available 
or at least prevent dangerous behavior in the case of faults. This requires over-
all reliability and maintainability, but also some degree of fault tolerance. 

3. Flexibility with product types, product volume, and equipment: Flexibility in 
manufacturing is a very broad concept covering varying types of flexibility. 
With respect to manufacturing systems most recent types of flexibility are as 
follows: 

– Product type flexibility describing the ability to manufacture different 
kinds of products and different versions of similar products or the same 
product, 

– Product volume flexibility describing the ability to manufacture different 
lot sizes of products, and 

– Equipment flexibility describing the ability to add, delete, and change 
equipment within the manufacturing system without additional efforts dur-
ing system runtime. 

Hence, flexibility is the capacity of a system to adapt to new manufacturing re-
quirements as well as to new manufacturing devices and technologies.  

4. Application-dependent control system development: The development of the 
control system should be guided by the application it is intended for, i.e., by the 
functions and functionalities it has to allow in the controlled system and, 
thereby, by the manufacturing process the control system has to control. The 
control engineer should be guided in his work by the desired behavior expected 
from the manufacturing system and, hence, the controlled system that has to be 
mapped to available mechatronical units with its inherent manufacturing-
process-related capabilities and control code fragments. 

5. Component-based development approach: Usually manufacturing processes 
are structured in a modular/hierarchical way consisting of manufacturing proc-
ess steps, substeps, subsubsteps, etc. Each of the steps within this hierarchy is 
based on the execution of a physical process provided by a mechatronical unit. 
In addition, manufacturing systems are today large and complex real-time sys-
tems. They can benefit significantly from a component-based development ap-
proach where new systems are constructed by composing reusable, docu-
mented, and previously tested concurrent objects. The re-use of components is 
a very powerful instrument for reducing development time and related costs, 
but also for increasing the control system reliability.  

6. Human integration and friendliness: In automation systems, human integration 
is more than just a user interface. Control systems usually require human inte-
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gration for supervisory control. Hence, it covers aspects related to the active 
cooperation of human and semiautonomous systems to execute coordinated 
tasks required to successfully execute manufacturing processes. Here, problems 
of clear representation of current manufacturing system states and possible su-
pervisory control activities have to be solved. 

7. Compliancy with existing system and standards: Standardization of modules 
and integration protocols can actively support the long lifecycle of re-
configurable automation systems and can provide a means to reduce building 
costs. Compliancy with existing standards is also required by the need of an en-
terprise to integrate all its automation systems in a larger factory organization.  

8. Integration with existing control devices and legacy systems: Inside an organi-
zation an automation system is not an island but a component of a larger sys-
tem. Control applications must be easy to integrate in more complex systems, 
providing and receiving a flow of data toward the legacy enterprise manage-
ment system. On the other end the control architecture must be able to easily 
interface existing control devices. 

This set of requirements needs to be properly addressed within control system 
design, resulting in an overall increase in design and construction complexity. 
Thus, it is obvious that it is more necessary than ever to provide some basic design 
patterns to assist control system designers and end users to design, build, and op-
erate a safe, efficient, and economical control system. 

8.3 Rationales of Design Patterns 

The basic problem of control is the necessity of controlling the physical values in-
fluencing the controlled system based on the current state of the controlled system. 
By economic, social, legal, and other reasons the controlled system has to follow a 
specified sequence of states over time. Which system structure of controlled sys-
tem and controller enables the most efficient way of control following the speci-
fied state sequence? This problem arises in all fields of economy and society in-
cluding process automation, building automation, and factory automation.  

In this light, the complete history of control technology can be seen as the 
search for a general solution to the named problem and the development of con-
crete, practical solutions to more tangible and restricted problems. One of the best 
known general solutions is that of the closed-loop, feedback-based control system. 
In general, we can say that the usability of this solution for the general problem is 
not limited to a particular case; hence the feedback control design pattern can be 
applied – in principle – to any automation system.  

As can be seen in this basic example, the main aim of a design pattern is the 
description of basic structural and behavioral principles of a problem solution that 
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can be reused in a wide domain. Nevertheless, the description of the solution itself 
is not sufficient [5]. It has to be accompanied by  

• A description of the problem the solution is targeting on,  
• The surrounding and environmental conditions the design pattern is valid 

within, and 
• The drivers and ancillary conditions that imposed this solution. 

In addition to this directly pattern-related information, the integration of the de-
sign pattern in the overall “world of design pattern” must also be characterized, 
i.e., other design patterns that are related to the considered design pattern must be 
identified, as well as the type of relationship must be given. 

If design patterns are described in this way, they can be easily used to catalog 
and document design knowledge. In this way, knowledge exchange among scien-
tists and practitioners, system integrators and end users, and people of different 
manufacturing sciences can be improved by the common knowledge base and the 
common description framework that pattern languages provide. This communica-
tion problem is very relevant within the automation world. Here specialists from 
information sciences, mechanical engineering, process industry, electrical engi-
neering, and other fields have to work together towards a common goal. 

8.4 Existing Design Patterns for Field Control Systems 

There have been several developments in the field of application of design pat-
terns in the control domain. Obviously there are two main sources of patterns spe-
cifically focused on the two sides of the technological spectrum that goes from 
control theory to computer science.  

On one side control patterns are the basic knowledge that all control engineers 
learn in any control textbook. There are plenty of examples from the feedback 
control pattern representing the commonly used closed-loop control cycle or the 
simple Proportional integral differential (PID) pattern describing the most used 
continuous controller structure exploiting proportional, integral, and differential 
control reactions on measured controlled system states, to the more complex 
model-based adaptive-predictive control or expert-fuzzy patterns. These control 
textbooks, however, lack an important aspect that is vital for the effective use of 
the pattern at large: the systematic method of the presentation that a pattern 
schema provides. 

On the other side of the spectrum, pattern schemas are usually the very well in-
vestigated structures of design patterns in the computer science community. The 
books [3, 12, 13] offer valuable material for the implementation of computer-
based control systems related to the field control layer. Computers and software 
are the building materials of control systems, and software design patterns are 
very valuable in the efficient implementation of them. 
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In this last case, however, most of the patterns lack some of the critical infor-
mation and guidelines that are necessary to be applicable in the control field: those 
related to the real-time operation of the pattern. There are few examples of design 
patterns that fully address these issues, and in most cases they are focused on very 
specific domains; for example, [14] is focused in the avionics software domain 
and [15] is specifically focused on small-scale embedded systems on microcon-
trollers. In the newest approaches the aspect of design methodologies and engi-
neering procedure has attracted greater interest. As examples [6] focuses on the 
methodological aspect of the integration of design patterns in control system engi-
neering, while [7] is mainly targeted at the application of design patterns in the 
engineering process of control systems based on mechatronical units. 

Nevertheless, it is necessary to extend the systematic application of a unified 
pattern schema across the entire disciplines of control, computing, and communi-
cations to be effective in the capture of the design knowledge that is necessary for 
the adequate implementation of the complex distributed controllers that are re-
quired in plantwide control of manufacturing plants and can follow the needs of 
the manufacturing systems sketched above. An example of such a schema is pre-
sented in [5]. 

8.5 Design Patterns for Distributed Field Control Systems 

In the following section selected design pattern dedicated for Distributed Field 
Control Systems will be described. The main aim of these design patterns is the 
enforcement of the paradigm of distributed control systems based on distributed 
intelligence.  

8.5.1 Design Patterns – Distributed Control Applications 

Distributed control applications are based on the cooperative solution of a control 
problem by a set of independent but cooperating intelligent and non-intelligent 
control devices as usually given in the case of interacting mechatronical units 
within a manufacturing system. Within this context the problem of assignment of 
control application parts to control devices has to be solved.  

In factory automation the aspect of distributed intelligence on different control 
devices is growing fast. Control applications and the intelligence inherent within 
these applications are being increasingly distributed among interacting and coop-
erating control devices. In parallel, this increases the control application execution 
capabilities of control devices resulting from the increase in computational capa-
bilities.  
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This distribution problem requires the allocation of different parts of the control 
application to control devices. Following this distribution the different parts of the 
control intelligence are distributed to control devices, and the necessary interac-
tions among the intelligent units and, thereby, the necessary relationships between 
devices are defined. The distribution has to follow the control system requirements 
and has to enable a safe, efficient, and economic control system design and appli-
cation.  

The main drivers for a solution to the above-mentioned problem are the reus-
ability of control application parts as well as the maintainability and flexibility of 
the control system itself. In addition, the application of mechatronical units host-
ing the control application and executing the controlled process is intended.  

The solution has to ensure that the necessary knowledge about products that 
have to be produced, including knowledge about necessary manufacturing proc-
esses that have to be executed and the necessary knowledge about manufacturing 
resources that have to be applied (production system knowledge) is integrated 
within the control design process and, ultimately, within the control application. 
Here, the mechatronical units will play an important role since they usually have 
to convey the necessary control application parts relevant for the control of the 
physical manufacturing process in the layer of sensor and actuator access, and the 
further control application parts related to product manufacturing are distributed 
among mechatronical units. 

The solution of the mentioned problem is based on the definition of control 
functions containing control system building blocks and their unique allocation to 
control devices. The combination and interaction of these control functions will 
establish the control application.  

The control functions associated to the control devices can be classified within 
two main function classes.  

The first class consists of process functions. These functions are used to control 
the manufacturing process and its progress. They provide a complex system of 
manufacturing process steps that largely enable the manufacture of the desired  
products. The process functions are sequenced in a so-called half-order relation. 
Each process function may have predecessor steps, successor steps, and parallel 
(concurrent) steps. This half-order, together with the individual process functions, 
represents the overall product knowledge contained in the control application. 

The second class of functions are safety functions. These functions contain all 
control activities necessary to safeguard machines, material, environment, and 
human beings against dangerous events. Safety functions interact with other safety 
functions as well as with process functions. They act as observers for process 
functions to prevent dangerous situations caused by the activities of process func-
tions. These interactions, together with the safety functions and the process func-
tions, will represent the production system knowledge contained in the control ap-
plication.  

Each control function needs to be able to interact with other control functions 
crossing device borders. Hence, the control system has to provide a device-
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independent interaction mechanism for control functions enabling a control func-
tion interaction without the knowledge of the function location on control devices. 
This device-independent interaction mechanism has to be provided by the control 
device interaction system. 

The described solution is depicted in Fig. 8.1. 
 

 
Fig. 8.1 Design pattern – Distributed Control Applications 

The described solution enables an easier handling of control functions within a 
distributed control application related to the devices hosting the control applica-
tion. This property is especially important for device-independent designed and 
automatically distributed control applications as often generated within Model 
Driven Engineering (MDE)-based control application design processes [16, 17]. In 
this case a set of control functions will be distributed among a set of devices with-
out user intervention. Here it is necessary to automatically establish the necessary 
communication paths among functions to enable their interaction. The provided 
solution will enable this automatic integration of interaction mechanisms.  

A main influence on the described solution has been the International Electro-
technical Commission (IEC) 61499 standard [18]. This standard describes a func-
tion-block-oriented structure for specification, implementation, and analysis of 
control systems using event-based interaction mechanisms for control function in-
teraction. It is useful for the implementation of distributed control applications 
since it enables a direct realization of the above-described solution. The IEC 
61499 standard is widely considered in research resulting in various applications 
and control engineering design methodologies [19]. 

The solution is based on the experiences made during the realization of distrib-
uted control applications and the development of new control design tools for the 
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Field Control Level. The main drivers have been the research activities within the 
research projects TORERO (Total lifecycle web-integrated control) [20, 21], 
JAKOBI (Java und komponentenbasierte Industriesteuerung) [22], and 
PABADIS’PROMISE (PABADIS based Product Oriented Manufacturing Sys-
tems for Re-Configurable Enterprises) [23, 24] as well as practical experiences 
within industrial projects. 

The application of the described solution is not limited to a certain manufactur-
ing area. In addition it is not limited to a certain programming language- but ob-
ject-oriented or function-block-oriented languages are preferred. 

8.5.2 Design Patterns – Reusability of Control Software Building 
Blocks 

In the same context of distributed control systems based on intelligent and nonin-
telligent devices solving a common control problem, the problem of control soft-
ware building block reuse also emerges.  

Distributed control applications have to reflect the modular design of manufac-
turing systems based on mechtronical units. System designers enforce the stan-
dardization and the reuse of these mechtronical units. This concerns manufactur-
ing modules as well as other system parts necessary for the functionality of a 
manufacturing system like communication systems or data management systems.  

Following this trend and based on the aim of economical efficiency and cor-
rectness of control systems it is useful to design control applications based on con-
trol application building blocks and to reuse existing/tested building blocks within 
other control projects.  

But this objective leads to the problem of control application decomposition 
enabling a most efficient reuse of control application building blocks. 

The main driver for the solution of the reuse problem is the possibility of dif-
ferent viewpoints for the decomposition of manufacturing systems and manufac-
turing system control applications. The decomposition into control application 
building blocks can be based on the following decomposition rules: 

• Assignment of different production functions and safety functions to different 
building blocks 

• Assignment of different mechatronical units to different building blocks 
• Assignment of different technologies to different building blocks 
• Assignment of different technological parts of a device to different building 

blocks 
• Assignment of different devices to different building blocks. 

The intended solution of the decomposition problem has to be as flexible as 
possible to enable all these decomposition rules and, thereby, enable the automatic 
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decomposition/composition of control applications and its automatic distribution 
among devices. 

In addition, the intended solution has to enable the easy replacement of build-
ing blocks to make it easy to upgrade/redesign the system. This will increase the 
application fields of control building block reuse. 

The solution to the above-mentioned decomposition problem is based on the 
distinction of equipment (control devices, sensors, actuators, communication sys-
tem, material, human intervention, etc.)-dependent and equipment-independent 
control application building blocks. The equipment-dependent control application 
building blocks can be seen as the drivers of the physical capabilities of the 
mechatronical units involved covering the control of the physical manufacturing 
processes as well as the control of the involved devices. The equipment-
independent control application building blocks can be seen as the control applica-
tion parts resulting from the control of the product-oriented manufacturing process 
execution. Together all these building blocks reflect the internal logic of the con-
trol application. 

The set of equipment-independent control application building blocks contains 
the control logic that is independent from the technologies applied in the con-
trolled system. They reflect the technology-independent product and production 
process knowledge of the control system. An example of the contents of these 
building blocks is the sequence of necessary manufacturing steps to create a cer-
tain product within a manufacturing system. 

The set of equipment-dependent control application building blocks contains 
three subsets for equipment control functions, for example controlling a special 
drill within a drilling machine, communication system access, for example the 
Ethernet-network-card-based access to a MODBUS TCP communication system, 
and hardware access, for example to direct input/output cards. These three types 
are similar in their functionality since they provide access to the plant but they 
have different internal and application characteristics in their functionality as 
proxies for plant access. 

The control logic in the equipment-independent control application building 
blocks uses the equipment control functions for the realization of their control 
tasks. They access the equipment functions via a generic equipment function inter-
face that will be configured with respect to their cooperative use by more than one 
control logic building block. In addition the control logic building blocks will use 
the communication building blocks for communication with other control logic 
building blocks and with upper-level control systems. 

The equipment functions themselves will use the communication system access 
building blocks as well as the hardware access building blocks for the completion 
of their control tasks. Again the access to the communication and the hardware 
function building blocks is made by a generic and configured interface mapping 
logic variables and functions to physical access.  

The described structure is given in the following class diagram (Fig. 8.2). 
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Fig. 8.2 Design pattern - reusability of control software building blocks – application view 

This structure enables to a large extent the decoupling of the different layers 
and their interconnection by generic and configurable interfaces. This is depicted 
in the following example of a transportation system (Fig. 8.3). This transportation 
system consists of different turntables and conveyers. Within the overall control 
logic a transport sequence can be implemented independently of the used convey-
ers and turntables for their control. The control of the turntables can be imple-
mented independently of the access path to the physical devices (drives and posi-
tion sensors). The actual sequence of turntables and conveyers controlled by the 
control logic will be configured within the generic interface between control logic 
and turntables/conveyers, and the association of turntables/conveyers to physical 
devices will be configured, for example, in the interface to the communication 
system enabling the physical system access (Fig. 8.3.). 

The combination of different building blocks within a control application fol-
lows three main application scenarios. These three scenarios are based on the in-
teraction of a control logic building block with a plant, another control logic build-
ing block, or an upper-level control system like MES or ERP. 
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Fig. 8.3 Design pattern - reusability of control software building blocks – access view 

The interaction between control logic building block and plant is carried out by 
using equipment function control building blocks and its access to hardware or 
communication building blocks depending on the possible access paths to sensors 
and actors. This interaction structure results in a decoupling of the data transmis-
sion between plant and control application that is carried out by the hardware ac-
cess and the communication system access building blocks from the measurement 
value preparation which is carried out by the equipment function control building 
block and from the application of the gained data from the plant within the control 
logic for the overall process. This structure is depicted in the left part of the fol-
lowing collaboration diagram (see Fig. 8.4). 

The interaction between control logic building block and upper-level control 
systems like Manufacturing Execution Systems (MESs) and Enterprise Resource 
Planning (ERP) systems is initiated by the upper-level control systems. The inter-
action is realized by using the communication building blocks as interface. This 
structure enables the decoupling of the accomplishment of the required action of 
the control logic from the data transmission between both system parts that is car-
ried out by the communication system access building block. This is depicted in 
the middle of the collaboration diagram in Fig. 8.4. 

Finally the interaction between two control logic building blocks is also based 
on the application of communication building blocks as generic and configurable 
interface. In this way, the decoupling of data transmission between control logic 
building blocks (executed by the communication building blocks) from the ac-
complishment of control actions (executed by the control logic building blocks) is 
realised. This is depicted in the right hand side part of Fig. 8.4. 

The described solution enables a widely independent development of control 
system components with respect to the correct control of manufacturing system 
building blocks, the correct application of communication systems, and the correct 
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interaction of system components. The very generic interfaces of the different 
building blocks enable an automatic composition of control applications based on 
these building blocks integrating predefined or vendor-delivered control system 
components. 

 

 
Fig. 8.4 Design pattern - reusability of control software building blocks – building block interac-
tion 

Like the design pattern “Distributed Control Applications”, the described solu-
tion is based on the experience gained during the realization of distributed control 
applications and the development of new control design tools for the Field Control 
Level. The main drivers have been the activities within the research projects 
TORERO [25], JAKOBI [26], and PABADIS’PROMISE [24], as well as practical 
experiences within industrial projects. Additionally, experiences in the field of 
software design specifically the layers pattern [5, 6] had a primary influence on 
the solution. 

Like the pattern “Distributed Control Applications”, the application of the de-
scribed solution is not limited to a certain control field or to a certain program-
ming language. Its optimal application will come from using object-oriented pro-
gramming languages. 

8.5.3 Design Patterns – Devices Within Distributed Control 
Systems 

Within the context of distributed control systems based on intelligent and non-
intelligent devices solving a common control problem, the problem of the efficient 
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structure of control devices dedicated to the distributed nature of the control sys-
tem also arises. Additionally, the control device structure has to reflect the integra-
tion of control devices within mechatronical units. Here the devices have to be 
able to interact within the mechatronical unit to control it as well as to interact 
with other control devices across mechatronical unit borders.  

Hence, distributed control systems require control devices that enable a coop-
erative solution of a common control problem by using a distributed control appli-
cation based on control system building blocks. Therefore, the control devices 
have to be prepared from the technological, structural, and architectural points of 
view. The emerging requirements for control devices are based on the necessity of 
running control application building blocks in a cooperative and coordinated way 
and the necessity to enable communication between control building blocks by 
enabling communication among control devices. 

This problem has to be considered in view of the existing control device tech-
nology and the current trend for control system device improvements. These de-
vices have to be adapted to the necessities of distributed control applications. Ex-
isting generations of devices should be incorporable within distributed control 
systems without major modifications. 

Since the described solution implies the application of software building blocks 
on the control devices, intelligent devices as intelligent Programmable Logic Con-
trollers (PLCs), industrial PCs, or embedded control devices within sensors and 
actuators are essential for the solution of the problem. They have to be considered 
as the basis of the solution described below. The solution of the mentioned prob-
lem is based on a bipartite structure of hardware and software entities that are 
functionally related. The hardware part consists of the following five parts: 

• One or more processors providing the necessary computing power, 
• One clock for temporal coordination of the interaction and cooperation of the 

different control devices with respect to necessary temporal interrelated control 
actions, 

• One or more memory building blocks containing all necessary information like 
control code, data at runtime, documentations, etc. 

• One or more communication networks (resp. network cards) used for physical 
access to communication media, and  

• Zero, one, or more physical inputs and outputs (the physical connection). 

The software part consists of two main component classes of entities. The first 
class contains one or more control application building blocks running on the con-
trol device. The second one contains  

• The operating system, 
• One ore more communication protocols, and 
• Software drivers needed to access the physical Input/Output (I/O) interfaces. 

Each control device is uniquely associated to one ore more plant building 
blocks that will be exclusively controlled by this device. In this way, plant build-
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ing bock(s) and control devices comprise a mechatronical unit. To control its plant 
building blocks the control devices have to contain the software implementation 
necessary for control logic. 

This control logic has to be implemented using control software building 
blocks as expressed in the design pattern above. These application building blocks 
will run on top of the operating system using all its functionalities and will use for 
its interaction with the plant and other control application building blocks running 
on other devices the communication protocol drivers and the I/O access drivers. 
These two types of drivers will be governed by the operating system, which will 
provide an interface to these drivers to the control application building blocks. 

The operating system will use for its activities the processor(s), memory 
bocks(s), and the clock. Each communication protocol driver will use the commu-
nication network attached to it, and the drivers for local I/O access will use the 
physical I/O interfaces. 

The access of the control application building blocks to other devices will be 
provided using the communication protocol drivers and the communication net-
works. Access to the plant will be obtained using the communication protocol 
drivers and the communication networks as one access path and the local I/O ac-
cess drivers and the physical I/O interfaces as the other access path. This structure 
is depicted in Fig. 8.5. 
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Fig. 8.5 Design pattern - devices within distributed control systems 

As in the design pattern “Reusability of Control Software Building Blocks”, the 
described solution will provide a layered structure of hardware and software build-
ing blocks establishing control devices within a distributed control system. It ex-
tends the pattern “Reusability of Control Software Building Blocks” by hardware 
and hardware near software building blocks. 

Like all previous patterns, the described solution is independent of an applica-
tion field or a special industry. It is also independent of a special control system 
implementation language. But it has been developed especially for devices having 
a PC-like architecture and being integrated into a factory communication network. 
In this context mainly fieldbusses and Ethernet-based factory communication sys-
tems are used. Hence, the solution is dedicated to systems implementing an 
Ethernet-based industrial communication protocol. 

Like the design pattern “Distributed Control Applications”, the described solu-
tion is based on the experience gained during the realization of distributed control 
applications and the development of new control design methodologies for the 
Field Control Level. The main drivers have been the activities within the research 
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projects JAKOBI [26] and PABADIS’PROMISE [24], as well as practical experi-
ences within industrial projects.  

8.6 Application of the Design Patterns Within the 
PABADIS’PROMISE Project 

Within the PABADIS’PROMISE project the described design patterns have been 
used to develop a methodology and an architecture usable for the design and exe-
cution of product-related control applications on demand. Here, control applica-
tions will be developed only if a product needs to be manufactured.  

Based on the design pattern “Reusability of Control Software Building Blocks” 
the PABADIS’PROMISE field control architecture is based on a layered structure 
with three main components.  

The first component sitting on top of the architecture is the so-called ability ap-
plication executed by an ability application runtime environment. This ability ap-
plication constitutes the equipment-independent control logic within so-called Re-
source Function Blocks coding how the ability application invokes the underlying 
manufacturing functions as well as equipment-dependent functions within so-
called Device Function Proxies (DFP). DFPs implemented as Service Interface 
Function Blocks (SIFB) that enable access to a Device Proxy (DP) and represent 
the underlying device functions inside an Ability Application. 

These ability applications are IEC61499-compliant function block (FB) net-
works, which are executed within the Ability Application Runtime. As this run-
time is only responsible for the triggering of functionality in field-level devices it 
is normally not executed under real-time constraints.  

The second component of the three-layer structure is constituted by the set of 
DPs. DPs implement communication system access components of the mentioned 
design pattern realizing the interaction of the ability application with the underly-
ing manufacturing system controlling (non-)intelligent devices. 

These underlying manufacturing system controlling (non-)intelligent devices 
constitute the third and lowest layer of the structure. 

Following the design pattern “Distributed Control Applications” the ability ap-
plication as well as the underlying manufacturing system controlling (non-)intel-
ligent devices are divided into Process Function Blocks and Safety function 
Blocks. Especially within the ability application the Resource Function Blocks 
plays the role of Process Function Blocks while the DFPs take over both roles of 
Process Function Blocks and Safety Function Blocks. 

The design pattern “Devices within Distributed Control Systems” was the main 
driver for the design and implementation of the ability application runtime envi-
ronment. It constitutes a type of operating system executing the model-based abil-
ity applications and providing communication and access functionalities over the 
DPs. 
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The resulting structure is given in Fig. 8.6. 
 

 
Fig. 8.6 Application of the design pattern within the PABADIS’PROMISE control architecture 

The essential benefit provided by the PABADIS’PROMISE field control archi-
tecture is the capability of the system to handle field control applications in a vary 
flexible way. These capabilities include  

• The ability to add, change, replace, and delete manufacturing system control-
ling (non-)intelligent devices to the system without changing the ability appli-
cations during runtime and, thereby, to make the underlying manufacturing 
flexible; 

• The ability to change ability applications during runtime enabling product-
related flexibility; and  

• The ability to change manufacturing system controlling (non-)intelligent de-
vices-access structures and, thereby, enabling a resource-application- and 
manufacturing-process-related flexibility, for example, to increase process op-
timality. 

All in all, this field control architecture enables a maximal flexibility based on 
the application of the three described design patterns. 
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8.7 Conclusion 

In this chapter we have described a set of fundamental design patterns that can be 
used in the field of distributed automation. These design patterns cover the field of 
distributed applications, reusability of control application building blocks, and the 
device structure and functionality necessary for distributed control systems in light 
of the recent requirements of manufacturing system control as well as the strong 
trend toward the application of mechatronical units. 

Following this design pattern it will be possible to design control systems and 
control applications in an efficient way.  

The design patterns introduce a layered structure for distributed control systems 
that enables a structured design for distributed control systems. In a first design 
step a manufacturing system resource-independent control application part will be 
designed. This control application part will be combined in a second step with 
predesigned control application building blocks necessary for the control of the 
used manufacturing system resources and control application building blocks nec-
essary for access to communication systems and physical I/Os.  

A control application that has been designed in this way is much easier to 
maintain and to change with respect to new communication systems, manufactur-
ing system resources, or products. In addition, it can be used for automatic control 
application building block distribution among devices, which is a huge benefit for 
distributed control. Finally, this procedure can be exploited within an approach 
designing control applications on demand related to manufacturing orders as suc-
cessfully developed within the PABADIS’PROMISE project [24]. 
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This edited book has presented a selected range of contributions, based on the re-
sults of the EU Plant Automation Based on Distributed Systems (PABADIS) and 
PABADIS based Product Oriented Manufacturing Systems for Re-Configurable 
Enterprises (PABADIS’PROMISE) projects: from methodological to theoretical 
to address the issues surrounding Distributed Manufacturing. The contributions 
neither claim to have completed all the research necessary on the field nor to be 
the final stage of development of principles, methods and instruments resulting 
from network thinking in manufacturing. It must be noted that the “distributed” 
perspective on manufacturing, implicitly introducing the modes of iteration, paral-
lelism, emergence, behaviour and encapsulation, reveals a surprising number of 
novel functions, creates new problems for methodologists, and generates demands 
for better information and communication technologies (ICT) pervasion. How-
ever, for now this recognition can only partly result in coherent descriptions of 
relevant (interdisciplinary) contributions for Distributed Manufacturing.  

This volume will not conclude without an attempt to synthesise all approaches 
outlined and to summarise key challenges that further research needs to address in 
Distributed Manufacturing and the implications that this way of interpreting 
manufacturing and resulting research has on practice.  
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9.1 Contributions of the Book 

What follows from the contributions is that the potential of Distributed Manufac-
turing is manifold. It covers a number of different areas, all enhancing flexibility, 
efficiency and performance. 

Firstly, many approaches as well as contributions appear from different disci-
plines, a fact that is generally cited as being very fruitful, as it nearly guarantees 
novel solutions and mind opening insights. Aside from the complexity thinking 
there are also substantial inspirations from neurobiology, topology, computer sci-
ence, social behaviour studies, and artificial intelligence. This may be interpreted 
as a lack of theory as a solid base for manufacturing networks in general and Dis-
tributed Manufacturing in particular. Challenges will be the resistance to over-
come systems thinking while at the same time transferring all comfortable proper-
ties, such as decomposition, formalisms to describe input/output and behaviour, or 
the selection of aspects and attributes for the networked world.  

Secondly, the involvement and the exploitation of complexity principles for 
manufacturing networks are inevitable and favourable at the same time. Their con-
sideration synthesises new philosophies and progress in technology. The chal-
lenges for an organisation operating loosely connected units and actors as cus-
tomer-oriented networks bring us back to the potentials of ICT and the web. 
Distributed computing, data warehousing and knowledge bases are contributing 
research fields on the data processing side; on the communication side, security is-
sues, pervasive technologies, augmented virtual reality, blogging and shared data 
applications are important fields. 

Thirdly, the harmonisation of models and procedures used for management and 
successful coordination of network behaviour can be achieved by reasonable input 
of resources. Practitioners that are fully exposed to the challenges of Distributed 
Manufacturing networks still have to rely upon accustomed instruments that are 
developed for one time static setups’ management. The contributions confirm the 
evidence that next generation instruments will have to support the optimisations of 
‘transvariable’ indicators (such as value addition, time) instead of ‘intervariable’ 
attributes (such as output, volume). Network performance is measured by the 
quality and the speed of linkage. The specific experiences with prototypes under-
pin the fact that next generation management will operate also on methods origi-
nating from Distributed Manufacturing as described. 

Distributed Manufacturing is a powerful structure for coping with market vola-
tility by sharing knowledge, resources and risks in new product developments. For 
the success of these activities, the concurrency of operations is a vital issue. In 
Chap. 1 Hidalgo thoroughly explores concurrency in product development in the 
much tight interfirm context of the extended enterprise (E2). At this level he sees a 
field of distributed product development as the aggregate pattern of product intro-
ductions emerging over time. In order to cope with volatility he calls for robust 
product families for the creation of numbers of derivative products, founded on a 
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common core technology – the product platform. This idea constitutes a red thread 
throughout the book as design pattern in Chap.6 or as ability application environ-
ment in Chap.7. Success results from concurrent evolution of product families, 
platforms and product creation. Only close collaboration and intensive standardi-
sation may provide efficient common processes as well as successful innovation. 
The resulting way of value creation assumes new instruments, other coordination 
mechanisms and interlinking ICT tools, which are outlined in principles and ex-
amples. This statement is repeated in Chap. 3 with respect to factory design. 

More generalised and motivated by biological evolution, and not confined to 
new product development, Dekkers discusses the very “prototype” of collabora-
tion and concurrency, co-evolution. The basic idea is to identify collaboration as a 
strategy for the phenotype to survive, whose success is expressed in the fitness of 
an agent or an entity. It is the basis for descriptions of dependencies and mutual 
developments, which yields additional insights on the interaction and interrelation 
of entities. Companies engage in new relationships in order to increase their fit-
ness underpinning the importance of new and more effective models to support the 
dynamics of collaborative relationships, as proposed in Chap. 4 by different highly 
collaborative factory set-ups or in Chap. 5 by several “X”-reality approaches or 
community approaches. The theories developed there are very valuable ingredi-
ents for a synthesis to advance our understanding of concurrent enterprising and 
how distributed structures address collaborative challenges in industrial networks. 
Therefore they define the framework for the metrics and indicators to be applied 
to the network topology that can only logically describe network set-ups and proc-
esses representing valuable input for software design and software agent pro-
gramming. 

Wünsch et al. explore the technical and operational interpretations (focusing on 
ICT) of distribution and concurrency by synthesising various aspects of flexibility, 
product, technology and resource. Three prevailing information technology para-
digms – object orientation (OO), service oriented architecture (SOA) and agent 
oriented architecture (AOA) – are mirrored in the most important manufacturing 
principles that have emerged in leading companies in order to better cope with the 
concurrency needs of multistream processes. These principles may be seen as re-
sponses to environmental problems (green manufacturing), network thinking (col-
laborative manufacturing, visual manufacturing, mobile manufacturing, and recon-
figurable manufacturing) and decentralised parallel computing possibilities (open 
manufacturing, harmonised manufacturing, event-driven and real-world manufac-
turing). All items discussed are viewed as constituents of mechatronic systems as 
the preferred application area for next-generation Enterprise Resource Planning 
(ERP). The authors could verify that the “PABADIS world”, which serves as the 
foundation of all contributions of this volume, perfectly enables one to exploit the 
three information technology paradigms and can be engaged to successfully cope 
with all identified challenges. It is concluded that next-generation planning and 
execution systems will be based on architecture like PABADIS fully integrating 
process and management levels. This comes up in all Chaps. 4-8 as a result of 
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commonly used ICT standards, but especially for coherently applied methods and 
platforms. 

It is generally anticipated that people will be working more as dynamically as-
sembled groups of diverse and complementary skilled professionals within an en-
hanced collaboration environment. Therefore, a number of communication means 
have been successfully introduced, each offering specific profiles for support. Pal-
lot and Bergmann take a critical look at such implementations revealing that most 
of the set-ups do not need teams working together in one place, although most of 
the solutions are applied in this way. The team members may be distributed at a 
number of different sites. Moreover skills and benefits as well as adoptions of 
such communication media prove to co-evolve with all other ICT applications, a 
key point in Chap. 3 as well. These findings again confirm instinctive feelings of 
managers strongly signaling that especially the gains of the prefabricated expen-
sive “X”-reality set-ups could lag far behind expectations even in the long term. 
Companies which are enthralled by the potential of augmented reality (AR) to 
communicate e.g assembly instructions in real time in their factories should con-
sider the potential damage that could arise if skills learning were not enabled. 
Chap. 4 endorses other recent experiences and field study outcomes that, contrary 
to all predominant views, the formulation and communication of information 
should be designed using ICT, and distributed decision support may be added us-
ing agent architecture as such multi-agent systems (MAS) set-ups outlined for 
manufacturing execution systems (MES) in the Chaps. 5-7. In particular, the fail-
ure to develop and harness human expertise can lead to companies becoming un-
competitive, because of expensive and powerful ICT investments as well as the 
role of agents to better meet the requirements is one important strand of research, 
outlined by Bratukhin et al.. Agents are introduced as means to decentralise deci-
sion making by detaching it from the top levels. This is a precondition for the de-
centralisation of control. The design patterns used to describe the control set-ups 
are interpreted as generically consisting of two main elements: resources and cos-
tumer orders. To cope with complexity the agents’ structure is aggregated or dis-
aggregated hierarchically, by implicit use of self-similarity principles as well as 
synchronisation methods to ensure concurrency options. The basic structures ad-
dressed by the majority of the most important approaches are derived from these 
generic set-ups. The advantages of all approaches are synthesised for advanced 
MES solutions in factory automation which is compatible with the resource plan-
ning levels as discussed in Chap. 3. 

Sauter and Tretyl take up Distributed Manufacturing from the fieldbus level 
and the variety of solutions that already exist, exploring the limitations of real-
time applications. A major issue is finding suitable mechanisms for synchronisa-
tion and security. The historical review leads, over important communication 
paradigms – client-server, producer-consumer, and publisher-subscriber models – 
to the potential of the Internet with its multiple ways of synchronising and provid-
ing for security. Tightly coupled as well as loosely coupled units may be con-
nected by the World Wide Web and installation of rigid zones and flexible do-
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mains. The set-up proposed by PABADIS is strongly emphasised as adequate and 
most instructive for future automation systems. Moreover, bionics is recom-
mended as the general view to be followed and softer models, as outlined in by 
Bergmann and Pallot in Chap. 4, have to be increasingly included if higher levels 
of complexity for distributed manufacturing are to be covered. 

Lüder et al. thoroughly analyse the distribution issues on the lowest control 
level implemented by field control systems. Here the focus is on knowledge pre-
servation related to the most efficient and often used structuring paradigms valid 
for distributed field control applications. Therefore, the design pattern as an ap-
propriate means to code solution knowledge within different areas of science and 
practice is explored. Design patterns were initially developed in architectural sci-
ences for describing generic solutions in the problem area as well as the solution 
context. They quickly have been transposed to information science and a number 
of other disciplines and serves as a perfect base of integration for all preceding 
contributions. With this last chapter the most appropriate design pattern for the 
segmentation of field control applications to distributable entities, for enforcement 
of the reusability of field control application segments, and for positioning of 
these segments on control devices is outlined. An application case making use of 
these design patterns is explained highlighting the greatest benefits of the ap-
proach. 

9.1.1 What are the philosophies to manage Distributed 
Manufacturing? Which paradigms and metaphors should be 
emphasised and encouraged for support? 

The concept of the monolithic manufacturing company is definitely obsolete. The 
“certainties” and the full “hierarchic controllability” of companies have always 
been comfortable pretences or even most welcome excuses for inflexibilities or in-
sistence on organisational standards. Under pressure and in dynamic environments 
such illusions vanish, and – upheld through inertia – will even develop into a fatal 
threat for companies. As successors several new concepts have arised. These con-
cepts are not just static and systematic; they draw from such dynamic backgrounds 
as the theory of constraints (lean manufacturing), biology (bionic manufacturing), 
nature (holonic manufacturing) and geometry (fractal organisation). None of these 
concepts may fully cover the Distributed Manufacturing field. Complexity modes 
(encapsulation, iteration, behaviour) as well as concurrency structures (parallel-
ism, emergence) had to be emphasised to furnish adequate grounds for engineer-
ing and management of Distributed Manufacturing. Collaboration frameworks 
(e.g. company footprints), facilitating self-organisation and guidance of self-
interested interrelated actors, accelerate implementations and instant stabilisations 
of reliable structures and help to define adequate measuring and monitoring indi-
cators.  
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9.1.2 Which disciplines and models are likely to further develop the 
methods and instruments for Distributed Manufacturing 
structures? How about the trends in information technology and 
their effects on coordination and management of inter-
organisational value chains? 

Among the contributing disciplines we find complex adaptive Systems theory, 
decision theories, sociology, theory of multi-agents, evolutionary biology, zool-
ogy, organisation theory, topology, artificial intelligence, and network manage-
ment. Within all these disciplines there have been successful attempts to 
investigate and describe the phenomena of collaboration and networks and the 
changes that are taking place in relation to industrial organisations. However, to 
date there has not been published an edited comprehensive account of the different 
perspectives that exist among the various academic and industrial research com-
munities striving for an emerging new network science.  

Ambient intelligence and mobile connection of (distributed) expertise, knowl-
edge and creativity will be the important next ICT features. Open data sharing net-
works and social webs could link people, units and organisations. Business legal 
entities will be complemented by social legal entities. Cutting-edge knowledge 
and high-skilled individuals will be increasingly organised outside of manufactur-
ing companies e.g. in professional virtual communities (PVCs) or comparable or-
ganisations. Products and value-adding services will increasingly rely on embed-
ded intelligent devices, affecting the users’ individual security and privacy. As 
increasing numbers of people will neither be able to understand the mechanisms of 
the (also networked) products nor classify the risks of the products and processes, 
deeper involvement of people in development and innovation, e.g. by offering 
open source or living laboratories, might become an important company activity. 
Anticipating problem areas, synthesised with company-specific sustainability pri-
orities, might strongly direct companies’ public relations activities. Accounting 
may have to provide transparency in all areas pointing out successful contributions 
to higher societal goals as well in order to maintain the highest acceptance of its 
behaviour. Surely, a manufacturing world of collaborative ICT is emerging. Hu-
man resource policies should put a premium on collaboration skills, ICT capabili-
ties and readiness for IP connection anywhere and anytime, as these will be the 
decisive factors. 
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9.1.3 How can companies self-position in times of vanishing 
distinction of organisations from their environment? Do 
organisation theory and management science need to be extended 
by a number of new chapters covering decentralised and 
distributed processes and value chains? 

The scope of collaboration among enterprises has widened substantially. In Dis-
tributed Manufacturing the creation of value will take place simultaneously and at 
various locations. Knowledge about the capabilities of potential partners is becom-
ing a part of the know-how of an enterprise. A company thus needs to continu-
ously determine its position in the market as well as within the network. One key 
attribute is the core capability, as the Distributed Manufacturing approach relies 
on the implications of variation, selection and retention. In the manufacturing 
networks arena, there are specific capabilities in a network of manufacturing 
plants above and beyond those at the factory plant level. The extension of capa-
bilities to beyond the firm calls for a process-based analysis of capability devel-
opment, as well as an outcome-based assessment at the strategic level. A central 
issue is the development of metacapabilities, involving “selective resource pick-
ing”; the selection process seeks to achieve a particular outcome or alignment to 
the business model and thereby provides for a unique “metalevel capability” that 
is not yet understood. These metacapabilities seem to be company (or network) 
specific, customer relevant and business aligned.  
Apart from the basic trust generally expected by business ethos, the level of trust 
in networks is closely linked to the partners’ behaviour. Real trust builds e.g. un-
der extraordinary circumstances in which one partner is willing to meet excep-
tional requests, above and beyond the agreed terms of business. The mechanisms 
for establishing and keeping high levels of trust, absolutely crucial for manufactur-
ing networks, still are very little understood. Trust is the foundation of collabora-
tion on the MES level as well, where most of the security problems in the ICT 
fields remain unsolved. Technical as well as organisational solutions are far ad-
vanced however, important lessons have not yet accessed the inner body of 
knowledge in manufacturing and management. Interesting possible advances, such 
as e.g. web-based manufacturing operating globally distributed technical units via 
Internet communication, have therefore not been made. ICT education and train-
ing on software and devices has not reached maturity levels permitting to enable 
entire staffs of manufacturing networks skilled and efficient use at reasonable cost. 
Most productive technologies and solutions remain restricted to ICT expert use so 
the broad effects lag far behind expectations. 

Whereas concurrency thinking is well established in engineering, its extension 
to enterprise networks is a very recent phenomenon. This fruitful extension takes 
place gradually as many benefits and achievements in distributed manufacturing 
structures fertilising quasi-unconscious and unarticulated approaches in numerous 
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fields originate in concurrency set-ups. All chapters in this book indicate that the 
work is not yet finished. In fact, all authors point to avenues of future work. 

9.2 Implications for Practice 

What follows for industrial practice is that non-hierarchical views of manufactur-
ing will become fully established. In the first place, the concepts of planning and 
control will replace central, sequential, rhythmic and time-sliced procedures by 
event-driven parallel distributed evolving logics. Manufacturing will introduce 
and apply new types of methods and tools, supporting linkage and reconfiguration 
as well as acquisition of high-level plug and produce, plug and participate and 
concurrent work skills. Atomisation of production equipment and flows into intel-
ligent units will enable every unit to manage and control its flow process autono-
mously. Humans and units as well as units and units will communicate or even 
negotiate. 

Concerning ICT in industry, maximum attention has to be paid to all develop-
ments of networkable devices, as they will increasingly influence organisational 
structures as well as decision-making procedures. This will be the most important 
challenge for interoperability and data security resulting in the complete revision 
of enterprise resource planning system architecture and man-machine interfaces. 
New worker types may emerge making use of all ICT options and collaborative 
working environments relying on permanent Internet connectivity and social touch 
via web applications. An expected shift from individual productivity towards in-
terpersonal productivity could engender novel intellectual property rights (IPR) 
situations and might force manufacturing companies into stronger involvement in 
communities of practice and on-line communities. A shift of power towards Pro-
fessional Virtual Community structures is a possible consequence, so companies 
are likely to experience that individuals’ working contracts will be managed by 
these organisations and communities, models far beyond any actual management 
scope. 
In addition, the practical work with the prototypes has once more proven the high 
potential of new ways of collaboration in distributed manufacturing. Mastering 
complexity will be one of the major topics for future manufacturing. A specific 
production network management science for developing and incorporating new 
networking instruments may appear. As the new ways of looking at manufacturing 
are not yet fully settled in widespread methods and tools, the challenges compel 
managers to contribute further insight and collaborate with academics to advance 
both practice and theory. 

Reponses to new order volumes will be rather relinking or renegotiating links 
with network partners and contributing to the common trust base with the highest 
reliability. Dedicated training activities aimed at promoting teamwork on a 
worldwide basis are necessary for the emergent concurrent way of working.  



Conclusion and Outlook       185 

On the way to concurrent enterprising (CE), following up beyond Distributed 
Manufacturing, more research needs to be put on the agenda. As the papers invited 
for this book indicate, the unanswered questions can be examined through a wide 
variety of approaches, both theoretically and methodologically. We hope that the 
papers and themes outlined will spur more research to further examine this fasci-
nating area. 
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