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Preface 

Robots, aerospace structures, active earthquake-damping devices of tall 
buildings, and active sound suppression are examples of the application of 
structural dynamics and control methods. This book addresses the structural 
dynamics and control problems encountered by mechanical, civil, and control 
engineers. Many problems presented in this book originated in recent 
applications in the aerospace industry, and have been solved using the approach 
presented here. 

Dynamics analysis and controller design for flexible structures require a 
special approach due to the large size of structural models, and because flexible 
structure testing and control typically requires massive instrumentation (sensors 
and actuators). But the rapid development of new technologies and the increased 
power of computers allows for the formulation and solution of engineering 
problems that seemed to be unapproachable not so very long ago. 

The modal approach was chosen in this book. It has a long tradition in 
structural engineering (see, e.g., [84], [87], and [26]) and is also used in control 
system analysis, e.g., [93]. Its usefulness, thoroughly tested, does not need 
extensive justification. Both structural testing and analysis give priority to the 
modal representation, due to its compactness, simplicity, and explicit physical 
interpretation. Also, many useful structural properties are properly exposed only 
in modal coordinates. In this book the modal approach, preferred by structural 
engineers, is extended into control engineering, giving new analytical results, 
and narrowing the gap between structural and control analysis. 

The structural dynamics problems presented in this book include system 
modeling using either structural equations (derived from the laws of physics), or 
computer software (using finite-element tools), or field test data (using the 
system identification approach). System norms, as a means of measuring the 
"size" of a system and its modes, form a base for the system performance 
evaluation. Properties of norms of modes and of structures (including H2, Hoo , 

and Hankel norms) are derived and used to solve the optimal model reduction 
problem. Reduction of the structural model is important not only to reduce 
computational effort, but is a key issue in system identification (allowing one to 
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viii Preface 

avoid the inclusion of noise into the structural model), and in controller design 
(simplification of controller software and hardware). The actuator/sensor 
location for structural testing and control is another important issue. It is often 
required to locate sensors at a large number of candidate locations. Search 
procedures typically used for this purpose are computationally expensive, fail to 
perform for a large number of candidate locations, and do not guarantee the 
optimal solution. The actuator/sensor placement methods presented in this book 
are optimal, and allow for the quick location of sensors and actuators, even for a 
large number of candidate locations. The example of the International Space 
Station structure, with a choice of four actuators and 341 accelerometers out of 
11,804 candidate locations, illustrates the advantages of the presented approach. 

The control issues include the properties, analysis, and design of the 
dissipative, LQG, and H,) controllers. It is assumed in this book that the 
controllers are of low authority, i.e., that the controller action does not 
completely destroy the structural properties. This is a typical approach in the 
design of the controllers for flexible structures, since the low-authority 
controller for the flexible part of the structure preserves its tracking properties 
that should not deteriorate. The connections between structural parameters, 
controller gains, and the root-locus have been derived. This approach is 
illustrated with the dissipative, LQG, and H,,) controller design for a simple 
structure, for the two-dimensional (2D) and three-dimensional (3D) trusses, and 
for the tracking control of the NASA Deep Space Network antenna. In the latter 
case the controllers were tested and implemented to serve the current NASA 
missions. 

Several books on structural dynamics and control have been published. 
Meirovitch's graduate college textbook [84] covers methods of structural 
dynamics (virtual work, d' Alambert's principle, Hamilton's principle, 
Lagrange's and Hamilton's equations, and modal analysis of structures) and 
control, including pole placement methods, LQG design, and modal control. 
Ewins [26] presents the methods of modal testing of structures. Natke's book 
[87] on structural identification also contains excellent material on structural 
dynamics. Fuller, Elliot, and Nelson [30] cover problems of structural active 
control and structural acoustic control. Inman's book [60] introduces the basic 
concepts of vibration control. The book by Preumont [94] introduces modern 
approaches to structural control, including LQG controllers, sensors, and 
actuator placement, and piezoelectric materials with numerous applications in 
aerospace and civil engineering. The Junkins and Kim book [67] is a graduate­
level textbook on dynamics and control of flexible structures. The Porter and 
Crossley book [93] is one of the first books on modal control. The Skelton book 
[98], on the control of general linear systems, introduces methods designed 
specifically for the control of flexible structures. For example, the component 
cost approach to model or controller reduction is frequently used in this field. 
The monograph by Joshi [64] on control flexible space structures presents 
developments on dissipative and LQG controllers supported by numerous 
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applications. The book by Kwon and Bang [72] is dedicated mainly to the 
development and analysis of structural finite-element models, but part of it is 
dedicated to structural dynamics and to structural control. My previous book 
[34] approached structural dynamics and control problems in balanced 
coordinates. 

In this book, modal coordinates have been chosen. They are commonly used 
by structural engineers, and are also useful in control system analysis. Modal 
representation can be approximately balanced (open- or closed-loop) by 
choosing the appropriate scale factors. The connection between balanced and 
modal coordinates is derived here. This book also differs from [34] not only in 
its approach, but also by its content: new methods, properties, applications, and 
examples are presented. 

The purpose of this book is to introduce the methods of structural dynamics 
(such as modal properties and modal models) to structural control analysis and 
design, and to incorporate the control concepts and methods (such as system 
norms, or controllability and observability properties) in structural dynamics 
analysis. The combination of control and structural concepts allows one to 
unveil new structural properties and gives new insight on the well-known 
control laws. Also, it makes it easier for structural engineers to design control 
laws for flexible systems, and allows control engineers to operate in the 
structural dynamics environment. In short, it should serve as a bridge between 
the structural and control engineering. 

Chapter 1 defines the term "flexible structure" (in brief, a structure), and 
presents examples of structures, including a simple structure, 2D and 3D trusses, 
the NASA Deep Space Network antenna, and the International Space Station 
structure. 

Chapter 2 discusses in detail structural models: second-order and state-space 
models. Models are either derived from the laws of physics (e.g., force 
equilibrium, d' Alambert's principle, Lagrange's equations), obtained from the 
finite-element codes, or from structural test data. All three approaches are 
illustrated in this book. A simple structure model is derived from the force 
equilibrium laws, while models of 2D and 3D trusses, and the International 
Space Station structure are obtained from the finite-element codes. The 
structural model of the Deep Space Network antenna was identified from the 
field test data. 

System controllability and observability properties are extensively used in 
system dynamics evaluation. The controllability and observability grammians 
are introduced in Chapter 3, and the balanced system representation obtained. 
Also, the controllability and observability properties of structures are derived. 

Chapter 4 defines the system H2, Hm and Hankel norms, and specifies them 
(in terms of structural parameters) for each individual mode, as well as for the 
entire structure. Properties of norms, used later in system dynamics and control, 
are derived. 
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Chapter 5 describes model reduction in modal coordinates, in terms of H2, 
H", , and Hankel norms. The purpose of model reduction is to obtain a structural 
reduced model as small as possible, so that the dynamic response of the reduced 
model is close to the response of the full model within a given threshold. Modes 
of structural models are almost independent. Therefore, the structural norm can 
be expressed approximately as a combination of modal norms. This property 
easily translates to the almost-optimal model reduction. 

Chapter 6 introduces the choice of sensor and actuator locations such that the 
prescribed degree of controllability and observability is achieved. If all states are 
equally controllable and observable, the system is uniformly balanced. Also, the 
properties of the uniformly balanced system are derived. 

The problem of locations of sensors and actuators for structural testing and 
control is discussed in Chapter 7. This problem is of importance in structural 
tests since they often require massive instrumentation. The choice of location is 
neither straightforward nor an easy task. The methods proposed in this book are 
comparatively simple, allowing for the almost-optimal location of actuators and 
sensors for large structures, as is illustrated with the International Space Station 
structure, where 341 sensors have been chosen out of 11,804 candidate 
locations. 

Chapter 8 presents the design of dissipative controllers in modal coordinates. 
The root-locus depends on modal controllability and observability properties, 
and these properties are used to shape the closed-loop system properties. 

Chapter 9 discusses the LQG controller design issues. The LQG analysis and 
design is performed using modal coordinates. The performance of the LQG 
controller depends of the choice of weights of the performance index. Typically, 
there is no a priori knowledge available to relate the weights and the required 
performance. In this book, the relationship in modal coordinates between the 
structural weights and performance is derived, allowing the designer to shape 
the closed-loop performance. In implementation, the size of the controller is a 
critical issue. Large-size controllers make the controller software complex, and 
may introduce parasitic dynamics that can deteriorate the closed-loop 
performance. We show that in the modal coordinates the LQG controller can be 
reduced in a simple manner using modal criteria. 

Chapter 10 presents the analysis and design of H", and H2 controllers. The 
modal coordinates allow for the straightforward implementation of the input and 
output shaping filters and for shaping the closed-loop performance. Also, this 
chapter introduces the controller reduction method, and illustrates the approach 
with the H", controller design for the Deep Space Network antenna. This 
controller features excellent tracking performance with the wind disturbance 
rejection properties that meet the stringent antenna performance requirements. 

Matlab codes of selected methods and procedures from this book are 
presented in Appendix A. This includes transformation to the modal 
coordinates, the open-loop balanced coordinates, the LQG balanced coordinates, 
and the H", balanced coordinates. Also, the determination of the almost-balanced 
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modal representation (open-loop, LQG, and Hoo) is given. Finally, the Matlab 
function for the determination of the H2 and Hoo norms for the given actuator and 
sensor placement (including displacement, rate, and acceleration sensors) is 
included. 

Appendix B includes the parameters of the 2D truss and the Deep Space 
Network antenna. This allows the reader to check the methods, and to exercise 
hislher own ideas and modifications, since no result is final and no approach is 
perfect. 
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Dynamics 



1 
Introduction 

A flexible structure is a linear system of specific properties. What are the special 
features that distinguish a flexible structure from other systems? For structural 
or mechanical engineers its special properties include periodic vibrations with 
dominating few frequencies, resonances, and natural modes of vibrations. The 
term "flexible structure" is commonly used within the control engineering 
community to refer to a linear system with oscillatory properties characterized 
by strong amplification of a harmonic signal for certain frequencies, a system 
with weakly correlated states, and which complex conjugate poles have small 
real parts. 

1.1 Flexible Structure Definition 

The term flexible structure has different interpretations depending on source and 
application; and for the purposes of this book, a flexible structure is 

• a linear system; 
• finite-dimensional; 
• controllable, and observable; and 
• its poles are complex with small real parts; 
• its poles are non-clustered. 

This definition narrows the class of linear systems under consideration, and 
based on this definition, many interesting properties of structures and their 
controllers will be derived. However, our experience shows that even if this 
definition of a flexible structure is violated or extended the derived properties 
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4 Chapter 1 

may still hold. For example, for structures with heavy damping, with some of 
the poles being real, or close to each other, one still obtains reasonable results. 

4 102 

(a) (b) 
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Figure 1.1. Properties of a typical flexible structure: (a) poles; (b) magnitude of a transfer 
function;(c) impulse response; and (d) power spectrum of the impulse response. 

The properties of a typical flexible structure are illustrated in Fig. 1.1. Poles 
are complex conjugate, with small real parts, and their locations are shown in 
Fig. l.l(a). The magnitude of a flexible structure transfer function is shown in 
Fig. 1.1 (b), and is characterized by the presence of resonance peaks. The 
impulse response of a flexible structure is shown in Fig. 1.1 (c), which consists 
of harmonic components, related to complex poles, or to resonance peaks. These 
components are clearly visible in the power spectrum of the impulse response as 
shown in Fig. 1.1 (d). 

1.2 Examples 

In this book five examples of flexible structures are investigated: a simple 
structure, two-dimensional (2D) and three-dimensional (3D) trusses, the Deep 
Space Network (DSN) antenna, and the International Space Station structure. 
They represent different levels of complexity. 
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1.2.1 A Simple Structure 

A three-mass system - a simple flexible structure - is used mainly for 
illustration purposes. Its simplicity allows for easy analysis, and straightforward 
interpretation. Also, in this case, solution properties and numerical data can be 
displayed in a compact form. The system is shown in Fig. 1.2. In this figure 
ml , m2 ' and m3 are system masses, kl , k2 , k3 ' and k4 are stiffness coefficients, 
while dl , d2 , d3 , and d4 are damping coefficients. 

Figure 1.2. A simple flexible structure. 

1.2.2 A 2D Truss 

The truss structure in Fig. 1.3 is another example of a flexible structure. It is 
more complex than the simple structure, yet can easily be simulated by the 
reader, if necessary. For this structure, '\ = 15 cm, '2 = 20 cm, each truss has a 
cross-sectional area of 1 cm 2 , elastic modulus of 2.0 x 107 N/cm 2 , and mass 
density of 0.00786 kg/cm 3 . The system has 32 states (or 16 degrees of 
freedom) , two inputs, and two outputs. Its stiffness and mass matrices are given 
in Appendix B.l. 

Figure 1.3 . A 2D truss structure. 
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1.2.3 A 3D Truss 

A three-dimensional truss is shown in Fig. 1.4. For this truss, the lenrth is 60 
cm, the width 8 cm, the height 10 cm, the elastic modulus 2.1 x 10 N/cm2, 

and the mass density 0.00392 kg/cm 3 . The truss has 72 degrees of freedom (or 
144 states). 

Figure 1.4. A 3D truss structure. 

1.2.4 The Deep Space Network Antenna 

The NASA Deep Space Network antenna structure illustrates a real-world 
flexible structure. The Deep Space Network antennas, operated by the Jet 
Propulsion Laboratory, consist of several antenna types and are located at 
Goldstone (California), Madrid (Spain), and Canberra (Australia). The Deep 
Space Network serves as a communication tool for space exploration. A new 
generation Deep Space Network antenna with 34-m dish is shown in Fig. 1.5. 
This antenna is an articulated large flexible structure, which can rotate around 
azimuth and elevation axes. The rotation is controlled by azimuth and elevation 
servos, as shown in Fig. 1.6. The combination of the antenna structure and its 
azimuth and elevation drives is the open-loop model of the antenna. The open­
loop plant has two inputs (azimuth and elevation rates) and two outputs (azimuth 
and elevation position), and the position loop is closed between the encoder 
outputs, and the rate inputs. The drives consist of gearboxes, electric motors, 
amplifiers, and tachometers. For more details about the antenna, see [46]. The 
finite element model of the antenna structure consists of about 5000 degrees of 
freedom, with some nonlinear properties (dry friction, backlash, and imposed 
limits on its rates, and accelerations). However, the model of the structure and 
the drives used in this book are obtained from the field test data using system 
identification procedures. 
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Figure 1.5 . The Deep Space Network antenna. 
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AZIMUTH 
AXIS 

The antenna was tested using the white noise input signal of sampling 
frequency 20 Hz, as shown in Fig. 1.7(a). The antenna azimuth encoder output 
record is shown in Fig. 1.7(b). From these records the transfer function, from the 
antenna rate input to the encoder output was determined, see Fig. 1.8(a,b), 
dashed line. The ERA identification algorithm, see [65], was used to determine 
the antenna state-space representation. For this representation the plot of the 
transfer function was obtained, and shown as a solid line in Fig. 1.8(a,b). The 
flexible properties are clearly visible in the identified model. The identified 
state-space representation of the antenna model is given in Appendix B.2. 
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Figure 1.6. The open-loop model of the Deep Space Network antenna (AZ = azimuth, 
EL = elevation. XEL = cross-elevation). 
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Figure 1.8. The antenna transfer functions from the data (dashed line), and identified 
(solid line): (a) magnitude; and (b) phase. 

1.2.5 The International Space Station Structure 

The Z I module of the International Space Station structure is a large structure of 
a cubical shape with a basic truss frame and numerous appendages and 
attachments such as control moment gyros and a cable tray. Its finite element 
model is shown in Fig. 1.9. The total mass of the structure is around 14,000 kG. 
The finite-element model of the structure consists of 11,804 degrees of freedom 
with 56 modes, which natural frequencies are below 70 Hz. This structure is 
analyzed for preparation of the modal tests: the optimal locations of shakers and 
accelerometers are determined. 
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Figure 1.9. The International Space Station structure. 



2 
Models 

System analytical models are given in the form of equations. Linear models are 
represented by linear differential equations. Structural models are represented in 
the form of second-order differential equations or in the form of first-order 
differential equations as a state-space representation. In the first case, the system 
dynamics is typically represented by the system degrees of freedom, and in the 
second case by the system states. Preferred by structural engineers, second-order 
differential equations of structural dynamics have a series of nice mathematical 
and physical properties. In this representation of a long tradition many important 
results have been derived. The state-space model is a standard model used by 
control engineers. Most linear control system analysis and design methods are 
given in state-space form. In this chapter we use both: second-order and state­
space models. 

The choice of coordinates in which the system model is represented is 
arbitrary. However, two coordinate systems, nodal and modal, are commonly 
used. Nodal coordinates are defined through displacements and velocities of 
selected structural locations, called nodes; and modal coordinates are defined 
through the displacements and velocities of structural (or natural) modes. The 
modal coordinate system is primarily used in this book. 

The structural analytical models are derived either from physical laws, such 
as Newton's motion laws, Lagrange's equations of motion, or D' Alembert's 
principle [84], and [87]; or from finite-element models; or from test data using 
system identification methods. All three approaches are illustrated in this book. 
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At the beginning of this chapter a state-space system model and its transfer 
function are presented. Next the second-order models of flexible structures are 
followed by structural state-space models. 

2.1 Models of a Linear System 

A linear time-invariant system of finite dimensions is described by the following 
linear constant coefficient differential equations: 

x = Ax + Bu, 

y=Cx, 

x(O) = x,,, (2.1 a) 

(2.1 b) 

where the N-dimensional vector x is called the state vector, x" is the initial 

condition of the state, the s-dimensional vector u is the system input, and the r­
dimensional vector y is the system output. The A, B, and C matrices are real 
constant matrices of appropriate dimensions, and (A, B, C) is the system triple. 
The triple is called the system state-space representation. 

The state-space representation and the state vector are not unique, and one 

can introduce a new state variable, xn ' such that x = Rxn- For a nonsingular 

transformation matrix R a new state representation (All' BII , CII ) is obtained 

All = R-1AR, CII =CR. (2.2) 

In this representation the input-output relationship is the same as in the original 
representation (A, B, C). Although input-output relations remain invariant, it 
makes a difference for system analysis or controller design what state or 
representation is chosen. Some representations have useful physical 
interpretations, others are more suitable for analysis and design. 

A linear system can be alternatively represented by its transfer function. The 
transfer function G(s) is defined as 

y(s) = G(s)u(s) , (2.3) 

where yes) and u(s) are the Laplace transforms of yet) and u(t), respectively. For 
zero initial condition, x(O) = 0, one obtains 

G(s) = C(sI - Arl B. (2.4) 

The transfer function is invariant under the coordinate transformation, which 
can be checked by introducing (2.2) into the above equation. 
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2.2 Second-Order Structural Models 

The second-order structural models are the ones represented by the second-order 
linear differential equations. They are commonly used in the analysis of 
structural dynamics. The model representation depends on the choice of 
coordinates. Typically, the second-order models are represented either in the 
nodal coordinates, and are called nodal models, or in the modal coordinates, 
called modal models. 

2.2.1 Nodal Models 

The nodal models are derived in nodal coordinates, in terms of nodal 
displacements and velocities. The model is characterized by the mass, stiffness, 
and damping matrices, and by the sensors and actuators locations. These models 
are typically obtained from the finite-element codes or from other CAD-type 
software. 

As a convention, we denote a dot as a first derivative with respect to time 
(i.e., dx / dt = x ), and a double dot as a second derivative with respect to time 

(Le., d 2 x / dt 2 = x ). Let nd be a number of degrees of freedom of the system 

(linearly independent coordinates describing the finite-dimensional structure), 
let r be a number of outputs, and let s be a number of inputs. A flexible structure 
in nodal coordinates is represented by the following second-order matrix 
differential equation: 

(2.5) 

In this equation q is the nd x 1 displacement vector, u is the s x 1 input vector, 

y is the output vector, r xl, M is the mass matrix, nd x nd , D is the damping 

matrix, nd x nd' and K is the stiffness matrix, nd x nd. The input matrix Bo is 

nd x s , the output displacement matrix Coq is r x nd' and the output velocity 

matrix Cov is r x nd. The mass matrix is positive definite, and the stiffness and 

damping matrices are positive semidefinite. 

Example 2.1. The simple system from Fig. 1.2 is considered. For this system 

with masses m1 = m2 = m3 = 1, stiffness k1 = k2 = k3 = 3 , k4 = 0, and a 

damping matrix is proportional to the stiffness matrix, D = 0.01 K, or 

d; = 0.0 lk;, i = 1, 2, 3, 4. There is a single input force at mass 3, and three 

outputs: displacement and velocity of mass 1, and velocity of mass 3. 
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For this system, the nodal model is as follows: the mass matrix is M = 13 , the 

stiffness and damping matrices are 

K=H 
-3 

-:J 
l 0.06 

-0.03 ooo~ 
6 D = -0.03 0.06 -0.03 . 

-3 0.00 -0.03 0.03 

The input and output matrices are 

Bo =r~l Co, = r~ 
0 

:l C~ =l~ 
0 ;] 0 and 0 

0 0 

2.2.2 Modal Models 

The second-order models are also obtained in modal coordinates, for example, 
from the system identification procedures, or by the transformation of the nodal 
models. This transformation is derived as follows. 

Consider free vibrations (i.e., U = 0) of a system without damping (i.e., D = 

0). In this case the solution of (2.5) is of the form q = ¢eiOJI, hence, 

q = -o/¢eiOJI, and (2.5) is now 

(K - 0/ M)¢eJOJI = o. (2.6) 

The nontrivial solution of the above equation exists if 

det(K -0/ M) = O. (2.7) 

One can find n values of OJ: {OJ!> OJ2,"" OJn } such that the above equation is 

satisfied, where n:"; nd' The frequency OJ i is called the ith natural frequency. 

Substituting OJ i into (2.6) yields the corresponding set of solutions 

{¢JI' ¢J2 , ... , ¢JII } , and ¢Ji is called the ith natural mode, or mode shape. Note that 

the natural modes are not unique, since they can be arbitrary scaled. Indeed, if 

¢Ji satisfies (2.6), so does a¢Ji' where a is an arbitrary scalar. 

Define the matrix of natural frequencies 
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n = diag(W), 012, •.. , O1n ) (2.8a) 

and the modal matrix <I> (nd x n), which consists of n natural modes of a 

structure 

(2.8b) 

The modal matrix diagonalizes mass and stiffness matrices M and K 

(2.9a) 

(2.9b) 

obtaining diagonal matrices of modal mass Mill' and stiffness Kill. 

Additionally, if the damping matrix can be diagonalized 

(2.9c) 

it is called a matrix of proportional damping. The proportionality of damping is 
commonly assumed for analytical convenience. This approach is justified by the 
fact that the nature of damping is not known exactly, and that its values are 
rather roughly approximated. 

Introducing a new variable, q III' such that 

q = <l>qlll (2.10) 

and by left-multiplying (2.5) by <I> T , one obtains 

(2.lla) 

or, equivalently, 

(2.11b) 

Left multiplication of the last equation by M;',I gives 
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(2.11c) 

thus the second-order modal model is obtained in its final form 

(2.12) 

where 

(2. 13 a) 

(2.13b) 

The modal input matrix Em is introduced 

(2.14) 

and C mq' C mv are the modal displacement and rate matrices, respectively 

(2.1Sa) 

(2.ISb) 

For applications introduced later in this book (e.g., in the determination of 

modal norms) the modal equivalent output matrix Cm is defined as 

(2.16a) 

which has the following property: 

(2.16b) 
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Structural Transfer Function. The transfer function of a structure is obtained 
from (2.12) 

(2.17) 

Mode Representation. The modal equation (2.12) can be written as a set of n 

independent equations for each modal displacement 

.. 2/" 2 b 
q",; + ~;OJ;q",; + OJ; q",; = m;U' 

i = 1, ... , n, 

and c m; is defined as the ith mode equivalent output matrix 

cmq; 
cm; =--+cml';' 

OJ; 

(2.18a) 

(2.18b) 

(2.19) 

In the above equations y; is the system output due to the ith mode dynamics, 

while bm; is the ith row of Bm, and cmqi' cmvi' and Cm; are the ith columns 

of Cmq , Cmv , and Cm, respectively. The quadruple (OJ;,s;,bm;,cm;) that 

corresponds to (2.18) represents the ith natural mode, while Ilbm;112 and Ilcm;112 
are the input and output gains of the ith mode. It is easy, but important, to see 
that the system gains are the root-mean-square (rms) sum of the modal gains 

n n 

IIBml12 = ~]bm;II~, Ilc",112 = ~]c m;"~ . (2.20) 
;=1 ;=1 

Mode Transfer Function. The transfer function of the ith mode is obtained from 
(2.18) 

(2.21) 

The structural and modal transfer functions are related as follows: 

Property 2.1(a) Transfer Function in Modal Coordinates. The structural 
transfer jUnction is a sum of modal transfer functions 
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n 

(a) G(w) = L G;(w) (2.22a) 
;;) 

and the structural transfer function at the ith resonant frequency is 
approximately equal to the ith modal transfer jUnction at this frequency 

(2.22b) 

Proof By inspection of Eqs.(2.17) and (2.21). o 

Example 2.2. The modal model of the simple structure from Example 2.1 is 
determined. The natural frequency matrix is 

[
3.1210 0 

g = 0 2.1598 

o 0 
o 1 o , 
0.7708 

the modal matrix is 

l 0.5910 0.7370 

<1>= -0.7370 0.3280 

0.3280 - 0.5910 

0.3
280

1 0.5910 , 

0.7370 

the modal mass Mm = 13 , the modal stiffuess Km = g2, and the modal 

damping, from (2. 13b), is 

[
0.0156 0 0 1 

Z = 0 0.0108 0 . 

o 0 0.0039 

The modal input and output matrices are obtained from (2.14) and (2.15) 

l 0.32801 
Em = -0.5910, 

0.7370 
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_ r.5910 0.7370 0.328°1 c~ =r~.5910 
0 

~.328ol Cmq - 0 0 o , 0.7370 

0 0 0 0.3280 -0.5910 0.7370 

rO.1894 0.3412 0.4255] 
Cm = 0.5910 0.7370 0.3280 . 

0.3280 -0.5910 0.7370 

2.3 State-Space Structural Models 

For control system analysis and design purposes, it is convenient to represent 
the flexible structure equations in a state-space form, as in (2.1). The triple 
(A, B, C) is a state-space representation of a system, and x is the state vector. 

The state representation and the state vector are not unique. For example, by 
introducing a new state variable, xn ' such that x = Rxn and R is nonsingular, a 

new state representation (An,Bn,Cn) = (R-1AR,R-1B,CR) is obtained as in 

(2.2). The input~utput relationship has not been changed by the transformation. 
However, it makes a difference what state representation is chosen for system 
analysis or for controller design. It is shown in this book that modal 
representation is specifically useful for the purpose of dynamics and control of 
flexible structures. 

2.3.1 Nodal Models 

In order to obtain a state representation from the nodal model as in (2.5) the 
latter equation is rewritten as follows (mass matrix is assumed nonsingular): 

(2.23a) 

(2.23b) 

Define the state vector x 

(2.24 ) 
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in which the first component is the system displacement, and the second 
component is the system velocity. In this case, after elementary manipulations, 
one obtains the following state-space representation: 

(2.25) 

where A is N x N, B is N x s, and Cis rx N. The dimension of the state model N 

is twice the number of degrees of freedom of the system nd, i.e., N = 2nd' 

Example 2.3. The nodal state-space model for the simple structure from 
Example 2.1 is obtained from (2.25) 

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0 
A= B= 

-6 3 0 -0.06 0.03 0 0 

3 -6 3 0.03 -0.06 0.03 0 

0 3 -3 0 0.03 -0.03 

C~l~ 
0 0 0 0 

n 0 0 1 0 

0 0 0 0 

2.3.2 Modal Models 

The order N of the nodal representation is often unacceptably high. For 
example, the number of degrees of freedom of the finite-element model is very 
large. Therefore the nodal state representation is seldom used in engineering 
practice. An alternative approach to obtain the state-space representation is to 
use the second-order modal form (2.12). Defining the state variable consisting 
of modal displacement and velocities 

(2.26) 

equation (2.12) is presented as a set of first-order equations 
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or, in the state-space form, with the state triple as follows: 

(2.28) 

In this representation xI is the vector of the modal displacements, and x2 is the 

vector of modal velocities. The dimension of this state-space representation is 

2n, while the nodal state-space representation, as in (2.25), is 2nd' and 

n « nd' While the mass and stiffness matrices are typically derived in the 

nodal coordinates (e.g., from a finite-element model), the damping matrix is 
commonly evaluated in the modal coordinates. Usually, the damping estimation 
is more accurate in modal coordinates. 

Example 2.4. The state-space model for the simple structure from Example 2.2 
is obtained from (2.28) 

0 0 0 1 0 0 

0 0 0 0 0 

0 0 0 0 0 
A= 

-9.7409 0 0 -0.0974 0 0 

0 -4.6649 0 0 -0.0466 0 

0 0 -0.5942 0 0 -0.0059 

0 

0 [0591 0.737 0.328 0 0 

~.3281 0 
B= 

0.328 ' 
C= 0 0 0 0.591 0.737 

0 0 0 0.328 -0.591 0.737 
-0.591 

0.737 
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Presented above, state-space representation IS not a modal state 
representation (although it was obtained using modal displacements, qm)' The 

modal state-space representation has a triple (Am' Bm, Cm) characterized by the 

block-diagonal matrix, Am' and the related input and output matrices 

Am = diag( Ami), 

i = 1, 2, ... , n, where Ami' B mi , and C mi are 2 x 2, 2 x s, and r x 2 blocks, 

respectively. The blocks Ami are in four different forms: 

• modal form 1 

(2.30a) 

• modal form 2 

(2.30b) 

• modal form 3 

(2.30c) 

• modal form 4 

(2.30d) 

where j = H. 
The state x of the modal representation consists of n independent 

components, Xi' that represent a state of each mode 
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x= m (231) 

The ith mode has the state-space representation 

(2.32a) 

and is independently obtained from the state equations 

(2.32b) 

Yi =CmiXi , (2.32c) 

n 

such that Y = 2:Yi . This is justified by the block-diagonal form of the matrix 
i=! 

Am. The ith state component of the first modal form is as follows: 

(2.33a) 

of the second modal form is 

(2.33b) 

of the third modal form is 

(2.33c) 

and of the fourth form is 

(2.33d) 
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where qllli and qllli are the ith modal displacement and velocity, as defined in 

(2.l0), and qllloi = t;;qllli + qmi / Wi' Note that each component consists of modal 

displacement and velocity, which, by (2.lO), gives the original (nodal) 
displacement q and velocity q . 

The modal form 3 is obtained from the representation (A, B, C) as in (2.28), 
simply by rearranging the columns of A and C and the rows of A and B. In this 

way, the state vector x T = [q~ q;;] , consisting of modal displacements 

followed by modal rates, is transformed to the new state 

x;' = [qml qml qm2 qm2 ... qmn qmn], where the modal displacement 

for each component stays next to its rate. This is done by using the 
transformation matrix R in the form 

0 el 

el 0 

0 e2 

R= e2 0 (2.34) 

0 en 

en 0 

where ei is an n row vector with all elements equal to zero except the ith 

which is equal to one. 

Denote Amk as the state matrix Am in the modal form k, where k = 1, 2, 3, 

or 4. The transformation matrix, Rkl , transforms the modal state variable, xk' 

into xI, 

k, 1= 1,2,3, or 4, (2.35) 

where 

(2.36) 

Assuming small damping, i.e., Si « 1, i = 1, ... , n, one obtains 

[ 1- iSi - i] 
RI4i = 1 + iSi i' (2.37a) 
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The remaining transformations can easily be derived from the above 
transformations by using the following relationship: 

(2.38a) 

or by noting that 

l,k,j=1,2,3,4. (2.38b) 

The Matlab subroutine cdj2rdfm transforms the modal form 4 into the modal 
form 2. The subroutine realdiag.m given in Appendix A.1 transforms any state­
space representation into the modal representation 2. 

The first three are real modal representations, while the last one is a complex 
one. In this book the first two forms are used extensively, in contrast to the last 

form, where a complex matrix, Ami' obviously creates unnecessary analytical 

and numerical difficulties. 

Example 2.5. The modal model of form 2 is obtained using realdiag.m 
subroutine. 

-0.0487 3.1207 0 0 0 0 

-3.1207 -0.0487 0 0 0 0 

0 0 -0.0233 2.1597 0 0 
Am = 

0 0 -2.1597 -0.0233 0 0 

0 0 0 0 -0.0030 0.7708 

0 0 0 0 -0.7708 -0.0030 

-0.0161 

0.3441 
[ 0.1801 0.0084 -0.0041 0.2597 -0.3095 000077] 0.0162 

-0.6687 . Em = 
0.6511 ' 

em = -0.0351 0.5617 -0.2002 -0.0039 -0.0094 

-0.0195 0.3117 -0.4498 -0.0088 0.0075 0.5363 
-1.2070 

-0.0191 
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The input and output gains are IIBmll12 = 0.3445, Ilc mll12 = 0.6685, 

IIBm2112 =0.6513, IIcm2 112 =0.9115, IIBm3112 =1.2072, and IICm31b =0.5568. 

Finally, consider a transfer function of a structure in modal coordinates. The 
transfer function of a structure is defined in (2.3). The transfer function of the 
ith mode follows from (2.32) 

i = 1, ... ,n (2.39) 

then, for a system with distinct natural frequencies one obtains the following 
property of the transfer function 

Property 2.1(b) Transfer Function in Modal Coordinates. The structural 
transfer function is a composition of modal transfer functions: 

n 

(aJ G(w)=:LG;(w) (2.40a) 
;~I 

and the value of the transfer function at the ith resonant frequency is 
approximately equal to the value of the ith mode transfer function at this 
frequency: 

(2.40b) 

Proof Introducing A, B, and C as in (2.28) to the definition of the transfer 
function one obtains 

n n 

G(w) = C(jw] - Arl B = :L Ck(jw] - Akrl Bk =:L Gk(w), (2.41 ) 
k~1 k~1 

which proves part (a). Part (b) follows from part (a), by noting that for flexible 
structures with distinct natural frequencies and low damping, 

o 

Example 2.6. For the simple system from Example 2.1, the transfer function G 
is given in Fig. 2.1, solid line. The plots of the transfer functions, of the first 

mode G1 (mode of frequency WJ = 0.7708 radls - dashed line), of the second 
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mode G2 (mode of frequency OJ2 = 2.1597 radls - dash-dot line), and of the 

third mode G3 (mode of frequency OJ3 = 3.1207radls- dotted line), show that 

Property 2.1 holds. 

2.4 Models with Small Nonproportional Damping 

The damping properties of structures are often assumed in the form of modal 
damping. This is done not only for the sake of analytical simplicity, but also 
because it is the most favorable way to measure or estimate it. This is the way, 
for example, to estimate the material damping in the finite-element analysis of 
large flexible structures. The resulting damping is a proportional one. In another 
approach, a damping matrix proportional either to the mass, or to the stiffness 
matrix, or to both, is introduced. This technique produces proportional damping 
as well. 

10.1 
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l~ ___ --..-",~_~~ __ ._ 

1 0° 
frequency, rad/s 

Figure 2.1. Transfer function G of the simple system (solid line) and its modes GJ 

(dashed line), G2 (dash-dot line), and G3 (dotted line). 

However, in many practical problems structural damping is not proportional. 
In this book, we analyze structural dynamics and design controllers for the 
proportional damping only. The question arises: Are the analysis and the design 
procedures valid for the case of nonproportional damping? In this section we 
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shall show that small nonproportional damping can be replaced with 
proportional damping without causing a significant error. 

Replacement of non proportional damping with proportional damping was 
considered by several authors, including Cronin [18], Chung and Lee [14], 
Bellos and Inman [8], Yae and Inman [113], Nicholson [88], Felszeghy [27]. 
The simplest and most common approach to the problem is to replace the full 
damping matrix with a diagonal one by neglecting the off-diagonal terms of the 
nonproportional damping matrix. Several researchers studied the error bounds 
generated by this simplified approach, see, for example, Shahruz and Ma [96], 
Uwadia and Esfandiari [103], Hwang and Ma [57], Bhaskar [I I], and 
Gawronski and Sawicki [50]. 

In order to analyze the impact of nonproportional damping on system 
dynamics consider (2.12) - the second-order modal equation of a structure. 
Replace the proportional damping matrix 2Z0 with the full matrix D. This 

matrix can be decomposed into the diagonal (2Z0) and off-diagonal (Do) 

components D = 2Z0 + Do, so that the equation of motion is as follows: 

q+2Z0q+DoiJ+ 02q=Bu. (2.42) 

Now, q is the displacement of the nonproportionally damped structure, and qm 
is the displacement of the proportionally damped structure, a solution of 
equation (2.l2). 

Denote bye; the ith modal error between non-proportionally damped and 

proportionally damped structures, ej = qj -qmj' Subtracting (2.12) from (2.42), 
one obtains for the ith mode 

(2.43) 

where do; is the ith row of Do' A question arises as to when the error is smalI 

(compared to the system displacement q) so that the nonproportional part, Do, 

can be ignored. 

We will show the following property: 

Property 2.2 Error of a Mode with Nonproportional Damping. For non­

clustered natural frequencies the error e; of the ith mode is limited as follows: 

i = 1, ... , n. (2.44) 

Proof Note that (2.43) can be written in the frequency domain as 
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where 

(2.46) 

and qo is equal to a displacement vector q except the ith component, which is 

equal to zero. From (2.45) it follows that 

= Iidoill~ ~ [lgi(OJ)1 2 tr(qo (OJ)q; (OJ))dOJ 
47£ 0 

(2.47a) 

However, 

and (2.47b) 

therefore 

II 112 IldOjll~ 11112 < 11112 
ej 2 «4t;lOJl q 2 - q 2 (2.47c) 

o 

The above property implies that for separate natural frequencies the off­
diagonal elements of the damping matrix can be neglected regardless of their 
values. 

The following example illustrates the insignificance of the nonproportional 
damping terms. 



30 Chapter 2 

Example 2.7. Consider a flexible truss as in Fig. 1.3, with the damping matrix 

proportional to the stiffness matrix, D = 2 x 109 K, and with added damping at 

node 5, see Fig. 2.2. This addition makes the damping nonproportional. The 
structural damping is about 1.5% of the critical damping and the concentrated 
viscous damping in a vertical direction at node 5 is ten times larger than the 
structural damping at this location. 

! 
Figure 2.2. The 2D truss with a damper. 

Figure 2.3. The impulse responses: (a) of the non proportionally damped system; and (b) 
of the response error of the system with the equivalent proportional damping. 
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The impulse force is applied at node 10 and the response is measured at 
node 9 in a vertical direction. A comparison is made between the exact solution 
(i.e., with full damping matrix) and the approximate solution obtained by 
neglecting off-diagonal terms in the damping matrix. In Fig. 2.3(a) the exact 
response (y) is shown, while in Fig. 2.3(b) the difference, e = Y - Y d, between 

the exact response and the response of the system with the proportional damping 

(y d) is plotted. This difference is small, since the approximate solution has the 

error IIY-Yd112/11y11 2 =0.019. LetDand Dd stand for the full damping matrix 

and the diagonal part of the same matrix, then the damping matrix diagonality 

index defined as liD - D d 112 IIIDI12 is not a small number in this case, it is equal 

to 0.760. 



3 
Controllability and Observability 

Controllability and observability are structural properties that carry useful 
information for structural testing and control, yet are often overlooked by 
structural engineers. A structure is controllable if the installed actuators excite 
all its structural modes. It is observable if the installed sensors detect the 
motions of all the modes. This information, although essential in many 
applications, is too limited: it answers the question of excitation or detection in 
terms of yes or no. The quantitative answer is supplied by the controllability and 
observability grammians, which represent a degree of controllability and 
observability of each mode. In this chapter the controllability and observability 
properties of flexible structures are discussed. The fundamental property of a 
flexible structure in modal coordinates consists of a set of weakly coupling of 
the modes, as shown in Property 2.1. The weak coupling allows one to treat 
each individual mode separately specifically, to combine the controllability and 
observability properties of the whole system out of the properties of individual 
modes. These controllability and observability properties are used later in this 
book in the evaluation of structural testing and in control analysis and design. 

3.1 Definition 

Controllability and observability properties of a linear time-invariant system can 
be heuristically described as follows. The system dynamics described by the 
state variable (x) is excited by the input (u) and measured by the output (y). 
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However, the input may not be able to excite all states (or, equivalently, move it 
in an arbitrary direction), and not all states are represented at the output (or, 
equivalently, the system states cannot be recovered from a record of the output 
measurements). If the input excites all states, the system is controllable. If all the 
states are represented in the output, the system is observable. More precise 
definitions follow. 

Controllability, as a coupling between the input and the states, involves the 
system matrix A and the input matrix B. A linear system, or the pair (A, B), is 

controllable at to if it is possible to find a piecewise continuous input u(t), 

t E [to,fJ] , that will transfer the system from the initial state, x( to) , to the origin 

x(tl) = 0 , at finite time tl > to. If this is true for all initial moments to and all 

initial states x(to) the system is completely controllable. Otherwise, the system, 

or the pair (A, B), is uncontrollable. 
Observability, as a coupling between the states and the output, involves the 

system matrix A and the output matrix C. A linear system, or the pair (A, C), is 

observable at to if the state x(to) can be determined from the output y(t), 

t E [to ,td ' where tl > to is some finite time. If this is true for all initial moments 

to and all initial states x(t,J the system is completely observable. Otherwise, 

the system, or the pair (A, C), is unobservable. 
There are many criteria to determine system controllability and observability 

see, for example, [68] and [115]. We consider two of them. A linear time­
invariant system (A, B, C), with s inputs is completely controllable if and only if 

the N x sN matrix of 

(3.1) 

has rank N. A linear time-invariant system (A, B, C) with r outputs is completely 

observable if and only if the rN x N matrix of 

C 

CA 

()= CA2 (3.2) 

CAN- 1 

has rankN. 
The above criteria, although simple, have two serious drawbacks. First, they 

answer to the controllability and observability question in terms of yes or no. 
Second, they are useful only for a system of small dimensions. Assume, for 
example, that the system is of dimension N = 100. In order to answer the 
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controllability and observability question one has to find powers of A up to 99. 

Finding A99 for a 1 OOx 1 00 matrix is a numerical task that easily results in 
numerical overflow. 

The alternative approach uses grammians to determine the system properties. 
Grammians express the controllability and observability properties qualitatively, 
and avoid numerical difficulties. The controllability and observability 
grammians are defined as follows, see, for example, [68], 

Wo(t) = J; exp(A Tt)CT Cexp(At)dt . (3.3) 

They can be determined alternatively from the following differential equations: 

(3.4) 

For a stable system, the stationary solutions of the above equations are obtained 

by assuming We = Wo = O. In this case, the grammians are determined from the 

following Lyapunov equations: 

AW +W AT +BBT =0 e e ' (3.5) 

For stable A, the grammians We and Wo are positive definite. 

The grammians depend on the system coordinates, and for a linear 
transformation of a state, x = Rx , they are transformed as follows: 

(3.6) 

The eigenvalues of the grammian product are invariant under linear 
transformation. It can be shown as follows: 

These invariants, denoted r i' 

i = 1, ... ,N , (3.8) 

are called the Hankel singular values of the system. 
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3.2 Balanced Representation 

The system triple is open-loop balanced, if its controllability and observability 
grammians are equal and diagonal, as defined by Moore in [85], 

Yi;::O, i= 1, ... ,N, (3.9) 

where Yi is the ith Hankel singular value ofthe system. The transformation R to 

the balanced representation, such that Ab == R-1AR, Bb == R-1 B, and 

Cb == CR, is as follows, see [40]: 

R= pur-1/2 . (3.10) 

The matrices rand U are obtained from the singular value decomposition of the 
matrix H 

H=vrUT , (3.11) 

where H is obtained as a product of the matrices P and Q 

H==QP (3.12) 

and P, Q, in tum, are obtained from the decomposition of the controllability and 
observability grammians, respectively, 

W =ppT 
C , 

T Wo =Q Q. (3.13) 

The Cholesky, or the singular value decomposition can be used to decompose 

We and WOo 
The Matlab function bal_op _loop.m which transforms a representation 

(A, B, C) to the open-loop balanced representation is given in Appendix A.2. 

3.3 Balanced Systems with Integrators 

Some plants (e.g., plants of tracking systems) include integrators. A linear 
system is called a system with integrators if its N-m poles are stable, the 
remaining m poles are at zero, and if it is observable and controllable (see [23]). 
It is also assumed that A is nondefective (c.f. [56]), i.e., that the geometric 
multiplicity of poles at zero is m. Grammians for systems with integrators do not 
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exist, although the systems with integrators are controllable and observable. 
Here we show how to represent the grammians so that the infinite values of 
some oftheif components do not prevent the analysis. 

A system with integrators can be represented by the following state-space 
representation: 

[ Om OmX(N-m)] 
A- A' 

O(N-m)xm 0 

(3.l4) 

where 0mxN is an m x N zero matrix. Matrix A in the form as above always 

exists since it has m poles at zero, and matrices B, C exist too, due to the 

nondefectiveness of Ao. 

The system matrix of the balanced system with integrators is block-diagonal, 

Ab = diag(Om,Abo )· And the balanced representation (Ah,Bh,Ch) is obtained 

by the transformation R 

(3.15) 

The transformation R is in the form R = diag(Jm,Ro) where 1m is an identity 

matrix of order m, and Ro balances Ao' i.e., 

(3.l6) 

In order to obtain the system Hankel singular values one needs to balance 

the triple (Ao,Bo'Co) that has no poles at zero, and add to these values the 

infinity Hankel singular values that correspond to the poles at zero. Let ro 

represent the vector of Hankel singular values of (Ao' B 0' Co), then 

r = {inf,ro} (3.17) 

represents the vector of Hankel singular values of (A, B, C), where 

inf = {oo 00 ••• oo} contains m values at infinity. 

3.4 Structural Properties 

In this section the controllability and observability properties of structures are 
discussed. The modal state-space representation of flexible structures has 



Controllability and Observability 37 

specific controllability and observability properties, and its grammians are of 
specific form. 

In the following the approximate relationships are denoted with the equality 
sign "~" , used in the following sense. Two variables, x and y are approximately 

equal (x ~y) if x = y + E, and lIell« IIYII. For example, if D is a diagonal matrix, 

then S is diagonally dominant, then S ~ D if the terms sij satisfy the condition 

s ij + e = d ij' i, j = I, ... , n, and e is small when compared to dii . 

3.4.1 The State-Space Modal Model 

Assuming small damping, such that s« I, S = max(Si), i = I, ... , n, the 

balanced and modal representations of flexible structures are closely related. 
One symptom of this relationship is expressed in the following property: 

Property 3.1 Diagonally Dominant Grammians in Modal Coordinates. In 
modal coordinates controllability and observability grammians are diagonally 
dominant, i.e., 

wci >0, i = I, ... ,n, (3.ISa) 

woi >0, i = I, ... ,n, (3.ISb) 

where wei and W oi are the modal controllability and observability coefficients. 

The approximate Hankel singular values are obtained as a geometric mean of 
the modal controllability and observability 

(3.19) 

Proof Consider a flexible structure in the modal representation I, as in (2.29) 
and (2.30a). The diagonal dominance of the controllability and observability 
grammians is proved by the introduction of this modal representation to the 

Lyapunov equations (3.5). By inspection, for S ~ 0 one obtains finite values of 

the off-diagonal terms wei; and 

lim woij < 00, while the diagonal 
(-+0 

W oi;, for i,* j, i.e., lim wcij < 00 and 
. (-+0 

terms tend to infinity, lim wcii = 00 and 
(-+0 

lim woii = 00. Moreover, the difference between the diagonal terms in each 
(-+0 
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block is finite, lim 1 Weii - wei+1 i+1 1< <Xl, thus for small (the grammians in 
t;~O ' 

modal coordinates are diagonally dominant, having 2x 2 blocks on the diagonal 
with almost identical diagonal entries of each block. Equation (3.19) is a direct 
consequence of the diagonal dominance of We and Wo' and the fact that the 

eigenvalues of the grammian product are invariant. 

The profiles of grammians and system matrix A in modal coordinates are 
drawn in Fig. 3.1. 

The controllability grammian is, at the same time, a covariance matrix of the 

states x excited by the white noise input, i.e., We == E(xxT ). Thus, the diagonal 

dominance results in the following conclusion that under white noise or 
impulse, excitation modes are almost independent, or almost orthogonal. 

Example 3.1. The grammians were determined for the modal model from 
Example 2.5 

0.6095 0.0095 0.0122 -0.0946 0.0350 0.0048 

0.0095 0.6086 0.1370 0.0114 -0.0014 0.1418 

0.0122 0.1370 4.5464 0.0491 0.1489 0.0016 
Wme == 

-0.0946 0.0114 0.0491 4.5475 - 0.0013 0.4171 

0.0350 -0.0014 0.1489 -0.0013 122.6197 -0.4726 

0.0048 0.1418 0.0016 0.4171 -0.4726 122.0863 

2.2922 -0.0305 -0.0057 -0.1227 -0.0373 -0.0008 

0.0305 2.2952 0.1517 -0.0065 -0.0007 -0.0903 

-0.0057 0.1517 8.9050 -0.0740 0.0223 0.0003 
Wmo == 

-0.1227 -0.0065 -0.0740 8.9039 0.0002 -0.0417 

-0.0373 -0.0007 0.0223 0.0002 26.0878 0.0568 

-0.0008 -0.0903 0.0003 -0.0417 0.0568 26.0863 

Indeed, the grammians are diagonally dominant. The approximate grammians, 
from (3.18) 

Wei == 0.6095, We2 == 4.5464, Wc3 == 122.6197 , 

WoJ == 2.2922, Wo2 == 8.9050, Wo3 == 26.0878 , 
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System matrix A Grammians 

Values: D zero, D small, • large. 

Figure 3.1. Profiles of the system matrix A and the grammians in the modal coordinates. 

are close to the actual ones: 

Wei = 0.6090, Wc2 = 4.5469, We} = 122.6243, 

WoJ = 2.2937, Wo2 = 8.9045, Wo3 = 26.0871 . 

The approximate Hankel singular values for each mode are obtained from (3.19) 

rap = diag(l.1818, 1.1818, 6.3625, 6.3625, 56.5579, 56.5579) 

and are close to the actual Hankel singular values 

r = diag(l.1756, 1.1794, 6.3575, 6.3735, 56.5110, 56.5579). 

For flexible structures the grammians of each mode can be expressed in 
closed form. This allows for their speedy determination for structures with a 
large number of modes, and allows for physical insight into the grammian 

meaning. Let B; and C; be the 2 x sand r x 2 blocks of modal Band C, 

respectively, and the latter matrices are part of the modal representation, (2.29). 
In this case the following property is valid: 
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Property 3.2 Closed-Form Control/ability and Observability Grammians. In 
modal coordinates the diagonal entries of the controllability and observability 
grammians as in (3. 18) are as follows: 

(3.20) 

and the approximate Hankel singular values are obtainedfrom 

(3.21) 

Proof By inspection, introducing the modal representation (2.29) and ·(2.30a) to 
the Lyapunov equations (3.5). LI 

The above equations show that the controllability grammian of the ith mode 
is proportional to the square of the ith modal input gain, and inversely 
proportional to the ith modal damping and modal frequency. Similarly, the 
observability grammian is proportional to the square of the ith modal output 
gain, and inversely proportional to the ith modal damping and modal frequency. 
Finally, the Hankel singular value is the geometric mean of the previous two, 
and is proportional to the ith input and output gains and is inversely proportional 
to the ith modal damping and modal frequency. 

Example 3.2. The closed form Hankel singular values for the modal model 

from Example 2.5 are determined: YI=1.l817, Y2=6.3627, and 

Y3 = 56.5585, which are close to the actual values obtained in Example 3.1. 

Example 3.3. The exact and approximate Hankel singular values of the 
International Space Station structure are compared. The input is a force at node 
8583 (marked by the black dot at the top of Fig. 1.9), and the output is a rate at 
this node. The results in Fig. 3.2 show good coincidence between the exact and 
approximate Hankel singular values. 

The closeness of the balanced and modal representations can be observed in 
the diagonally dominant form of the system matrix A in the balanced 
representation. 
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Property 3.3 Diagonal Dominance of the System Matrix in the Balanced 
Coordinates. In the balanced representations the system matrix A is block 
diagonally dominant with 2 x 2 blocks on the diagonal, and B, C are divided 
into 2xs and rx2 blocks 

A == diag(Ai ), (3.22) 

where i = 1, ... , n, and 

(3.23) 

10° r--------.-------.--------.--------.--------.-----~ 

2 10.2 
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Figure 3.2. Exact (0) and approximate (e) Hankel singular values for the International 

Space Station structure. 

Proof Since the grammians in modal coordinates are diagonally dominant, the 
transformation matrix R from the modal to the balanced coordinates is 
diagonally dominant itself. The system matrix in the balanced coordinates is 

A = R-1 AmR , therefore it is diagonally dominant. D 
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The profiles of the grammians and a system matrix A are drawn in Fig. 3.3. 

Example 3.4. The balanced representation of a simple system from Example 
2.3 is as follows: 

-0.0029 0.7685 0.0003 0.0015 -0.0032 0.0006 

-0.7731 -0.0030 0.0014 0.0004 0.0028 -0.0018 

-0.0059 0.0058 -0.0263 -2.1400 0.0243 - 0.0047 
Ab == 

0.0050 -0.0052 2.1807 -0.0203 -0.0174 0.0105 

-0.0044 0.0044 -0.0441 0.0380 -0.0805 -3.0883 

0.0020 -0.0020 0.0190 -0.0179 3.1523 -0.0170 

0.5772 

-0.5822 

0.5790 
Bb == 

- 0.5074 

0.4357 

-0.2001 

[002707 0.2703 -0.1649 -0.2029 0.0414 0012221 
Cb == 0.2082 -0.2088 -0.4373 0.3568 0.3814 -0.1318 , 

0.4654 -0.4715 0.3418 - 0.2983 0.2064 - 0.0881 

showing the diagonally dominant matrix Ah. 

Define a state-space representation as almost balanced if its grammians are 

almost equal and diagonally dominant, r == We == Wo' The question arises: Can 
the modal representation be almost-balanced. Well, almost, as stated in the 
following property: 

Property 3.4 Approximate Balancing by Scaling the Modal Coordinates. By 
re-scaling the modal representation (Am,Bm,Cn,) one obtains an almost 
balanced representation (Aah' Bah ,Cah ) , such that its grammians are almost 
equal and diagonally dominant 

(3.24) 

(3.25) 



Above, Rab is a diagonal matrix 

and 

( )
1/4 

1j = Wc~ 
W01 
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i = l, ... ,n, (3.26a) 

(3.26b) 

Note that the transformation matrix Rab leaves matrix Am almost unchanged, 

and scales matrices Bm and Cm. 

Proof This property is proved by inspection. Introducing (3.26) to (3.6) one 
obtains 

Yi = ~WCiWOi' (3.27) 

hence, by using transfonnation (3.24), the approximately balanced 
representation (Aah,Bah,Cah) is obtained from the modal representation 

(Am,Bm,Cm). LI 

System matrix A Grammians 

Values: D zero, D small, • large. 

Figure 3.3. Profiles of the system matrix A and the grammians in the balanced 
coordinates. 
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A similar property can be derived for the modal representation 2. The 
closeness of these two modal representations follows from the fact that the 
transformation R12 from modal representation 1 to 2 is itself diagonally 

dominant, as in (2.37a). The closeness of the modal, balanced and almost­
balanced, coordinates is illustrated in Fig. 3.4 . 

... --.. (b3 
: ....... . 

Figure3.4. Modal, balanced, and almost-balanced coordinates. 

Similarly to the modal representation, the almost-balanced state-vector Xab 

is divided into n components, 

!
Xabl) 
xab2 

Xab = : . 

Xahn 

(3.28) 

Components are independent, which is justified by the diagonal matrix Aah of 

the almost-balanced representation. The state-space representation 

(Aahi,Babi,Cabi) is associated with the component Xabi' 

Consider the state-space representation (Aabi' Babi , Cabi ) of the ith balanced 

mode, then IIBabil12 is its input gain, and IICahi l12 is its output gain. 

Property 3.5 Input and Output Gains. In the almost-balanced representation 
the input and output gains are equal: 

(3.29) 
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Proof This can be shown by introducing transformation Rub as in (3.26)­
(3.24), obtaining 

(3.30) 

D 

In the almost-balanced representation the grammians are almost equal, 

wei == Woi' or r == We == Wo ' where the matrix of the Hankel singular values is 

as follows r == diag(YI ,YI ,Y2 ,Y2 '''. ,Y n ,Y n), and 

(3.31 ) 

Example 3.5. The almost-balanced state-space representation of the simple 
system is obtained. Starting from the state-space modal representation, as in 
Example 2.5, one finds the transformation matrix Rub as in (3.26), 

Rab = diag(0.7178 0.7178 0.8453 0.8453 1.4724 1.4724). 

The state matrix Aub = Alii' while the Bub and Cub are found from (3.25) 

Bab = 

-0.4798 

0.0075 

-0.7704 

-0.0083 

-0.0025 

-0.8198 

[
-0.0020 

Cab = -0.4038 

- 0.2241 

-0.1294 -0.0028 0.2617 

0.0126 0.5653 0 

0.0070 - 0.4534 0 

In this representation (3.29) holds: 

IIBablib = IICab1lb = 0.4798, 

IIBab21b = IICab2 1b = 0.7705, 

0.3825 

-0.0020 

-0.0045 

-0.0012] 
-0.2948 . 

-0.6625 



46 Chapter 3 

The grammians obtained for this model are almost equal, i.e., 

r == Wo == We = diag(1.1817, 1.1817, 6.3627, 6.3627, 56.5585, 56.5585). 

3.4.2 The Second-Order Modal Model 

The grammians and the balanced models are defined exclusively in the state­
space representation, and they do not exist in the second-order form. This is a 
certain disadvantage since the second-order structural equations are the most 
popular form of modeling. However, for flexible structures one can find a 
second-order model which is almost balanced, and for which Hankel singular 
values can be approximately determined without using a state-space 
representation. 

Property 3.6 Controllability and Observability Grammians of the Second­
Order Modal Model. The controllability (we) and observability (wo) 

grammians of the second-order modal model are given as 

(3.32) 

where diag(BmB~) and diag(e~em)denote the diagonal part of BmB;; and 

e~em' respectively, Bm is given by (2.14), and em is defined as in (2. 16a). 

Therefore, the ith diagonal entries of We and Wo are 

(3.33) 

and bmi is the ith row of Bm, and c mi is the ith column of em' 

Proof In order to show this we use a state-space representation. Define the 
following state vector: 

(3.34) 

associated with the following state-space representation 
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A= [ 0 0] 
-0 -2Z0' 

B= [0] 
Bm' 

(3.35) 

By inspection, for this representation, the grammians are diagonally dominant, 
in the form 

(3.36) 

where we and Wo are the diagonally dominant matrices, we ~ diag(we;) and 

Wo ~ diag(wo;)· Introducing (3.35) and (3.36) to the Lyapunov equations (3.5) 

one obtains (3.33). D 

The Hankel singular values are determined approximately from (3.33) as 

i = 1, ... , n (3.37) 

Second-order modal models are nonunique, since the modes can be 
arbitrarily scaled. By a proper choice of the scaling factors we introduce a 
model that is almost balanced, i.e., its controllability and observability 
grammians are approximately equal, and diagonally dominant. The second­
order almost-balanced model is obtained by scaling the modal displacement 

(qm) such that 

or qm = Rqal> (3.38) 

and qal> is the almost-balanced displacement. 

The transformation R is defined as follows. Denote IIbmi l1 2 and IIcmi l1 2 as the 

input and output gains, then 

R = diag(r;), i = 1, ... , n (3.39a) 

and the ith entry ri is defined as a square root of the gain ratio 

(3.39b) 
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Using (2.19) one obtains 

(3.39c) 

while 

(3.39d) 

In the above equations bm; is the ith row of Bm , and cq;, C,,;, Cm; are the ith 

columns of Cmq , Cm" , and Cm, respectively. 

Introducing (3.38) and (3.39) to the modal equation (2.12) one obtains the 
almost-balanced second-order modal model 

(3.40) 

where 

(3.41a) 

and 

(3.4lb) 

while the output matrix Cab is defined as 

(3.42) 

It has the following property 

(3.43) 

A flexible structure in modal coordinates is described by its natural modes, 

fA, i = I, ... ,n. Similarly the almost-balanced modal representation is described 
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by the almost-balanced modes, rPuhi' i = I, ... , n. The latter ones are obtained by 

re-scaling the natural modes 

i = 1, ... , n, (3.44) 

with the scaling factor ri given by (3.39b). Let <1> be the modal matrix, as in 

(2.8b), and let <1>ub = [rPubl rPuh2 ... rPuhn] be the almost-balanced mode 

matrix, then 

<1> ub = <1>R . (3.45) 

In order to show this note that from (2.10) one obtains q = <1>q m , or 

equivalently 

n 

q = LrPiqmi . 
i=l 

But, from (3.38) it follows that qmi = riqabi, thus (3.48) is now 

n n 

q = 'l.IirPiqabi = LrPabiqabi ' 
i=! i=! 

where rPabi is a balanced mode as in (3.44). 

(3.46) 

(3.47) 

Property 3.7 Grammians of the Almost-Balanced Model. In the almost­
balanced model the controllability and observability grammians are 
approximately equal 

(3.48) 

Proof From (3.33) one obtains 

(3.49) 

However, from (3.41) it follows that 
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(3.50) 

Introducing the above equation to (3049) one obtains approximately equal 
grammians as in (3048). Cl 

Define Ilbabi l1 2 as the input gain of the ith almost-balanced mode, and define 

Ilcad2 as the output gain of the same mode. 

Property 3.8 Gains of the Almost-Balanced Model. In the second-order 
almost-balanced model, the input and output gains are equal: 

(3.51 ) 

Proof The transformation R as in (3.39) is introduced to (3Ala,b) obtaining 

(3.52a) 

(3.52b) 

Cl 

Example 3.6. The almost-balanced model of a simple structure from Example 
2.2 is determined. The transformation matrix R from (3.39a,b) is 
R=diag(0.6836, 0.7671, 0.8989). Almost-balanced input and output matrices are 
obtained from (3 AI) 

[ 
004798] 

Bab = -0.7705 , 

0.8198 

[
004040 

Cabq = 0 0 

o 0 

0.5653 0.2948] 
o , 
o 

Cabv = [~A040 ~.5653 ~.29481' 
0.2242 - 004534 0.6625 
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[
0.1294 0.2617 0.3825] 

Cab = 0.4040 0.5653 0.2948 . 

0.2242 - 0.4534 0.6625 

The almost-balanced mode matrix is obtained from (3.45) 

[ 
0.4040 0.5653 0.2948] 

<l>ab = -0.5038 0.2516 0.53l3 . 

0.2242 - 0.4534 0.6625 

Finally, it is easy to check that the input and output gains are equal 

Ilbahl l12 = Ilcahdl2 = 0.4798, 

IIbad2 = IIcah2112 = 0.7705, 

IIbah3 112 = IIcah3112 = 0.8198. 

Also, from (3.49) one obtains WeI = wol = 1.1821, we2 = wo2 = 6.3628, 

we3 = wo3 = 55.8920, which shows that the model is almost balanced, since the 

exact Hankel singular values for this system are YI = 1.1794, Y2 = 6.3736, and 

Y3 = 56.4212. 

3.5 Three Ways to Compute Hankel Singular Values 

Based on the above analysis one can see that there are three ways to obtain 
Hankel singular values for flexible structures in modal coordinates. 

1. From the algorithm in Section 3.2. This algorithm gives the exact Hankel 
singular values. However, for large structures it could be time consuming. 
Also, the relationship between the Hankel singular value and the natural 
mode it represents is not an obvious one: it requires one to examine the 
system matrix A in order to find the natural frequency related to the Hankel 
singular value in question. 

2. From (3.18) and (3.19). This is an approximate value, and its determination 
can be time consuming for large structures. However, there is a 
straightforward relationship between the Hankel singular values and natural 
frequencies (the Hankel singular value from (3.19) is found for the ith 
frequency). 
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3. From (3.21) or (3.37). This is an approximate value, but is determined fast, 
regardless of the size of the structure. Also, it is immediately known what 
mode it is associated with. 



4 
Norms 

System norms serve as a measure of system "size" and in this capacity they are 
used in the model reduction and in the actuator/sensor placement procedures. 
Three system norms: H2, He<)' and Hankel are analyzed in this book. It is shown 
that for flexible structures the H2 norm has an additive property: it is a root­
mean-square (rms) sum of the norms of individual modes. The He<) and Hankel 
norms are also determined from the corresponding modal norms, by choosing 
the largest one. All three norms of a structure with multiple inputs (or outputs) 
can be decomposed into the rms sum of norms of a structure with a single input 
(or output). These two properties allow for the development of unique and 
efficient model reduction methods and actuator/sensor placement procedures. 

4.1 Definition 

Three system norms, H2, He<)' and Hankel, are analyzed in this book. Their 
properties are derived and specified for structural applications. 

4.1.1 The H2 Norm 

Let (A, B, C) be a system state-space representation of a linear system, and let 

G(m) = C(jmJ - Arl B be its transfer function. The H2 norm of the system is 

defined as 

53 
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2 1 [00 IIGlb = - tr(G*(m)G(m))dm. 
21r 00 (4.la) 

A convenient way to determine its numerical value is to use the following 
formulas 

(4.1 b) 

(4.lc) 

where We and ~) are the controllability and observability grammians. 

4.1.2 The HC() Norm 

The Hoo norm of a stable system is defined as 

(4.2) 

where CTmax(G(m)) is the largest singular value of G(m). The Hoo norm of a 

single-input-single-output system is the peak of the transfer function magnitude 
(in terms of its singular values). 

4.1.3 The Hankel Norm 

The Hankel norm of a system is a measure of the effect of its past input on its 
future output, or the amount of energy stored in, and subsequently retrieved 
from, the system [12, p. lO3], and given by 

(4.3) 

where Amax (.) denotes the largest eigenvalue, and We , ~) are the 
controllability and observability grammians, respectively. Thus, it follows from 
the definition of the Hankel singular value (3.8) that the Hankel norm of the 
system is the largest Hankel singular value of the system, r max , 
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IIGlih = Y max · (4.4) 

4.2 Properties 

For flexible systems in the modal representation, the H2, Hoo, and Hankel norms 
are expressed in terms of the norms of the modes. The decomposition of the 
system norms in terms of its modal norms is the basis of the dynamics and 
control algorithms presented in this book. 

4.2.1 The H2 Norm 

Define !1OJj as a half-power frequency at the ith resonance, !1OJj = 2t;jOJj , see 

[15] and [26]. This variable is a frequency segment at the ith resonance for 
which the value of the power spectrum is one-half of its maximal value. The 
determination of the half-power frequency is illustrated in Fig. 4.1. The half­
power frequency is the width of the shaded area in this figure, obtained as a 

cross section of the resonance peak at the height of hi / fi , where hj is the 

height of the resonance peak. 

5 

frequency, radls 

Figure 4.1. The determination of the half-power frequency. 

Consider the ith natural mode and its state-space representation (Ai' B;, Ci ), 

see (2.32a,b). For this representation one obtains the following closed-form 
expressions: 
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Property 4.1(a) Mode Norm. Let G;(m) = C;(jml- Airl Bi be the transfer 

function of the ith mode. The H2 norm of the ith mode is 

(4.5) 

Proof From the definition of the Hz norm and Eq.(3.20) one obtains 

o 

The norm of the second-order modal representation (m;, r;;, bi , c; ) is 

obtained by replacing B;, C; with b;, c; , respectively. Note also that IIGi l12 is the 

modal cost of Skelton [97], [99]. The Matlab function normj.m in Appendix 
A.3 can be used to compute modal Hz norms. 

Property 4.1(b) System Norm. Let G(m) = C(jOJl- Arl B be the transfer 

function of a structure, and let (A, B, C) be its modal state-space representation. 
The system H2 norm is, approximately, the rms sum of the modal norms 

II 

IIGI12 = IIIG;II~, (4.6) 
i=1 

where n is the number of modes. 

Proof Since the controllability grammian We in modal coordinates is 

diagonally dominant, its Hz norm is as follows: 

n n 

IIGI@ = tr(CTCWc) = I tr(CTCiWci ) = IIIGill~· (4.7) 

i=1 i=1 

o 

Example 4.1. The determination of the Hz norm for a simple system as in Fig. 

1.2 is illustrated. For this system, the masses are ml = II, m2 = 5, and 

m3 = 10, while the stiffness coefficients are kl = 10, k2 = 50, k3 = 55, and 

k4 = 10. The damping matrix is proportional to the stiffness matrix D = 0.01K. 
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The single input u is applied, such that 11 = u, h = 2u, h = -5u, the output 

is a linear combination of the mass displacements, y = 2q1 - 2q2 + 3q3, where 

qi is the displacement of the ith mass, and /; is the force applied to that mass. 

The transfer function of the system and of each mode is shown in Fig. 4.2. It 
is observed that each mode is dominant in the neighborhood of the mode natural 
frequency, thus the system transfer function coincides with the mode transfer 
function near this frequency. The shaded area shown in Fig. 4.3(a) is the H2 
nonn of the mode. Note that this area is shown in the logarithmic scale for 
visualization purposes and that most of the actual area is included in the 
neighborhood of the peak; compare with the same plot in Fig.4.1 in the linear 
coordinates. The system H2 nonn is shown as the shaded area in Fig.4.3b, which 
is approximately a sum of areas of each of the modes. 

The H2 nonns of the modes detennined from the transfer function are: 

iiGdi2 = 1.9399, iiG2ib = 0.3152, iiG3ib = 0.4405, and the system nonn is 

iiGii2 = 2.0141. It is easy to check that these nonns satisfy (4.6) since 

~2.0l412 +0.3152 2 +0.4405 2 = 2.0141. 

(1) 
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frequency, rad/s 

Figure 4.2. The transfer function of the system and of each mode. 
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In structural testing or in controller design a structure is often equipped with 
a filter that models disturbances or system performance. In the following we 
will analyze how the filter addition impacts the structural and modal norms. 

Consider a filter with a diagonal transfer function F(w). The diagonal F(w) of 

order s represents the input filter with no cross-coupling between the inputs. 
Similarly, the diagonal F(w) of order r represents the output filter with no 

cross-coupling between the outputs. Denote bya j the magnitude of the filter 

response at the ith natural frequency 

N 102 
Q) 
"0 
0 - - - -IIG211CX) - - - - _. E 10° a> 
"0 

~ 
c 

10 -2 OJ 
«l 
E 

10-1 10° 102 

102 
E 
Q) - - IIGIICX)- - - -+-' 
(/) 

>-
(/) 

10° a> 
"0 
:J 
+-' ·c 

10-2 OJ 
«l 
E 

10-1 10° 10 1 10 2 

frequency. rad/s 

Figure 4.3. H2 and Hoo norms (a) of the second mode, and (b) of the system. 

(4.8) 

The filter is smooth if the slope of its transfer function is small when compared 
to the slope of the structure near the resonance, that is, at the half-power 
frequency 

for w = Wj - O.5L'lwj , (4.9) 
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and i = 1, ... , n. Above, a max (X) denotes the maximal singular value of X and 

11m; denotes the half-power frequency at the ith resonance. The smoothness 

property is illustrated in Fig. 4.4. 

Q) 

"0 

.2 10 0 

c: 
Cl 

m 10.1 
E 

--------

10·3~ ________ ~ __ ~ ______ ~~ ______________ ~~ __ ~ 

10.1 10 0 10 1 

frequency, rad/s 

Figure 4.4. Magnitude of a transfer function of a structure (solid line) and a smooth filter 
(dashed line). 

With the above assumptions the following property is valid: 

Property 4.2 Structure with a Filter. The norm of a structure with a smooth 
filter is approximately a rms sum of scaled modal norms 

n 

IIGFII~ == LIIG;a;ll~ , (4.l0a) 
;=1 

and the norm of the ith mode with a smooth filter is a scaled norm 

Proof Note that for the smooth filter the transfer function GF preserves the 
properties of a flexible structure given by Property 2.1, thus 

IIGFII~ = _1 [tr(F*o*GF)dm 
2rc 00 
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(4.11 ) 

In the above approximation we used (4.2), the trace commutative property 
tr(AB) = tr(BA) , and the following inequality 

for o 

Property 4.2 says that a norm of a smooth filter in series with a flexible 
structure is approximately equal to the norm of a structure scaled by the filter 
gains at natural frequencies. A similar result to Property 4.2 holds for a structure 
with a filter at the output. 

Consider a flexible structure with s actuators (or s inputs) and n modes, so 
that the modal input matrix B consists of n block-rows of dimension 2 x s 

B=[::] , 
Btl 

(4.12) 

and the ith block-row B; of B that corresponds to the ith mode has the form 

(4.13) 

where B;k corresponds to the kth actuator at the ith mode. The question arises 

as to how the two-norm of a structure with a single actuator corresponds to the 
two-norm of the same structure with a set of s actuators. The answer is in the 
following property: 

Property 4.3 Additive Property of a Set of Actuators for Each Mode. The two­
norm of the ith mode of a structure with a set of s actuators is the rms sum of 
norms of the mode with each single actuator from this set, i.e., 
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IIGi l1 2 = ~]Giill~, i=1, ... ,n. (4.14) 
)=1 

Proof From (4.5) one obtains the norm of the ith mode with the jth actuator 

(11Gij 112)' and the norm of the ith mode with all actuators (11G j 112) 

But, from the definition ofthe norm and from (4.13), it follows that 

introducing the above equation to (4.15), one obtains (4.14). 
[j 

A similar property can be derived for a structure. 

(4.15) 

(4.16) 

Property 4.4 Additive Property of a Set of Actuators for a Structure. The two­
norm of a structure with a set of s actuators is the rms sum of norms of a 
structure with each single actuator from this set, 

(4.17) 

Proof From (4.7) and (4.14) one obtains 

Similarly to the actuator properties one can derive sensor properties. For r 
sensors of an n mode structure the output matrix is as follows: 
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(4.19) 

where Ci is the output matrix of the ith mode, and Cji is the 1 x2 block of the 

jth output at the ith mode. 

Property 4.5 Additive Property of a Set of Sensors for Each Mode. The two­
norm of the ith mode of a structure with a set of r sensors is the rms sum of 
norms of the mode with each single actuator from this set, i.e., 

r 

IIGi l1 2 ~ ~]Gd~, i = 1, ... , n. (4.20) 
k=l 

Proof Denote the norm of the ith mode with the kth sensor (IIG ki 112)' and the 

norm of the ith mode with all sensors (11G j 11 2 ). From (4.5) we have 

(4.21) 

From (4.19) it follows that 

r 

Ilcill~ = L]Ckill~ . (4.22) 
k=l 

Introducing the above equation to (4.21), one obtains (4.20). o 

Property 4.6 Additive Property of a Set of Sensors for a Structure. The two­
norm of a structure with a set of r sensors is the rms sum of norms of a structure 
with each single actuator from this set, 

(4.23) 
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Proof Similar to the proof of Property 4.4. 0 

Equations (4.17) and (4.23) show that the H2 norm of a mode with a set of 
actuators (sensors) is the rms sum of the H2 norms of this mode with a single 
actuator (sensor). 

4.2.2 The H", Norm 

The Hx norm of a natural mode can be approximately expressed in the closed­
form as follows: 

Property 4.7(a) Mode Norm Consider the ith mode (Ai' Bi , Ci ), or 

(OJi,Si,bi,ci ) with the corresponding Hankel singular value Yi' Its HX) norm is 

estimated as 

(4.24a) 

or 

(4.24b) 

Proof In order to prove this, note that the largest amplitude of the mode is 
approximately at the ith natural frequency, thus 

(4.25) 

Comparing (4.25) and (3.21), one obtains (4.24b). o 

For a structure, the approximate Hoo norm is proportional to its largest 

Hankel singular value Y max' The modal H", norms can be calculated using the 

Matlab function norm_infm given in Appendix A.4. 

Property 4.7(b) System Norm Due to the almost independence of the modes, 

the system H w norm is the largest of the mode norms, i. e., 

i=l, ... ,n. (4.26) 
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This property says that the largest modal peak response of a lightly damped 
structure determines the worst-case response. 

Example 4.2. The determination of the Hoo norm of a simple structure, as in 
Example 4.1 and its modes, is illustrated. The Hoo norm of the second mode is 
shown in Fig. 4.2(a) as the height of the second resonance peak. The Hoo norm of 
the system is shown in Fig. 4.2(b) as the height of the highest (first in this case) 
resonance peak. The Hoo norms of the modes, determined from the transfer 

function, are: IIGllioo == 18.9229, IIG21100 == 1. 7454, IIG3 1100 == 1.2176, and the 

system norm is IIGIioo == IIGllloo == 18.9619. 

Similarly to the Hz norm, consider a structure G with a smooth input filter F. 
The following property is valid: 

Property 4.8 Structure with a Filter. The H ao norm of a structure with a smooth 

filter is equal to the H ao norm of the structure with scaled modes 

i = 1, ... , n, (4.27a) 

and the norm of the ith mode with a smooth filter is equivalent to the norm of the 
scaled mode 

(4.27b) 

where the scalingfactor a; is defined in (4.8). 

Proof Note that for a smooth filter the transfer function GF preserves the 
properties of a flexible structure given by Property 2.1 (b), thus 

IIGFIL, = sup O"max (G(m)F(m» == maxO"max(G(m;)F(m;» 
m 1 

(4.28) 

In the above approximation we took into consideration the fact that 

O"k (GF) == O"k (GIFI), which can be proven as follows: 
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Cl 

This property says that a norm of a smooth filter in series with a flexible 
structure is approximately equal to the norm of a structure scaled by the filter 
gains at natural frequencies. 

Consider a flexible structure with s actuators (or s inputs). Similarly to the 
H2 norm, the question arises as to how the Hoo norm of a structure with a single 
actuator corresponds to the Hoc norm of the same structure with a set of s 
actuators. The answer is in the following property: 

Property 4.9 Additive Property of a Set of Actuators for Each Mode. The H 00 

norm of the ith mode of a structure with a set of s actuators is the rms sum of 
norms of the mode with each single actuator from this set, i.e., 

i=I, ... ,n. (4.30) 

Proof From (4.24) one obtains the norm of the ith mode with the Jth actuator 

(IIG ij t), and the norm of the ith mode with all actuators (IIG ;\1(0) 

(4.31 ) 

Introducing (4.16) to the above equation, one obtains (4.30). Cl 

Similarly to the actuator properties one can derive sensor properties. 

Property 4.10 Additive Property of a Set of Sensors for Each Mode. The H 00 

norm of the ith mode of a structure with a set of r sensors is the rms sum of 
norms of the mode with each single actuator from this set, i.e., 

r 

IIGit == ~]Gkill~, i = 1, ... , n. (4.32) 
k=l 
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Proof Denote the nonn of the ith mode with the kth sensor (IIG kdicx)' and the 

nonn of the ith mode with all sensors (1IG;Iia,) From (4.24) we have 

(4.33) 

Introducing (4.22) to the above equation, one obtains (4.32). 

Equations (4.30) and (4.32) show that the Hoo nonn of a mode with a set of 
actuators (sensors) is the nns sum of the Hoo nonns of this mode with a single 
actuator (sensor). Note however, that unlike the H2 nonn, this property does not 
hold for the whole structure. 

4.2.3 The Hankel Norm 

This nonn is approximately evaluated from the following closed-fonn fonnula: 

Property 4. 11 (a) Mode Norm. Consider the ith mode in the state space form 

(A;, B;, C;), or the corresponding second-order form (m;, s;, hi' ci). Its Hankel 
norm is determined from 

(4.34) 

The modal Hoo nonns can be calculated using the MatIab function 
norm_han.m given in Appendix A.5. 

For a structure the Hankel nonn is obtained as follows. 

Property 4.11(b) System Norm. The Hankel norm of the system is the largest 
norm afits modes, i.e., 

(4.35) 

where r max is the largest Hankel singular value of the system. 



Nonns 67 

Since the Hankel nonn is approximately one-half of the Hoo nonn: 

IIGillh == O.5IIGill oo and IIGllh == 0.51IGlloo' therefore Properties 4.8-4.10 of the Hoo 

nonn apply to the Hankel nonn as well, namely: 

Property 4.12 Additive Property of a Set of Actuators for Each Mode. The 
Hankel singular value (Hankel norm) of the ith mode of a structure with a set of 
s actuators is the rms sum of the Hankel singular values of the mode with each 
single actuator from this set, i.e., 

Yi=/iA, 
j=l 

i=I, ... ,n. (4.36) 

Similar are the sensor properties. 

Property 4.13 Additive Property of a Set of Sensors for Each Mode. The 
Hankel singular value (Hankel norm) of the ith mode of a structure with a set of 
r sensors is the rms sum of the Hankel singular values of the mode with each 
single sensor from this set, i.e., 

i = 1, ... , n. (4.37) 

Finally, comparing (4.5), (4.24a), and (4.34) one obtains the approximate 
relationships between H2, Hoo, and Hankel nonns 

(4.38) 

Example 4.3. Consider a truss presented in Fig. 1.3. Vertical control forces are 
applied at nodes 9 and 10, and the output rates are measured in the horizontal 
direction at nodes 4 and 5. For this structure the H2 and Hoo nonns of each mode 
are given in Fig. 4.5. 

From (4.38) it follows that the ratio of the Hoo and H2 nonns is 
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hence, the relationship between the H" and H2 norms depends on the width of 
the resonance. For a wide resonant peak (large ~(i}i) the H2 norm of the ith 

mode is larger than the corresponding Hoo norm. For a narrow resonant peak 

(small ~(i}i) the Hoo norm of the ith mode is larger than the corresponding H2 

norm. This is visible in Fig. 4.5, where neither norm is dominant. 
The exact Hankel singular values, and the approximate values, obtained 

from (4.3) and (4.36), respectively, are shown in Fig. 4.6. A good coincidence 
between the exact and approximate values is observed. 



5 
Model Reduction 

Model reduction is a part of dynamic analysis, testing, and the control of 
flexible structures. Typically, a model with a large number of degrees of 
freedom, such as the one developed for the static analysis of structures, causes 
numerical difficulties in dynamic analysis, to say nothing of the high 
computational cost. In system identification, on the other hand, the order of the 
identified system is determined by the reduction of the initially oversized model 
that includes a noise model. Finally, in structural control the complexity and 
performance of a model-based controller depends on the order of the structural 
model. In all cases the reduction is a crucial part of the analysis and design. 
Thus, the reduced-order system solves the above problems if it acquires the 
essential properties of the full-order model. 

Many reduction techniques have been developed. Some of them, as in [59], 
[110], and [Ill], give optimal results, but they are complex and computationally 
expensive. Other methods, comparatively simple, give results close to the 
optimal one. The latter include balanced and modal truncation, see [85], [55], 
[97], [98], [101], [112], [40], and [51], which are discussed later. Model 
reduction of flexible structures requires specific approach, and was studied by 
Gregory [55], lonckheere [62], Skelton [98], Gawronski [38], [40], Gawronski 
and Williams [51], and Cottin, Pre lis, and Natke [17]. In this chapter the 
reduction in modal coordinates is discussed. 
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5.1 Reduction Through Truncation 

A reduced-order model is obtained here by truncating appropriate states in the 
modal coordinates. Denote by x the modal state vector of n modes (N = 2n 

states), and by (A, B, C) the modal representation (the subscript m is dropped 

for simplicity of notation). Let x be partitioned as follows: 

x={:J, (5.la) 

where Xr is the vector of the retained states, and XI is a vector of truncated 

states. Ifthere are k < n retained modes, Xr is a vector of 2k states, and XI is a 

vector of 2(n-k) states. Let the state triple (A, B, C) be partitioned accordingly, 

A = [Ar 0] 
o AI' B=[~l C=[Cr CI ]. (5.1 b) 

The diagonally dominant modal grammian is divided similarly, 

::::: [rr 0] r_ . 
o r l 

(5.2) 

The reduced model is obtained by deleting the last 2(n-k) rows of A,B, and the 
last 2(n-k) columns of A,C. Formally, this operation is written as 

T Ar = LAL , Br = LB, 

whereL=[I2k 0]. 

T Cr =CL , (5.3) 

Modal reduction by truncation of stable models always produces a stable 
reduced model, since the poles of the reduced model are a subset of the full­
order poles. 

The problem is to order the states so that the retained states xr will be the 

best reproduction of the. full system response. The choice depends on the 
definition of the reduction index. 
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5.2 Reduction Errors 

We use H2 , H,o and Hankel nonns to evaluate the reduction errors. The first 
approach, based on the H2 norm, is connected to the Skelton reduction method, 
see [98]. The second method, based on the H", and Hankel norms is connected to 
the Moore reduction method, see [85]. 

5.2.1 H2 Model Reduction 

The H2 reduction error is defined as 

(5.4) 

where G is the transfer function of the full model and G r is the transfer function 

of the reduced model. 
The squares of the mode norm are additive, see Property 4.1, therefore the 

nonn of the reduced system with k modes is the root-mean-square (rms) sum of 
the mode nonns 

k 

IIGrll~ = IIIGill~ . (5.5) 
i=1 

Thus, the reduction error is 

II 

ei = IIGII~ -IIGrll~ = IIIGill~ . (5.6) 
i=k+1 

It is clear from the above equation that the near-optimal reduction is 

obtained if the truncated mode norms IIG; 112 for i = k + 1, ... ,n, are the smallest 

ones. Therefore, the modal state vector is rearranged, starting from the mode 
with the largest H2 norm and ending with the mode with the smallest norm. 
Truncation of the last n-k modes will give, in this case, a near-optimal reduced 
model of order k. 
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5.2.2 H", and Hankel Model Reduction 

It can be seen from (4.36) that the HXl norm is approximately twice the Hankel 
norm, hence the reduction using one of those norms is identical with the 
reduction using the other norm. Thus, we consider here the Hoo reduction only. 

The Hoo reduction error is defined as 

(5.7) 

It was shown by Glover [52] that the upper limit of the Hoo reduction error is 
as follows: 

n 

e", = IIG -Grt :,; ~]G;t . (5.8) 
;=k+l 

However, for the flexible structures in the modal coordinates the error can be 
estimated less conservatively. In this case the transfer function is a sum of its 
modes, see Property 2.1, therefore 

k 

and Gr = IG;, 
;=1 

n 

(5.9) 

thus G -G r = I G i = G t, where G, is the transfer function of the truncated 
i=k+1 

part. Therefore 

(5.10) 

i.e., the error is equal to the Hoo norm of the largest truncated mode. It is clear 
that the near-optimal reduction is obtained if the Hoo norms of the truncated 
modes are the smallest ones. 

Example 5.1. A simple system as in Example 2.5 is considered. For this 

system the Hoo modal norms are obtained from (4.25), IIGlt == 6.7586 (mode of 

the natural frequency 1.3256 rad/s), IIG2t == 4.9556 (mode of the natural 

frequency 2.4493 rad/s), and IIG3t == 2.6526 (mode of the natural frequency 



74 Chapter 5 

3.20.0. rad/s). The H2 mode norms (see (4.5» are as follows: IIGdl2 := 3.2299, 

IIG21b := 3.3951, IIG3Ib:= 0..5937. The reduction errors after the truncation of 

the last mode (of frequency 3.20.0. rad/s) are eoo = 2.6526 and e2 = 0..5937, 

while the system norms are II Gil 00 = 6.7586 and IIGI12 := 4.7235. 

Example 5.2. Consider a 2D truss as in Example 1.3. Its model has been 
reduced in the modal coordinates using the H"" norm. The approximate norms of 
the modes are shown in Fig. 5.1. From this figure the system norm (the largest 

of the mode norms) is IIGt = 1.6185. Based on the modal norms it was decided 

that in the reduced-order model we reject all modes of the H"" norm less than 
0..0.1. The area of the H"" norm less than 0..01 is in Fig. 5.1, below the dashed 
line, and the modes with the H"" norm in this area are deleted. Consequently, the 
reduced model consists of three modes. The transfer function of the full and 
reduced models (from the second input to the second output) is shown in Fig. 
5.2(a), and the corresponding impulse response is shown in Fig. 5.2(b). Both 
figures indicate a small reduction error, which is obtained as 

(liGIioo -IIGrt)/IIGlloo:= IIG4 1100 IliGIIoo =0..0.0.40.. 

E 1 0- 1 

o 
c: 

::c' 1 0- 2 - - - - ~ - - - - ~ - - - -~- - ~ - - - ; - - - - - - - - --

• 

natural frequency. rad/s 

Figure 5.1. Hoo norms of the 2D truss modes. 

5.3 Systems with Integrators 

Systems with integrators have poles at zeros, therefore the corresponding H2, 

H"", and Hankel norms do not exist as their values tend to infinity. However, the 
infinite values of the norms of some modes should not be an obstacle in the 
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reduction process. These values indicate that the corresponding states should be 
retained in the reduced model, regardless of the norms of other modes. The 
reduction problem can be solved by determining the inverses of grammians, see 
[45]. Here two simple approaches are used for the reduction of systems with 
integrators. 
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Figure 5.2. (a) Magnitude of the transfer function, and (b) impulse responses of the full 
(solid line) and reduced (dashed line) truss models. 

In the first approach the system is represented in modal coordinates, 
represented by the following system triple (see Section 3.3): 

(5 .11 ) 

where Om isanm xmzeromatrix. The triple (A",B",C,,) has no poles at zero. 

It is itself in modal coordinates. The vector of the corresponding modal H", 

norms is denoted h". This vector is arranged in descending order, and the 

remaining infinite norms are added 

(5.12) 
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to obtain the vector of Hx> norms of the (A, B, C) representation, where inf = {oo, 
00, ..• , oo} contains m values at infinity. The system is reduced by truncation, as 
described at the beginning of this chapter. 

The second approach is based on the approximate evaluation of the Hoo 
norms. From (4.25) one finds 

(5.13) 

and Wi = 0 for the poles at zero, thus IIodloo ~ 00. For nonzero poles the finite 

norms are determined from the above equation, and ordered in descending 
order. The corresponding state-space representation is reduced by truncation. 

Example 5.3. A simple system is from Fig.1.2 with the following parameters: 

mJ = m2 = 1, m3 = 2, kJ = k4 = 0, k2 = 0.3, and k3 = 1. Damping is 

proportional to the stiffness, d; = 0.03k;, i = 1, 2, 3, and the input force is 

applied at mass m2, and the output rate is measured at the same location. This 

system has two poles at zero. Find its Hoo norms, and reduce the system. 

The modal representation, as in (5.11), is as follows: 

[

- 0.0264 1.3260 0 

-1.3260 - 0.0264 0 
A = 

o 0 0 -0.0051 

o 0 -0.5840 

o 
o 
0.5840 

-0.0051 

Co = [- 0.161 - 0.5836 - 0.0043 - 0.0821] , 

[

-0.3556 

-1.1608 
B = 

o -0.0072 

0.1642 

B =[6.0883XI07], 
r 35.8240 

Cr = [4.1062 x 10-9 0], 

with the following Hoo norms 11011100 == 13.9202 and 1102 Il00 == 1.3247. Therefore 

the vector of the norms of the modes of the (Ao' Bo' Co) representation is 

ho = {13.9202, 13.9202, 1.3247, 1.3247} 

and the vector ofHoo norms of the full system (A,B,C) is 
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h = {oo, 00, 13.9202, 13.9202, 1.3247, 1.3247}. 

By deleting the last two states in the state-space representation, related to the 
smallest norms, one obtains the reduced-order model as follows: 

A ~[~ 
0 0 

0 0 
r 0 0 -0.0264 

0 0 1.3260 

Cr = [4.1062 x 10-9 0 

Cll 1 
III 
c: 
0 
0. 0.5 III 
Cll 
10... 

Cll 
III 0 "3 
0. 
E 

-0.5 
0 

102 

Cll 
""C 
:::J - 100 ·c 
C"l 
co 
E 

10-2 

10-3 

0 6.0883xl0 7 

0 35.8240 B = 
-1.3260 r 

-0.3556 

-0.0264 -1.1608 

- 0.161 - 0.5840]. 

50 100 
time, S 

10-1 

frequency, rad/s 

150 

(a) 

200 

(b) 

Figure 5.3. (a) Impulse responses and (b) magnitudes of the transfer function of the full 
(solid line) and reduced (dashed line) models of a simple structure with poles at zero. 

The plots of the impulse response and the magnitude of the transfer function of 
the full and reduced models are shown in Fig. 5.3(a,b). The plots show that the 
error of the reduction is small. In fact, for the impulse response, the error was 
less than 1 %, namely, 
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In the above y denotes the impulse response of the full model, and Yr denotes 

the impulse response of the reduced model. 

Example 5.4. Consider the Deep Space Network antenna azimuth model that 
has a pole at zero. The identified state-space representation of the open-loop 
model has n = 36 states, including states with a pole at zero. This model is 
reduced in modal coordinates, by determining the Hankel norms (or Hankel 
singular values) for states with nonzero poles. The plot of the Hankel singular 
values is shown in Fig. 5.4. By deleting the states with Hankel singular values 
smaller than 0.003 one obtains the I8-state model. The reduced model preserves 
properties of the full model, as is shown by the magnitude and phase of the 
transfer function in Fig.5.5(a,b). The state-space representation of the reduced 
antenna model is given in Appendix B.2. 
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Figure 5.4. Hankel singular values of the DSS26 antenna rate-loop model. 

5.4 Structures with Actuators and Sensors 

A flexible structure in testing or in a closed-loop configuration is equipped with 
sensors and actuators. Does the presence of sensors and actuators impact the 
dynamics of a flexible structure, and consequently the process of model 
reduction? This question is answered for four important cases: sensors and 
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actuators in cascade connection with a structure, accelerometers as sensors, the 
proof-mass actuators, and centrifugal actuators attached to a structure. 

10-3~ __________ ~~~~~~ ____ ~ __ ~~~~~~ 
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Figure 5.5. Transfer function: (a) magnitude (b) phase, of the full (solid line) and 
reduced-order (dashed line) models of the DSS26 antenna. 

5.4.1 Actuators and Sensors in a Cascade Connection 

Only actuator dynamics is considered. In particular, the reconstruction of the 
norms of modes and of a structure from the norms of the actuator-structure 
norms is discussed. The problem of sensors in a cascade connection with a 
structure is similar to the actuator case. 

Properties of the actuators in series connection with structures are 
derivatives of the properties of a smooth filter in series connection with a 
structure, proven in Chapter 4. Let Gj and G,j be a transfer function of the ith 

mode with and without actuators, respectively. Additionally, let G and G" be a 
transfer function of the structure with and without actuators, respectively. As a 
corollary of Property 4.2, the norms of modes and a structure for a smooth 
actuator transfer function are determined approximately as follows: 
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Property 5.1 Hz Norms of a Mode and a Structure with an Actuator. 

(5.14a) 

n 

(b) IIGII2 = L alIIGsill~, (5.14b) 
i;) 

where 

(5.14c) 

with (i) i being the ith resonance frequency, and G a the transfer function of the 

actuator. 

Similarly, based on Property 4.8, we have the following property of the Hoo 
and Hankel norms of a mode and a structure with a smooth actuator. 

Property 5.2 H GO Norms of a Mode and a Structure with an Actuator. 

(a) IIGilL, = aiIiGsiIL", 
(b) IIGIL" = max(aiIiGsiltJ· 

I 

(5.15a) 

(5.15b) 

Property 5.3 Hankel Norms of a Mode and a Structure with an Actuator. 

(a) IIGilih = aiIlG'illh' 
(b) IIGllh = max(aiIiGsillh )· 

I 

(5.16a) 

(5.16b) 

Example 5.5. Consider the 3D truss from Fig. 1.4, with the longitudinal (x­
direction) input at node 21 and the longitudinal rate output at node 14. The 
actuator located at node 21 has the following smooth transfer function: 

G ( ) 0.1 
a S = (1 + 0.0 Is i 

The truss modal damping is identical for each mode, 0.5% (Si = 0.005), 

i = I, ... ,72. The Hoo norms of the modes of the structure, with the actuator 

obtained from the definition (4.2), are marked by circles in Fig. 5.6. The 
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approximate Hoo norms of the modes of the structure with the actuator were 
obtained from Property 5.2 (using Matlab function norm_irifm from Appendix 
AA), and plotted as dots in the same figure. The exact and approximate norms 
overlap each other in this figure, showing that the approximation error is 
negligible. 

E 
o 
C 

8 
I 10.15 

o 10 20 30 40 50 60 70 
mode number 

Figure 5.6. The Hoo norms of the modes of the 3D truss with an actuator: exact (0), and 

approximate (.) values. 

5.4.2 Accelerometers as Sensors 

Accelerometers are frequently used as structural sensors due to their simplicity, 
and because they do not require a reference frame. However, they amplify high 
frequency parasitic noise. From the standpoint of analysis they introduce an 
additional difficulty - the feed-through term, D, in the state output equation. 
The output for the accelerometer sensors is in the form of y = Cx + Du, rather 
than y = Cx, as in (2.1). The difficulty with this equation follows from the fact 
that the grammians do not depend on matrix D. Thus the grammian-based 
model reduction does not reflect the presence of the accelerometers. However, 
this problem can be solved by using the series connection of a structure and 
sensors, and Properties 5.1-5.3. 

A structure with the accelerometers can be considered as a structure with 
rate sensors cascaded with differentiating devices (the derivative of a rate gives 
acceleration). Thus, the norms of a structure equipped with accelerometers can 
be determined as the scaled norms of a structure with rate sensors. For 
simplicity of notation consider a structure with a single accelerometer. Denote 
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(Ar,Br,Cr ) and Gr = Cr(sI - Arfl Br as the state space triple and as transfer 

function, respectively, of the structure with a rate sensor. The transfer function 
Ga of the structure with an accelerometer is therefore 

(5.17) 

According to (5. 14c) the scaling factor is ai = !!iWi!! = Wi' thus from (5.14)­

(5.16) the following property holds: 

Property 5.4 Norms of Modes with Accelerometers. The norms of modes with 
the accelerometers are related to the modes with the rate output as follows: 

i = 1, ... ,n (5.18) 

where Wi is the ith natural frequency, and 11.11 denotes either H2, Reo, or Hankel 

norms. 

The above equations show that the norm of the ith mode with an 
accelerometer sensor is obtained as a product of the norm of the ith mode with a 
rate sensor and the ith natural frequency. 

Example 5.6. The truss from the previous example is considered. The 
longitudinal input force is applied to node 21 and the longitudinal acceleration is 
measured at node 14. The H", norms of the modes for the structure with the 
accelerometer are marked by circles in Fig. 5.7. The approximate H", norms of 
the modes of the structure with the accelerometers were obtained from (5 .I8b), 
and plotted as dots in Fig. 5.7. The exact and approximate norms overlap each 
other in this figure, showing that the approximation error is negligible. 

5.4.3 Proof-Mass Actuators 

Proof-mass actuators are widely used in structural dynamics testing. In many 
cases, however, the actuator dynamics are not included in the model. Here, the 
relationship between the norms of a structure with a proof-mass actuator and the 
norms of the structure alone (i.e., with an ideal actuator) is studied, and the 
influence of the proof-mass actuator on model dynamics and reduction is 
analyzed. 

The proof-mass actuator consists of mass m, and a spring with stiffness k, 
and they are attached to a structure at node, say, na. It is a reaction-type force 
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actuator, see [116], and [44]. It generates a force by reacting against the mass m, 
thus force 1 acts on the structure, and -I acts on the mass m (Fig. 5.8(a)). It is 
assumed that the stiffness of the proof-mass actuator is much smaller than the 
dynamic stiffness of the structure (often it is zero). 

E 10 .5 
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0 
c 

J: 

10 .10 

... 

o 10 20 30 40 50 60 70 
mode number 

Figure 5.7. The Hoo norms of the modes of the 3D truss with an accelerometer: exact 
(0), and approximate (.) values. 

Figure 5.8. A structure with : (a) proof-mass actuator; (b) centrifugal actuator; and (c) 
ideal actuator. 
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Let us consider a structure with proof-mass actuator, shown in Fig. S.8(a). 

Let M s' D s' and K s' be the mass, damping, and stiffness matrices of the 

structure, respectively, and let B, be the matrix of the actuator location, 

B,=[O 0 ... 0 10 ... Of (S.19) 

with a nonzero term at the actuator location na. Denote G s (w) = 

-w2Ms + jwDs + Ks and j = n, then the dynamic stiffness of a structure at 

the actuator location is defined as 

k, = T I 
. B,C;B, 

(S .20) 

The dynamic stiffness is the inverse of the frequency response function at 
the actuator location. At zero frequency, it is reduced to the stiffness constant at 

the actuator location. Denote by q a' m, k, d, the displacement, mass, stiffness, 

and damping of the actuator. 
The structural dynamics of an "ideal" actuator is excited by the force f, as in 

Fig. S.8(c). In contrast, the force generated by the proof-mass actuator consists 

of an additional force /a' which is a reaction force from the actuator mount, 

see Fig. S.9 . Thus the total force /" acting on the structure is 

/"=/+/0· (S.2 I) 

q 

Figure 5.9. Displacements and forces at the proof-mass actuator mounting. 



From Fig. S. 9 one finds 

mq + k( g - g,,) = - / , 

/a = k(g - g.\.) , 

Model Reduction 8S 

(S.22a) 

(S.22b) 

and the structural displacement q\. at node na is obtained from the dynamic 

stiffness of the structure 

(S.23) 

Combining the last three equations together, after a little algebra, one arrives at 
the following relationship: 

(S.24a) 

where 

w 
p = --.Q., (S.24b) 

w 

Introducing (S.24a,b) into (S.21) one obtains the following relationship between 

the proof-mass actuator force (fo) and the ideal actuator force if) 

/" =aci, ac = 2 • 
1+{3-p 

(S.2S) 

It follows from the above equation that the actuator force, J. 
0' 

approximately reproduces the ideal force/if a c == 1. This is obtained if 

{3« 1 and p«1 . (S.26) 

The above conditions are satisfied when the actuator stiffness is small 
(compared with the structural stiffness), and the actuator mass is large enough, 
such that the actuator natural frequency is smaller than the structural principal 
frequency. Hence, the above conditions can be replaced with the following ones: 

k« k, and (S.27) 
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If these conditions are satisfied, one obtains f =: /", and consequently the 

transfer function of the system with the proof-mass actuator is approximately 
equal to the transfer function of the system without the proof-mass actuator. 
Based on these considerations the following norm properties are derived: 

Property 5.5 Norms of a Mode with Proof-Mass Actuators. Norms of the ith 

structural mode with a proof-mass actuator (GcJ and of the ith structural 

mode alone (G si), are related as follows: 

i == l, ... ,n, (5.28) 

where 11.11 denotes either H2, Hoe> or Hankel norms, 

(5.29a) 

and 

(5.29b) 

while 

1 
ksi == ks ((0 i) == -B-:::;r-G---=-I (-. )-B-

s s (0, s 
(5.29c) 

The variable kSi is the ith modal stiffness of the structure. 

Proof The force fo acting on the structure is related to the actuator force f as in 

(5.25). Hence replacing 10 with I in the structural model gives (5.28). 0 

In addition to conditions (5.27), consider the following ones: 

and k« minks;' 
i 

(5.30) 

where (01 is the fundamental (lowest) frequency of the structure. These 

conditions say that the actuator natural frequency should be significantly lower 
than the fundamental frequency of the structure, and that the actuator stiffness 
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should be much smaller than the dynamic stiffness of the structure at any 
frequency of interest. If the aforementioned conditions are satisfied, one obtains 

aci == 1 for i = 1, ... , n, thus the norms of the structure with the proof-mass 
actuator are equal to the norms of the structure without the proof-mass actuator. 
Also, the controllability and observability properties of the system are 
preserved. In particular, the presence of the proof-mass actuator will not affect 
the model order reduction. Note also that for many cases, whenever the first 
condition of (5.27) is satisfied, the second condition (5.30) is satisfied too. 

Example 5.7. Consider the 3D truss, Fig. 1.4, with force input at node 21, 
acting in the y-direction, and with the rate output measured at node 14 in the y­
direction. The magnitude of its transfer function is shown in Fig. 5.1 O( a), as a 
solid line. The Hankel singular values of the truss are shown as dots in Fig. 
5.l0(b) (and the modal Hoo norm is twice the Hankel singular value). The proof­
mass actuator was attached to node 21 to generate the input force. The mass of 

the proof-mass actuator is m = O.lNs 2 / cm , and its stiffness is k = 1N/cm. Its 

natural frequency is OJo = 3. 1623rad/s , much lower than the truss fundamental 

frequency, OJI = 32.8213rad/s. The plot of the magnitude of the transfer 

function for the truss with the proof-mass actuator is shown in Fig. 5.10(a) as a 
dashed line. The figure shows perfect overlapping of the transfer functions for 

f» fo' where fo = OJo /21Z" = O.5033Hz. Hankel singular values of the truss 

with the proof-mass actuator are plotted by circles in Fig. 5.1O(b). Observe that 
the Hankel singular values are the same for the truss without and with the proof­
mass actuator, except for the first Hankel singular value, related to the proof­
mass actuator itself. 

5.4.4 Centrifugal Actuators 

In the centrifugal actuator, force is proportional to the square of the excitation 
frequency. It consists of mass m and a spring with stiffness k, and they are 
attached to a structure at node, say, na. The force acts on mass m exclusively 
(Fig. 5.8(b». It is assumed that the stiffness of the actuator is much smaller than 
the dynamic stiffness of the structure (often it is zero). 

This configuration is shown in Fig. 5.8(b). The force acting on mass m is 
proportional to the squared frequency 

(5.31 ) 

where K is a constant. The relationship between transfer functions of a structure 
without and without a centrifugal actuator is as follows: 



88 Chapter 5 

a c = 2 ' l+f3-p 

which can be derived from the actuator equations 

/ 
/ 

(5.32) 

(a) 
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Figure 5.lD. 3D truss: (a) magnitudes of the transfer function without (solid line) and 
with (dashed line) the proof-mass actuator; and (b) Hankel singular values without (0) 

and with (.) the proof-mass actuator. 

mij + k(q - qs) = KW 2 , 

fo = fa = k(q-qJ. 

For these equations one obtains 

(5.33a) 

(5.33b) 

(5.34) 

The above result shows that the structural transfer function with the centrifugal 
actuator is proportional to the structural transfer function without the actuator. 
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Property 5.6 Norms of Modes with Centrifugal Actuators. The norms of the 

ith structural mode (Osi)' and of the ith structural mode with a centrifugal 

actuator (Oci)' are related as in (5.28), however the coefficient aci is now 

(5.35) 

Proof Similar to Property 5.5. o 

With the conditions in (5.30) satisfied, one obtains aci = KOJ~ for 

i = 1, ... , n, thus the norms of the structure with the centrifugal actuator are 
proportional to the norms of the structure without the actuator. This scaling does 
not influence the results of model reduction, since the procedure is based on 
ratios of norms rather than their absolute values. 

In applications measurement noise is unavoidable, thus care should be taken 
in the selection of the scaling factor. For instance, if the scaling factor is too 
small, modes with small norms cannot be detected, and the reduction procedure 
could be biased. 



6 
Assignment 

The sensor and actuator locations of an open-loop system influence the 
controllability and observability properties of a system. Therefore one can 
modify the sensor and/or actuator locations to obtain the required (or assigned) 
values of the controllability and observability grammians. In particular, one can 
find the locations such that all Hankel singular values are identical. This is a 
case of a uniform controllability and observability assignment. 

6.1 Problem Statement 

For control system purposes, it is advantageous to have a tool to modify or 
shape the system controllability and observability properties. This can be done 
in two ways: by modifying the system properties, such as introducing a 
feedback loop, see [106]; or by determining proper sensor and/or actuator 
configurations, see [37] and [39]. The configuration includes the actuator and 
sensor locations, as well as the gains at each location. The latter method, called 
the grammian assignment, is addressed in this chapter. 

Let the system be described by a stable system matrix A, and the location of 
the actuators and/or sensors is not yet known (thus Band/or C matrices are not 
yet known). The following problem is considered. For a positive definite matrix 
W, find the input (B) and output (C) matrices such that both grammians of the 
system are equal to w. It can be solved by finding B, C and a nonsingular 
transformation R, such that the grammians of the representation (A], B, C) are 
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equal to W, and Al = R-I AR. Depending on what is to be determined (sensors, 

actuators, or both), the question is divided into three separate problems. 

Problem 6.1. Given A, B, find C and the transformation R, such that 

Wei = Wol = W for the representation (AI' BI , C), where AI = R-I AR and 

BI = R-IB. 

Problem 6.2. Given A, C, find B and the transformation R, such that 

Wei =Wol =W for the representation (AI,B,CI ), where AI =R-IAR and 

CI = CR. 

Problem 6.3. Given A, find B, C, and the transformation R, such that 

Wei = W,JI = W for the representation (AI,B,C), where Al = R-I AR. 

Note that the matrices Band C include not only the actuator and sensor 
locations, but also the gain at each location (for the location-only problem the 
entries of Band C would be either 1 or 0). 

The solution of the problems mayor may not exist, since not every positive 
definite grammian can be obtained through the sensor or actuator placement. A 
matrix W, for which the solution exists, is an assignable one. Define 

N = - A W - WA T No = - AT W - WA . 
C ' 

(6.1) 

A symmetric positive semidefinite matrix W is assignable if N e and No are 
positive semidefinite. 

6.2 Algorithms 

Assuming an assignable matrix W, the following algorithms solve Problems 6.1, 
6.2, and 6.3, respectively. 

Algorithm 6.1. For given A, B, and assignable matrix W: 

1. Determine We from the Lyapunov equations (3.5). 

2. Find Pc and P from the decomposition of We and W: 
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(6.2) 

3. Find A1 and B1 from the following: 

(6.3a) 

where 

(6.3b) 

4. Define 

(6.4) 

and determine C from the decomposition of No : 

(6.5) 

(note that No is positive semidefinite if W is assignable). 

Proof Note from step 4 that Ar W + WA1 + C T C = 0, i.e., W is the assigned 

observability grammian. For AI and BI from step 3 one obtains 

AIW + WAr + BIBr = 0, hence W is the assigned controllability grammian. 0 

A similar algorithm is obtained for determination of the actuator locations. 

Algorithm 6.2. For given A, C, and matrix W which is assignable and positive 
definite: 

1. Determine w" from the Lyapunov equation (3.5). 

2. Find~, and P such that 

(6.6) 

3. Find AI and CI from the following: 

(6.7a) 
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where 

(6.7b) 

4. Define 

(6.8) 

and determine B from the decomposition of N e : 

(6.9) 

(note that Ne is positive semidefinite ifW is assignable). 

Problem 6.3 is solved using the following algorithm: 

Algorithm 6.3. For Wassignable and positive definite, the matrices Band C 

obtained from the decomposition of N e and No: 

T Nc = BB , 

are the solutions of Problem 6.3. 

(6.10) 

The essential difficulty is to make the grammians assignable. The 
assignability depends on the system representation. For flexible structures the 
approximate assignability is guaranteed for the system in the modal coordinates. 

Indeed, assume a diagonal grammian W. The controllability grammian We is 

diagonally dominant, therefore the transformation matrix R is diagonally 
dominant as well. For a block-diagonal matrix A in modal coordinates, as in 

(2.29), one obtains Al diagonally dominant from (6.3a), hence Nc and No are 

positive definite, since the off-diagonal entries of R are small. 

Example 6.1. Consider the system in Fig. 1.2 with the masses 

mJ = m2 = m3 = 1, stiffnesses kJ = k2 = k3 = k4 = 50, and the damping matrix D 
proportional to the stiffness matrix K, i.e., D = 0.001K. A single input force is 
applied at mass 3. 
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The grammian W = diag(lO, 10, 7, 7, 1, 1) is assigned by determining the 
matrix C of sensor locations. 

Using Algorithm 6.1, one obtains the triple (A1' B1, C) 

- 0.00132 11.45430 0 0 0 0 

-11.42815 -0.12958 0 0 0 0 

0.00007 -0.00071 0 9.99962 0 0 
Al = 

0.01922 - 0.l9048 -10.00038 -0.10000 0 0 

0.00182 -0.01806 -0.00007 -0.01896 -0.00629 4.37914 

-0.00260 0.02577 0.00010 0.0271 -4.36118 -0.01281 

Br = [0.16245 - 1.60986 - 0.00444 - 1.18321 - 0.11214 0.16006] , 

C= 

0.15749 -1.56066 -0.00379 -1.01023 -0.01383 0.01974 

-0.03985 0.39494 -0.00231 -0.61596 -0.00896 0.01280 

0.00001 -0.00013 0.00002 0.00482 -0.11092 0.15833 

0.00000 

0.00000 

0.00000 

0.00000 

0.00000 

0.00000 

0.00000 

0.00000 

0.00000 

0.00000 0.00000 0.00000 

0.00000 0.00000 0.00000 

0.00000 0.00000 0.00000 

For this representation the following grammians are obtained: 

We = w" =diag(10.00000, 10.00000,7.00000,7.00000,1.00000,1.00000); i.e., 

it is assigned. 

Example 6.2. Consider the 2D truss in Fig. 1.3 with a proportional damping 

matrix D = M + 10-5 K. The input forces are applied at nodes 4 and 10, in a 
vertical direction. The last two modes (of highest frequency) are assigned with 
the Hankel singular values = I, the remaining modes with the Hankel singular 
values = 10-8 (small nonzero values to avoid singularities in the algorithm). The 

output matrix C is of the form C = [Co 02x28] , where 

C = [16.8383 -3.9675 - 2.9772 15.3972] 
o -1.1908 0.2806 -1.2241 1.1379 

and it assigns the above values, and was determined using Algorithm 6.1. The 
Hankel singular values of the assigned system are {I. 00000 1.00000} and the 
remaining are zero. The magnitude of the transfer function of the assigned 
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system is plotted in Fig. 6.1. It shows that the system is indeed assigned with 
two Hankel singular values equal to I, and the remaining Hankel singular values 
equal to zero, since it has only two resonance peaks. They are of magnitude 2 -
which corresponds to two Hankel singular values of magnitude I. 

10 0 

Q) 

"C 
::J 

c: 10. ' Ol 
<1\ 

E 

10.2 

fre que n c y, ra dis 

Figure 6.1. Magnitude of the transfer function of the assigned 2D truss. 

6.3 Uniformly Balanced Systems 

A system with all its states equally controllable and observable is a uniformly 
balanced system. All its Hankel singular values are equal, so that the grammians 

are in the form We = Wo = yIN, where y is a positive scalar. For a stable A in 

modal coordinates the uniformly balanced system is always assignable. Indeed, 

in this case, BBT = eTc = -y(A + AT) and - A - AT is positive definite, 

hence one can find B and C by decomposition of -y(A+AT). The uniformly 

balanced system is determined as follows: 

Algorithm 6.4. Given A, B, the grammian W = yIn is assigned with 

(6.11 ) 

where We is the controllability grammian of (A, B). 
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Algorithm 6.5. Given A, C, the grammian W = rIn is assigned with 

(6.12) 

where w" is the observability grammian of (A, C). 

Properties of the unifonnly balanced systems are obtained from the 

following auxiliary attributes. Let G(w) = C(jwIn - Ar] B be a transfer 

function of the triplet (A, B, C), with s inputs and r outputs. Letjw be not a pole 
of an element of G(jw). For s :s; r let the s x r matrix U] (w) have s orthononnal 

rows, i.e., U](w)U;(w) = Is, and for s ~ r let the sxr matrix U2(w) have r 

orthononnal columns; i.e., U2(w)U;(w) = Ir . 

Property 6.1 System Stability. If rank(U] (w)) = rank(G(w)) = s for all real 

llJ, and G satisfies the equation 

GU] +u;d = GG 
r 

• 

or if rank(U2(w)) = rank(G(w)) = rand G satisfies the equation 

up+du; = dG, 
r 

then the system is stable. 

(6.13) 

(6.14) 

Proof Introduce G] = GU] and G2 ::: U2G. It follows from (6.13) that G] is 

positive real, and from (6.14) that G2 is positive real, hence both are stable. But 

(A,BU],C) is the state-space representation of G], and (A,B,U2C) is the 

state-space representation of G2 . The representations G, G], and G2 include a 

stable matrix A, hence G, G], and G2 are stable. o 

Denote lit as a unitarily invariant nonn, e.g., an HXl or H2 nonn. Now we 

can claim that the following property is valid: 
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Property 6.2 Uniformly Balanced Systems. Transfer function G(m) = 

C(jml n - A)-I B of a uniformly balanced system (A,B,C) has the following 

properties: 

(a) G is stable; 

(b) (6.15) 

(c) for a square system (the number of inputs is equal to the number of 

outputs, r) G is positive real; and 

(d) a square system 

G 
Go =-- Ir 

r 

is all-pass. 

Proof 

or 
C 

(A,B,-,-Ir ) 
r 

(a) Note that G satisfies (6.13) and (6.14), hence it is stable. 

(6.16) 

(b) Note that from the left-hand side of (6.13) it follows that 

IIGU +U*Gl ~ 211GUIlu = 211Gllu· From the right-hand side of (6.13) one 

obtains jjGG* IIu / r = IIGII~ / r, thus IIGII~ / r ~ 211GIiu, or IIGllu 5, 2r· 

(c) The positive realness of the square uniformly balanced system follows from 
(6.13) and from the definition of positive-realness of a transfer function, see 
[2]. 

(d) The all-pass system Go satisfies the following condition, GoG; = In see 
[81, p. 260]. Note that 

* GG* G* G 
G G =------+1 a a 2 r· 

r Y Y 
(6.17) 

For a square system, (6.14) simplifies to the following one 

G+G*=G*G/r. Introducing this into (6.17), one obtainsGoG;=ln 

i.e., Go is all-pass. 0 
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The plot of the transfer function for a single-input-single-output uniformly 
balanced system is a circle of radius r and center (y, 0), and transfer function 
Go is a circle of radius y, and center (0,0). 

The uniformly balanced representation is useful in the system identification, 
since in this representation the locations of sensors and/or actuators are such that 
all the states (modes) are equally excited and observed, hence they are equally 
"treated" when tested. 

Example 6.3. The uniformly balanced representation with r = 1 is determined 
for A and B as in Example 6.1. From Algorithm 6.5 we arrive at the following 
matrix C that uniformly balances the system 

C==[0.0514 -0.5091 -0.0017 -0.4472 -0.l121 0.l601]. 

The plot ofthe magnitude of the system transfer function in Fig. 6.2 shows that 
Property 6.2(b) is satisfied. 

10° 

CI.l 
'0 

.~ 
<: 10" 
Cl 
III 

E 

10.2 

10·3~ ____ ~ __ ~ __ ~~~~~~~ ____ ~ __ ~~ __ ~~~~ 

10° 10' 10 2 

frequency, rad/s 

Figure 6.2. Magnitude of the transfer function of the uniformly balanced simple system. 

Example 6.4. The 2D truss from Example 6.1 is uniformly balanced using 
Algorithm 6.4. All its Hankel singular values are equal to 1. The magnitude and 
phase of the transfer function of the uniformly balanced truss are shown in Fig. 
6.3(a,b), solid line. The latter figures illustrates Property 6.2(b), where the 
magnitude of the transfer function does not exceed 2y. The transfer function Go 
of the all-pass system created from the uniformly balanced truss using (6.16) is 
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presented in Fig. 6.3(a,b), dashed line. The figure illustrates the Property 6.2(d), 
showing the magnitude equal to 1. The Nyquist plots of uniformly balanced 
truss G (solid line) and the all-pass system Go are shown in Fig. 6.4. Both 
circles are of radius 1, shifted by 1. 
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Figure 6.3 . The transfer functions of the uniformly balanced (solid line) and all-pass 
(dashed line) trusses, (a) magnitude, and (b) phase . 
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7 
Actuator and Sensor Placement 

A typical actuator and sensor location problem for structural testing can be 
described as follows. The structural test plan is based on the available 
information on the structure itself, on disturbances acting on the structure, and 
on the expected structural performance. The first information is typically in the 
form of a structural finite-element model. The disturbance information includes 
disturbance location and disturbance spectral contents. The structure 
performance is commonly evaluated through the displacements or accelerations 
at certain structural locations. 

It is not possible in general to duplicate the dynamics of a real structure 
during testing. This happens not only due to physical restrictions or limited 
knowledge of disturbances, but also because the test actuators cannot be located 
at the disturbance locations and sensors cannot be placed at the performance 
evaluation locations. Thus, to obtain the performance of the test items close to 
the performance of a structure in a real environment one uses the available (or 
candidate) locations of actuators and sensors and formvlates the selection 
criteria and selection mechanisms. 

The control design problem of a structure can be defined in a similar 
manner. Namely, actuators are placed within the allowable locations, and they 
are not necessary collocated with the disturbance locations; sensors are placed at 
the sensor allowable locations, generally outside the locations of performance 
evaluation. 

For simple test articles, an experienced test engineer can determine the 
appropriate sensor or actuator locations in an ad hoc manner. However, for the 
first-time testing of large and complex structures the placement of sensors and 
actuators is neither an obvious nor a simple task. In practice heuristic means are 
combined with engineering judgment and simplified analysis to determine 

100 

W. K. Gawronski, Dynamics and Control of Structures
© Springer Science+Business Media New York 1998



Actuator and Sensor Placement 101 

actuator and sensor locations. In most cases the locations vary during tests (in a 
trial and error approach) to obtain acceptable data to identify target modes. 

The actuator and sensor placement problem was investigated by many 
researchers, see, for example, [I], [7], [19], [34], [42], [66], [69], [70], [75], 
[76], [79], [80], [82], [83], and [100]. A typical solution to the location problem 
is found through a search procedure. For large numbers of locations the search 
for the number of possible combinations is overwhelming and only a small 
selected subset is searched. This is time consuming and not necessarily the 
optimal solution. The approach proposed here consists of the determination of 
the norm of each sensor (or actuator) for selected modes, and then grade them 
according to their participation in the system norm. This is a computational 
effective approach with a clear physical interpretation. 

7.1 Problem Statement 

Given a large set of sensors and actuators, the placement problem consists of 
determining the locations of a smaller subset of sensors or actuators such that 
the H2 , H"" or Hankel norms of the subset is as close as possible to the norm of 
the original set. In this chapter the placement problem is solved in the modal 
coordinates using the previously derived structural properties. A comparatively 
simple methodology of choice of a small subset of sensors and/or actuators from 
a large set of possible locations is proposed. 

Let Rand 5 be the sets of the candidate sensor and actuator locations, 
respectively. These are chosen in advance as all allowable locations of actuators, 
of population S, and as all allowable locations of sensors, of population R. The 

placement of s actuators within the given 5 actuator candidate locations, and the 

placement of r sensors within the given R sensor candidate locations, is 
considered. Of course, the number of candidate locations is larger than the 
number of actuators or sensors, i.e., R > rand S > s. 

7.2 Additive Property of Modal Norms 

The properties of modal norms that are used in the actuator and sensor 
placement procedures are discussed in this section. 

7.2.1 The H2 Norm 

Consider a flexible structure in modal representation. The H2 norm of the ith 
mode is given by (4.5), Chapter 4, i.e., 



102 Chapter 7 

(7.1) 

where Bi and Ci are the input and output matrices of the ith mode. For S inputs 

and R outputs, these matrices are 

(7.2) 

and Bli is the 2 x 1 block of the Jth input, while C ji is the 1 x 2 block of the Jth 

output. From Properties 4.3 and 4.5 one obtains the following additive 
properties of the H2 norm: 

2 R 2 s 
IIGilb ~ 2]Gij112 or IIGill; ~ IJGikll;, (7.3a) 

j=! k=! 

where 

IIGijl1 = IIBijll)ICilb , 
2 2~SiOJi 

IIG. II = IIBilbllCdb 
lk 2 2~SiOJi ' 

(7.3b) 

are the H2 norms of the ith mode with the Jth actuator only, or the ith mode with 
the kth sensor only. Equation (7.3a) shows that the H2 norm of a mode with a set 
of actuators (sensors) is the root-mean-square (rms) sum of the H2 norms of this 
mode with a single actuator (sensor). 

7.2.2 The H", and Hankel Norms 

A similar relationship can be obtained for the Hx> norm. From (4.25) one obtains 

(7.4) 
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and from Properties 4.9 and 4.10 the additive property ofthe H", norm has the 
following form: 

R 

or IIG;II: == Z]Gikll:, (7.5a) 
k=l 

where 

(7.5b) 

are the H", norms of the ith mode with the jth actuator only, or the ith mode with 
the kth sensor only. Equation (7.5a) shows that the Hoc norm of a mode with a 
set of actuators (sensors) is the rms sum of the H", norms of this mode with a 
single actuator (sensor). 

Hankel norm properties are similar to the H", norm properties. 

7 .3 Placement Indices and Matrices 

Actuator and sensor placement are solved independently. Due to their similarity, 
in this section the actuator placement problem is considered only. 

7.3.1 H2 Placement Indices and Matrices 

Denote by G the transfer function of the system with all S candidate actuators. 
The placement index (F2ki that evaluates the kth actuator at the ith mode in 

terms of the H2 norm is defined with respect to all the modes and all admissible 
actuators 

k= 1, ... , S, i = 1, ... , n, (7.6a) 

where wki ~ 0 is the weight assigned to the kth actuator and the ith mode, and n 

is a number of modes. Matlab function norm_2.m given in Appendix A.3 
determines modal H2 norms. The weight reflects the importance of the mode 
and the actuator in applications, and reflects the dimensions of the inputs. In 
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applications it is convenient to represent the two-nonn placement indices as a 
placement matrix 

0"211 0"212 0"21k 0"21S 

0"221 0"222 0"22k O"22S 

1:2 = 
ith mode 0" 2i1 0" 2i2 0"2ik 0"2iS <= 

(7.7a) 

0"2n1 0"2n2 0"2nk 0"2nS 

D 
kth actuator 

where the kth column consists of indexes of the kth actuator for every mode, and 
the ith row is a set of the indexes of the ith mode for all actuators. 

In the sensor placement procedure the placement index 0"2ki evaluates the 

kth sensor at the ith mode 

k= 1, ... , R, i = 1, ... , n, (7.6b) 

where wki ~ 0 is the weight assigned to the kth sensor and the ith mode, and n 

is a number of modes. The sensor placement matrix is defined as follows 

0"211 0"212 0"21k 0"21R 

0"221 0"222 0"22k 0"22R 

1:2 = 
ith mode 0" 2il 0" 2i2 0"2ik 0"2iR <= 

(7.7b) 

0"2n1 0"2n2 0"2nk 0"2nR 

D 
kth sensor 

where the kth column consists of indexes of the kth sensor for every mode, and 
the ith row is a set of the indexes of the ith mode for all sensors. 
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7.3.2 Hooand Hankel Placement Indices and Matrices 

Similarly to the H2 index, the placement index a ",ki evaluates the kth actuator at 

the ith mode in terms of the infinity-norm. It is defined in relation to all the 
modes and all admissible actuators 

k= I, ... ,S, i = I, ... , n, (7.8a) 

where wki;::: 0 is the weight assigned to the kth actuator and to the ith mode. 

The Matlab functions norm_infm and norm_han.m given in Appendix A.4 and 
A.5 determine the modal Hoo and Hankel norms. 

Using the above indices, one introduces the infinity-norm placement matrix, 
similar to the two-norm matrix introduced earlier 

0'0011 0'0012 aoolk aoolS 

0'0021 0'0022 a 002k a 002S 

~ -00-
ith mode aooil a ooi2 aooik aooiS <= 

(7.9a) 

aoonl a oon2 aoonk aoonS 

11 
kth actuator 

The Hankel placement index and matrix is one-half of the Hoo placement index 

and ~'" matrix, respectively. 

In the sensor placement procedure the placement index a",ki evaluates the 

kth sensor at the ith mode in terms of the infinity-norm 

k= I, ... , R, i = 1, ... , n, (7.8b) 

where wki ;::: 0 is the weight assigned to the kth sensor and to the ith mode. 

The infinity-norm placement matrix is similar to the two-norm matrix, i.e., 
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(J" 0011 (J" 0012 (J" oolk (J" oolR 

0"0021 0"0022 0"002k (J" 002R 

:Eoo = 
ith mode O"ooil 0"00i2 O"ooik O"ooiR ¢::: 

(7.9b) 

O"oonl 0"00n2 O"oonk O"oonR 

ft 
kth sensor 

The Hankel placement index and matrix is one-half of the Hoo placement index 
and :Eoo matrix, respectively. 

7.3.3 Actuator/Sensor Indices and Modal Indices 

For convenience in further discussion we denote by :E the placement matrix 
either of the two- or of the infinity-norm. The placement matrix gives an insight 
into the placement properties of each actuator, since the placement index of the 
kth actuator is determined as the rms sum of the kth column of :E. The vector of 

the actuator placement indices is defined as O"a = [O"al O"a2 ... O"aS r, and 

its kth entry is the placement index of the kth actuator. In the case of the H2 
norm, it is the rms sum of the kth actuator indexes over all modes, 

k =1, ... ,8, (7. lOa) 

and in the case of the Hoo and Hankel norms it is the largest index over all modes 

i = 1, ... , n, k = 1, ... ,8 (7.l Ob) 

Similarly, the vector of the sensor placement indices is defined as 

O"s = [O"sl O"s2 ... O"sR r , and its kth entry is the placement index of the kth 

sensor. In the case of the H2 norm, it is the rms sum of the kth sensor indexes 
over all modes, 
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k = I, ... ,R, (7.IOc) 

and in the case of the He< and Hankel norms it is the largest index over all modes 

i = I, ... , n, k = I, ... , R (7.10d) 

The vector of the mode indices is defined as follows: 

am = [amI a m2 a mn Y, and its ith entry is the index of the ith mode. 

This entry is a rms sum of the ith mode indices over all actuators 

i = I, ... ,n, (7.lla) 

or a rms sum of the ith mode indices over all sensors 

i = 1, ... ,n, (7.11 b) 

The actuator placement index, a ak, is a nonnegative contribution of the kth 

actuator at all modes to the H2 or Hoo norms of the structure. The sensor 

placement index, ask, is a nonnegative contribution of the kth sensor at all 

modes to the H2 or Hoo norms of the structure. The mode index, ami' is a 

nonnegative contribution of the ith mode for all actuators (or all sensors) to the 
H2 or Hoo norms of the structure. The determination of the H2 actuator and modal 
indices for the pinned beam is illustrated in Fig. 7.1. Four actuators are located 
on the beam, and five modes are considered. The second mode index is the rms 
sum of indexes of all actuators for this mode, and the fourth actuator index is the 
rms sum of these actuator indices over five modes. 

From the above properties it follows that the index aak (ask) characterizes 

the importance of the kth actuator (sensor), thus it serves as the actuator (sensor) 

placement index. Namely, the actuators (sensors) with small index aak (ask) 

can be removed as the least significant ones. Note also that the mode index a llli 

can also be used as a reduction index. Indeed, it characterizes the significance of 



108 Chapter 7 

~ 2 2 2 2 
Ci m2 = Ci 21 + Ci 22 + Ci 23 + Ci 24 ~ 

Figure 7.1. Determination of the H2 actuator and modal indices of a pinned beam (V' -
actuator location; and T - actuators used for the calculation of the indices). 

the ith mode for the given locations of sensors and actuators. The norms of the 
least significant modes (those with the small index u mi ) should either be 

enhanced by the reconfiguration of the actuators or sensors, or be eliminated. 

Example 7.1. The 2D truss from Fig. 1.3 is considered. It is excited in the y­

direction by an actuator located at node 4. Accelerometers serve as sensors. The 
task is to find four accelerometer locations within all 16 possible locations, that 
is, within all but 1 and 6 nodes, in the x- and y-directions. The unit weights are 
assumed for all modes, and the two-norm indices are used. 

The placement indices U,i' i = 1, ... , 16 of each accelerometer location are 

given in Fig. 7.2, for lower (2-5) nodes of the truss, and in Fig. 7.3, for upper 
(7-10) nodes of the truss. The left column of these figures represents the H2 
index U"i for the x-direction accelerometers, while the right column represents 

the index for the y-direction accelerometers. The largest value indices are for the 
nodes 5, 10, 4, and 9, all in the y-direction. Note that the chosen locations are 
the nodes at the tip in the same direction, and that a single accelerometer would 
probably do the same job as the four put together. This problem is addressed in 
the following section. 
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Figure 7.2. The 2D truss sensor indices for nodes 2-5. 

x direction y direction 

mode number mode number 

Figure 7.3. The 2D truss sensor indices for nodes 7-10. 
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7.4 Placement for Large Structures 

In the case of the placement of a very large number of sensors, the maximization 
of the performance index alone may be neither a sufficient nor satisfactory 
criterion. Suppose that a specific sensor location gives a high-performance 
index. Inevitably, locations close to it will have a high-performance index as 
well. But the locations in the neighborhood of the original sensor are not 
necessarily the best choice, since the sensors at these locations can be replaced 
by the appropriate gain adjustment of the original sensor. One wants to find 
sensor locations that cannot be compensated for by original sensor gain 
adjustment. These locations can be determined using the additional criterion. It 
is based on the correlation of each sensor modal norm. Define a vector of the ith 
sensor norms, which is composed of the squares of the modal norms 

IIGilI12 
IIGnlI2 (7.12) 

where Gik denotes the transfer function of the kth mode at the ith sensor. The 
norm II. II denotes either the H2, H"" or Hankel norms. The correlation 
coefficient rik is defined as follows: 

i = 1, ... , r, k = i+l, ... , R (7.13) 

Denote a small positive number, &, say & = 0.01- 0.20. Denote the membership 
index J(k), k=I, ... ,R, where R is the number of sensors. This index is 
determined as follows: 

J(k)={~ if rik > 1-& 

elsewhere, 

and for k > i , 
(7.14) 

for k > i. If J(k)=I, the kth sensor is accepted, and if J(k)=O, the kth sensor is 
rejected (in this case the two locations i and k are either highly correlated, or the 

ith location has a higher performance O"i)' 

Based on the above analysis the placement strategy is established. For 
technical and economical reasons the number of sensors exceeds significantly 
the number of actuators. Therefore, the actuator selection comes first, as a less 
flexible procedure. 
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7.4.1 Actuator Placement Strategy 

1. Place sensors at all accessible degrees of freedom. 
2. Based on engineering experience, technical requirements, and physical 

constraints select the possible actuator locations. In this way S candidate 
actuator locations are selected. 

3. For each mode (k), and each selected actuator location (i), determine the 
actuator placement index (J' k (i). 

4. For each mode select the sl most important actuator locations (those with 
the largest (J' k (i)). The resulting number of actuators s2 for all the 
modes in consideration (i.e., s2 S n x s1 ) is much smaller than the number 
of candidate locations S, i.e., s2 «S. 

5. Check the correlation indices for the remaining s2 actuators. Reject all 
but one actuator with a correlation index higher than I - E: (i.e., those 
with the zero membership index). The resulting number of actuators is 
now s3 < s2, typically s3 «s2' 

6. If the already small number s3 is still too large, the actuator importance 

index, and the modal importance index are recalculated. The actuator 
number is further reduced to the required one by reviewing the indices. 

7.4.2 Sensor Placement Strategy 

I. Actuator locations are already determined. 
2. Select the areas where the sensors can be placed, obtaining the R 

candidate sensor locations. 
3. Determine the sensor placement indices (J'k(i) for all the candidate sensor 

locations (i = 1, ... , R), and for all the modes of interest (k = 1, ... , n). 
4. For each mode, select rl for the most important sensor locations. The 

resulting number of sensors r2 for all the modes considered (i.e., 
r2 S n x rl) is much smaller than the number of candidate locations, i.e., 
r2 «R. 

5. For the given small positive number E: check the correlation indices for the 
remaining r2 sensors. Reject the sensors with correlation indices higher 
than 1- E: (i.e., those with the zero membership indices). The resulting 
number of sensors is r3 < r2, typically r3 « r2' 

Example 7.2. The 2D truss accelerometer location as in Example 7.1 is re­
considered. Using E: = 0.15, the membership index / is determined for each 
location. The plot of the index is in Fig. 7.4 that indicates four accelerometer 
locations, namely, at nodes 2, 5, and 8 in the y-direction, and at node 7 in the x­
direction. These are the locations that are not heavily correlated, and have the 
best detection of modes 6,3, 7, and 8, respectively. 
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Example 7.3. (International Space Station Structure). This example is based on 
[90]. The ZI module of the International Space Station structure, see Fig. 1.9, is 
shaped with a basic truss frame and numerous appendages and attachments such 
as control moment gyros and a cable tray. The total mass of the structure is 
around 30,000 lb. 

The finite-element model of the structure consists of 11,804 degrees of 
freedom with 56 modes below the frequency of 70 Hz. The natural frequencies 
are listed in Table 7.1. The task is to identify all modes below 70 Hz by 
generating dynamic test data, with accelerometers used as sensors. This non­
trivial undertaking requires extensive pretest analysis and careful planning of 
the actuator and sensor locations, especially if one does not have the freedom to 
repeat the test and modify the sensor/actuator location for retesting. 
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Figure 7.4. The 2D truss placement index f. 

Actuator Placement. The first part of the analysis involves the selection of four 
actuator locations. The initial selection procedure combines engineering 
judgment, practical experience, and physical constraints including the following 
criteria: 

• All target modes should be excited with relatively equal amplitudes. 

• The structure is excited in three axes. 

The structure drawings and the finite-element model were examined and 
2256 actuator candidate locations were selected out of the 11,804 translational 
degrees of freedom. The selection was based on accessibility of the locations, 
strength of the structural parts, modal masses, and local flexibility. It was 
assumed at this stage of analysis that accelerometers were located at all degrees 
of freedom. The Hankel norms of each actuator were determined and used to 
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evaluate the actuator importance indices. For each of 56 modes the six most 
important actuators were selected, obtaining 268 actuator locations (it is less 
than 6 x 56, because some locations were the same for two or more modes). 
Next, the correlation coefficients of the Hankel norm vectors (see (7.13)) for 
each actuator location were obtained. Those highly correlated were discarded 
and the one with the highest placement index out of all the highly correlated 
actuators was kept. 

Table 7.1. Natural Frequencies (Hz) a/the International Space Station Structure. 

9.34 28.93 35.07 40.71 49.78 60.91 65.91 
16.07 29.44 35.16 41.18 50.98 61.53 66.79 
19.21 30.19 36.43 42.10 51.39 62.92 67.05 
21.14 30.42 37.21 42.46 54.82 63.25 67.26 
22.67 31.21 37.61 43.34 57.02 63.46 67.49 
23.81 32.25 38.30 44.83 57.61 64.22 67.63 
25.24 33.88 39.79 46.42 58.42 64.70 69.17 
26.33 34.71 40.37 47.34 59.24 65.23 69.67 

In this process the number of actuators was reduced down to 52 locations. 
The next step of the selection process involved the re-evaluation of the 
importance indices of each actuator and their comparison with the threshold 
value. In this step the number of actuator locations was reduced to 7. The final 
step involved evaluation of the actual location of these actuators using the finite­
element model simulations, along with determination of accessibility, structural 
strength, and the importance index. The final four actuators were located at the 
nodal points shown in Fig. 1.9 as black spots. These four locations are 
essentially near the four comers of the structure. 

Sensor Placement. The sensor selection criteria includes: 

• Establishing the maximum allowable number of sensors. In our case it was 
400. 

• Determination of the sensor placement indices for each mode. Sensors with 
the highest indices were selected. 

• Using the correlation procedure to select uncorrelated sensors by evaluating 
the membership index. 

The excitation level of each mode by the four selected actuators is 
represented by the Hankel norms, and is shown in Fig. 7.5(a). It can be seen that 
some modes are weakly excited, providing weaker measurement signal, thus 
they are more difficult to identify. Fig. 7 .5(b) presents an overview of the sensor 
importance index for each sensor as the sum of the indices for all modes. 
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Sensors at the degrees of freedom with larger amplitude of modal vibrations 
have higher indices. By looking at the sensor importance indices for a particular 
mode one can roughly evaluate the participation of each mode at a particular 
sensor location. The highly participating modes have a high index at this 
location. The set of illustrations presented in Fig. 7.6 shows the placement 
indices of each sensor for the first IO modes. The first mode (Fig. 7.6(a)) is a 
global (or system) mode with indices for all sensors almost identical. The 
second mode (Fig. 7 .6(b)) is a global mode of more complex configuration. The 
third, fourth, fifth, and seventh modes (Fig. 7.6(c,d,e,g)) show more dominant 
responses from the cable tray attachment. The sixth mode is dominated by the 
local motion at locations 1000-2000, which correspond to the attachments and 
cross-beams near the circular dish on a side of the structure. The eighth and 
ninth modes (Figs. 7.6(h,i)) are local modes of the control moment gyros - see 
the four columns sticking up at the end. The last one (Fig. 7.6(j)) shows a highly 
dominant mode of a beam sticking out of the structure. 
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Figure 7.5. The International Space Station structure with four actuators: (a) the Hankel 
norms, and (b) the sensor index for all modes. 

Figure 7.7 shows the membership index J which has nonzero values for 341 
locations. Figure 7.8(a,b) indicates with triangles ~ the selected sensor 
locations. It can be observed that many of the sensors are located in and around 
the control moment gyros (see Fig. 7.8) and the cable tray (see Fig. 1.9), since 
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Figure 7.6. The placement index for the first ten modes: (a) mode 1; (b) mode 2; (c) 
mode 3; (d) mode 4; (e) mode 5; (f) mode 6; (g) mode 7; (h) mode 8; (i) mode 9; (j) 
mode 10. 
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13 out of the 56 modes involve extensive control moment gyro movement and 9 
are mostly cable tray modes. Many of the 56 modes are local modes that require 
concentrations of sensors at the particular locations seen in Fig. 7.8. 
In order to test the effectiveness of the procedure we compare the Hankel norms 
of each mode, for the structure with a full set of 11,804 sensors, and with the 
selected 341 sensors. The norms with the selected sensors should be 
proportional to the norms of the full set (they are always smaller than the norms 
of the full set, but proportionality indicates that each mode is excited and sensed 
comparatively at the same level). The norms are shown in Fig. 7.9, showing that 
the profile of the modal norms is approximately preserved. 
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Figure 7.7. Membership index J for the International Space Station structure. 

7.5 Placement for General Plant Configuration 

The problem of actuator and sensor placement presented in this section refers to 
the more general problem which consists of selection of actuators not collocated 
with disturbances, and sensors not collocated with the performance outputs. This 
problem has its origin both in structural testing and control. 

7.5.1 Structural Testing and Control 

A typical actuator and sensor location problem for structural testing can be 
described as follows. The structural test plan is based on the available 
information on the structure itself, on disturbanc.es acting on the structure, and 
on the expected structural performance. The first information is typically in a 
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Figure 7.8. Two views of the sensor location for the International Space Station 
structure. 
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Figure 7.9. The modal Hankel norms of the full set of sensors (0), and the selected 

sensors (e) of the International Space Station truss. 

form of a structural finite-element model. The disturbance information includes 
disturbance location and spectral contents. The structure performance is 
commonly evaluated through the displacements or accelerations at selected 
locations. 
The formulation of structural testing is based on a block diagram as in Fig. 7.9. 
In this diagram the structure input is composed of two inputs not necessarily 
collocated: the vector of the disturbances (w), and the vector of the actuator 
inputs (u). Similarly, the plant output is divided into two sets: the vector of the 
performance (z), and the vector of the sensor output (y). The actuator inputs 
include forces and torque applied during a test. The disturbance inputs include 
disturbances, noises, and commands, known and unknown, but not applied 
during the test. The sensor signals consist of structure outputs recorded during 
the test. The performance output includes signals that characterize the system 
performance, and is not generally measured during the test. 

It is not possible in general to duplicate the dynamics of a real structure 
during testing. This happens not only due to physical restrictions or limited 
knowledge of disturbances, but also because the test actuators cannot be placed 
at the disturbance locations and sensors cannot be placed at the performance 
evaluation locations. Thus, to obtain the performance of the test item close to 
the performance of a structure in a real environment one uses the available (or 
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candidate) locations of actuators and sensors and formulates the selection 
criteria to imitate the actual environment as close as possible. 

The control design problem of a structure can be defined in a similar 
manner. The feedback loop is closed between the sensors and actuators of a 
structure. The actuators are placed within the allowable locations, and they are 
not necessarily collocated with the disturbance locations; sensors are placed at 
the sensor allowable locations, generally outside the locations of performance 
evaluation. In the control nomenclature u is the control input, y is the plant 
output accessible to the controller, w is the vector of disturbances, and z is the 
vector of the performance output, for example, see [12]. 

Figure 7.10. Structure configuration for testing and control. 

7.5.2 Properties 

In this section we address the two-input-two-output actuator and sensor location 
problem as applied to flexible structures. We derive the placement rules based 
on the properties of the structural norms, and illustrate their application with the 
truss sensor location. Let (A, B, C) be the modal representation of a structure, 
with s inputs, r outputs, n modes, and N = 2n states. 

Consider a plant as in Fig. 7.10, with inputs wand u, and outputs z and y. 

Let G wz be the transfer matrix from w to z, let G wy be the transfer matrix from 

w to y, let G uz be the transfer matrix from u to z, and let Guy be the transfer 

matrix from u to y. Let G wz;, Guy;, G"II)';' and G uzi be the transfer functions 

of the ith mode. The following multiplicative properties of modal norms hold: 

Property 7.1 Modal Norms of a General Plant. The following norm 
relationships hold: 

(7.15) 
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for i = I, ... , n, where 11.11 denotes either H2, Hro, or Hankel norms. 

Proof Denote by Bw and BII the modal input matrices of wand u, respectively, 

and let Cz and Cy be the modal output matrices of z and y, respectively, and 

let B wi' Bui , C zi, and C yi be their ith blocks related to the ith mode. The Hx 

norms are approximately determined from (4.25) as 

(7.16a) 

(7.16b) 

Introducing the above equations to (7.15) the approximate equality is proven by 
inspection. The H2 and Hankel norm properties are proven similarly, using (4.5) 
and (4.34) instead of(4.25). 0 

Property 7.1 shows that for each mode the product of norms of the 
performance loop (i.e. from the disturbance to the performance) and the control 
loop (i.e. from the actuators to the sensors) is approximately equal to the product 
of the norms of the cross-couplings: between the disturbance and sensors, and 
between the actuators and performance. The physical meaning of this property 
lies in the fact that by increasing the actuator-sensor connectivity, one increases 
automatically the cross-connectivity for the ith mode: actuator-to-performance, 
and disturbance-to-sensors. It shows that sensors not only respond to the 
actuator input, but also to disturbances, and actuators not only impact the 
sensors, but also the performance. 

This property is important for the closed-loop design. For the plant as in Fig. 
7.10 one obtains 

(7.17) 

The closed-loop transfer matrix Gel from w to z, with the controller K such that 

u = Ky, is as follows: 

(7.18) 

From the second part of the right-hand side of the above equation it follows 
that the controller impacts the closed-loop performance not only through the 
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action from u to y, but also through the cross-actions from u to z, and from w to 
y. Therefore, if the transfer matrices Gwy or Guz are zero, the controller has no 
impact whatsoever on the performance z. Thus the controller design task 
consists of simultaneous gain improvement between u and y, wand y, and u and 
z. However, Property 7.1 shows that the improvement in Guy automatically 
leads to the improvement of G wyand G uz. Thus, the task of actuator and 
sensor location simplifies to the manipulation of Guy alone. 

The impact of Guyon the overall system performance can be shown in the 

following properties of the modal norms. Let Gi denote the transfer function of 

the ith mode, from the combined input {w, u} to the combined output {z, y}. It 
is easy to show that for the ith mode the following holds: 

(7.19) 

where 11.11 denotes either H2, H,Xl' or Hankel norms. Consider S actuator locations, 

generating S inputs {uJ ... us}. The actuators impact only the first two terms 

of (7.19), and the last two are constant. Denote these two terms as \\Gui \\2, i.e., 

(7.20) 

From the definitions of norms (7.3) and (7.5) one obtains the following 
property: 

Property 7.2(a) Additive Property of Actuators of a General Plant. 

S 

\\Gui I1
2 == a;i ~]GukA2 , (7.21a) 

k=] 

where G ukyi is the transfer function of the ith mode from the kth actuator to the 

output y, and a wi is the disturbance weight of the ith mode, defined as 

(7.21b) 

Proof From (7.3), or (7.5), it follows that 
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s 

IIG uzi 112 == ~]G Uk zi 112 and (7.22) 
k=l 

where G Ukzi is the transfer function of the ith mode from the kth actuator to the 
performance z. Introducing the above equations to (7.20) one obtains 

(7.23) 

Next, using Property 7.1 one obtains 

which, introduced to the above equation, gives (7.21). o 

Note that the disturbance weight a wi does not depend on the actuator 
location. It characterizes structural dynamics caused by the disturbances w. 

Similarly, one obtains the additive property of the sensor locations of a 

general plant. Consider R sensor locations with R outputs {Yl . . . Y R}' The 
sensors impact only the second and fourth terms of (7.19), and the remaining 

are constant. Denote the second and fourth terms by IIG yi 11 2 , that is, 

(7.24) 

then the following property holds: 

Property 7.2(b) Additive Property of Sensors of a General Plant. 

(7.25a) 

where 

(7.25b) 
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is the performance weight of the ith mode. 

Note that the performance weight a zi characterizes part of the structural 

dynamics that is observed at the performance output. It does not depend on the 
sensor location. 

7.5.3 Placement Indices and Matrices 

Properties 7.2(a,b) are the basis of the actuator and sensor search procedure ofa 
general plant. The actuator index that evaluates the actuator usefulness in test is 
defined as follows: 

(7.26a) 

(7.26b) 

The indices are the building blocks of the actuator placement matrix L 

all al2 alk alS 

a21 a22 a2k a2S 

L= 
ail ai2 aik aiS c:: ith mode 

(7.27a) 

anI a n2 ank ans 

11 
kth actuator 
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or the sensor placement matrix 

0"11 0"12 O"lk O"IR 

0"21 0"22 0"2k 0"2R 

L= 
O"il 0";2 O";k O"iR ¢= ith mode 

(7.27b) 

0" nl 0" n2 0" nk O"nR 

fl 
kth sensor 

The placement index of the kth actuator (sensor) is determined from the kth 
column of L. In the case of the H2 norm it is the rms sum of the kth actuator 
indexes over all modes, 

k = 1, ... ,S or R, (7.28a) 

and in the case of the Hoo and Hankel norms it is the largest index over all modes 

O"k = max( O";k)' 
; 

i = 1, ... , n, k = 1, ... , S or R. (7.28b) 

This property shows that the index for the set of sensors/actuators is 
determined from the indexes of each individual sensor or actuator. This 
decomposition allows for the evaluation of an individual sensor/actuator through 
its participation in the performance of the whole set of sensors/actuators. 

For the placement of a large number of sensors the maximization of the 
performance index alone is not a satisfactory criterion. These locations can be 
selected using the correlation of each sensor modal norm. Define the kth sensor 
norm vector, which is composed of the squares of the modal norms 

IIGuYkl l1
2 

guyk = IIG UYk zI12 , (7.29) 

IIGuYknllZ 
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where GlIV i denotes the transfer function of the ith mode at the kth sensor. The _ k 

norm II. II denotes either the H2, Her, or Hankel norm. The sensor locations can 
be additionally selected using the correlation coefficient rik, defined as 
follows: 

i = I, ... , r, k = i+ 1, ... ,r (7.30) 

Denote a small positive number E, say E == 0.01 - 0.20. The membership index 
J(k) , k = 1, ... , r, is defined as follows: 

J(k)=={~ if rik > 1 - E and CJ k :::; CJ j 

elsewhere, 
(7.31 ) 

for k > j and r is the number of sensors. If J(k) = 1 the kth sensor is accepted, 
and if J(k) = 0 the kth sensor is rejected (in this case the two locations j and k 

are either highly correlated, or the jth location has higher performance CJj ). 

From Property 7.2 the following search procedure for the sensor placement 
follows: 

1. 

2. 

3. 

The norms of the transfer functions G wzi' Guyki are determined (for all 
modes and for each sensor) along with the norm of G Y (for all actuators 
and all sensors). 
The performance CJk of each sensor is determined from (7.26b). 

Check if the chosen location is highly correlated with the previously 
selected locations by determining the correlation coefficient rik from 
(7.30), and the membership index /(k), from (7.31). Highly correlated 
sensors are rejected. 

Example 7.4. Consider the 3D truss as in Fig.1A. The disturbance w is applied 
at node 7 in the horizontal direction. The performance z is measured as rates of 
all nodes. The input u is applied at node 26 in the vertical direction, and the 
candidate sensor locations are at the nodes 5, 6, 7,12,13,14, 19,20,21,26,27, 
and 28, in all three directions (total of 36 locations). Using the first 50 modes, 
the task is to select a minimal number of sensors that would measure, as close as 
possible, the disturbance-to-performance dynamics. 

First, the Hoo norms of each mode of G wz' G wY' Guz , and GUY are 

determined, and presented in Fig. 7.ll(a,b). Next, Property 7.1 is checked. 

Indeed, (7.l5b) holds since the plots of gl(k)==iiGwZkii",,iiGlIyk\\w and of 

g2(k) == IIGwykl\", iiGuzkii", overlap in Fig. 7.12. 
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In the following the sensor modal weights a yi are determined for each 
mode, and shown in Fig. 7.13. The placement indices a k for each sensor are 
determined from (7.28b), and their plot is shown in Fig. 7.14. Note that although 
there are sensors with a high value of ak' they can be highly correlated. 
Therefore the membership index J(k) is determined, assuming E: = 0.03. The 
index is shown in Fig. 7.15. Its only nonzero values are for k = 29 and k = 30, 
that correspond to node 14, in the y- and z-directions. Thus the rate sensors at 
node 14 in the y- and z-directions are chosen for this particular task. 
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8 
Dissipative Controllers 

The most direct approach to controller design is to implement a proportional 
gain between the input and output. This approach, however, seldom gives a 
superior performance, since the performance enhancement in this case is tied to 
the reduction of the stability margin. If some conditions are satisfied, one 
obtains a special type of proportional controllers - dissipative ones. As stated by 
Joshi [64, p. 45] "the stability of dissipative controllers is guaranteed regardless 
of the number of modes controlled (or even modeled), and regardless of 
parameter errors." Therefore, for safety reasons, they are the most convenient 
candidates for implementation. However, the simplicity of the control law does 
not simplify the design. For example, in order to obtain the required 
performance a multi-input-multi-output controller with a large number of inputs 
and outputs has to be designed. Determining the gains for this controller is not 
an obvious task. In this chapter we investigate the properties of the dissipative 
controllers, and show how to design dissipative controllers for flexible 
structures in order to meet certain objectives. 

8.1 Definition and Properties 

Dissipative controllers and their properties are based on Popov's theory of 
hyperstability, [91], subsequently developed as a positive real property of the 
control systems [2], [10], and as the dissipative (passive) property of the systems 
[107], [l08], and [21]. The terms: dissipative, passive, positive real, and 
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hyperstable systems are synonyms, and their inter-relations are discussed by 
Wen [105]. In this chapter the above systems are called dissipative systems. 

Consider a square stable plant (A,B,C) , i.e., a linear system with the 

number of inputs equal to the number of outputs. An open-loop square system 
with simple poles is dissipative, see Ref.[2], if there exist a symmetric positive 
definite matrix P and a matrix Q that satisfy the following equations: 

(8.1) 

The system is strictly dissipative if Q1'Q is positive definite. 

The above definition allows for the simple determination of a dissipative 
system (at least in theory). Given A and B, the matrix Q is selected. Next, one 
solves the first of (8.1) for P, and the output matrix C is found from the second 
equation (8.1). 

Three particular cases of the dissipative systems are discussed. In the first 

case, when Q = BY' is chosen to obtain 

and (8.2a) 

and We is the controllability grammian. In this case the actuators are weighted 

proportionally to the system controllability grammian. In the second case the 

matrix Q = Cw,;l is chosen, where w" is the observability grammian. Thus 

P=W-1 
o and (8.2b) 

In this case the sensors are weighted proportionally to the system observability 
grammian. 

In the third case Q = (-A - AT )112 is chosen, therefore one obtains 

P=] and (8.2c) 

In this particular case the actuators and sensors are collocated. This case is most 
frequently used, since it requires simple actuator and sensor collocation to 
guarantee the closed-loop system stability. 

The guaranteed stability of the closed-loop system is the most useful 
property of the dissipative system. It was shown by Desoer [21], and by 
Benhabib, Iwens, and Jackson [10] that, for the square and strictly dissipative 
plant and the square and dissipative controller (or vice versa: the square and 
dissipative plant and the square and strictly dissipative controller), the closed-
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loop system is asymptotically stable. In particular, if the feedback gain matrix is 
positive definite, the closed-loop system is asymptotically stable. 

As a corollary, consider a dissipative system with the state-space 
representation (A,B,C) which has collocated sensors and actuators, that is, 

C == BT. In this case a closed-loop system with the feedback gain 

u = -Ky, (S.3) 

where K == diag(kJ, i = I, ... , rand ki > 0, is stable. This particularly useful 

configuration can be used only if there is the freedom to choose the collocated 
sensors and actuators, and if the number of the available sensors and actuators is 
large enough to satisfy the performance requirements. 

The stability property allows one to design simple and stable controllers, 
regardless of the plant parameter variations. However, one has to be aware, that 
stability does not imply performance, and sometimes the performance of these 
controllers can be poor, as reported by Hyland [5S]. 

8.2 Dissipative Controllers for Flexible Structures 

Consider a structure with the state-space representation (A,B,C) and with an 

equal number of sensors and actuators. According to the previously introduced 
property, the collocation of sensors and actuators and positive definite gain 
makes it dissipative. However, flexible structures inherit a property, which 
restricts the collocation of sensors and actuators. The restriction follows from its 
state-space representation, as in (2.28). In this representation the upper half of 
the matrix B is equal to zero regardless of the configuration of applied forces. 
Thus, in order to satisfy the collocation requirement, the left half of C must be 
equal to zero. But the displacement measurements are located in this part (while 
the right part locates the rates). Consequently, a flexible structure is dissipative 
if the force inputs and the rate outputs are collocated. 

When designing dissipative controllers one has to collocate the sensors and 
actuators. When working with an analytical model it is beneficial to choose the 
actuators first, and determine subsequently the sensor locations by introducing 

C == BT. In this way a physically realizable dissipative system is obtained. In 
the case when the outputs are determined first and the inputs are picked 

afterward as B == CT , one still deals with a dissipative system, but not 
necessarily a physically realizable one. Note also that the collocation of force 
actuators and rate sensors is a sufficient but by no means necessary condition of 
dissipativeness. For example, if the weighted collocation is used the system with 
displacement sensors is dissipative. 
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For flexible structures we will consider the low-authority controllers. Let the 

plant have r inputs and outputs. Denote by K = diag(k;), k; > 0, i = 1, ... , r 

the gain matrix of a dissipative controller, then its closed-loop matrix is 

Ac = A - BKBT. Let A be in the modal form 2, and let b; be the ith column of 

B. The dissipative controller is of low authority if for the closed-loop matrix Ac 
r 

one obtains eig (..{.) == eig (A - I k; diag(b;br )). In other words, for the low­
;=1 

authority controller one can replace BKBI' with its diagonal terms. For the 
flexible structures the dissipative controller has the following property: 

Property 8.1 Relationship Between A, B, and C for the Low-Authority 

Dissipative Controller. For max(k;) ~ k" and a controllable and observable 

flexible system there exists k" > 0 such that the dissipative controller is of low 

authority. Furthermore, if A is in the almost-balanced modal form 2, the 
following holds: 

BBT == -f(A + AT) = diag (rlabrlabr2a2,r2a2, ... ,rnamrnan), 

CT C == -f(A + AT) = diag (rlabrlabr2a2,r2a2, ... ,rnan,rnan), 

or, for the ith block, it can be written as 

I' T 
B;B; == -r;(A; + A; ) = r;a;!2 , 

cTc; == -r;(A; + AT) = r;a;!2, 

(8.4a) 

(8.4b) 

(8.5a) 

(8.5b) 

where aj = 2sj{Oj, B; is the ith two-row block of B, and C; is the two-column 

block ofe. 

Proof Note that b;Kb}' is the ijth term of BKBI' . Since 

(b;KbJ)2 ~(b;Kbr)(bjKbJ), therefore, for A in the modal form 2, and for 

I' small gain K such that max(k;) ~ ko , the off-diagonal terms of BKB do not 

influence the eigenvalues of Ac, and they can be ignored. Equations (8.4) and 

(8.5) follow from the Lyapunov equations (3.5). 0 

In order to determine the properties of the dissipative controllers in modal 
coordinates, consider further the dissipativity conditions (8.1) for a structure in 
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the modal coordinates in the form 2. Consider also a feedback as in (8.3). In this 
case the closed-loop equations are as follows: 

x = (A - BKC)x + Buo ' y=Cx, (8.6) 

where Uo is a control command (u" == 0 in the case of vibration suppression). 

Since the matrix A is in the modal form 2, and K is diagonal, 

K = diag(kJ, ... , kr ), then in the modal coordinates with collocated sensors and 

actuators one obtains the closed-loop matrix Ac = A - BKB]' in the form 

r 

Ac = A - Lfjb;b; , (8.7) 
j=1 

where bj is the jth column of B. In the modal coordinates matrix Ac is block­

diagonal, that is, Ac = diag(Ac\, ... , Acn), where Aci is the ith 2 x 2 block. For 

this block (8.7) is as follows: 

r 

Aci == Ai - L kjbjib);, 
j=l 

(8.8) 

where bji is the ith block ofthejth column of B. In this equation the cross terms 

b;kbJ; (for k *" i) are omitted as negligible for the low-authority controllers in 

the modal coordinates, see Property 8.1. Also, from Property 8.1, the following 

holds b jib); == -Y ji (Ai + AT), where Yji is the ith Hankel singular value 

obtained for the jth column of B, i.e., for the triplet (A, b j' b J). Thus, (8.8) is 

now 

(8.9) 

For Ai as in (2.30b), one obtains Ai +AT =-2t;jOJ;/2, and re-writes (8.9) as 

follows: 

(8.l0a) 
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with the parameter Pi given as 

r 

Pi =1+2Z>.iYji' 
j=J 

(S.lOb) 

Comparing the closed-loop matrix as in (S.lOa), and the open-loop matrix as in 
(2.30b), it can be seen that Pi is a measure of the shift of the ith pair of poles. 

Denote the closed-loop pair of poles (Acri ± jAcii ) and the open-loop pair 

(Aori ± jAoii), then it follows from (S.l 0) that they are related 

i = 1, ... ,n. (S.ll ) 

The above equation shows that the real part of the ith pair of poles is shifted, 
while the imaginary part is stationary. The shift is proportional to the gain of 
each input, and to the ith Hankel singular values associated with each input. 

Equation (S.l 0) sets the basic limitation for the dissipative controller design: 
that the number of inputs (and outputs) limits the number of controlled modes 
(or controlled pairs of poles). In order to illustrate this, we assume a single­

input-single-output system. In this case flJi = 1 + 2kJYJi and the scalar gain kJ is 

the only free parameter available for the design. Thus only one pole can be 
shifted to the required position. If more than one pair should be shifted, their 
placement would be a least-squares compromise, which typically would be 
nonsatisfactory. Thus, in order to avoid this rough approximation, it is often 
required for the dissipative controllers to have a large number of sensors and 
actuators to meet the required performance criteria. 

The pole-shift coefficient Pi is also interpreted as a ratio of the variances of 

the open-loop (O';i) and closed-loop (O';i) states excited by the white noise 

input, i.e., 

(S.12) 

Since Pi :?: 1 , it is therefore a relative measure of the noise suppression of the 

closed-loop system with respect to the open-loop system. This interpretation 
follows from the closed-loop Lyapunov equation 

T ( T)T T _ (A-BKB )Wee + Wee A-BKB + BB - 0, (S.13a) 
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where Wee is the closed-loop controllability grammian. For the ith pair of 

variables the above equation is as follows: 

(8.13b) 

Introducing (8.5), after some algebra, one obtains 

(8.14) 

where woci === Yi is the diagonal entry of the open-loop controllability 
grammian. Finally one obtains 

(8.15) 

Based on (8.10b), (8.11), and (8.12) a tool for the pole placement of the 

dissipative controllers is developed. The task is to determine gains kj' 

j = 1, ... ,r, such that the selected poles are placed at the required location (or as 

close as possible in the least-squares sense). Equivalently, the task is to 
determine gains kj' j = 1, ... , r, such that the input noise of the selected modes 

is suppressed at ratio Ih The approach follows from (8. lOb ), since one can 

determine the gains such that q poles are shifted by Pi' i = 1, ... , q, i.e., 

Acri === PiAori, or the noise can be suppressed by Pi' i.e·'O";i === PiO";i. Define 
the gain vector k 

(8.16) 

so that Eq.(8.10b) can be rewritten as 

dP===Gk, (8.17) 

where dP is the vector of the pole shifts 
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(8.l8a) 

and G is the matrix of the system Hankel singular values for each actuator and 
sensor location 

YIJ Y21 Yrl 

Yr2 
(8.18b) 

Ylq Y2q Y rq 

where Y i = ~ il Y i2 ... Y iq Y is the set of Hankel singular values for the ith 
actuator/sensor location, and Y!i is the jth Hankel singular value for the ith 
actuator/sensor location. 

The least-squares solution of (8.17) is obtained 

(8.19) 

where G+ is the pseudo inverse of G. The set of equations (8.17) is either 
overdetermined (q > r, or rank(G) = r), or square (q = r = rank(G», or 
underdetermined (q < r, or rank(G) = q), see [54]. The form of the 
pseudoinverse depends on the number of inputs and outputs r, and the number 
of poles shifted, q, that is, on the rank of the matrix G. 

8.3 Design Examples 

Two examples of modal dissipative controller design are presented: the 
controller design for the simple flexible system, and for the 2D truss structure. 
The dissipative controller for the Deep Space Network antenna is not 
investigated, since the antenna predefined inputs and outputs are not suitable for 
this kind of design. 

8.3.1 A Simple Structure 

The system is shown in Fig. 1.2, with masses ml = m2 = m3 = I, stiffness 

kl = 10, k2 = k4 = 3, k3 = 4, and the damping matrix D as a linear 
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combination of the mass and stiffness matrices, D = 0.004K +0.00 1M. The input 

force is applied to mass m3, and the output is the rate of the same mass. The 

poles of the open-loop system are 

,1,01,02 = -0.0024 ± jO.9851, 

,1,03.04 = -0.0175±j2.9197, 

,1,05.06 = -0.0295 ± j3.8084. 

The system Hankel singular values are as follows: 

r1 = [63.6418,63.6413,4.9892,4.9891,0.2395, 0.2391Y· 

It is required to shift the first pole by increasing its damping twofold, and leave 

the other poles stationary. For this shift the coefficients are f3J = 2, and 

/32 = /33 = 1 , therefore d/3 = [1 1 0 0 0 0 y. Also for this case G = 2r 1, 
thus the gain k = 0.0078 is obtained from (8.19). For this gain, the closed-loop 
eigenvalues were computed 

A,c1.c2 = -0.0049 ± jO.9851, 

A,c3.c4 = -0.0189±j2.9197, 

A,c5.c6 = -0.0296 ± j3.8084, 

and from this result one can see that the actual shifts /31 = 1.9939, 

fh = l.0779, and f3:J = 1.0037 are close to the required ones. 

Next, consider a design that increases the first and the second pole damping 

twofold, and leaves the third stationary. In this case f3J = /32 = 2 and /33 = 1 is 

required, therefore d/3 = [1 1 1 1 0 0 y. The gain k = 0.0084 is obtained 

from (8.19), and the closed-loop eigenvalues for this gain are computed: 

A,c1.c2 = -0.0051 ± jO.9851, 

A,c3.c4 = -0.0190±j2.9197, 

A,c5.c6 = -0.0296 ± j3 .8084. 

Comparing the open- and closed-loop poles, one can see that the actual 

shifts, /31 = 2.0718, /32 = l.0840, and /33 = l.0040, are almost the same as in 

the first case. Thus, we hardly meet the requirements. This case shows that for 
the underdetermined problem (the number of inputs is smaller than the number 
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of poles to be shifted), the obtained least-squares result is the best but not 
satisfactory . 

8.3.2 The 2D Truss 

The 2D truss is presented in Fig. 1.3, with the damping matrix proportional to 
the mass and stiffness matrix, D = O.3M + 0.00002K. Control forces are applied 
at node 4, directed horizontally, and at node 10, directed vertically. The rate 
output is collocated with the force. The system has 16 modes. The two most 
controIIable and observable modes are suppressed by increasing their damping 
60 times. The required feedback gain is obtained from (8.19). Note that in this 

case PI = P2 = 60, and the remaining I)'s are equal to 1. Let y] and Y2 be 
vectors of the Hankel singular values for the first input and output, and for the 
second input and output, respectively. Then G = 2 frI Y2]. For this case 

dP = [59 59 59 59 0 0 ... 0 y, and one obtains from (8.19) the gain 

matrix k = diag(4.3768, 385.0546). 
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Figure 8. J. A dissipative controller for the 2D truss: (a) coefficient Pi; and (b) open­

loop (solid line) and closed-loop (dashed line) impulse responses. 

For this gain the closed-loop poles were determined, and the pole shift was 
obtained as a ratio of real parts of the closed- and open-loop poles, as in 
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definition (8.11), i.e., Pi = Acrd Avri' The plot of Pi in Fig. 8.1 shows that 

fJ.. = 58.94 and P2 = 57.46 are close to the assigned value of 60. The damping 
of the two poles increased 60 times, while the other poles changed 
insignificantly. 
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LQG Controllers 

The control issues for flexible structures include the maintenance of precise 
positioning or tracking. It is expected that these requirements should be satisfied 
for structures with natural frequencies within the controller bandwidth and 
within the disturbance spectra. LQG controllers (Linear system, Quadratic cost, 
Gaussian noise) are often used for tracking and disturbance rejection purposes. 
A good insight into the problems of analysis and design of LQG controllers can 
be obtained from the books by Kwakemaak and Sivan [71], Maciejowski [81], 
Anderson and Moore [3], Furuta and Sano [31], Lin [78], Skogestad and 
Postlethwaite [102], and Dorato et al. [22]. 

Two issues in LQG controller design are of special importance: the 
determination of the weights of the performance index, and controller order 
reduction. The first issue - weight determination - ultimately impacts the 
closed-loop system performance, in terms of the tracking accuracy and the 
disturbance rejection properties. If the weights of the LQG performance index 
are inappropriately chosen, the LQG controller performance will not satisfy the 
requirements. The selection of weights is most often not an easy task. As stated 
by Lin [78, p. 93] "It takes a great deal of experience to transform design 
requirements and objectives to the performance index that will produce the 
desired performance." Our task is to replace experience with analytical tools. 

The second issue - controller order reduction - impacts the implementation 
in terms of complexity and accuracy of the controller software. These problems 
are especially important for flexible structures, since the structure models are 
typically of high order, making order reduction a necessity. The order of the 
controller is equal to the order of the plant, which is often unacceptably high. 
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In this chapter both problems: weight determination and controller order 
reduction, are solved in the modal coordinates. The properties of flexible 
structures that allow one to solve the two mentioned problems efficiently are 
subsequently derived. 

9.1 Definition and Gains 

A block diagram of an LQG controller is shown in Fig. 9.1, where a stable plant 
is described as follows: 

x = Ax+ Bu+v, y=Cx+w. (9.1) 

The plant is perturbed by random disturbances, v, and the output is noise­

corrupted, w. The noise v, called process noise, has covariance V = E(vvT ), the 

measurement noise w has covariance W = E( wwT ), and both noises are 

uncorrelated, i.e., E(vwT) = 0, where E(.) is the expectation operator. Without 

loss of generality, it is assumed further that W = 1. The plant state vector is 

denoted x and the estimated state is denoted X. The performance of the system 

is shaped by the estimator gain (Ke) and the controller gain (Kp). The task 

is to determine the controller and estimator gains such that the performance 
indexJ 

(9.2) 

is minimal, where R is a positive definite input weight matrix, and Q is a 
positive semidefinite state weight matrix. It is assumed further that R = I 
without loss of generality. 

The estimated state is obtained from the following equations: 

(9.3) 

The minimum of J is obtained for the feedback 

(9.4) 

with the gain matrix, 

(9.5a) 
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Figure 9.1. The LQG closed-loop system. 

and Sc is the solution of the controller algebraic Riccati equation (CARE) 

(9.6a) 

The optimal estimator gain is given by 

(9.5b) 
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where Se is the solution of the filter (or estimator) algebraic Riccati equation 
(FARE) 

(9.6b) 

The controller state-space representation (A1qg , B lqg , C lqg) from input y to 

output u is as follows: 

A1qg = A + BKe + KeC , 

B'qg = -Ke' 

C'qg = Kc. 

9.2 Balanced LQG Controller 

(9.7a) 

(9.7b) 

(9.7c) 

For a controllable and observable system there exists a state-space 
representation such that the CARE and FARE solutions are equal and diagonal, 
see [63], [89], and [36] 

(9.8) 

where M is a diagonal positive definite M = diag(,ui), i = 1, ... , N, ,ui > o. A 

state-space representation with condition (9.8) satisfied is an LQG balanced 
representation, and ,ui' i = 1, ... , N, are its LQG singular (or characteristic) 

values. 
Let R be the transformation of the state x such that x = RX. Then the 

solutions of CARE and FARE, and the weighting matrices in the new 
coordinates, are as follows: 

(9.9a) 

(9.9b) 

The transformation R to the LQG balanced representation is obtained as 

follows. Decompose Sc and Se' 

(9. lOa) 
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and form a matrix H, such that 

(9. lOb) 

Find the singular value decomposition of H 

H= VMU T , (9.10c) 

then the transformation matrix is obtained either as 

R = PUM-1I2 
e (9.1 Od) 

or 

Proof By inspection. Introduce R to (9.9a) to show that (9.8) is satisfied. 0 

The Matlab function baCLQG which transforms a representation (A,B,C) 

to the LQG balanced representation (Ab' Bb, Cb) is given in Appendix A.6. 

9.3 Weights of Special Interest 

We discuss here weighting matrices of special form, and the corresponding 
CAREIFARE solutions. First, for a fully controllable system, consider the 
weights Q and Vas follows: 

(9.11) 

In this case one obtains the inverses of the controllability and observability 
grammians as the CARE and FARE solutions 

(9.12) 

This can be proved by introduction of (9.1 I) and (9.12) into CARE, which gives 

(9.13) 
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Introducing Sc = W;I gives the Lyapunov equations (3.5). A similar proof can 

be shown for the solution of FARE. 
The weights as in (9.11) penalize each state reciprocally to its degree of 

controllability and observability. Particularly, when the weights Q and V are 
determined in the open-loop balanced modal representation, one obtains from 

(9.11) that the system is LQG balanced, with Se = Se = M = r-1. 

Next, define the closed-loop performance. Let We = diag(we;!2), and 

Wei = diag( welh), i = 1, ... , n, be the matrices of open- and closed-loop 

controllability grammians. The matrix B, defined as follows: 

(9.14) 

is the ratio of open-loop ( Wei) and closed-loop (W eli) state variances excited 

by the white noise input. 
For the weights as in (9.11), and a system in the modal coordinates, one 

obtains each state of the plant and estimator, equally influenced by the feedback. 
As a result 

B=3/. (9.15) 

This follows from the Lyapunov equations for the closed-loop controllability 

grammian Wc/' which is obtained from the following equation: 

(9.16a) 

According to (9.12), Se = We-I, and introducing Wc/ = Wel3 to (9.16a), one 

obtains 

(9.16b) 

which shows that Wc/ = We 13 is a solution of (9.16a), and consequently that 

B= 3/. 
Consider another set of weights of a fully controllable system, namely 

(9.17) 

then one obtains the observability and controllability grammians as solutions of 
CARE and FARE 
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(9.18) 

This can be proved simply by the introduction of (9.18) to the CARE and FARE 
equations. If the system is in the open-loop balanced representation, then the 
system is LQG balanced, with the Hankel singular values and the LQG singular 

values identical, Sc = Se = M = r. 

9.4 Low-Authority LQG Controller 

The design of the LQG controller seems to be a straightforward task. It goes as 

follows: given weights Q and V one obtains the gains Kc and Ke from (9.5a) 

and (9.5b), and the controller representation from (9.7). However, from the 
implementation point of view, this approach is not appropriately defined. The 
weights that meet requirements are not known, thus the gains cannot be 
determined. The design process starts from the definition of the required closed­
loop system performance, such as the norm of the tracking error, or the location 
of the closed-loop poles. Thus, one has to find appropriate weights Q and Vthat 
meet the performance requirements. This task does not have an analytical 
solution in general, and is frequently solved using a trial-and-error approach. In 
the following sections this problem is solved using the properties of flexible 
structures. 

The low-authority property of a flexible structure under LQG control can be 
formulated as follows. Let (A,B,C) be the open-loop modal representation of a 

flexible structure (in the modal form 1 or 2), and let Ad = A - BB T S c' 

Ac2 = A - SeCT C be the closed-loop matrices, where Sc and Se are the 

solutions of the CARE and FARE equations, respectively. Denote by bi the ith 

row of B. The LQG controller is of low authority if the closed-loop matrices are 

as follows Ad =eig(A-diag(BBT)Sc) and Ac2 =eig(A-Sediag(CTC)). In 

other words, for the low-authority controller, BBT and CTC can be replaced 
with their diagonal terms. The low-authority LQG controller has the following 
property: 

Property 9.1 Relationship Between A, B, and C for the Low-Authority LQG 

Controller. Let IIScl12 ::;; So and IISel12 ::;; so' For a controllable and observable 

flexible system there exists So > 0 such that the controller is of low authority. 

Furthermore, if A is in the modal form I, one can use the following replacement 

for BBT (or cT C) 
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or, for the ith block, 

(9.20a) 

l' l' [0 C; C; = -wo;(A; + A; ) = wo; 0 (9.20b) 

where ai = 2~/Vi' If A is in the modal form 2 the following replacement is used 

BBT = -Wc(A + AT) = diag (wc\aj, wdab wc2a2, wc2a2,"" wcnan, wcnan) 

CT C = -WoCA + AT) == diag (wolal' wolab wo2a2, wo2a2,"" wo~n' wo~n) 

or, for the ith block, 

BiBT = -wci(Ai + AT) == Wciah, 

cTci = -woi(Ai + AT) = Woph, 

B; is the ith two-row block of B, and C; is the two-column block of C. 

(9.2Ia) 

(9.2Ib) 

(9.22a) 

(9.22b) 

Proof Note that for the positive semidefinite matrix BBT one obtains 

(bibJ)2 ~ (b;bT)(bjbJ), i.e., that the off-diagonal terms do not exceed the 

geometric mean value of the corresponding diagonal terms. Therefore, if A is in 

modal form I or 2, and for small Sc such that IISclb ~ so' the off-diagonal 

terms of BBT do not influence the eigenvalues of Acl' i.e., 

Ad == eig(A - BBT S c). If the matrix BBT is obtained from the Lyapunov 

equations (3.5) and replaced by its diagonal terms, one obtains (9.19) - (9.22). 

Similar applies to the eigenvalues of A - S e CC T . o 

The low authority property is illustrated with the LQG controller for a 
simple structure as in Fig. 1.2. The root locus for the third mode and for the 
increasing values of the matrix Sc is marked "0" in Fig. 9.2. The approximate 
root-locus, using the diagonal part of BBT is marked H." in the same figure. 
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Figure 9.2. The exact (0) and approximate (e) root-locus of a simple system: (a) first 
pole, (b) second pole. 

The figure shows good agreement between the exact and approximate roots for 
small Sc. 

9.5 Approximate Solutions of CARE and FARE 

For the LQG design in modal coordinates we use diagonal weight matrices Q 
and V. This significantly simplifies the design process, and can be justified as 

follows. The term E r x T Qxdt represents the participation of weight Q in the 

performance index J. It is evaluated as follows: 

N 

E[xT Qxdt=E[" q··x·x ·dt, o OL..JIJIJ 
i,j=i 

(9.23) 

where Xi is the ith component of x. For the positive definite matrix Q one 

obtains 
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and in the modal coordinates the grammians are diagonally dominant, see 
Property 3.1, therefore the modal coordinates are almost orthogonal, that is, 

(9.25a) 

Introducing (9.24) and (9.25) to (9.23), one obtains 

(9.25b) 

where Qd is a diagonal matrix that consists of the diagonal entries of Q. 
Due to the duality of Q and V, the same applies to the matrix V, that is, in 

modal coordinates the full matrix V can be replaced with its diagonal part Vd , 

and the system performance remains almost unchanged. 
N ext, based on Property 9.1, it will be shown that the low-authority 

controllers in the modal representation produce diagonally dominant solutions 
of the CARE and FARE equations. 

Property 9.2(a) Approximate Solution of CARE. Assume a diagonal weight 

matrix Q = diag(qJ2), i = 1, ... , n, then there exist qi ~ qoi' where qoi > 0, 

i = 1, ... ,n, such that 

(a) (9.26a) 

is the solution of (9.6a), and 

(b) 
_ Pei- l 

sci =--, 
2 wei 

(9.26b) 

Proof (a) Note that for Q = 0 one obtains Se = O. For small Q the CARE 

transforms into the following Lyapunov equation ATSe +SeA+Q=O. For a 

modal matrix A and diagonal Q the solution of this equation is diagonally 

dominant, see Property 3.1. Thus there exist q; ~ qo;' where qoi > 0, 

i = 1, ... , n, such that (9.26a) holds. 
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(b) For diagonally dominant Sp (9.6a) turns into a set of the following 

equations: 

i = I, ... ,n. (9.27a) 

For a low-authority controller in modal coordinates one obtains BiBT == 

- wei (Ai + AT) and Ai + AT = -2r;i(j)ih, see (9.22a). Therefore the above 
equation is now in the following form 

i = I, ... ,n. (9.27b) 

There are two solutions of the above equation, but for a stable system and for 

qi = 0 it is required that sci = 0, therefore (9.26) is the unique solution of 

(9.27b). 0 

A similar result is obtained for the FARE equation. 

Property 9.2(b) Approximate Solution of FARE. For a diagonal V, 

V = diag(vJ2), i = 1, ... , n, there exist Vi :::;; voi where voi > 0, i = 1, ... , n, such 

that 

(a) (9.28a) 

is the solution of(9.6b}, where 

(b) where Pei = (9.28b) 

Equations (9.26) and (9.28) allow one to determine the LQG singular values 
as follows: 

_ ~(Pci -1)(Pei -1) 
~i= , 

2Yi 
i = 1, ... , n. (9.29) 

Also, the diagonally dominant solutions of CARE and FARE allow one to 
determine the relationship between the weights and the root-locus, which is a 
useful tool of controller design. 
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Property 9.3(a) LQG Root-Locus. Let the weight Q be 

Q = diag(O,O, ... , q/2, ... ,O,O), (9.30) 

then for the low-authority controller (qi ~ qoi) the closed-loop pair offlexible 

poles (Acr; ± }Acii) relates to the open-loop poles (Aur; ± }Ao;;) as follows: 

i = 1, ... ,n, (9.31 ) 

where Pc; is defined in (9.26). 

Proof For small weight q; the matrix A of the closed-loop system is diagonally 

dominant, i.e., Ac = diag(Aci)' i = 1, ... , n , and 

Introducing (9.22a), one obtains 

(9.32a) 

and introducing A; as in (3.2) to the above equation one obtains 

(9.32b) 

with Pci as in (9.26). o 

This result implies that the weight Q as in (9.30) shifts the ith pair of 
complex poles of the flexible structure, and leaves the remaining pairs of poles 
almost unchanged. Only the real part of the pair of poles is changed Gust 
moving the pole apart from the imaginary axis and stabilizing the system), and 
the imaginary part of the poles remains unchanged. 

The above proposition has additional interpretations. Note that the real part 

of the ith open-loop pole is Aoi = -Simi' and that the real part of the ith closed­

loop pole is Aci = -s cimi; note also that the height of the open-loop resonant 

peak is aoi = K/2simi, where K is a constant, and the closed-loop resonant 

peak is aci = K/2scimi. From (9.31) one obtains Pci = AcrdAori' hence 

(9.33) 
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is a ratio of the closed- and open-loop damping factors, or it is a ratio of the 
open- and closed-loop resonant peaks. Therefore, if a suppression of the ith 

resonant peak by the factor Pc; is required, the appropriate weight q; is 

determined from (9.26), obtaining 

(9.34) 

The coefficient Pc; is also interpreted as a ratio of the variances of open­

loop ((J"~;) and closed-loop ((J";;) states excited by the white noise input 

(9.35) 

This interpretation follows from the closed-loop Lyapunov equations 

(9.36a) 

which for the ith pair of variables is as follows: 

(9.36b) 

Introducing (9.22a) gives 

(9.36c) 

or 

(9.36d) 

The plots of Pc; with respect to the weight q; and for the controllability 

coefficient of the ith mode, Wei = 1 are shown in Fig. 9.3. One obtains the same 

plot with respect to Wei for q; = 1. 

The estimator poles are shifted in a similar manner. 
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Property 9.3(b) Estimator Root Locus. Denote 

v = diag(O,O, ... ,vh, ... ,O,O), (9.37) 

then for moderate weights (v i ~ v oi ), and the estimator pair of poles 

(Aeri ± jAeii ) relates to the open-loop poles (Aori ± jAoii ) as follows: 

i = l, ... ,n, (9.38) 

where fJei is defined in (9.28). 

y=1 (or q=1) 

10° 
q (or y) 

Figure 9.3. Coefficient p versus weight q for r = 1, or versus the Hankel singular 

value r for q = 1. 

The above applies for controllers with limited damping authority, i.e., 
controllers that modify only moderately the system natural frequencies, as 
defined by Aubrun and Marguiles, see [5] and [6]. The controller authority is 

limited by the values qoi and voi such that for the limited damping authority 

one has qi ~ qoi and Vi ~ voi' The limiting values qoi and Voi are not difficult 
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to determine. There are several symptoms that the weight q; approaches qo; (or 

that v; approaches vo;)' Namely, qo; is the weight at which the ith pair of 

complex poles of the plant departs significantly from the horizontal trajectory in 
the root-locus plane and approaches the real axis. Alternatively, it is a weight at 
which the ith resonant peak of the plant transfer function disappears (the peak is 

flattened). A similar result applies to the estimator weights voi' 

9.6 Almost-LQG-Balanced Modal Representation 

For the diagonally dominant solutions of CARE and FARE in modal 

coordinates (Sc ::; diag(sch), Se::; diag(seh), i = 1, ... , n), an approximately 

balanced solution M of CARE and FARE is obtained. It is diagonally dominant 
as a geometric mean of CARE and FARE, i.e., 

M ::; diag(ph), where i = 1, ... ,n. (9.39) 

The transformation R from the modal representation (A,B,C) to the LQG 

balanced representation (A1qg , B1qg , C'qg) is diagonally dominant as well, 

(9.40) 

where the LQG balanced representation is approximately obtained from the 

following transformation (A1qg , B1qg , C1qg )::; (A, R-1 B, CR). Note that this 

transformation requires only a rescaling of the modes, or the state input and 
output matrices. 

Property 9.4 Weights that Approximately LQG Balance the Modal 
Representation. If the system is in the almost-balanced modal representation, 

and the weights Q and V are equal and diagonal, Q = V = diag( q i), the 

solutions of the Riccati equations are almost identical 

i = l, ... ,n, (9.4la) 

and the open-loop and LQG balanced representations approximately coincide, 
i.e., 

(9.4lb) 
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Proof Introducing qi = Vi and wei = woi to (9.26) and (9.28) one finds that 

sci ~ Sei' i = I, ... ,n. In this case, from (9.40) it follows that R ~ I, hence the 

open-loop and LQG balanced representations are approximately identical. LI 

9.7 Three Ways to Compute LQG Singular Values 

From the above analysis one can use one of three ways to compute LQG 
singular values. 

l. From the algorithm in Section 9.2. This algorithm gives the exact LQG 
singular values. However, the relationship between the LQG singular value 
and the corresponding natural mode it represents is neither explicit nor 
obvious. 

2. From (9.39). This is an approximate value that gives a connection between 
the LQG singular values and the corresponding modes. 

3. From (9.29). This is an approximate value related to a specific mode. It is a 
closed-form equation that gives an explicit relationship between structural 
parameters and the singular value. 

9.8 The Tracking LQG Controller 

Previously considered LQG controllers were designed for vibration suppression 
purposes. A more complex task includes a tracking controller with a required 
tracking performance in addition to vibration suppression properties. This is the 
case of controllers for radar and microwave antennas, such as the NASA Deep 
Space Network antennas. A configuration for this kind of controller should 
assure zero steady-state tracking error, which is achieved by adding an integral 
of the plant position to the plant state-space representation, as reported in [4], 
[28], [29], [61], [92], and [114]. This closed-loop system configuration of the 
tracking LQG controller is shown in Fig. 9.4. In this figure (A,B,C) is the plant 

state-space triple, x is the state, x is the estimated state, x f is the estimated 

state of a flexible part, r is the command, u is the control input, y is the output, 
y is the estimated output, e = r - y is the servo error, ej is the integral of 

servo error, V is the process noise of intensity V, and the measurement noise w is 

of intensity W. Both v and ware uncorrelated: E(vwT) = 0, V = E(vvT ), 

W=E(wwT)=I, E(v)=O, and E(w)=O. 

For the open-loop state-space representation (A,B,C) of a flexible structure 

divide the state vector x into the tracking, x(, and flexible, x f' parts 
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x=(:J. (9.42) 

For this division the system triple can be presented as follows (see [46)): 

A =[ ~ (9.43a) 

(G) 

w 

v~ • 

r-4-____ ~u __ ~ y 

u 

y 

(K) 

u 
B 

Figure 9.4. The tracking LQG controller with an integral upgrade. 
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The gain, Kc' the weight, Q, and solution of CARE, Sc' are divided similarly 

tox 

and (9.43b) 

The tracking system is considered to be of low authority, if the flexible 

weights are much smaller than the tracking ones, i.e., such that IIQt II » IIQ f II. It 

was shown by Collins et aI., [16] that for Qf = 0 one obtains Sci = 0 and 

Sclf = O. It means that the gain of the tracking part, Kcf ' does not depend on 

the flexible part. And for the low-authority tracking system (with small Q f)' 

one obtains weak dependence of the tracking gains on the flexible weights, due 
to the continuity of the solution. Similar conclusions apply to the FARE 
equation (9 .6b). 

This property can be validated by observation of the closed-loop transfer 
functions for different weights for the Deep Space Network antenna, as in Fig. 

9.5. Denote by In and On the identity and zero matrices of order n, then the 

magnitude of the closed-loop transfer function (azimuth angle to azimuth 

command) for Q/ = 12 and Qj = 010 is shown as a solid line, for Q/ = 12 and 

Qj = 5 x 110 as a dashed line, and for Q/ = 8 x 12 and Qj = 010 as a dot­

dashed line in Fig. 9.5. It follows from the plots that variations in Qj changed 

the properties of the flexible subsystem only, while variations in Q/ changed the 

properties of both subsystems. 

Note, however, that the larger Qj increases dependency of the gains on the 

flexible system; only a quasi-independence in the final stage of controller design 
is observed, while separation in the initial stages of controller design is still 
strong. The design consists therefore of the initial choice of weights for the 
tracking subsystem, and determination of the controller gains of the flexible 
subsystem. It is followed by the adjustment of weights of the tracking 
subsystem, and a final tuning of the flexible weights, if necessary. 

This approach is similar to the high-flow-authority controller design, 
reported in [5], [6], and [104]. The high-authority controller is designed to 
assure required performance, while the low-authority controller is used as a 
robust inner loop for suppressing the plant responses outside the high-authority 
controller bandwidth. The low-authority controller has limited damping 
authority, i.e., it is allowed to modify only moderately the system poles, see [6]. 
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Figure 9.5. Magnitudes of the transfer function of a closed-loop system for different 
LQG weights. 

9.9 Frequency Weighting 

The LQG controller can be designed to meet stringent tracking requirements 
and, at the same time, maintain the binding disturbance rejection properties. In 
order to achieve this, the problem should be appropriately defined in 
quantitative terms. For this purpose the frequency shaping filters are used to 
define tracking requirements, or disturbance rejection performance of the 
closed-loop system. These filters are used only in the controller design stage. 
They add to the complexity of the problem, since in the process of design the 
number of system equations varies and their parameters are modified. As stated 
by Voth et al. [104, p. 55] "The selection of the controller gains and filters as 
well as the controller architecture is an iterative, and often tedious, process that 
relies heavily on the designers' experience." 

We will show in this section that this complex task can be simplified in the 
case of flexible structure control. Flexible structures have special properties that 
allow for a comparatively simple incorporation of filters. Namely, for the 
system in modal representation, the addition of a filter is equivalent to the 
multiplication of each row of the input matrix (or input gains) by a constant. 
The ith constant is the filter gain at the ith natural frequency of the structure. In 
this way each natural mode is weighted separately. This approach addresses the 
system performance at the mode level, which simplifies an otherwise ad hoc and 
tedious process. 
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Let (A, B, C) be the state-space representation of 0, with s inputs and r 

outputs, and let (A;, B;, C;) and 0; be the state-space representation of the ith 

mode and its transfer function, respectively. Introduce the transfer function 

1l 

G=LG;, (9.44) 
;=1 

where 

(9.45a) 

and 

(9.45b) 

Above, 0; is a transfer function 0; with the scaled input matrix B;. 

For the LQG controller the H2 norm of the transfer function OF is used as a 
system performance measure. In the modal representation this norm is 
approximated as follows: 

Property 9.5(a) LQG Input Filtering. The H2 norm of a structure with a 
smooth input filter is approximately equal to the H2 norm of a structure with a 
scaled input matrix B 

(9.46) 

Proof Using Property 4.2 one obtains 

IloFII~ == i:ll0;a;ll~ = fIIG;II~ =IIGII~· D 
;=1 ;=1 

Equation (9.46) shows that the application of the input filter for the H2 
performance modeling is equivalent to the scaling of the 2 x s modal input 

matrix B; with a;. 

Property 9.5(b) LQG Output Filtering. The H2 norm of a structure with a 
smooth output filter is approximately equal to the H2 norm of a structure with a 
scaled output matrix C 
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(9.47) 

where 

n 

G=LG;, (9.48a) 
;=1 

(9.48b) 

and 

(9.48c) 

Proof Similar to the one of Property 9.5(a). o 

Note that Property 9.5 preserves the order and physical (modal) 
interpretation of the transfer function, and the corresponding state variables. 
This simplifies the controller design process, since the relationship between 
filter gains and system performance is readily available. 

9.10 Reduced-Order LQG Controller 

The size of a plant determines the size of a controller. However, the size of the 
plant is often too large to be acceptable for implementation. It is crucial to 
obtain a controller of the smallest possible order that preserves the stability and 
performance of the full-order controller. However, the plant model should not 
be reduced excessively in advance, in order to assure the quality of the closed­
loop system design. Therefore, controller reduction is a part of controller design. 
The modal LQG design procedure provides this opportunity. 

9.10.1 The Reduction Index 

In order to perform controller reduction successfully, an index of the importance 
of each controller mode is introduced. In the open-loop case, modal norms 
served as reduction indices. In the closed-loop case, LQG singular values were 
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used as reduction indices by 10nckheere and Silverman, [63] for symmetric and 
passive systems. Unfortunately, they produce unstable controllers. This is 
illustrated by the simple structure example in this section, where the most 
important controller mode has the lowest LQG singular value. 

In this chapter the effectiveness of the closed-loop system is evaluated by the 
degree of suppression of flexible motion of the structure. The suppression, in 
tum, depends on the pole mobility to the left-hand side of the complex plane. 
Therefore, if a particular pair of poles is moved easily (i.e., when a small 
amount of weight is required to move the poles), the respective states are easy to 
control and estimate. On the contrary, if a particular pair of poles is difficult to 
move (i.e., even a large amount of weight moves the poles insignificantly), the 
respective states are difficult to control and to estimate. In the latter case, the 
action of the controller is irrelevant, and the states which are difficult to control 
and estimate are reduced; this demonstrates heuristically the rationale of the 
choice of the pole mobility as an indicator of the importance of controller states. 

For the LQG system in modal coordinates the reduction index a i is defined 

as a product of a Hankel singular value and the LQG singular value of the 
system 

a i =Yif.1.i· (9.49) 

It combines the observability and controllability properties of the open-loop 
system and the controller performance. This choice is a result of the fact that a i 

is a measure of the ith pole mobility. In order to show it note, from (9.29), and 
(9.49), that a i is the geometric mean of the plant and the estimator pole 

mobility indexes, i.e., 

a i == O.5~(Pei -1)(Pei -1) . (9.50) 

This equation reveals, for example, that for Pci = 1 the ith controller pole is 

stationary, and a i is equal to zero. Similarly, for Pei = 1 the ith estimator pole 

is stationary, and a i is equal to zero. However, for a shifted pole one obtains 

Pci > 1, Pei > 1, hence the index is also "shifted," that is, ai > O. 

Denote by a~i the variance of the open-loop response to white noise, and by 

a;i the variance of the closed-loop response to white noise, and note that 

woci = a~i and wcci = a;i> where woci and weci are the diagonal entries of the 

open- and closed-loop controllability grammians. Denote Aa; = a~i - a;i the 

change of the response ofthe open- and closed-loop systems due to white noise. 
Then a useful interpretation of the reduction index follows from (9.36d): 
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(9.51) 

This equation shows that the reduction index is proportional to the relative 
change of the response of the open- and closed-loop systems due to white noise. 

Having defined O'i as the controller performance evaluation tool, the reduction 

technique is developed. 
In order to find the reduction index from (9.49) the problem of the 

determination of Hankel singular values and LQG singular values arises. They 
are found as follows. In modal coordinates the Hankel singular values are 
approximately equal to the geometric mean of the corresponding controllability 
and observability grammians, i.e., 

(9.52) 

where w eii and woii are the ith diagonal entries of the controllability and 

observability grammians, respectively. Similarly, in modal coordinates the 
solutions of the CARE and FARE equations are approximately equal to the 
geometric mean of the corresponding CARE and FARE solutions 

11; == ~Sei;Seii , (9.53) 

where Scii and seii are the ith diagonal entries of the CARE and FARE 

solutions, respectively. 

9.10.2 The Reduction Technique 

In order to introduce the controller reduction technique, the matrix :E of the 

reduction indices is defined as :E = diag(O'bO'2, ... ,a N), and from (9.49) it 

follows immediately that 

(9.54) 

Next, the diagonal entries a; in :E are put in descending order, i.e., a; > 0 , 

a; ~ 0';+1' i = 1, ... ,N, and the matrix is divided as follows: 

(9.55) 
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where I r consists of the first k entries of I, and then I, the remaining ones. If 

the entries of I, are small in comparison with the entries of I r , the controller 

can be reduced by truncating its last N - k states. 

Note that the value of the index Ui depends on the weight qi' so that the 

reduction depends on the weight choice. For example, if for a given weight a 
particular resonant peak is too large to be accepted (or a pair of poles is too 
close to the imaginary axis, or the amplitudes of vibrations at this resonance 
frequency are unacceptable high), the weighting of this particular mode should 
be increased to suppress this mode. The growth of weight increases the value of 

u i ' which can save this particular mode from reduction. 

9.10.3 Stability of the Reduced-Order Controller 

The question of stability of the closed-loop system with the reduced-order 
controller should be answered before implementation of the controller. In order 
to answer this question, consider the closed-loop system as in Fig.9.1. Denoting 
the state 

(9.56) 

and [; = x - X , one obtains the following closed-loop equations: 

(9.57a) 

where 

(9.57b) 

(9.57c) 

Let the matrices A, B, C of the estimator be partitioned conformingly to I in 
(9.55) 

[
Ar 

A= o B=[~l (9.58a) 
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then the reduced controller representation is (An B nCr)' The controller gains 

are divided similarly 

K = [Ker] 
e Kel' 

and the resulting reduced closed-loop system is as follows: 

Defme the stability margin of matrix Ao as follows: 

m(Ao) = mine -Re(At(Ao))) , 
i 

(9.58b) 

(9.59a) 

(9.59b) 

(9.60) 

where ReO denotes a real part of a complex variable, and A;(.) is the ith 

eigenvalue of a matrix. 

Property 9.6 Stability o/the Reduced-Order Controller. For IILIII« IILrll, one 

obtains m(Ao) == m(Aor), where Aor is a closed-loop matrix of a system with 

the reduced controller, and A, is the state matrix of the truncated part. Hence 

the reduced-order controller is stable. 

Proof Introduce (9.58) and (9.59) to (9.57b) to obtain 

A =[Aor 
o Ao2 

AOI ] 
AI-KeIC, ' 

(9.6Ia) 

where 

A02=[0 0 -KeICr]· (9.61b) 
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The matrix Ao is divided into four blocks, with the upper left block Aor . Thus 

in order to prove that m(Ao) == m(Aor), it is sufficient to show that: (a) in the 

lower left block IIKetC r II == 0; and (b) m(At):2: m(Ao); i.e., that in the lower 

right block IIKetCtll==O. But for (a) from (9.22) one obtains IIKetCrll= 

IIMtcTcr11 «IIMtcTctll ==IILtll == 0; similarly, for (b) IIKetCtll=IIMtC;C+= 
liLt II ==0. 0 

9.10.4 Performance ofthe Reduced-Order Controller 

In addition to the stability evaluation, the performance of the reduced-order 

controller is assessed. Denote by cT = [c; CIT] the estimation error of the full­

order controller and by crr the estimation error ofthe reduced-order controller. 

Property 9.7 Performance of the Reduced-Order Controller. If the states with 
small reduction indices are truncated, then one obtains 

and (9.62) 

Proof Note that for Ao as in (9.6Ia) the estimation error is 

But, from (9.59) the error of the reduced-order controller is 

(9.63b) 

As shown previously IIKerCt 11== 0, and IIKelC/1i == 0 for small O'j' thus c, == Cr,. 

Additionally, one obtains it == Atct , imposing that for stable AI the truncation 

error vanishes (ci ~ 0) with elapsing time (t ~ (0). 0 

The above property implies that for IIL/II« IIL,II the performance of the 

reduced- and full-order controllers is approximately the same. The performance 
of the full- and reduced-order controllers is compared in the design examples 
section. 
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9.11 Design Examples 

Examples of modal LQG controller design are presented for the simple flexible 
system for the 3D truss structure, and for the Deep Space Network antenna. 

9.11.1 A Simple Structure 

The system is shown in Fig. 1.2, with masses ml = m2 = m3 = 1, stiffnesses 

kl = 10, k2 = 3, k3 = 4, and k4 = 3, and a damping matrix D = 0.004K + 
O.OOIM, where K, M are the stiffness and mass matrices, respectively. The input 

force is applied to mass m3, the output is the displacement of the same mass, 

and the poles of the open-loop system are 

AuI,02 = -0.0024±)0.9851, 

,1,03,04 = -0.0175±)2.9197, 

,1,05,06 = -0.0295 ± )3.8084. 

The system Hankel singular values for each mode are: YI = 64.60, 

Y2 = 1.71, and Y3 = 0.063. 

The weight matrix Q and the covariance matrix V are chosen as follows: Q = 

V = diag(O.5, 0.5, 1, 1,2.5,2.5). For these matrices the solution Sc of CARE 

and the solution Se of FARE are diagonally dominant, 

Sc == diag(1.32, 0.84, 2.54, 2.71, 12.94, 13.38), 

Se == diag(2.09, 1.60, 6.72, 6.60, 29.65, 29.51). 

The approximate LQG singular values are obtained from (9.35), as a geometric 
mean of the CARE/F ARE solutions 

Mal == (ScSe)1I2 == diag(1.66, 1.16, 4.13, 4.23, 19.59, 19.87), 

while the exact LQG singular values are 

M = diag(1.60, 1.10, 3.90,4.20, 19.55, 19.86). 

The approximate LQG singular values obtained from (9.29) and the exact ones 
(from the algorithm in Section 9.2) are plotted in Fig. 9.6(a). 
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Figure 9.6. A simple system: (a) the LQG singular values, exact (0) and approximate 

(.); and (b) the controller reduction index, exact (0) and approximate (.). 

~ 10° ~-:=. = .. =-=.-=c::.= .. ==-:::::::-.'- __ .. __ ......... 
c ~ : ~ 
E 10.1 

10·3~ ____ ~ ____ ~~ __ ~~~~~ ____ ~ __ ~ __ ~ ____ ~~~ 
10.1 10° 10 1 

frequency, rad/s 

Figure 9.7. Magnitudes of the transfer function of the open-loop (solid line), and cIosed­
loop (dashed line) simple structure. 
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The magnitudes of the open- and closed-loop transfer functions are shown in 
Fig. 9.7. The weights Q and V shift the poles to the right, so that the peaks of the 
open-loop transfer function (solid line in Fig. 9.7) are flattened, see the c1osed­
loop transfer function (dashed line in Fig. 9.7). 

The controller reduction matrix :E is obtained as :E = Mr from the exact and 
approximate values of M and r. Their plots are shown in Fig. 9.6(b). The 
approximate values of :E are not quite close enough to the true ones, but the 
obtained accuracy is good enough to select the truncated modes. The third mode 
with the smallest reduction index (0"3 = 1.25) is truncated, and the reduced 

LQG controller with a two-mode estimator is applied. The closed-loop transfer 
functions with full- and reduced-order controllers coincide, as shown in Fig. 9.8, 
solid and dashed lines, respectively. 

Ql 
"0 
::J 

c: 
C) 

co 
E 

10·3~ ____ ~ __ ~ __ ~~~~~~ ____ ~ __ ~~~~~~~ 
10.1 10° 10 1 

frequency, rad/s 

Figure 9.8. Magnitudes of the transfer function of the closed-loop simple structure with 
full-order (solid line), and reduced-order (dashed line) LQG controller. 

9.11.2 The 3D Truss 

The 3D truss as presented in Fig. 1.4 is analyzed. A vertical control force is 
applied at nodes 18 and 24 (the first input), and a horizontal force is applied at 
nodes 6 and 18 (the second input). The combined vertical displacement at 
nodes 6 and 12 is the first output, and the combined horizontal displacement at 
nodes 5 and 17 is the second output. The system is in modal almost-balanced 
representation, and it has (after reduction) 34 states (or 17 modes). The weight 
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(Q) and the covariance (V) matrices were assumed equal and diagonal, 

Q = V = diag(Ql>Ql>q2,q2,.·.,qI7,ql7) where Ql = Q2 = 400, Q3 = Q4 = 4000, 

Qs = % = 40000, Q7 = ... = Ql7 = 400. In this case the CARE and FARE 
solutions are approximately equal and diagonally dominant, as stated in Section 
9.5. The resulting LQG singular values, exact and approximate from (9.29), 
show in Fig. 9.9(a) a satisfactory coincidence. Poles of the open- as well the 
closed-loop system and the estimator are shown in Fig. 9.10. For the modal 
almost-balanced controller the poles of the closed-loop system and the estimator 
overlap. 

The open-loop (solid line) and closed-loop (dashed line) impulse responses 
from the first input to the first output show, in Fig. 9.11 ( a), good damping 
properties of the closed-loop system. The open-loop transfer function (solid line 
in Fig. 9.11 (b» and the closed-loop transfer function (dashed line in the same 
figure) show that the oscillatory motion of the structure is damped out. The 
diagonal entries of the reduction matrix ~ are shown in Fig. 9.9(b). They were 
obtained from (9.54) using exact and approximate values of rand M. The 
controller is reduced by truncating 18 states, which correspond to the small 

reduction indices (O"j < 0.01). The resulting reduced-order controller has 16 

states. The magnitude of the transfer function of the full- (solid line) and 
reduced-order (dashed line) controller overlap in Fig.9.l2. 
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Figure 9.9. The 3D truss: (a) LQG singular values, exact (0) and approximate (e); and 
(b) controller reduction index, exact (0) and approximate (e). 
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9.11.3 The 3D Truss with Input Filter 

Consider a steel truss as in Fig. 1.4. The disturbance is applied at node 7 in the 
z-direction, the performance is measured at node 21, in the z-direction; the input 
u is applied at node 20 in the z-direction, and the output y is a displacement of 
node 28, in the z-direction. The open-loop transfer function from the disturbance 
to the performance is shown in Fig. 9.13 (solid line). The disturbance input is 

filtered with a low-pass filter, F(s) = 1/(1 + O.Olls), and the magnitude of its 

transfer function is shown in the same figure by a dot-dashed line. The resulting 
transfer function of the structure and filter is represented by the dotted line. 

2000 
• 

1500 • 
1000 • • • .. 

500 '" ~ f) () ® • It! 
C 0 ~ ~ OJ 
It! 

..e; f) () ® .-
-500 , 

• .. -1000 • • 
-1500 

-2000 • 
-160 -140 -120 -100 -80 -60 -40 -20 0 

Real 

Figure 9.10. Poles of the open-loop truss (*), the closed-loop truss (.), and poles of the 
estimator (0). 
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Figure 9.11. The 3D truss: (a) impulse responses; and (b) magnitudes of the transfer 
function of the open-loop (solid line) and closed-loop (dashed line) truss, from the first 
input to the first output. 

frequency, rad/s 

Figure 9.12. Overlapped magnitudes of the transfer function of the closed-loop truss 
with a full-order (solid line), and reduced-order (dashed line) LQG controller. 
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The equivalent structure with the filter was obtained by scaling the disturbance 
input, according to (9.45a,b), and the magnitude of its transfer function is shown 
in Fig. 9.13 (dashed line). It is clear from that figure that the structure with the 
filter, and the structure with the scaled disturbance input, have similar frequency 

characteristics, and their norms are IIGII2 = 453.2945 for the structure with the 

filter, and IIGii2 = 453.5661 for the structure with the scaled disturbance input. 

10' 

frequency, redls 

Figure 9.13. Magnitudes of the transfer function of the truss (solid line), filter (dash-dot 
line), truss with filter ( dotted line), and truss with scaled disturbance input (dashed line). 

Two frequency weighted LQG controllers for this structure were designed. 
The first one is based on the structure with a filter, while the second is based on 
the structure with a scaled input matrix. The closed-loop H2 norms are as 

follows: IIGc/1I2 = IOS.6295 for the structure with the filter, and 

IIG c/ 112 = IOS.71S1 for the structure with the scaled disturbance input. 

9.11.4 The Deep Space Network Antenna 

The design of a modal LQG controller is illustrated by the Deep Space Network 
antenna. For this design the IS-state reduced antenna modal model obtained in 
Chapter 5 is used. The weight, Q, and plant noise covariance, V, are assumed 
equal and diagonal. 
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The Deep Space Network antenna model is upgraded with the integral-of­
the-position state, thus it consists of two tracking states in azimuth (azimuth 
angle and its integral), a state with the real pole that corresponds to the drive 
dynamics, and eight flexible modes (or 16 states). The preliminary weights 

q) = q2 = 1 for the tracking subsystem (for the angle y and its integrals Yi) the 

drive state weight is q3 = 33, and the weights for the flexible subsystem were 

chosen such that the flexible modes were damped (q4 = ... = q7 = 33, 

q8 = ... = q19 = 10). The step response of the closed-loop system is shown in 

Fig. 9. 14(a), with 8 s settling time. The closed-loop transfer function is shown in 
Fig. 9. 14(b), with a bandwidth of 0.2 Hz. 

0> 
til 

(a) 
c::: - - -- -
0 
C. 
til 
0> .... 0.5 c. 
0> 
iii 

0 
0 2 4 6 8 10 

time, S 

10° 
0> 

"C 
:::J -'2 
OJ 
til 10.2 
E 

10.2 

frequency, Hz 

Figure 9.14. Initial design of the antenna LQG controller: (a) closed-loop step response; 
and (b) closed-loop magnitude of the transfer function. 

In the next step, the tracking properties of the system are improved by the 
additional weight adjustment of the tracking subsystem. By setting the 

proportional and integral weight to q) = q2 = 100 the tracking properties are 

improved, as is visible in the step response in Fig. 9.l5(a) (small overshoot and 
settling time of3 s) and in the magnitude of the transfer function Fig. 9.15(b) 
(extended bandwidth up to 2 Hz). 

The reduced-order controller is obtained through evaluation of controller 

reduction indices G"i' The plot of G"i is shown in Fig. 9.16. Reducing the order 

of the estimator to 10 states (the first two are tracking states, and the next eight 
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are flexible mode states) yields a stable and accurate closed-loop system. The 
reduced-order controller is compared with the full-order controller in the step 
response plots in Fig. 9.15(a) and with the transfer function plots in Fig. 9.15(b), 
showing satisfactory accuracy. 

~ 1 ~~~~-~-~-~-~-~-~----------------------------------~ 
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10° ~--------------~-~-~-~-~-~-~-~---~----=~~-----------

(b) 

frequency, Hz 

Figure 9.15. Final design of the antenna LQG controller, full-order controller - solid 
line, reduced-order controller - dashed line: (a) closed-loop step response; and (b) 
closed-loop magnitude of the transfer function . 
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Figure 9.16. Controller reduction index for the Deep Space Network antenna. 



10 
Hoo and H2 Controllers 

In the LQG controller design we assumed that the control inputs are collocated 
with disturbances, and that the control output was collocated with the 
performance. This assumption imposes significant limits on the LQG controller 
possibilities and applications. The locations of control inputs do not always 
coincide with the disturbance locations, and the locations of controlled output 
are not necessarily collocated with the location where the system performance is 
evaluated. The H2 and H., controllers address the controller design problem in its 
general configuration of noncollocated disturbance and control inputs, and non­
collocated performance and control outputs. Many books and papers have been 
published addressing different aspects of Hoo controller design, and [24], [81], 
[73], [78], [12], [77], [95], and [102] explain the basic issues of the method. The 
Hoo method addresses wide range of the control problems, combining the 
frequency and time-domain approaches. The design is an optimal one in the 
sense of minimization of the Hoo norm of the closed-loop transfer function. The 
Hoo model includes colored measurement and process noise. It also addresses the 
issues of robustness due to model uncertainties, and is applicable to the single­
input-single-output systems as well as to the multiple-input-multiple-output 
systems. 

In this chapter the Hoo controller design for flexible structures is presented. A 
modal approach to Hoo controller design is chosen. It allows for the 
determination of a stable reduced-order Hoo controller with performance close to 
the full-order controller. 
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10.1 Definition and Gains 

The closed-loop system architecture is shown in Fig. 10.1. In this figure G is the 
transfer function of a plant, K is the transfer function of a controller, w is the 
exogenous input (commands, disturbances), u is the actuator input, z is the 
regulated output (at which performance is evaluated), and y is the sensed (or 
controlled) output. The H"" control problem consists of determining K such that 
the H"" norm of the closed-loop transfer function Gwz from w to z is minimized 

over all realizable controllers K, that is, 

find a realizable K such that IIGwz(Kt" is minimal. (10.1 ) 

w z 

~ 
G y 

t--

~ K ..-

Figure 10.1. Closed-loop system configuration. 

For a closed-loop system as in Fig. 10.1 the plant transfer function G(s), and 
the controller transfer function K(s) are such that 

( Z(s)) (w(s)) 
= G(s) , 

yes) u(s) 
u(s) = K(s)y(s) , (10.2) 

where u, ware control and exogenous inputs and y, z are measured and 
controlled outputs, respectively. The related state-space equations are as 
follows: 

(10.3) 
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Hence, the state-space representation in the Hoo controller description consists of 

the quintuple (A,Bb B2 ,Cb C2 ). For this representation (A,B2 ) is stabilizable 

and (A,C2 ) is detectable, and the conditions 

(l0.4) 

are satisfied. The latter conditions make the Hoo controller the central one. These 
are quite common assumptions and in the H2 control they are interpreted as the 

absence of cross terms in the cost function (D'GCI = 0), and the process noise 

and measurement noise are uncorrelated (BID!I = 0) . 

Let Gwz be the transfer function of the closed-loop system from w to z, 

then there exists an admissible controller such that IIGwz lloo < p, where p is the 

smallest number such that the following four conditions hold: 

1. Sooc ~ 0 solves the following central Hoo controller algebraic Riccati equation 

(HCARE) 

(l0.5a) 

2. Sooe ~ 0 solves the following central H", filter (or estimator) algebraic Riccati 

equation (HF ARE) 

(l0.5b) 

3. 

(l0.5c) 

where Amax (X) is the largest eigenvalue of X. 

4. The Hamiltonian matrices 

(lO.5d) 

do not have eigenvalues on thejl"V-axis. 
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With the above conditions satisfied the closed-loop system is as in Fig. 10.2, 

and the controller state-space representation (Aoo,Boo,Coo ), from the input y to 

the output u, is given as 

(l0.6a) 

(l0.6b) 

(l0.6c) 

where 

K = -B2TS c c (l0.6d) 

and 

(l0.6e) 

The size of the controller is equal to the size of the plant. The gain Kc is called 

the controller gain, while Ke is the filter (estimator) gain. Note that the form of 

the solution is similar to the LQG solution. However the LQG gains are 
determined independently, while the HOD gains are coupled through the 

inequality (lO.5c), and through the component So in (l0.6e). 

10.2 The Balanced Hoo Controller 

A balanced HOD controller was investigated by Mustafa and Glover (see [86]) for 
collocated control and exogenous inputs, and for collocated measured and 
controlled outputs (i.e., as in the LQG configuration), and was extended in [43] 
for a general case. 

An HOD controller is balanced if the related HCARE and HF ARE solutions 
are equal and diagonal, i.e., if 

Sooc =Sooe =M oo , Moo = diag(pool, Poo2 , ... , PooN ), (l0.7) 

Pool ~ Poo2 ~ ... ~ PooN > 0, where Pro; is the ith HOD singular (or characteristic) 

value. 
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The transformation R to the Hoo balanced representation is determined as 
follows. Let Pooc and Pooe be the square roots of the HCARE and HFARE 
solutions 

1/ 2 
Pooe = Sooe ' (l0.8) 

and denote N 00 = P ooc P ooe ' The singular value decomposition of N 00 is found, 

(l0.9) 

(G) 

~~------------~------~I 

u >--=-+--@-!. 

u ~ 
~ 

• 

u 

(K) 

5J y + . 

u 

Figure 10.2. An Hoo closed-loop system. 
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to obtain the transfonnation R in the following form: 

R = p U M-1I2 = p-lV MII2 (10.10) ooe OCJ 00 ooe 00 00 • 

For the state x such that x = Rx, the state-space representation 

(R-] AR, R-] B] , R-] B2 , C] R, C2 R) is H" balanced. 

In order to prove this, note that the solutions of HCARE and HF ARE in new 
- T - ] T 

coordinates are Sooc = R SoocR, Sooe = R- SooeR-. Introducing R, as in 

(10.10), gives the balanced HCARE and HFARE solutions. 
The Matlab function bal_ H _in! m that transforms a representation 

(A,B]>B2'C],C2) to the Hoo balanced representation (Ah,Bh],Bh2,Ch],Ch2) ]s 

given in Appendix A.7. 
For the Hoo balanced solution, the condition in (IO.Sc) simplifies to 

Jiool < P and Jioon > O. (10.11) 

The relationship between Hoo singular values and open-loop (Hankel) 

singular values is established. Denote the matrix inequality by X] > X 2 if the 

matrix X] - X 2 is positive definite, and by X] ~ X 2 if the matrix X] - X 2 is 

positive semidefinite. For asymptotically stable A, and for V> 0, consider two 
Riccati equations: 

(l0.12a) 

(10.12b) 

If W2 > WI > 0 , then one obtains 

(10.13) 

see [20]. 

Property 10.1 Hoo and Hankel Singular Values. Let [] be a matrix of Hankel 

singular values of the state representation (A, B], C] ), and let Moo be a matrix of 

H co singular values defined in (10.7). Then for an asymptotically stable A, and 
T 2 T T 2 T for B2B2 - P- B]B] ~ 0, C2 C2 - p- Cl c) ~ 0, one obtains 

or Jiooi ~ Yli, i=I, ... ,N. (10.14) 
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Proof Note that (10.14) is a consequence of the property given by (10.13). This 
property is applied to (10.5a), and to the Lyapunov equation 

~)A + AT~) + CrC1 = O. It is also a consequence of property (10.13) applied to 

(I O.5b), and to the Lyapunov equation WeAT + A We + BIBr = O. In this way 

one obtains Wei ~ Sooe and Wol ~ SooC" From the latter inequalities it follows 

that Ai(Wc1 ) ~ Ai(Sooe) and Ai(~)1) ~ Ai(Sooc) (see [56, p. 471]), thus 

o 

10.3 The H2 Controller 

The H2 controller is a generalization of the LQG controller. It minimizes the H2 
norm similarly to the LQG index, but its two-input-two-output structure 
(disturbance and control inputs are not collocated and performance and sensor 
outputs are not collocated either) is similar to the Hoo controller. Its 
representation is similar to the Hoo system as in (10.3), and its matrices 

A,~,B2,C1,C2,D21,D12 are defined in the following, based on [12]. 

It consists of state x, control input u, measured output y, exogenous input 

T [T T] W = vu v y ' and regulated variable z = Cl x+D12u, where Vu and Vy are 

process and measurement noises, respectively. The noises v u and v yare 

uncorrelated, and have constant power spectral density matrices Vu and Vy , 

respectively. For the positive semidefinite matrix Vu ' matrix ~ has the 
following form: 

(10.15) 

The task is to determine the controller gain (Ke) and the estimator gain 

(Ke), such that the performance index (J) as in (9.2) is minimal, where R is a 

positive definite input weight matrix and Q is a positive semidefinite state 
weight matrix. Matrix C1 is defined through the weight Q 

(10.16) 

and, without loss of generality, assume R = I and Vv = I, obtaining 
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(10.17) 

The minimum of J is achieved for the feedback with gain matrices (Ke and 

Ke) as follows: 

(10.18a) 

(1O.18b) 

where S2c and S2e are solutions of the controller Riccati equation (CARE) and 

the estimator Riccati equation (FARE), respectively, which in this case are as 
follows: 

(10.19a) 

(10.19b) 

Note by comparing (10.5) and (10.19) that the H2 solution is a special case of 

the Hoo solution by assuming p-I == O. 

10.4 The Balanced H2 Controller 

An H2 controller is balanced if the related CARE and FARE solutions are equal 
and diagonal. The relationship between the Hoo and H2 characteristic values is 
derived as follows: 

Property 10.2 The Relationship Between Hro> H1, and Hankel Singular 
Values. 

or J.i2i :::; J.iooi , i == I, ... ,N, (10.20) 

or i == 1, ... , N. (10.21) 

Proof Let .B == inf {p : Moo (p) ~ O}. Then on the segment (fJ, + co) all Hoo 

characteristic values are smooth non increasing functions of p, and the maximal 
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characteristic value f.LooI is a nonincreasing convex function of p, see [74]. As a 

consequence, for p~ 00, one obtains Moo ~ M 2 . However, f.Looi are 

increasing functions of p, and f.Looi ~ f.L2i as P ~ 00, thus f.L2i ~ f.Looi . 

The second part is a direct consequence of (1 0.20) and Property 10.l. 0 

10.5 The Low-Authority Hoo Controller 

The properties of flexible structures are now extended to H", control design. 
These properties are valid for a low-authority controller of moderate action. In 
this case flexible structure properties are reflected in the properties of the H", 
controller. Let (A,B1,B2,C1,C2) be the open-loop modal representation of a 

flexible structure (in the modal form 1 or 2), and let Ac1 =A-B2BIsooe, 

Ac2 = A - SoSooeC2C2 be the closed-loop matrices, where Sooc and Sooe are the 
solutions of the HCARE and HFARE equations, respectively, and 

So = (J - P -2 SooeSooe) -I. Denote by bi the ith row of B. The H", controller is 

of low authority if for the closed-loop matrix Ac\ one obtains 

Ac1 ==eig(A-diag(BBTSe)· In other words, for the low-authority controller 

one can replace BBT with its diagonal terms. Similarly, for the low-authority 

H", controller one can replace CTC with its diagonal terms, obtaining 

Ae2 == eig(A - SoSe diag(CT C)). 

One can find a positive scalar So such that for IIScl12 ~ So and IISelb ~ So' 

the H", controller is of low authority. For a low-authority controller the 
following property holds: 

Property 10.3 HCARE and HFARE in Modal Coordinates. For the low­
authority H,X) controller the solutions of HCARE and HF ARE in modal 
coordinates are diagonally dominant 

Sooe == diag(sooeh), i = l, ... ,n, (l0.22a) 

and the Hoosingular values are obtained asfollows: 

i = 1, ... ,n. (l0.22b) 



186 Chapter 10 

Furthermore, if A is in the modal form 2, one can use (9.21) and (9.22) as 

replacements for BBT (or cT C). 

Proof The proof is similar to the proof of Property 9.1. The second part follows 
from the diagonally dominant solutions of HCARE and HF ARE. 0 

The diagonal solutions of HCARE and HF ARE are obtained under low­

authority assumption. Often, for low values of the parameter p, some modes do 
not satisfy the low-authority conditions. The HCARE and HF ARE solutions for 
these modes are no longer diagonal, and the total solution is in the block­
diagonal form, as in Fig. 10.3. This block-diagonal form is equally useful in 
applications, since it remains diagonally dominant for the low-authority modes. 
These modes are subjected to truncation in the controller reduction process. 
They are weakly correlated with the remaining modes and small, and that makes 
the truncation stable and the truncation error small. 

System matrix A HCARE/HF ARE solutions 

Values: D zero, D small, medium, II large. 

Figure 10.3. Modal matrix A and HCARE/HFARE solutions for the partially low 
authority Hx> controller. 
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10.6 Approximate Solutions ofHCARE and HFARE 

For flexible structures in modal coordinates, one can use Properties 10.3 and 9.1 
to obtain the Riccati equations (10.5a,b) in the following form: 

KCiS~i +scooi -woli =0, 

KeiS;OOi +seooi -wcli =0, 

where 

Wcli 
Kci = w c2i - -2-' 

P 

i = 1, ... ,n, 

i = 1, ... ,n, 

The solutions of the ith equation are 

_ Pc; -1 
scc<);=--

2Kc; 

where 

and 
Pe; -1 

seoo; =--, 
2Ke; 

(10.23a) 

(10.23b) 

(10.24) 

(10.25) 

(10.26a) 

(10.26b) 

and r jki is the ith Hankel singular value between the jth input and the kth 

output. The Hoo singular values are real and positive for Kci > 0 and Kei > O. 

From (10.23), one obtains KciS~c<); +scc<); = woJ; and KeiS;ooi +seooi = wcli. 

Thus 

for (10.27a) 

and 

for (10.27b) 

Introducing (10.25) to (10.22b) one obtains the approximate Hoo singular values 
as follows: 
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_ J(PCi -1)(Pei -1) 
Pooi= 2 ' 

Ki 
(10.28) 

where 

~ 2 -2 2 -2 2 -4 2 
Ki = Y22i - P Y'2i - P Y2Ii + P Ylli' (10.29) 

Consider a specific case of the equal cross-coupling between the two-inputs 

and two-outputs, i.e., Y12 = Y21' For this case, Pc; = Pei = p, and 

Y'~ = Y;, = YIIY22 , therefore 

P-l 
Pooi =-2-' 

Ki 

-2 
Ki = Y22 - P YII' (10.30) 

Setting P-' = 0 specifies the above results for the H2 systems. Thus for the 

H2 controller Kci = Wc2i' and for Kei = wo2i from (10.25) and (10.26), it 

follows that: 

P2ci -1 
sc2i =---, 

2Wc2i 

s _ P2ei -1 
e2i - 2 ' 

wo2i 
(10.31) 

are the approximate solutions of the modal H2 Riccati equations, and 

(10.32) 

Thus P2i = J sc2ise2i is the ith characteristic value of an H2 system, obtained 

from (10.27) for P-' = 0 

_ J(fi2Ci -1)(fi2ei -1) 
P2i = . (10.33) 

Y22i 

Also, from (10.30) one obtains 

and (10.34) 

for K ci > 0 and K ei > O. 
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10.7 Almost-Hoo-Balanced Modal Representation 

For the diagonally dominant solutions of HCARE and HF ARE in modal 
coordinates see (10.22), it is not difficult to find an approximately balanced 
solution Moo of HCARE and HFARE, which is also diagonally dominant, i.e., 

i = 1, ... ,n. (10.35) 

The modal representation for which the solutions of HCARE and HF ARE are 
approximately equal is called the almost Hoo balanced representation. The 

transformation R from the modal representation (A, ~, B2 , C1, C2 ) to the Hoo 

almost balanced representation (Aabh,Babhl>Babh2,Cabhl>Cabh2) is diagonal 

(10.36) 

and 

(10.37) 

Note that this transformation requires only a rescaling of the input and output 
matrices. 

Indeed the modal representation (A,R-IBl>R-IB2,CIR,C2R) is almost Hoo 
balanced, and the HCARE, HF ARE solution Moo is diagonally dominant in the 
modal almost-balanced coordinates. This is easily proven by noting that the 
solutions of HCARE and HF ARE are Sooch = Rk SoocRh and 
Sooeh = R};ISooeRj;T, and introducing R, as in (10.36), one obtains a balanced 
solution as in Eq.(10.37). Note that the values of Sooci and sooei depend on the 
choice of coordinates, but their product does not. 

10.8 Three Ways to Compute Hoo Singular Values 

The above analysis allows for the computation of the Hoo singular values in three 
different ways. 

1. From the algorithm in Section 10.2. This algorithm gives the exact H", 
singular values. However, the relationship between the Hoo singular value 
and the corresponding natural mode it represents is not explicit. 
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2. From (1 0.22a,b). These approximate values give a straightforward 
connection between Hoo singular values and natural modes. 

3. From (10.28). This is an approximate value related to a specific mode. The 
largest singular values may be inaccurate, but the closed-form equation 
gives an explicit relationship between structural parameters and the singular 
value. 

10.9 Tracking Hex) Controller 

The tracking control problem differs from the regulation problem because 
controller performance depends not only on the plant parameters, but also on the 
tracking command profile (its rate, acceleration, etc.). It is useful to formulate 
the tracking problem such that the requirements are met by definition. One 
important requirement for tracking systems is to maintain zero steady-state 
error. This requirement can be satisfied by upgrading the plant with an 
integrator. This approach was already discussed in the LQG design, Chapter 9. 
An Hoo tracking controller with an integral upgrade is presented in Fig. 10.4. 
This design approach is similar to the LQG tracking controller design presented 
earlier. 

10.10 Frequency Weighting 

Loop shaping pre- and post-compensating filters are needed to meet specified 
performance requirements. Typically, filters are smooth, i.e., their transfer 
function satisfies conditions (4.9), and for smooth filters Property 4.8 is valid. 
This property says that the Hoo norm of a smooth filter in series with a flexible 
structure is approximately equal to the norm of a structure alone with the input 
(output) matrices scaled by the filter gains at natural frequencies. 

Denote by Gi a transfer function of the ith mode Gi with the scaled input 

matrix Bi , see (9.45). One can show that the Hoc norms of both transfer 

functions are approximately equal. 

Property IO.4(a) Hoo Input Filtering. The Heo norm of a structure with a 

smooth input filter is approximately equal to the Roo norm of a structure with a 
scaled input matrix B 

IIGFIL, ~ II OIL ' (10.38) 
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d 

Figure 10.4. Tracking Hoo controller with an integral upgrade. 

where 

n 

C=ICi , (10.39a) 

i=1 

and 
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Proof From Property 4.8 one obtains 

i = 1, ... , n. 

(10.39b) 

(10040) 

o 

Equation (10.38) shows that the application of the input filter for the Hoc 

performance modeling is equivalent to the scaling of the 2 x n input matrix Bi 

with ai' where a i is the magnitude of the filter transfer function at the resonant 

frequency Wi' a i = IF( wi)1 ' see (4.8). 

Property 1 O.4(b) H 00 Output Filtering. The H 00 norm of a structure with a 

smooth output filter is approximately equal to the RX) norm of a structure with a 
scaled output matrix C 

(10Ala) 

where 

n 

G=LGi' (lOAlb) 

i=1 

(IOAlc) 

and 

(IOAld) 

Proof Similar to Property IOA(a). o 

Equation (10041) shows that the application of the output filter for the Hoc 
performance modeling is equivalent to the scaling of the 2 x n output matrix 

Ci with ai' where ai is the magnitude of the filter transfer function at the 

resonant frequency. 
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10.11 The Closed-Loop System 

The state-space equations of the open-loop system follow from (10.3): 

(10.42a) 

(10.42b) 

(10.42c) 

(10.42d) 

and the state-space equations of the central H", controller are as follows, see [53] 
and [25]: 

(10.43) 

where 

(l0.44a) 

(10.44b) 

(l0.44c) 

Defining a new state variable 

(10.45) 

where & = x-x, one obtains the closed-loop state-space equations ill the 
following form 

Xo = Aoxo + Bo W , (10.46a) 

(l0.46b) 

where 
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(l0.47a) 

(l0.47b) 

(l0.47c) 

The block diagram of the closed-loop system is shown in Fig. lO.2. Assuming 

p-1 = 0 in (lO.46) and (10.47), one obtains the H2 system. 

10.12 The Reduced-Order Hoo Controller 

The order of the H" controller is equal to the order of the plant, which is often 
too large for implementation. Order reduction is therefore an important design 
issue. The reduction of a generic Hoo controller is not a straightforward task, 
however an Hoo controller for flexible structures inherits special properties that 
are used for controller reduction purposes. 

10.12.1 The Reduction Index 

The following reduction index is introduced for Hoo controller reduction 
purposes 

(lO.48) 

where r 22i is the ith Hankel singular value of (A, B2 ,C 2)' The index (Too; 

serves as an indicator of importance of the ith mode of the He» controller. If (Too; 

is small, the ith mode is considered negligible and can be truncated. 

F or an H2 system, when p -1 = 0 , one gets (T wi = (T 2i' with 

(10.49) 

The above choice of reduction index is justified by the properties of the closed­
loop system, presented below. 
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10.12.2 Closed-Loop Poles 

Let (Aoo,Boo,Coo) be the state-space representation of the central Hoo controller as in 
(10.6). Defining the closed-loop state variable as in (10.45), one obtains the 

closed-loop modal state-space equations as in (10.46). Divide A" into 

submatrices 

(10.50) 

where 

(IO.5Ia) 

(10.5Ib) 

to prove the following property: 

Property 10.5 Closed-Loop Poles. If 

for i = k + 1, ... , n, (10.52) 

then the ith pole is shifted approximately by 2a OCJj with respect to the open-loop 

location, i.e., 

(10.53) 

Proof In modal coordinates, A is diagonal and the following components are 
diagonally dominant: 

(IO.54a) 

(l0.54b) 

(l0.54c) 
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thus each of the four blocks of Ao is diagonally dominant. If u wi «uwl for 

i = k + 1, ... , n, then the ith diagonal components of AI2 and A21 are small for 

i = k + 1, '" , n. Thus for those components the separation principle is valid and 

gains kci and kei are independent. Furthermore, the ith diagonal block Ani of 

the matrix A22 is as follows: 

(l0.55) 

where Ai is given by (2.30b). Note in addition that soi ~ 1 for U wi «U w] , 

T ~ T 
that f.ic£;iC2iC2i ~ 2SiOJiwo2if.ic£;;!2, and that p B1iB1if.ic£;i ~ 

2SiOJiP-2Wclif.iw/2' Consequently, (l0.55) now becomes 

Ai -2Uw /2 ' or (10.53). 

10.12.3 Controller Performance 

Let the error vector c be partitioned as follows: 

(10.56) 

with cr of dimension nr , c, of dimension n" such that nr + n, = n. Let the 

matrix of the reduction indices be arranged in decreasing order, 

~w = diag(u w]l2 , ... , U wn l 2)' U wi ~ U wi+]' and be divided consistently by c, 

~ = [~wr 0] 
00 0 ~oo,' 

(l0.57) 

where ~wr =diag(uw!l2"",uwkl 2), ~wt =diag(uwk+]l2,···,uwn l 2)· Divide 

the matrix Moo accordingly, Mw = diag(M wr , Mwt). The closed-loop system 

representation (Ao, Bo, Co) is rearranged according to the division of c, i.e., 

B = [Bar] 
a B ' at 

(10.58) 

Hence the closed-loop states of the reduced-order system are now 
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Xo = {:~} and Xr = {;}. (10.59) 

The reduced-order controller representation is (Aor' Bor ' Cor), and let the 

closed-loop system state be denoted by Xr . 

If condition (10.52) is satisfied, the performance of the closed-loop system 
with the reduced-order controller is almost identical to the full-order controller 

in the sense that IIxr -xrlb == O. It follows from (10.54) that for O'ooi « 0'001 

(i = k + 1, ... , n) one obtains IIAotrll == IIAortl1 == 0, and the closed-loop block AO' 

is almost identical to the open-loop block At, i.e., Aot == At. In this case, from 

(10.51) and (10.57), one obtains 

(10.60) 

or,thus xr ==xr · 
The above approximations hold for the controllers with limited damping 

authority, i.e., for the controllers that modify only moderately the system natural 
frequencies. Typically, the modes with largest Hoo singular values do not fall 
under this category, but the modes with the smallest Hoo singular values are 
under low-authority control. Thus the latter modes are the ones that are the most 
suitable for reduction. Therefore the presented reduction procedure is applicable 
in this case. 

10.13 Design Examples 

The Hoo design method is illustrated by the simple flexible system, the truss 
structure, and the Deep Space Network antenna. 

10.13.1 A Simple Structure 

The design of an Hoo controller for a system as in Fig. 1.2 is described. The 

system parameters are as follows: ml = 3, m2 = 1, m3 = 2, kl = 30, 

k2 = k3 = k4 = 6, D= 0.004 K +O.OOIM, where M, K, and D are mass, stiffness, 

and damping matrices, respectively. The control input (u) acts at mass 2 and 

mass 3 in opposite directions. The first disturbance (wI) acts at mass 2 and 

mass 3 in opposite directions, with an amplification factor of 3, the second 
disturbance (w2) acts at mass 2, and the third disturbance (w3) is the output 



198 Chapter 10 

noise. The output (y) is a displacement of mass 2, and the controlled outputs 

(zJ ,z2, and z3) are the displacement of mass 2 with an amplification factor of 

3, a rate of mass 3, and an input u. Thus: 

0 0 0 0 

0 0 0 0 

0 0 0 0 
BJ == 

0 0 0 
B2 == 

0 

3 0 

0 -1.5 0 -0.5 

C, ~[~ 
0 0 0 

~J 0 0 0 3 C2 == [0 0 0 0 1 0], 

0 0 0 0 

and D~ == D2I == [0 o 1]. 

The parameter p is determined, obtaining p = 7.55. The H"" singular values, 
the exact and approximate obtained from (10.28), are shown in Fig. 10.5, 
showing good coincidence for the two smallest values. The open- and closed­
loop impulse responses are shown in Fig. 1O.6(a) (from the first input to the first 
output), and the magnitudes of the transfer function of the open- and c1osed­
loop systems are compared in Fig. 1O.6(b), showing significant vibration 
suppression. 

::t 

1 0 .-----------~----------~----------~--------__. 

8 

6 

4 

2 

°O·L-----------~--------~2~----------~3----------~4 

mode number 

Figure 10.5. Exact (0) and approximate (.) Hoo singular values of a simple system. 
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50 
time, S 

(b) 
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frequency, rad/s 

Figure 10.6. A simple system: (a) open- and closed-loop impulse responses; (b) 
magnitudes of the open- and closed-loop transfer functions. 
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Figure 10.7. Reduction index of the simple system. 

The controller is reduced, and the reduction indices are shown in Fig. 10.7. 
The third mode index is small, hence the controller order is reduced from 6 to 4 
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states. The obtained closed-loop system is stable, with comparable performance, 
as confirmed with the impulse responses of the full and reduced controller in 
Fig. 10.8 (from the first input to the first output). 

10.13.2 The 2D Truss 

The design of the H", controller for the 2D truss structure, as shown in Fig. 1.3, 
is presented. The structural model has 16 modes, or 32 states. The control input, 
u, is applied to node 4 (vertical direction), the controller and the output y is 
collocated with u. The disturbances act at the input u with amplification factor 
of 90, and at node 10 (horizontal direction). The performance output z is 
measured at output y, and at node 9 (horizontal direction). 

In Fig. 10.9 the system H", singular values are compared with the 
approximate ones, obtained from (l0.28). Similarly to the previous example, the 
small values show good coincidence and the large values diverge. This property 
is explained by the fact that for the largest singular values the closed-loop modal 
damping is large enough to diverge from the low-authority conditions. 
Nevertheless, this is not a significant obstacle, since only small H", singular 
values are used to evaluate the modes subjected to reduction. 

0.3 
Q) 

Ul 
c 0.2 
0 
a. 
Ul o . 1 
Q) ... 
Q) 

0 .!!!. 
;:) 

a. 
- 0 . 1 E 

-0.2 

0 1 0 20 30 40 50 
tim e. s 

Figure 10.8. Impulse responses of the full (solid line) and reduced (dashed line) Hoo 
closed-loop system. 

Next, the H", singular values (0), the H2 singular values (e), and the Hankel 

singular values Ylli (0) are compared in Fig. 10.10, showing that Properties 

10.1 and 10.2 hold. The critical value isp=125.1. 
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Open- and closed-loop impulse responses and magnitudes of the transfer 
functions are compared in Fig. 10.11, showing improved closed-loop 
performance. 
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Figure 10.9. Exact (0) and approximate (e) Hoc singular values of the 2D truss. 
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Figure 10.10. Hoc (0), H2 (e), and Hankel singular values (0) of the 2D truss. 
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Figure 10.11. The 2D truss: (a) open-loop (solid line) and closed-loop (dashed line) 
impulse responses; and (b) magnitudes of the open-loop (solid line) and closed-loop 
(dashed line) transfer functions. 
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The H", reduction indices are shown in Fig. 10.12. The H", reduction index 

satisfies the condition in (10.52) for k = 6, ... , 16, i.e., (J" ook «(J" 001. Hence the 

reduced controller contains five modes. Indeed, the controller with five modes 
(of order 1 0) is stable, and its performance is almost identical to the full-order 
controller, since the closed-loop impulse responses of the full-order (see Fig. 
10.1 1 (a)) and reduced-order controllers overlap. 

10.13.3 Filter Implementation Example 

Consider the 3 D truss with a filter as in Section 9.11.3. An equivalent structure 
with filter was obtained by scaling the disturbance input, according to (10.38), 
and the magnitude of its transfer function is shown in Fig. 9.13 (dashed line). It 
is clear from that figure that the structure with the filter, and the structure with 
the scaled disturbance input have very similar frequency characteristics, and 

their norms are as follows: IIGII", = 2.6903 for the structure with the filter, and 

IIGt = 2.6911 for the structure with the scaled disturbance input. 

Two frequency weighted H", controllers for this structure were designed. The 
first one is based on a structure with a filter, while the second is based on a 
structure with scaled input matrix. The open- and closed-loop transfer functions 
are shown in Fig. 10.13. The closed-loop performance of the structure with the 
filter, and with the scaled input, is almost identical. The closed-loop H", norms 

are as follows: "Gelt = 0.09681 for the structure with the filter, and 

iiGclt = 0.09676 for the structure with the scaled disturbance input. 

10.13.4 Deep Space Network Antenna with Wind Disturbance 
Rejection Properties 

A significant portion of the antenna tracking error is generated by the 
antenna vibrations excited by wind gusts. The LQG controller designed in 
Section 9.11.4 improved its tracking, but the disturbance rejection properties not 
addressed in the design process are rather moderate. The Hoo controller allows 
for addressing simultaneously its tracking and disturbance rejection properties, 
as shown in the following. 

In [35] the wind spectra were determined from the wind field data. For the 
antenna model in the modal representation the wind filter is added by 
appropriate scaling of the input matrix B] of the antenna. The scaling factors 
are the filter gains at the natural frequencies of the antenna. 
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Figure 10.13 . Magnitudes of the open-loop (solid line) and closed-loop transfer 
functions (with filter - dashed line, and with equivalent weights - dotted line). 

10' 

'" 10° 
'0 
.2 
'c 
Cl 

~ 10-' 

------"~. . .. . . . 
, 'I', 
I ' ,1, 
I I ,. \ 

11\.' "\ 
fir I , ' , .... ~ \ 

10.2 

10-2 10-' 10' 
frequency, Hz 

10° 

....... -
............ -_ ... _ .................................................... ~ 

10 -' --_ ...... ......... ....... 

'" '0 
.2 10-2 'c 
Cl 
<1l 
E 

10-3 

10-· 
10-2 10 ' 

frequency, Hz 

Figure 10.14. Magnitudes of the azimuth transfer functions of the Hoo (solid line), and 
LQG (dashed line) controllers: (a) from the command input to the encoder output; and 
(b) from the wind disturbance input to the encoder output. 
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Figure 10.15. The azimuth tracking error due to wind gusts of the Hoc> (solid line), and 
LQG (dashed line) controllers. 

The Hoc> controller for the azimuth axis was simulated, and its tracking 
performances are compared with the LQG controller performance using their 
transfer functions from the command input to the encoder output, see Fig. 
10.14(a). The plot shows improved tracking performance of the Hoc controller 
(the bandwidth is 2.2 Hz for the Hoc> controller and 1.2 Hz for the LQG 
controller). The wind disturbance rejection properties are illustrated by the 
transfer functions from the wind disturbance input to the encoder output, Fig. 
1O.14(b), and by the simulated wind gusts action on the antenna in Fig. 10.15, 
where the tracking errors of the Hoc> and LQG controllers are plotted. In Fig. 
I 0.14(b) the Hoc> controller disturbance transfer function is about a decade lower 
than the LQG controller, showing improved disturbance rejection properties of 
the Hoc> controller. This is confirmed by the plot of the tracking error in a 50 
kmlh wind, see Fig. 10.15. The rms encoder error of the LQG controller is 0.70 
mdeg, while the error of the Hoo controller is 0.12 mdeg, showing an almost six­
fold improvement. 
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Matlab Functions 

The following Matlab® functions are given in this appendix: 

• realdiag, for the determination of the modal form 2 of the state-space 
representation; 

• baC op _loop, for the determination of the open-loop balanced 
representation; 

• norm _2, for the determination of modal H2 norms; 
• norm _in/, for the determination of modal Hoc> norms; 
• norm_Han, for the determination of modal Hankel norms; 
• bal_ LQG, for the determination of the LQG balanced representation; and 
• baCH_in/, for the determination of the H", balanced representation. 

These functions use the following standard Matlab routines: are, cdj2rdf, inv, 
lqe, lqr, lyap, norm, size, sqrt, svd. 

A.I Transformation to the Modal Representation 

% function [Am,Bm,Cm,Vm]=realdiag(A,B,C); 
% This function finds the modal state-space representation of form 2 
% The diagonal blocks of Am are in increasing order of imaginary part 
% of the eigenvalues of A 
% Vm is the transformation matrix from (A,B,C) to (Am,Bm,Cm) 
% 
function [Am,Bm,Cm, Vm]=realdiag(A,B,C); 
% 
!V,D]=eig(A); 
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[x,in}=sort(diag(abs(D))); 
D=D(in,in); 
V=V(in,in); 
B=B(in,:); 
C=C(:,in); 
[Vm,Am}=cdj2rdf(V,D); 
Bm=inv(Vm) *B; 
Cm=C*Vm; 
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A.2 Open-Loop Balanced Representation 

% function [Ab,Bb,Cb,Gamma,R]=bal_opJoop(A,B,C); 
% This function finds the open-loop balanced representation (Ab,Bb,Cb) 
% so that controllability (Wc) and observability (Wo) grammians 
% are equal and diagonal: 
% Wc=Wo=Gamma 
% 
% Input parameters: 
% (A,B,C) 
% 
% Output parameters: 
% (Ab,Bb,Cb) 
%R 
% Gamma 
% 

- system state-space representation 

- balanced representation 
- transformation to the balanced representation 
- Hankel singular values 

function [Ab,Bb,Cb,Gamma,R}=baCop_ioop(A,B,C); 
% 
Wc=!yap(A,B*B'); 
Wo=!yap(A',C'*C); 
[Uc,Sc, Vc}=svd(Wc); 
[Uo,So, Vo}=svd(Wo); 
Sc=sqrt(Sc); 
So=sqrt(So); 
P=Uc*Sc; 
Q=So*Vo'; 
H=Q*P; 
[V, Gamma2, U}=svd(H); 
Gamma=sqrt(Gamma2) ; 
R= P * U*inv(Gamma); 
Rinv=inv(Gamma) * V'*Q; 
Ab=Rinv*A *R; 
Bb=Rinv*B; 
Cb=C*R; 

% controllability grammian 
% observability grammian 
% SVD of the controllability grammian 
% SVD of the observability grammian 

% Hankel matrix 
% SVD of the Hankel matrix 
% Hankel singular values 
% transformation matrix R 
% inverse of R 

% balanced representation (Ab,Bb,Cb) 
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A.3 H2 Modal Norm 

% function nonn=nonn _ 2( om,z,bm,cmq,cmr,cma); 
% 
% This function finds approximate Hz nonn 
% for each mode of a structure with displacement, rate, and acceleration sensors 
% 
% Input parameters: 
% om - vector of natural frequencies 
% Z - vector of modal damping 
% bm - modal matrix of actuator location 
% cmq - modal matrix of displacement sensor location 
% cmr - modal matrix of rate sensor location 
% cma - modal matrix of accelerometer location 
% 
% Output parameter: 
% nonn - Hz nonn 
% 
function norm=norm_2(om,z,bm,cmq,cmr,cma); 
% 
om2=diag(om. *om); 
bb=diag(bm*bm'}; 
cc=diag(cma'*cma*om2+cmr'*cmr+cmq'*cmq*inv(om2)); 
h=sqrt(bb. *cc)/2; 
h=h./sqrt(z); 
norm=h./sqrt( am); 

AA IL Modal Norm 

% function nonn=nonn _inf( om,z,bm,cmq,cmr,cma); 
% 
% This function finds approximate Hoo nonn 
% for each mode of a structure with displacement, rate, and acceleration sensors 
% 
% Input parameters: 
% om - vector of natural frequencies 
% Z - vector of modal damping 
% bm - modal matrix of actuator location 
% cmq - modal matrix of displacement sensor location 
% cmr - modal matrix of rate sensor location 
% cma - modal matrix of accelerometer location 
% 



% Output parameter: 
% norm - R" norm 
% 
function norm =norm _inf( om,z, bm, cmq, cmr, cma); 
% 
om2=diag(om. *om); 
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bb=diag(bm*bm'); 
cc=diag(cma'*cma*om2+cmr'*cmr+cmq'*cmq*inv(om2)); 
h=sqrt(bb. *cc)l2; 
h=h.lz; 
norm=h.lom; 

A.5 Hankel Modal Norm 

% function norm=norm _han( om,z,bm,cmq,cmr,cma); 
% 
% This function finds approximate Hankel norm 
% for each mode of a structure with displacement, rate, and acceleration sensors 
% 
% Input parameters: 
% om - vector of natural frequencies 
% Z - vector of modal damping 
% bm - modal matrix of actuator location 
% cmq - modal matrix of displacement sensor location 
% cmr - modal matrix of rate sensor location 
% cma - modal matrix of accelerometer location 
% 
% Output parameter: 
% norm - Hankel norm 
% 
function norm =norm _ han( om,z, bm,cmq,cmr,cma); 
% 
om2=diag(om. *om); 
bb=diag(bm*bm'); 
cc=diag(cma'*cma*om2+cmr'*cmr+cmq'*cmq*inv(om2)); 
h=sqrt(bb. *cc)/4; 
h=h.lz; 
norm=h.lom; 
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A.6 LQG Balanced Representation 

% function [Ab,Bb,Cb,Mu,Kpb,Keb,Qb, Vb,R]=bal_ LQG(A,B,C,Q,R, V, W) 
% 
% This function finds the LQG balanced representation (Ab,Bb,Cb) 
% so that CARE (Sc) and FARE (Se) solutions are equal and diagonal: 
% Sc=Se=Mu 
% 
% 
% Input parameters: 
% (A,B,C) - system state-space representation, 
% Q - state weight matrix, 
% R - input weight matrix, 
% V - process noise covariance matrix, 
% W - measurement noise covariance matrix. 
% 
% Output parameters: 
% (Ab,Bb,Cb) - LQG balanced representation, 
% R - LQG balanced transformation, 
% Mu - balanced CARE, FARE solution 
% Qb - balanced weight matrix, 
% Vb - balanced process noise covariance matrix, 
% Kpb, Keb - balanced gains. 
% 
% 
function [Ab,Bb, Cb, Mu, Kpb,Keb, Qb, Vb,Rj=bal_ LQG(A,B, C, Q,R, V, W) 
% 
VI=V; 
RI=R; 
[nl,n2j=size(A); 
[Kp,Sc,ecj=lqr(A,B,Q,R); 
[Ke,Se,eej=lqe(A,eye(nl),C, V, W); 
[Uc,Ssc, Vcj=svd(Sc); 
Pc=sqrt(Ssc)*Vc'; 
[Ue,Sse, Vej=svd(Se); 
Pe= Ue *sqrt(Sse); 
H=Pc*Pe; 
[V,Mu, Uj=svd(H); 
mu=sqrt(Mu); 
R=Pe*U*inv(mu); 
Rinv=inv(mu) * V'* Pc; 
Ab=Rinv*A*R; 
Bb=Rinv*B; 
Cb=C*R; 

% solution of CARE 
% solution of FARE 

%Pc 

%Pe 
%H 
%SVDofH 

% transformation R 
% inverse of R 

% LQG balanced representation 
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Qb=R'*Q*R; 
Vb=Rinv*VI *Rinv'; 

% balanced weight matrix 
% balan. process noise coy. matrix 

[Kpb,Scb, ecb j=lqr( Ab,Bb, Qb, RI); 
[Keb,Seb,eebj=lqe(Ab,eye(nl),Cb, Vb, W); % balanced gains 

A.7 Roo Balanced Representation 

% function [Ab,Bb 1 ,Bb2,Cb 1 ,Cb2,Mu _inf,R]=bal_ H _inf(A,B 1 ,B2,C 1 ,C2,ro) 
% 
% This function finds the H_infbalanced representation 
% (Ab,Bbl,Bb2,Cbl,Cb2) 
% so that HCARE (Sc) and HFARE (Se) solutions are equal and diagonal 
% Sc=Se=Mu inf 
% 
% Input parameters: 
% (A,Bl,B2,Cl,C2) - system state-space representation 
%ro 
% 

- parameter in HCARE and HF ARE 

% Output parameters: 
% (Ab,Bb 1 ,Bb2,Cb 1 ,Cb2) 
%R 
%Mu 
% 
% 

- H jnf balanced representation, 
- H jnf balanced transformation, 
- balanced HCARE, HF ARE solution, 

function [Ab,Bbl,Bb2,Cbl,Cb2,Mu_inf,Rj=bal_H_inj(A,BI,B2,CI,C2,ro) 
% 
[nl,n2j=size(A); 
Qc=CI'*CI; 
gi= lI(ro*ro); 
Rc=B2*B2'-gi*BI *BI '; 
[Sc,scl,sc2, wellposedcj=are(A,Qc,Rc, 'eigen'); 
Qe=BI*BI '; 
Re=C2 1*C2-gi*CI '*CI; 
[Se,sel ,se2, wellposef)=are(A I, Qe,Re, 'eigen'); 
% 
if(norm(imag(Se)) > le-61 norm (imag(Sc)) > le-6) ... 
disp('non-positive solution);end 
% 
[Uc,Ssc, Vcj=svd(Sc); 
Pc=sqrt(Ssc)*Vc '; 
[Ue,Sse, Vej=svd(Se); 
Pe=Ue*sqrt(Sse); 

% HCARE solution 

% HF ARE solution 

%Pc 

%Pe 
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N=Pc*Pe; 
!V,Mu _in/, UJ=svd(N); 
mu _inf=sqrt(Mu _inf); 
R=Pe*U*inv(mu_inf); 
Rinv=inv(mu _inj) * V'* Pc; 
Ab=Rinv*A*R; 
Bbl=Rinv*Bl; 
Bb2=Rinv*B2; 
Cbl=Cl*R; 
Cb2=C2*R; % H" balanced representation 
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Structural Parameters 

This appendix provides the parameters of the 2D truss and the Deep Space 
Network antenna. They allow the reader to check the methods and to exercise 
herlhis own ideas and modifications. No result is final, no approach is perfect. 

B.l Stiffness and Mass Matrices of the 2D Truss 

Mass matrix, M: 

M = diag( 0.41277, 0.41277, 0.41277, 0.41277, 0.41277, 
0.41277,0.23587,0.23587,0.41277,0.41277, 
0.41277,0.41277,0.41277,0.41277,0.23587, 
0.23587). 

Stiffness matrix, K: 

where 
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KI = 106 X 

[ 3.024 -1 0 0 0 0 0 0 
0 1.909 0 0 0 0 0 0 

-1 0 3.024 0 -1 0 0 0 
0 0 0 1.909 0 0 0 0 
0 0 -1 0 3.024 0 -1 0 
0 0 0 0 0 1.909 0 0 
0 0 0 0 -1 0 l.512 -0.384 
0 0 0 0 0 0 -0.384 1.621 
0 0 -0.512 0.384 0 0 0 0 
0 -l.333 0.384 -0.288 0 0 0 0 

-0.512 -0.384 0 0 -0.512 0.384 0 0 
-0.384 -0.288 0 -l.333 0.384 -0.288 0 0 

0 0 -0.512 -0.384 0 0 -0.512 0.384 
0 0 -0.384 -0.288 0 -l.333 0.384 -0.288 
0 0 0 0 -0.512 -0.384 0 0 
0 0 0 0 -0.384 -0.288 0 -l.333]; 

K2 = 106 X 

[0 0 -0.512 -0.384 0 0 0 0 
0 -1.333 -0.384 -0.288 0 0 0 0 

-0.512 0.384 0 0 -0.512 -0.384 0 0 
0.384 -0.288 0 -l.333 -0.384 -0.288 0 0 
0 0 -0.512 0.384 0 0 -0.512 -0.384 
0 0 0.384 -0.288 0 -l.333 -0.384 -0.288 
0 0 0 0 -0.512 0.384 0 0 
0 0 0 0 0.384 -0.288 0 -l.333 
3.024 0 -1 0 0 0 0 0 
0 1.909 0 0 0 0 0 0 

-1 0 3.024 0 -1 0 0 0 
0 0 0 1.909 0 0 0 0 
0 0 -1 0 3.024 0 -1 0 
0 0 0 0 0 1.909 0 0 
0 0 0 0 -1 0 1.512 0.384 
0 0 0 0 0 0 0.384 1.621 ]; 
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B.2 State-Space Representation of the Deep Space 
Network Antenna 

The state-space representation (A, S, C) of the Deep Space Network antenna in 

azimuth axis motion was obtained from the field test data. The foJlowing are the 
state matrices after reduction to 18 states. The state matrix A is in block­
diagonal form. The first two diagonal entries are scalars, and the remaining 
eight diagonal blocks are of dimension 2 x 2. 

A = diag( 0 
-1.104067 

-0.348280 10.099752 
-10.099752 -0.348280 

-0.645922 12.561336 
-12.561336 -0.645922 

-0.459336 13.660350 
-13.660350 -0.459336 

-0.934874 18.937362 
-18.937362 -0.934874 

-0.580288 31.33133 
-31.331331 -0.580288 

-0.842839 36.140547 
-36.140547 -0.842839 

-0.073544 45.862202 
-45.862202 -0.073544 

-3.569534 48.508185 
-48.508185 -3.569534); 
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B = [ 1.004771 
-0.206772 
-0.093144 

0.048098 
0.051888 
1.292428 

-0.024689 
0.245969 

-0.234201 
0.056769 
0.540327 

-0.298787 
-0.329058 
-0.012976 
-0.038636 
-O.0314l3 
-0.115836 

0.421496]; 

C = [1.004771 -0.204351 0.029024 -0.042791 -0.322601 -0.545963 
-0.098547 -0.070542 0.113774 0.030378 0.058073 0.294883 

0.110847 -0.109961-0.022496 -0.009963 0.059871 -0.198378]. 
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