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FORIIWORD

The purpose of this handbeok is ton provide a text ard reference material
in Sys.em Analysis and Cost-Effectiveness. 1t is Intended for thuse tec nnical,
scientifilc, management, and administrative personnel who are responsidle for
preparing Information, making decisions or reviewing decisions mad. by cthers
regarding life-cycle cost, system effectiveness (availability, dependabiiity,
capability), or trechrical feasibility of 2 system or cquipment at any phase
in {te 1ile cycle. It is {immediatrly wuseful to personnel whn are familiar
wich 2z system or equipment under studv but are not famlliar with the method-
_ology and techniques of System Analysis and Cost-Effectiveness.

The handbook consists of fouv chapters: (1) an introduction to the con-
cept of system analysis and cost-effectiveness; (2) a bhasic frameworl, or
general methodological approach, for conducting and reviewing cost-effectiveness
or system analysis studies; (2) a sct of techniases (linear programuing, queve-
in; theory, eimulation, etc.) that can be used for performing cost-effectiveness
and system analysis studies; and (4) a review of the basic maticamatical ond sta-
t.stical concepts that underlie the scientific approach in the system analvsis/
cost-effectiveness process.

The haadbook was originally written by ARINC Research Corporation, 2551 Riva
Road, Annapolis, Maryland 21401, 1in response to line item 0003 Exhibit A0O02 of
Contract Number DAABO7-68-C-0056 for the Systems/Cost Analysjs Office., U. & Army
Electronics Command, Fort Monmouth, New Jersey 07703. Messrs. J. A. Macinko
and R. J. Sanford were the USAECOM Project Engineers and Mr. D. P. Salvano, Chi.f,
Systems Evaluation Division, was the Project Advisor. It is now being published
as an AMC handbook in this series designated AWMCP 706-191.

The handbooks are readily available to all clements of AMC including person~
nel and contractors who have a need and/or requirement. The U,S., Army Materiel Com-
mand policy is to release these Engineering Design Handbooks to other DOD artivi-
ties and their contractors, and other Government agencies, in arcorcdancz with
current Army kegulation 70-31, 9 September 1966, Procedures for acquiring these
handbooks follow: :

8. Activities within AMC and other DOD apencles should direct their requestsa
on an official form to:

Commanding Officer

Letterkenny Army Depot

ATTN: AMXLE-ATD

Chambersburg, Pennsylvania 17201

—
—ian
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b. Contractors who have Department of Defense contracts should submit
their requests, through their ccncracting officer with proper justification,
to the address indicatec in paragraph a.

c. Government agencics other than DOD having need for the handbooks
may submit their request directly to the Letterkenny Army Depot, as indicated
in paragraph a, or to:

Commanding General
U. S. Army Materiel Command

ATTN: AMCAM-ABS
Washington, D. C. 20315

d. Industries not having a Government contract (this {néludes Universities)
must forward theilr requests to:

Command Ing General

U. S. Army Materiel Command
ATTN: AMCRD-TV

Washington, D. C. 20315

e. All foreign requests must be submitted through the Washington, D. C.
Embassy to:

Assistant Chief of Staff for Intelligence
Foreign Liaison Office

Department of the Army

Washington, D. C. 20310

All rcquests, other than those originating within the DOD, must be accom-
panied by a valid justification.

Comments and suggestions on this handbook are welcome and should be
addressed to Army Rescarch Office-Durham, Box CM, Duke Station, Durham, North

Carolina 27706,
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CHAPTER 1
INTRODUCTION

1.1 DEFINITIONS OF SYSTEMS ANALYSIS

Generally speaking, the nomenclature of Systems Analysis can beAappiied to
any systematic approach that compares alternate means of attaining a specified
objectiva. The specific techniques and methodologies may differ depending on
the many factors of each study; those inherent due to the class of problem
and those imputed because of problem variation from & "classic case". However,
all of the generic classes of Systems Analysis studies have the common feature
of systematically examining all classes of problems, whether simple or complex.
The application of System Analysies processes are directed towards supplying
the decision-makers with maximum information, quantified when possible, in
order to help them in selectirg preferred alternatives to the attainment of
the stated objective. Also, when no alternative means are clearly visible, -
the precess is capable of imparting cogent information which can be utilized in
the formulation of new alternatives.

The concept of Systems Analysis has received considerable attention tirough-
out Department of Defense areas of interest; Army, Nevy, Marine Corp, and Air
Force. However, the subject and applicability are not exciusively military
orfented. Extencive use of Systems Analysis has been utilized by non-military
activities, both in-house governmental agencies as well as the pr!*ate sector .
of the economy. '

Materiel Systems Analysis has been defined by the United States Army
Materiel Commnand as follows:l i ‘

1. Materiel Systems Analysis - A generic term which implies both a
« technique and u function which, for the purposes of thls regulation,
are defined as follows:

a. As a tachnique -~ involives the analytic investigation and quantita-
tive appraisal and comparison of materiel programs or courses of action in
terms of the effectiveness, improvement coefficlient cr cost benefit expected
versus the costs afther required or anticipated to be incurred. QGenerally,

1l

AMCR 11~1;“iesearch‘hnd Development Materiel Systems Analysis; U. S. Army

Materiel Command, Headquarters, Washington, D. C., 21 April 1970.

1-1
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for Systems Analysis for materiel items or programs, the benotits and costs
of concern are conslderad on a “1life cycle™ basis. Systeme Analysis, aB
a technlique, may be applied at any point in the life cycle,

b. As a function -- lnvolves the staft and operation uctivity rniecescary
and required to discharge the AMC requirement and responsibilities for Sys-
tems Anelysis in an organized fashlon and to fix responsibility. In general,
the conduct of the Systems Analysit function takes the form of studies,
projects, and investigations involving the technique described above and’
the application of modern analyti~zs and:costing procgdures; The studies,
projexts, and investigations comprising the function of Systems Analysic
may variously takaz the form and title of cost-effectiveness, parametric
design/cost-effectiveness (PD/CE), cost-benefit, cost and performance,
trade~off, optimum mix, and guantitative inventory mix studies and analy-
ses; product-improvement determinations; and qualitative assessments of
approaches in functional activities and programs, The techniques of Sys-
tems Analysis,are equally applicable to all of the above. As « function,
Systems Analysls seeks to aild the decision making process throughout the
1life cycle of materiel programs.

1.2 SEFINITION OF COST-EFFECTIVENESS

1.2.1 Cost-Effectiveness Analysic {study) has been defined by the United States
Army Materiel Command as follows:

"Cost-effectiveness anaiysis (study) - The process of comparing alternative
solutions to mission requirements in terms of value received (effective-
ness) for the resources expended (costs)"

.2.2 Cost-effectiveness, (C-E} in generic usage, i3 interpreted as a measure
ﬂefined implicitly or explicitly by a declsion-maker of the beneflts to ve
derived frcm and the resources expended on a system.3

This can be‘functionally expressed as:

. C-E = £ (benefits derived; resources expended)

1.3 SACKGROUND AND NISTORY OF SYSTEMS ANALYSIS AND COST-EFFECTIVENESS

1.3.1 History of Systems Analysis

Present day use of the word "Systems Analysis™ is varied, depending on tre
user. The chronology of its constituent elements could (at least) regress ‘o

Iv1d _ '
3Malteae, Jasper; ARINC Research Monograph No. 12., System Cost-Effectiveness;
Bssie Concepts and Framework for Analysis - ARIWC Roroarch Corp., Annnpo]ir.

Md., January 1967; p.9.
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Aristotellian logic; then to the formulation of methods and procedures of scilence
during the Renulasance{(lhth—l?th centuries); Fredrick W. Taylor's inception of
Scientifric Management;‘ sporadic use of statistical decision making in certain
world War I ahudiéas and introduction of a sclentific method consisting of
obJectives, constraints, configuration, celaction, implementation, evaluation,
feedback and conclusion - known by college atudents for years as & format for
problem solving. R ST

The nearest historical milestone (within the generic context of Systems
Analysis) that has major import to the ultimate definition is the development
and use of operations research in Great Britain during World War II. These
operations research studies were devoted to early warning systems, anti-aircraft
gunnery, anti-submarine warfare, civilian defense and conduct of bombing raids.

A group consglsting of Professor P,M,8. Blockett, thiee physiologists, two
mathematical physicists, one astro physicist, an Army officer, one surveyor,
a general physicist, and two mathemuticians utilized the mixed-group approach
in solving operational problema.s This philosophy is certainly inherent in
what we now call Systems Analysis, with the inter-disciplinary group being
necessitated by both the complcxity of the problem end its means of solution.

The main difficulty in describing what "Systems Analysis" is and is not
can be gleaned from the newly developed classifications of analytical activities
which have emerged, namely: operations analysis, operatlons research, systems
research, systems engineering, cost-effectiveness and management science.

It is most difficult to determine what the exact definitlon of each is and
which one of the subject titles subsumes the others.*

_uTaylor, F. W., Scientific Management; Harver & Bros., New York, 19u7

Trefethen, F, N., Oﬁerations Research for Management; The John Hopkins Press,
Daltimore, Md,, 195

bFLagle, C., et.al.,, Operations Research & Systems Engineering; The John Hopkins
Press, Baltimore, Md., 1960, p.19.

In order to explore areas of difference in understanding about Operations
Research and Systems Engineering activities, it would be well for the reader
to refar to the fcllowing books and periodicals:

Bronowski, J.; Scientific American, Vol. 185, October 1951, PP:75-77.

Margol, R.E.; Mechanical Engineering, Vol. 79, No. 9, September 1957,
pp.590-91.

Flagle, C., st.al.; Operations Research & Systeme Engineering: The John
Hopkins Press, Baltimore, Md., 1960, p.19.

Hall, A, D.; A Methodology for Systems Englneering; D. Van Nostrand CO.,
Inc., Princeton, New Jersey, 1962,

1-3
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After World War II, the RAND Corporation interpreted wodponp systems analy-
s8ls ag a description of those studies which did not han clearly definod inputs
for given objectives and whose future uncertainties were recognized to be less
well defined than those of earlier studies.

-

The post war studies in weapons systems analysis by RAND and other companies
is the genesis of the term Systems Analysis. Cherles Hitch, formerly of RAND,
became Assistant Secretary of Defense, Comptroller 1. 1961 and introduced the
concept of Systems Analysis within the Department of Defense.

Sinze 1961, the term Systems Analysis has teen used by DoD to describe both
the philosophy end some of the techniques and methodology appliceble tc deferise
programming and budgeting. ’

In Analysis for Military Decisions, E, S, Quade describes System Analysis,

"While it does make use of much of the same mathematics (as operations
-research) - it ia assoclated with that class of problems where the aiffi-
culty lies in deciding what ought to be done - not simply hoﬁ‘tq do 1it.

The total analysis is thus likely to be a more complex and less neat
and tidy procedure, one seldom suitable for quantitative optimization.
In fact, the process is to a large extent synthesis: the environment will
have to be forecast, the alternatives designed and the operatidnai laws
invented. Thus with a systems anélysis,'one associates "brcad”, "long
range", "high level"”, "choice-of-objectives”, problems and "choice of
strategy", "qualitative judgment™ and "Assistance to logical thinking".7

In a later definiticn, E, S, Quade states:

"System Analysis - a systematic approach to helping a decision-maker
choose u course of action by investigating his full problem, searching
out objectives and alternatives and comparing them in light of their
consequences, using an appropriate framework - insofar as possible,

gnalytic - to bring expert judgment and intuition to bear on the prob- '
lem." ' '

This latter more explicit view of System Analysis seems to be necessary
in view of the increasing sophistication of technical programs and studies
which continually cause the decision-maker(s} to need more capacity for under-
standing and recommending the "best approach”. The nature of svstems analvsis
and its objectives are ained towards this goal,

Most of the material presented above relates to the historyv and interpre-
tation of systems snalysis as viewed by DoD.

76;ade, E. 5., Analysls for Military Decisions; Defense Documentation Center,

Alexandria, a., AD 453887, November 1964, p.7.

2} )

“Originally appeered in the boox SYSTEMS ANALYSIS AND POLICY PLANNING, Applica-
tions in Defense, Edited by E, 8. Guade and W, I, Boucher; Published in 106%
by American Elsevier Publishing Company, Tnc. '

1-4
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Nonmtlitary use of Systems Analysls has, today, culminated in dovelopment
of management 1nrormationmsystems. These MIS are the final output of the efforts
of Systems Analysis with the same stipulated objective as DoD programing -
that ¢t providing the maximum cogent information to a decision-maker for v given
purpose, .

Nonmilitary organizations, generally, do not have the inherent comple. .ty
of determining the optimum solutlon to a national defense rosture for a given
time period, but do have relatively high order of complex problems in such
areas as space, management sclence, planning and forecasting, resources manage-
ment, product line mixes, transportation, communications and participation in
soclial welfare programs.

As can readlly be seen, the problems are somewhat similar in total objec-
tive -- The best decision. However, some of the factors alding utility in
civilian Systems Analysis are: costs are more readily determinable; competition
acpects are more quantified and the technology is at hand (or can be determined
within closer 1limits than can that of the military).

The stated aim of materilel Systems'AnalysisAié to insure that the Army
can accomplish its mission within the level of effectiveness specified and with .
the minimum expenditure of resources. *

This goal encompasses resource manasgement; and although costs have been
implied in the foregoing discussion, 1t now becomes necessary t0 determine how
they were derived and how they interface with Systems Analysis.

1.3.2 History of Cost.Effectiveness

Throughout history, man has reckoned wilh the coil. of the item he acquired.
Somehow, through mutual agreement, or other philosophy, man decided what the
payment (cost) should be for what he received.

Early Greek philosophy gave us the word Economics - then defined as house~
hold management - whlch,.today, 1s designated as the branch of social science
dealing with the description and analysis of the productién, distribution and
consumption of goods and services.

Economic philosophy started with tne "philosophists schocl) Aristotle
and St. Thomas Acquinas (comprehensive codlification of "Jjustaprice"), then
to the modern age economists and the "classical school" (Adam Smith, John
Stuart Mill, et.al.), then the "Utopian Soclalists” (Robert Owen) and ®Scien-
tific Socinllsts” (Karl Marx),
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Teday muat eccnomie theory 1o classifled uas belng neo-ciassical synthesis, AH%
Loeoy o marrlags: between nle ro and macroeconomices, ?i jﬁ 5
The cvsenoe ol *neo-cliutsical synthesis {5 the modern day interpretation
[$
ol esonerte waalysis,  In terns of I, M, Keynes:)
"The object of our analysis is not to provide a machine or method of .

blind manipulation which will furnish ar infallible answer, but to pro-
v1ide curselves with an organlzed and orierly method of thinking out our
particulur problems: and, after we have reached a‘provisional conclusion
ty tsolating the complicating factors one by one, we then have to go
back on ourselves and allow, as well as we can, for the probable inter-
actlons of the factos amongst themselves. This is the nature of
economic thinking.”

Interprecation of the above-mentioned cconomi~ philosophy certainly shows
the genesls of modern analytical thought that is now embodied in the definition
of Systems Analysis and/or Cort-Effectivensss.

When thls pnziosophy ls combined with the theo'y of Production; Theory of
Input-0dtput Analysis (3ee also linear preogramming); Econom1C'We1fgré Theory;
and such sconomics~orleated detinitlons as Cost {Re.ources); Goods and Services;
Value, Price and Utility, (see also margiral utility), it becomes apparent that
within the concept of reo-classical synthasis lles the springboard from our
definition of Cost-Eff:ctiveness. '

More spe:lfically, Economic Welfare Theory constituents of positive
theory and uelfare theory describe the evnlution as such:

Pcsltivn theo:ry conslders the development of economic principles of
operation regardless of desirability or not,

Aelfare theory ls concerned with the evaluation of the operation of
tie eccnomy !n terms of assumed standards.

The overall cbjectiva of Welfare Eccnomlics is stated in the term Benefit-Cost
Analysin: A means ¢f estimating the prospective economic returns of & pro-
Ject (or projents) in welation to costs.

forparison of Benafit-Cout Anulysls and Cost-Effectiveriess leaves little .
doubt. as o the specific genesis of the term Cost-Effect.veness or Cost- '
Effectivennss Analyels as defined herain. .

The evolution of the term "Cost-FEffectiveness Analysis" occurred after
Aorld dar IT (seec paragraph 1.3.1 under Systems Analysis). Cost-Bffectiveness,
per e, appears to have beon formally {ntroduced during the period from 1961

Yn/nnu. Je ¥.; Geneornl Theory of Employment, Interest and Money; Harcourt,
BEraca; Hlew York, 1936, p.29/.

16
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to 1964, This 1a evidenced by incluslon of cost-effectiveness requirements
formully stipulated in certain type Requast for Proposal ddvelopment/procure-
ments contracting efforts in accordance with DoD Directive (Series 3900.9;
1964) and The Contract Formulation - Contract Definition Concept Programming
of the DoD during this and ensuing periods of time. ' -

1.3.3 Systems Analysis/Cost-Effectiveness

The literal combining of the terms Systems Analysis and Cost-Effectivéness,
in view of thelr previously developed history and subsequent definition could,
upon examination, ralse much doubt about what each does that the other doesn't.

Immedliate questions are:
Can they be combined as SA/CE?,
What do they each mean in this form?,
- What methodology combines them?, and
Aren't they interpretatively redundant?

Previous history and definition of Systems Analysis i1llustrates that it
s more ilkely to deal with that class of problems directed towards what should
ve done, not the nethodology of how to do it. 1In this sense, then, 1t is di-
rected at the suitablility of implementing a specific method and the consideration
of alternatives directed towards the implementation of this method,

When the effort is directed towards the costs (and/or rescurces) required
between these alternatives, and the effect of changes in either cost or effec-
tiveness, relative to each other and mission objectives, then we use the ternm
cost-effectiveness analyeis. ’ ' o

The objective of cost-effectiveness is, usually, to minimize the costs
{resources) at which a given level of effectiveness can be attained for a given
mission, This also includes the various supporting functions.

In order to further clarify the specific definition of each term and to
illustrate their integration, the reader is referred to the immeiiaste following
sections, 1.4 (Methodology of SA/CE) and 1.5 (Application of SA/CE). Also,’ '
the subsequent chapters of thls Guidebook are directed towards defining the
role of Systems Analysls and Cost-Effectivenese as they are considered in the
ensuing analytical formats.

1.4 METHODOLOGY OF SYSTEMS ANALYSIS /COST-EFFECTIVENESS

There isn't any singuler formulation nor is there 8 standard methodology
which is applicable "across-the-board" that allows Systems Analysis/Coste
Effectivenccs ptudlies to be performed tor all clasgses or sub-classes of problems
explicitly.
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The immediate lack of an analytical "coockbook™ approach doésn't preclude the
{mplemeritation of Systems Analysis/Cost-Effectiveness vtuiies however. The main
virtue of any stipulated scientific method or programming function is its recog-

nitlon of change, Comparison of a generalized "x-step" sclentific approach with

the Systems Analysis/Cosc-Effectiveness methodology presented hevein reveals
beth Lo be dynamic, adaptive processes. The singular discrete difference 1s in
protlem trormulation and solving acci?lties, due primarily to differences in
ievels of avstraction.

In order to perform any analysis. it is necessafy to concelve a disciplined
rramework, 1.e., 'a systematic approech, with provisions for making comparisons
between alternative ways of accomplishing man objective systematically (hopefully
quantitatively) in a logical format that can be retraced and verified.

Systems Analysis and Cost-Effectiveness studies ntilize the same basic
framework for thelr cbjectives; therafore, it row becomes necessary to differ-
entiate between them in terms of the definitions given in sections ].3Q1 and
1.3.2. The main difference appears to be in the degree of applied emphasis.
when the study 1s directed towards the determination of "costs' between similar
systems that can attain a speclific objective, the term Cost-Effectiveness analy-
sis is applied. When the problem is one of broader scope; i.e., consideration.
of different types of systems that could attain the specific objective, then the
term Systems Analysls 1s used. " o '

Decisions pertalning to cholces of alternative weapcn systems or force struce
tures and thc strategles for thelr employment are essentlally matters of economic
choice. <Certain elements have evolved which are coummon to these kinds of deci-
sions and have been contained in Systems Analysis/Cost-Gffectlvencss studies.lo

1. Objective - Systems Analysis/Cost-Effectiveness studies are initiated
in order to aid in determining a particular policy and/or procedure; These
analyses are directed toward o description of the obJjectives - what they
should be (or are). This done, the various policies and procedures are
evaiuated, compared and "scaled” in order to determine what tkeir
effectiveness and costs are and to what degree they do "atts'n” the
objective(s),

2. Alternatives - These are the various =eans thnt can be used to attain
the objective, The alternatives prresented. should include all Kn~wn methods
(also, within a given time frame, consideratisn of new means within the
"then” known state-of-the-art) that can achieve the desired resuits.

The alternatives can be not quite obvious and considera‘ion of all types
and ways of doing things muat be includnd, (As an example, {f the wb-
Jective of any given period of history was peace - one philosophy was

to negotiate -~ another was war. War was a means of at'alning peace

by unirlcition.)

A}

b N
‘OQuadn, E. S., Analysis for Military Declisntons; AD 45 <BE7, p s,
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3. Costs -~ The corts are, alsc, not readily obvious, These. are the sum
total of. the resjources expended to attain the cvjective(s) for each of
the proposed mlternatives. Resources {costs) are those items consumed
in the attainment of the stipulated objective which chnnot bejuaed-tor
other purposes, Total costs must include cbnsiderktion of all the
factors involved in accomplishing an obJective. (Aﬁ an example, the
cost of smoking 1s determinable at "y" cents per pack. However, if

the U, S, Surgeon QOeneral's Report 1 correct, in that smoking recuces
“1ife by (on the average) 8.3 years, then the value of reduced life

is a cost tc be determined and applied to the sum total.)

L, Model - The model is e representation of the reality of the situe-
tion or condition being studied. Ideally, it would represent the real
situation without error or uncertainty. Usually, in Systems Analysis/
Cost Effectiveness studies it can simulate (at best) most, or esome por-
tion, of the real world. The model defines its representation of the
real world, and through various exercises, simulations; gaming and
mathematical represeritations, supplies numerics or information on the
effectiveness of the various alternatives under consideration for usze
in attainment of obJjectives. : B . .

The structure and capability of the model le . a major limiting fea-
ture of an analysis.

A vaslc requirement of any model i1s that 1t should provide correct
answere to the stated questions in sn economical manner. This causes
consideration of the following factors: representativeness, uncertainty,
data sources and valldlty; l.e., consistency, sensitlvity, plausibility,
criticality, workabllity, and suitability. ’ ‘

Se. Criteria - The criteria are the standards or accepted rules which
are used to determine the relativeness or,desirabiiity of one alterna-
tive vs. another and allows for choosing one in preference tb others.
In a Cnst-Effectiveness analysls it provides for weighing and combining
cost vs, effectiveness,

At this point in Systems Analysis/Cost-Effectiveness studies we
can now interrogate the major operating elements of the scientific
'methoddlogy within the general frauework of the processes of a system-
atic analyslis. Regardless which procedure of scientific inquiry is
invoked, the analysis proceeds through the following typical stages:

Hypothesis -~ At this step, the objective(s) are defined. The

constituent elements identified, and the extent of the problem
~delimited to suit knowledgc, time and cost considerations.

Definition - This step explores the alternate configurations,
policies or programs that can be directed towards sclution of the
problem (objective). Inherent in this step are considerations of
the resources #nd other interrelatisnships.

1-9
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Annlysle -;COnn;ruétion of the mclei(s) at the necessary level of
abstraction; and Pxerciaing,the model to determinc the consequences
of mlternate prograns and considered tactors,

Fvaluation - This step examines the derived results. It is here
that the preferred alternative is identitied. The evaluation is
based on modirfication of all factors discovered in the iterative
analysis, :

Conclusion - Thic step 1s concerned with the verification of the
resultant analysis by test and/or experimentation.

The above applicaticn of the systematic spproach is not nevw and ieg quite
stralgnt corward. The problems encountered in using the approach‘aie not caused
by its non-applicabllity, but because of the /agaries of the environment we are
attempting to use it in and for. ‘ N

In Systens Analysls/Cost-Effectiveness studies the decision-maker snd
analysts would like to live and operate in a deterministié atmosphere, and,
at worst, Iin a well behaved s‘ochastic environment. 1In this environment, the
decislon-marers/analysts can modify hypotheses, which are’ subjectively probabi-
listic at worst, with 1ﬁformation gleaned from application of a cdefined scien-
tific methodology,'causing revizion of thx original probabllistic function
towards a fully descriptive and validated function which expresses the actual
environment exattly.

Unfortunately, the real world precludes such a standardized and ideal
approach and solution to problems encountered by present day Systems Analysis/
Coct-Effe~tiveness studles.

consider the objJective of miiltary posture &t scme time in the future. wWhat
should its composition be and what should it be capable of? At once, the objec-
tives are not even known, are certainly multiple end what can be postulated as
a {igure of merit? Knowing that the Systems Analysis function would be to con-
sider not only pure military posture, but with consideration of the interrela-
tionships between soclo-economic and political factors and military affairs,
it becomas imnediately clear that a "model™ would be quite difficult to con-
struce,

The analytical framework postulated above cannot a~~omplish analyses such
as 15 necessary in view cf these obJectives in a~sinzle pass-through. In ordér
to mﬁximize~the amount of information that can be obtained from such an ap-
proact., 1t 18 necessary %o iteratively exerclse the framework. Sele-tion of
objectives, alternatives, datn collec'.ion, modelling activities, establishing
rmeasures of effectlven=ss and figures of meris, sensitivity analyeea, evalua-
tions, modifications and conclusions should he Iiterated thrcugh the established
sralytical framework in an attempt to remove the "impurities" of the first

1-1¢
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run-througs and reduce the overall compler subJective area Into & guantifiable
real world area as near as can be accomplished,

The lterunioha produce: .elimited, redefined or changed obju~tivee (pev-
haps esven causing cuboptimization to be considered in view of totsl complexity);
discovery of new alternatives as by-products of analysis, ¢r mo2ification ofF
type and quantities; redetermination of coste or resources due perhrape t2 con-
sideratior of having to consider non-dollar cost contingencles; necwgclity of
modelling changes in order tc more accurately depi t the "real werld™ consiger-
ing, also, the constralnts anua configurationsiin terms of new data or redefini-
tion of objectives and measures Of effectiveress and establishmert cf new
criteria in terms of new data, information and/or changer in the inrerent ele-
ments in the analysis or in more accurate standards or rulerg sc gelineated vy
recursion, A ) :

Obviously, the process can continue indefinitely; u normally, 1t i:
exercised until the results are deemed satlsfuactory or tne congtraints of tinme
and/or money fcrce discontlinuance,

At this point in th: dessertation it is nececsary to dligress from the prime
purpose of this section - Methodology of Systems Analysis/Cost-Effectiveness -
which explains the how 1t is done, and ask why and for whom, Svbsequent zec-
tions explain what and when as well as modification of how and why; but, for
whom needs a brief explanatery section.

Thic entire SA/CE studies-snalysis is directed towards imrroving the guan-
tity, quality,vand accuracy of information that is necessary (or would te help-
ful) for a dzcision-maker, in order that he may make the best possitle decision
with minimum uncertainty and risk - or, if you will - the dec¢ision as %o wha®
1s more effective, economical and timely. As such, SA/CE is a prime man.gement
tcol, nothing more -FEEE nothing less.

Granted, the genesis of the reason or need for a study is based on specu-
lation of "decis;on-makers“ and that it does contain subjective value fudgrent:z,
lack of précise rnowlec e and/of data, urcertalnty of competitive rtrategy and
other uncertainties. However, the rludles can aid the decision-makers by
agsegament oflimblications #1leaned from selection of various alternatives.

Systéms Analysis concerns iteelf with problems of recource allocation, l.e ,
what mix of "thinga"™ should be obtained and how lon, arec they to be considered
adequate {or thair purpose, Cost-Effectiveness reveals the cost verrus effec-
tiveness of the "mix" and alds in determination of whel it the besi way to
"gpend” tha regources.
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~

Without proarammiqg‘thls philosoﬁhy through a systematic analytical format, -3
there is no better way- of determlning how many of what can acccemplish a mission - ‘ gg;;}
l.e., - 1t s not censib 2 to intmitively prescribe a posture without considerine’ B !:_,
whatever numerics can be galned from a fstudy" and what tnetr information content - 'f<~
is. It is not the purpoee, %or can it be accomplished by SA/CE, -to ~:use a

decision-maker to agree Leyond all doubt that thig information does indeed pre- . 4i
sent thie course of action to follow. ) i

The prime purpose is to provide s much quantified informstion - including ' *5_
limiting conditiogs whether_truly quantified or qualitative - as is poesible. - ‘1
in order to sharpen the intulticn of the decis'tn-makers and help them arrive :
at the nest solution in terms of their observatiou, intuition, experiencze and ?
\alue Judgments. - ’

Discussiun of 1*mitat10ns of SA/CE will be presented in the final zegment
of thig chapter.

1.5 APPLIBATION OF SYSTEMS ANALYSIS /COST-EFFECT:VENESS . B

1.5.L General

fhé\cgncepts and philosophy of Systems Analysis/Ccci-%ffect: -venesg can te

applied %o a;mcst an;” system av any time during the life :y»le.

- The krr} Materiel Command (AMC) fiates that a requirhnent Por & Systers f T
Analysis/ﬂost Effectiveness study, svaluation, or Jnvestiga ich mey exist cor

D ke initiated in support of concht formulatios: (CF), contract definition {CDj,
program change requests (PCR's), program submissions, technical feasitility
“stucies {¥S's), aid. studies associated with qualitative material developuent

objectives (QMDO's), qualitative material approaches QQMA‘SX, advanced develep-
ment ob1evf1vcs.(ADO'=), ‘3dvanced deelopment plans (ADP's) and technxca;
uevelopment plans (lDP'S). In additlion, other phases in thé ‘life cyzil e whers
tnis type of evesluation shouid ve epplied are in long range R & D systems plan-
nirg, mairtajnability and reliability studies, as well 7% in major inventory
and log.stins decisions,

The study may take on any of the forms in Figure 1-1. depending upon where
1% 18 in the life nycie as WD11 as what type cf decision musi be made.

*WMCR 11-1, 21 April 1970,
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(1) systou-l:freeuvemaa Studies
.+ Investigates 'cechnical reaaibili{'y

( 2) System-Analyais Studies

- Effectiveness Analysis
» Cost Analysis )
' (3) Cost-Rffectiveness Studies

- Predicta how well a system uul meet miuion uqu:l.x*mntl

I . Tachnical-feasibili‘cy studlea and eoncapt selscti.on

: mer-syitem ti‘ide-orti..

+ Effectiveness Analysis o ‘ -
Intra-System trade-offs
© + Cost Analysis - -
FIGURE 11
TUPZS 6F SYSTEMS-ABALYSIS STUBKES
Category Ortentation SA/CE Milestones

Research (6.11) Increase knowledge

Expioratcry Development (6.21) | Technical feasibility

Advanced Development (6.31) ggg;it:ﬁﬁibﬁit;“h'

Engineering Development (6.41) | Design Engineering

gg:zat(;éogg:)t Systems Develop- Production Engineering

1 Technical feasibility and

concept selection studies
Inter-system C-E studies

Intra-system PD/CE studies

FIGURE 1-2
ROTEE CYCLE
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The relationship of the types of studies to Lhe major phases in the RDT & E
Cye.« i3 contained in Filgure 1-2. During exploratory development (6.21) the
type of system analysis studies that are conducted are normally concerned with
technical feasibility and concept selection. However, when advanced develop-
ment (6.31) begins, the primary aim i{s to conduct inter-system trade-offs in
order to choode amon? several alternative systems capable of performing zome
glven mission, assuming that all contending systems are capeble of perfcrmancc
at various levels of effectiveness. '

In engire=ring development. (6.41) parametric design/cost effectiveness
(PD/CE) studaies are conducted. This 1s a process of formulating and evaluating
a complete renge of alternative intrasystem trade-offs of components (1.e.,

N

designs) to provide the optimum capabiliiy for fulfilling 3 Zivan ~y-boi imaesion,

1.%.2 Application of SA/CE to Concept Formulation and Contract Definition

Recent DoD and Arwy Directives™ which establish the concept formulation ang
contract definitlon phases of the system life cycle show an increasing aware-
n1ss of and need for Army program munagers to make scund decizions based upon
guantitative evaluations which should result in economical and operationally
effective system designs capaeble of meeting the desired performerice require-
ments. In this section, concept formulation and contract definition wili te
described and the requlrements for Systems Analycis/Cost-Effectiveness studles
wiil te dlacussed,.

The objective of concept formulation 1s to prcvide the technical, economic,
and military basis for a conditional decision to initiate engineering develcp-
ment.

It 1s accomplished through comprehensive system studles in exploratory and
advanced development by meanc of experimental tests, engineering and analytical
studles. This Work constltutes the necessary preliminary threat and operaticnai
analyses, trade-off and cost effectiveness studies, and deveicpment of components
and technology - to assure a firm foundation for Engineering Development. The
evidence réhutred for a conditional decision to proceed with Engineering Develop~
ment includes the following prerequisites:

{a) Primarily enginecring rather than experimental uffort is
required, and the technology needed ix sufficiently in hand.
{b) The mission and perfcrmance envelopes are defined.

(c) The best. technical approaches have been selected.

(d) A thorough trade-off analysis has been made,

¥hoD UlreztIve 3200.07, AR 704=%,
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{e) The cost-.etfrctiveness of the proposed ftem 15 favorabhle
in rejation to that of competing items on a defense-wide
basis,

(f) Cost and schedule estimates are credible and ucceptable,

On the basls of thls information, the Army requeste apprcval to initlate
Engineering Devel!npment. The request is made eithes by memorandum to DDR & E,
or if require”, by a Program Change Request (PCR). It is accompanied Ly &
Meiluiacal Davelopment Plan (TTP), specifically addressétho the slx prereqgu.-
sltes cited above, which summari:zes pertinent cost-effecztiveness studies and
developments and provides whatever informetion may be required tc subctantlate
the achievement of these prerequisites.

If the initiation of Engineering Decvelopment receivec conditioral approval,
the Contract Definition phase begins. The cbjective of Contract Definltion ls
to determine whether the conditional decision to proceed with Engineering
Deveiopment should be ratified. 1Its ultimate goal 1ig achievable, firm and
realistic performance speciflications, backed uy a firm fixed price or fully
stractured Incentive proposal for Engineering Development, In eddition, it
embraces the following subsidlary objectives:

(a) Precisely define interfaces and rasponsibilities.
{b) 1Identify high rigsk areas.
(¢) Verify technical approaches,

(d) Establish firm, realistic schedules and cost estimates rer
Engineering Developnent, including production engineering,
facilities, construction, and production hardware that wili
be funded during Engineering Development because of con-
currency consideration. '

(e) Establish schedules and cost estimates for planning purposes
for the total project, inciuding production, operation, and
maintenance.

The Contrac* Definition procedure is mandatory for all new Engineering
Developments or Operational Systems Developments (or major modificeticns of
existing ones) that are estimated to require total cumulative research, develop-
ment, test, and evaluation financing in excess of $25 million, or a total pro-
duction investrent 1in excess of $100 million. (However, DoD, DA, or AMC may
require Contract Definition on other systems which are below the $25 millioﬁ'
and $100 million threshholds,)

Contract Definition 18 normally performed by two or more contractors in
competition under the tachnical directlion of the cognizant Army actlivity.
It may, howev:r, bLe performed by a sole source contractor if necessary.

.
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The trade-off studiees that are conducted during this phase should be directed
toward achleving an optimum bulance between total cost, schedule, and opéra~
tlonal effectiveness for ths system, Total cost (or life CYcle cost) includes
the cost of development, producti.a, deployment, oporation, and maintenance, -
Uperational effectlvencss includes. all the factors that 1nf1uence effectiveness
in operational use, as well as inherent or pure pertormance chara»terianics

{as In WSEIAC, the ADC matrices).

Tue system includes not oniy the hardware but also all other required items,
swrh as racilitles, data, training equipment, and the operaticnal and support
versonnel who «will be required.

The end product of Contract Definition is a complete technical, mansge-
ment, and cost proposal package for Engineering Development.- The contractor's
package shou.d include such information as a 2ist of the end items required; .
performance speclfications for each item; a work breakdown structure and a
PERT network plen; the principal objectives and features of the overall system
desizn, including recommendations for its operational use; a recommended main-
renance plan: detalled cost estimates and mllestone schedules for five years
neyond 1t; quantitative religblliity and maintainabiliity specifications and
tezt plans; time/ceost performance trade-off decisions on major alternatives;
requlred new designs and technology; foreseenble technical problems and pro-
posed szolutions; technical specifications and performance specifications for
suprort ltems (facilities, tralning devi:er, and so on) for which early Engineer-
ing Development 1s required; delivery's:hedules and requirements for data and
Jocumentatlon; end a proposed schedulr of production engineering and prcduction
toolins 1in relation to Engineering Development, 1f appropriate,

After a review of the contractors' Contract Definition proposal packages,
she Arny recommends one of the following actions: to contract Zor Zngineering
Development on the basis ot the proposals received; to contract with an alter~
naetlve source; to continue further Contract Dalinitlion effort; to defer or
abandon rhe Engineering Development offort; or to undertake further Exploratory
or aivanced Development of ey components and/qr systems studles. '

1.8.3 Cencluslon

The methodology and application of Systems Analysis/Cost-Effectiveness
shtudles 18 directed toward supplying the decision-maker wWith the maximum amount
of aquantifiable information about alternative approaches to attaining a missior.
Also, it ctipulates areas of quallfied conslderations with thic, and allows “ne
rirtucs of a syctematic approach - the deslen and development of propozed otjec~
tives and Lthelr solutions within a rigorous, lormical, adaptive, dynamic framework
#hlcn cnn be retraced and verifled.

-




1.9 LIMITATIONS OF SYSTEMS ANALYSIS/COST-EFFECTIVENESS

‘There are many advantagee to Systems Analysis and Cost-Effectiveness. How-
ever, th.y are not panaceas that handle all problems of the system developer,

manager, or user, nor

Effectiveness studies

them, or the premises

are they without limitations. Systems Analysis/Cost-
must be examined to recognize the limitations built into
generated based on given information.

The more prominent limitations inherent in all but extrenély simple analyti-
cal atudles are as follows:

.

Inadequate Problem Definition
Improperly Defined Scope

Restriction of Alternatives

Improper Criteria

Interjection of Bias

Improper Data Usage

Incompatible Mocsl

Misapplication of Model

Foreing Problem into Improper Framework
Improper Handling of Relevant Factors
Poor Assumptions

Ignoring Uncertainties

Misinterpreting Model Results

* Insufficient Samples

Failure to Reappraise

Failure to Communicate ‘

Measures of Effectiveness Approximate

Future Uncertainties

Analysis Never Truly Compilete

Changing Value Systems

Neglect of Subjective Elements

Assignment of Velue to "Costs" (Economic Costy)

Inability to Verify Decision

AMCP 708-197
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Conslderation of sach element described as a limitation is not the purpOlo,

of this 8ect1?h.v'ﬂowqyer,'1n.order to show relevancy of limitations and the
dangers assoclated with thelr non-consideration, a few exampleb will be given.

First, conslider the list of limiting elements dercribed above. If an
anulysis can never be complete, due to the state of knowledze, tlme and money,;
It 4s falr to assume that this list of elements 1s not complete.

Consider, also, the statement, "Mustang maxkes 1t happen® as an &id to de-
cision making about buying a car. If I am a car buyer, I must make & decision
based on what the statement means to me,

(a) I buy a Musteng and wa’t for it to happen and, unless
" I am purely adventurous, I assume it is gcod.

(b) I don't buy a Mustang because, 1f it happens, T &m
in no position to deal with 1%t; or it is bad (in my
opinion) and I don't want it tc happen.

Now, elither of these decisions can be a nisinterpretation depend*ne on the
"true" iganicance of it.

The real difflculty is in the word (information) ii; what provlem dig it
answer? The same ls true with results of analyses. Do they literally answer
the problem or do I still have to interpret meaning within my bias?

Ac another example; lhterpretation of a real weather report which stateg -
"Probability of rain - 90% in 254 of the area 104 of the time". I wouli ' assume
that there ig a good chance of rain; that 25% of the area will get rain; and

of the duration of time (which this event encompaeses) it will rain 10% of that
period of time.

Now if thevproblem 1s where do I go s0 that I won't get wet, how do I
Interpret this? It would appear I would, generally, be wrong in whatever 1T
declde, or have minimum confidence that my decision is correct.

This example, alsoeonciders dangers from the elements of limitation of
poor assumptions, improperly defined *"model” and failure to communicate, at
least. Analogous to this problem 1s the one of forecasting advanced weapcary
for usc: In, say, 198%. What, how many, why and against whom? Bazically, the
hard Information comes from back-feed and 1is tempered by intuitien and judgment
to transcend now to the future, However, untll the Msystems" are operational,
in thelr then environment and we can obtaln feedback, we wili always have error

terms in the nnalysis - until we pass .brough the verificatior/modification
stages.

1-1H
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Consider, alao, data errors and modelling problems in determining how to
attach significance to deterrence., Actually, deterrence is, mostly, a matter
of phlilosophy. What does an uneamy consider it to be - and how do you find
out? Also, 1t will be a changing value with time.

Quantification of numerics is a problem in the area of "cnsta". How
accurately can you predict costs for the future - even in dollars - much lese
recognize a variable depletion of resources - with a changing value system?

Ohviously, it is impossible to consider all the limitations applicable to
SA/CE snalytical functions, as some apply and some do.not, depending on the
complexity of the probiems.

Yet, the recognition of them and the 2:;ree 0f their accountabllity is a
by-product of an analysis, and doea supply information as much as the hard
numerics. By the recognition (and measure) of accountability attained, the

analytical processes become better by degree and help to sharpen the intuition

and Jjudgment functions of the decision-maker.
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CHAPTER 2

" GENERAL METHODOLOGICAL APPROACH TO SYSTEMS ANALYSIS/COST-
- EFFECTIVENESS STUDIES

The general methodological approuch to the systems analysis/cost-effecttve~
ness procesd is shown 1n Flgure 2-1, '

The approach shown 1e applicable %o teth systems arnalysis and cogt-effec -
tiveness, The distinction between systems analysis and coa* effe-tivenee, is
mainly a difference in the definition of the scope of the study. PSvatems:
enalysis studles are concerned with problems of large scope and are characteér-
ized by the comparison of different types of oquipments or systeme to determine
the best approach for meetinz some stated requirement, Technicel femsibiliry,
inter-system trade-offs, and the parameterizing of requirements are all as-
soziated with systems analysis. Cost-effectiveness siudien, on Lhe other hand,
deal with nanrower problems. Normally, in cost-effectiveness gtudies, “he type
of system to be analyzed will be given, and the problem is *o conduct ir-ra~
system trade-offs to "optimize" the system, 1.e., %0 develop ‘te baat sya‘em
with respect to performance, cost, schedule, manpower, etc,

2.1 INPUT INFORMATION

The inltlal inputs that lead to the developmen'. of requirementse and
objJectives in the systems analysls/cost-effectivensss process are normally a* -
tributable to such documents as the Army Force Development Plan, the ~omba“
Levelopment Objective Guide, a Qualitative Materiel Development Ok lecsive, or
a Qualitative Materiel Requiremer:.

2.1.1 Army Force Development Plan (AFDP)

The AFDP is a reaponéibility of the Acsistant ﬁhief of Staff for Force
Development (ACSFOR) and 1s cens*ralned by antlicipated resource 1imi‘atinra,
It provides the planning basis for the Five-Year Force Strurture and Fipan:ial
Program, and its objJective 13 *o prnviue *he bLeg: posaibie Army pngrure within
available resources. Specifically, {* accomplishes the following:

It plans the developmen® of balanced capab!ii*ler wi*hin es-abliched
sonatraints and strives to achiieve the bes! porzibis balanse betweer
forces, roadiness, and mederniza’ lon,

W RN N
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U0 plans Lncpementual inoreases (n capst!ii’ ter tn omer of prlorly g

Ctdentifies the aspmoctu ed addltional regcurcen necersrry to attaeln e i
th a reasonarle time. 5
O oplang inepemental decresges In capabiliries in inverse oider of i
‘ 7
rritlcallty to provide resourcer o mee' unprogrummed penulremen’ e, !
2.1.2 Comtar Development Ohdec=iver Qulde (CDOG) ‘
D e PR 1
The CDOG, prepared by the ISACLT, provides goaldance for Army combat -
development activitien uand *he resesrnh ara development progrmm,., It eontains
all *he Dh-approved opera*lonuil and orpanizztional chleciives, Qualitative
Materlel Development Objec* iver, Quallra . lve Mater'el Requlremente, ard Smul) *
Development Requirementsm and ‘helpy priori'iew, ' eleo contalif o compllasicn
of srtudies, fleld experiments, and *teste. ‘lteme cantenrs are gelived owe
follows:
« QOperatlofal oblective. &n operatlional ohlective 18 un himy-approvec hecd
for a new or lmproved opers'tonnl :apohility that pertaineg *o opern‘ona’ .

soncepts, tantics, terhniquesn, and proredureg,

- Organizational oblective., An orvanizational oblective ir an Army-approv-

ed need for a rew or revised organiza‘ion ‘o improve Army operaticnal
~anablllitlies,

+ Qualitative Mareriel Development Orfuctive (QMDO), A QMDO ie an Army-
approved statement uf a militury need for the developmen® of new ma'eriel,
the feaslbility of which ~annot be determined sufficiently to permit ‘he o
establishment of a Qualltative Materiel Requirement (QMR). i

- Qualitative Materiel Requirement (QMH). A OMR s an Army-approved s*ate-
ment of milltary need for a new ifem, system, ct assemblage, the develcp-
ment of which {s belleved feasibhle, -

- Smail Development Requlirement (SDR). An SDR states an Army need for the
development of equipment that can be developed in a relativelv shor:
time and does ro* warrant ‘he majtor effort required in developing a Yk,
An SDR 18 normally congidered the appropriate requirements document If:
(1) development of *he i%em !5 of proven feasibllity: (2) “re *ime pe-
guired for development i3 2 years or less: and (3) the RDTE conts will
net exceed 22,7 millton, and “he projected inves‘men: of PEMA funds will
not. exceed $10 million.

2.1.3 Qualitative Materiel Developmen* Objective (QMDO) Appreval

The first formal reqgulicments document “hal the Army uges in the rerearch
and Jevelopment cycle ia the QMNO. Any individual (military or civilian), unie,
or agency may propose a conzept or luea 'hat migh' lead o egtablishing a QWDO,

.
]
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Howewver O 18 delewarea the guthorl.y and responsibliiity for preparatior and
sanemlarion of QUG te AQSFOK Lop approvel. N0 uper npepationg-rvesce el
tacrhhlgueg 10 relute tLure te2t'as Yo the teanrical egtimates and conceply
Toentsbied by AMC aeoa pegnlt of r hasle and Rpplled research work, Eva)ua%ion‘
o PGQQ:POWQh’ﬁ.fOI miprertel oo tne nmy dictates continucus lieison between
ST and tre teuoloping svencier of DUt he laboratory and comnedlty semmand
Vewel, Ueor Whiis polnt oon all rosearch and devélopm»nt must be supporred Ly
elvher an ollectives or a pequivermente document puch ag o QID0, QIR, or LDR

nlegs stherwlon dipected Ly approprint . LA aathority.

The QUDO rormasly vestins Wity regqulreren's genesrgtec by combe' -developrernt
stoadles ronducred by 20, Trese peqolfererncts, wien reviewed, indi-care whester
ey pre wlthin the gilateeor.the-urt or Have heen Su?ficiently exp Olted *5 per-
miv tramediave developwent. The QD0 1z zunocia‘ed with requirerments neregsivac.-
tny furiher reaearch, A% h1a point we ure o111 severn) years (3-7) sway frov
eatabilening Clem military crarectesin tog,  The JION vra-ep 4 peneral temmz
v ohlestive, "he opera:ionn! and organizes lonal concepie fop emplayrent, o
deoription of Cull lorwificalon tor e new 'ven, and fto prieority (1, II, o
Y. Usually, the QNRG la flrat circuiatel Lrodpats fAgen o ANC and cfher
toereated compmandy for covmento ura oosverted regielong, o ANMO'n npit rererslilv

tongliess of:

" n . 3 - Ny e e . . . v .o - ry - ar e
ooa o ball park” cops Cloure for cone poguieed pesegpei A XS iora T or, !

develnpmen®,

. Avtime-framn for c;mpiefiua oft e gy |

« The effenr performance misr Lave groalvendy aphroved progrirns

+ The potrntial of prezent Unowiedire o adyarnie ‘rno gigle-nt='rne-art o e

filztently o make “he proles’. reasible

QMDOfs may be initiated at any stage in the research-and-development
cycle and may resulc from a combat-develnpment study, operational experience,
developmental experience, technological breakthroughs, or feedback of defi-
clencies in existing equipment. , ‘

The Director of Research, Development, and Engineering, Headquarters,
AMC, is the AMC focal point for processiny all new matericl ,ob“jecti‘ves docu-
ments and for ensuring that adequate QMDO plans are prepared. After review<
ing all the romments from other agencies on the draft QMDO, cpC révises it |
and submits it tc DA for formal stuffing and apprcval. ACSfOR has DA staff
responsibility for all QMDO's. After DA approval, QMDO's dre published in
CDOG so that all interested commands and agencies can be made aware of the

objectlveg.
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After research and exploratory development have progreused L0 the peint
whoere AMC feoly 1t may be possible to trarslate technice. vknaw'edge acqﬂired
by the jaboratories into a feasibie system, 1t will prepere a draft QMR or.
recommend Lo CDC that a GMR be prepared nnd ls.ucd., The QMR 15 dire:ted towara
witulnlng new or'uubntdnﬁiﬁily impreved materiel that will signiticently advance’
the Army abllity to accompllsh its miselon. Unilke the (MDD, the GMK i3 much
mere sperifific in describing the requirement. It rctates major materlei rneede in
rerms ! mtlitary characteristies und priorities and relates materiel to the
vperational snd orgenizational context in which it will be used.

2.2 DEFINE REQVIPEMENTS AND OBIECTIVES

The baslc task of systems analynis 1s to «valuute cystene in terms of
rehileving objectives and consuming resources, While this evaluastion night be
mate at any polnt in the 11fe cycle of a system, major interest currently llec
in making such evaluations before regources are committed tb creating o syztem.
Major emphas!s in thic sectllion 18 thereforc viven to guch prior evaluations.

! ; By

In uny 2ystems analysis, 1t ls essentinl to tare the information as stated - =
tn the study dlrectlve and defline an acceptable set of requirements und :
oblectives, fHtating the detalled requlirements and oblectives 1z a major part
of the study effort; they may require updating and redefinitior following
‘evaluation and feedback,

In sstablishing the objectlve, It ic necessary to detine the boundariers

2f the anul}sls In terms of system objectlives, system definition, ansoniate:
onérations, and influcncing factors. Initlally, the oblective shoulld Le statcd
in general terms so that a comprehenslve analysis can be muade. Extrenme care
and «ffort must be made to properly state the system's objJectives, It I:
2zsential to the entire analysis, since It Is the major factor in the gelecicn
of o missfons, the synthesls of alternative cysteme, the evuiuwatlon ~riteria
a3 weil as di~tating the types of models which muct be emploved in the £luay.

I
“the declslon must be made subjectlvely, and 10 way e heavily influenced bty

1o not ulways cacy to declide what Le o be Included In the analyveis. QFten ‘-

L

i

suth facrors as data ineaequaclies, schedule and mannower limitations, ans
unsertalntles as to the approprlate methot Yor moteting particular aspecty o
the probiem.  Heverthelens  proper stotement of the O jective must be appronons s

ns oo rrleieat Firvst atepin the aystem annlycle, sosteo! foctiveness process,

.

frLer obhtaining o derinitlye statement of *he cyeten obfestive and o depcy!

.

Yot syatem bounsaryen, the spesitle Laske opr ofocteon protiles are yereroted,
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Tc properly state the system's objJectives; the analyst must rely heavily
_both on past experlence gained through conductiag and evaluating similar
‘s;udieg as well as his xnowledge of the military envircnment and operation.
There are three pitfalls encountered in specifying system oklectives:
£1) thie -analyst may state the objectives too broadly, {(2) the objectives
may be limited in scope, or (3) the ubjectives may be stated in such a man~
ner as to descrite a perticrlar system rather than a functional need. If the
~ obfeztives are too broad, this results in an analysis which includes an im-
‘practically large number of alternatives. Addiitionally, broad objectives often
lead to-a large number of assumptions which must be made in order to evaluate
the system(s); ) N

Generally, as the number of assumptioas increase, the uncertainty assoclea-
ted with the conculsions reached in the study increases proporiionately.  If

the objectives are 1imi€ed in scope, good alternative systems or other con-
ciderations may be eliminated from the anaiysic which could result in a less
than optimum system selection, Sometimes the objectives are stated in terms
of & specific system rather than a functional need. This undoubtedly eliminates

worthwhile alternatives from consicderation and biases the outcome of tlie study.

In addition to estubilshing reasonably compliete boundaries for the =

it is necessary to select-specific factors to be considered 1ln the analy
Agaih, this task cannot be defined for the general cystems anelysis or cost-
effectiveness problem; however, general assumptions can be suggested, znd these
can be formalized when the requirements of a specific analysis are given. Typi-
cal assumptions include the fclliowing:

° The system will be in operation for T years.

* All external factors for which the gross cost estimate i lece than

Xl% of the estimated cost will not te consideresd,

* Factors with relative-cost estimates between X,% and X % will te included
4 [
cnly if sample data and knowledge of the relaticnship are avuilatlic tc

rield an acceptable degree of conflidence in resultce,

ex-ept that those with leverage effects will be exciuded

incluszion would enteil an additicral level cf analytica:l

that would threaten the timeliness of the analvoig.

A1l assumptions should be explicit!y rtated and justified by Pacius.

denee, TP none exists, the reasen for meking the ascumption (e.i.,

conveniance, general consensus) should be stated to indicste how much

study Lo roquired and to pinpoint areas where errverc migh! be Dotradnecd,
¥
§
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The constraints placed on the systeﬁ are essentialiy a set of boundaries
" for the various factors within vhich the solution to the problem must be found,
- They may include a fixed budget, a period of time, a desired effectiveness, or
‘a method of operating with resources, In-other words, the constraints asso-
cicted with the systen serQe to designate the amournt of freedom allowed in
manipulating system vafiablesAto obtain a sclution to the problem. ‘

Constraints can often be used as the sole basis for distinguishing bétween
the feasible and unfeasible alternatives. However, a constraint can be so
stringent that no feasible alternative can be found, and thus there s no
‘solution to the problem. Thers are problems, however, for which a solution
must be obtained. An example is a person who must have a pérsonal‘automdﬁile{
His constraints are that the tost must not exceed $2,000; that the car must be
new; and that 1t must have an air conditioner, radio, automatic transmission,

and a leather interior. There is no solution to this problem within these

constraints. Ir the person must have a car, re must relax one or more of
the constraints until at least one feasible alternative can be found,

Thus constraints can be used to reduce the scope of the problem, but they
also must be flexible so that they do not preclude solution of the problem.

2.3 BEVELGP MISSION PROFILES

After the requirements and cbjectives have:been formalized, the next step
is for the analyst to develép the mission description. These mission descrip-
tions or profiles translatc.the requirements and objectives of the system into
specific statements of performance. They in fact describe the tasks toc be
performed by the system in order to meet the stated objectives. Alsc included
in the mission profile are such considerations as threat, environment, and
tactics.

If the system being studled were a transport helicopter, the set of mission
profiles would represent all of the tasks that the transport helicopter was
erxpected to accomplish. Some of the required missions might te of greater
impo: ance than others in the set of mission profiles; houever, this possibii-
1ty is taken Into acccunt in the presentation of results,

The generation of mission profiles ran be characterized by the fiow chart
shown in Flgure 2-2. I.'itlally, the operational requirements and objectives
are determinad by consldering such factors as the number of mission: required,
the functional concepts to be employed, the enemy threat, the spectrum cf
environments that may be ercountered, and any other requirement ac stated in
the GMR. These requlrements and objectives are then translated into specific
statements of performance -- for example, the number and type of communications
equipments required for a mission, the information rate and relisbility require-
ments of the communications equipments, and the range and weight constraints,

A MRS A
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« Type
- . Size _
s . Concemlment
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Mission Profiles

. Speeds

. Time

. Maneuvers

. Other conditions

FIGURE 2-2
HISSION-PROFILE DEVELOPMENT

Therz are several important factors that must be considered in developing
the mission profile: ) .

(1) The mission parameters (or set of boundaries of the mission) should
be expressed as minimum goals and maximum values. Care must be exercised to
avolid undue rigldity in mission parameters and each mission parameter should
be assessed as to its criticality in terms of meet!~g the requirements and
objectives.

(2) Postulation of missions is not solely a job for analysts, rather it
should he dealt with on a team approach with talent drawn from bYoth the tech-
nical and military communities.

(3) . As the task progresses it may be necessary to eliminate certain mis-
sions because the risks associated with meeting the objectives may be tco
high.

2-8
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"test all the significant system parameters, LT

(4) The missions must be sufficicat'y deteiled to enable ihe analyst “o
“ (5) The missions must be able to be modeled -- (war gaming/scenarios), -

: The‘tinalkstep in generating the mission profiles is t2 combine all the
various inputs into & scenario format thal represents the combination of sys~-

~tem requirements, threat,\environment, and tactics. The missions thus serve

a8 transfer functions which relate the system objective tc the performcnce of
the alternative systems.

2.4 OBTAME CRITICAL PERFORMANCE mi\mm ; .
There is no precise procedure for defining a system and its boundarles.
Consequently, all pussible variables within the system, their expected inter-

actions, and thelr relevance t0 the problem being addressed must “e examined

thoroughly.

If many varlables are considered n the study, a valid sensit&vityranalysis
can be made. This analysis wlll show which varigblec are critical (end may
require more detailed stucdy) and which variables can be igneored.

Not all performance parameters of 2 system will be'needed n the evelzation
of a system's effectiveness, because some performance requirements interface
more closely with the system objectives than do others. The performance re-
quirements of the AN/APN-TOA (a navigaticn re-s=lving set) are a good examglie.
The general description of the AN/APN-7CA is that it ig a receiving set desizned
to furnish navigation information to aircraft up to distances of 1%50C nautical
miles from special ground transaitters.*

Some of the performance reguirements listed in
AN/APN-70A, such as sensitivity, seicctivity, zccuracy,
directly assoclated with the cbiective of tne recelver.

checking funciion aad cscillater radiaticn, mav nct
tives and would, thereforn, ba cf sciondary impertence In the effertivances
model. iiowever, without Xnowir: the cbjertives of a syriem, 1¢ would Ye di
cult to dlsningulish precisely which performance pararetors wese neeldeld L0
acnleve the objectlve and whizh were not.  1i one of the reaulremants o7 the
APN-70 is to rezelve slgnals wil'hout belng ot ~ied, then an ltem su~n as
corillator radlation may be an Ilmportant parameter, Thur It weuld appear that
that to talk intelllgent | abou® *he importance of syereme-erformante parame-

.

terg, % Is first necessary *¢ understapd

ool the many rarareter:s of o

syztem are essontial for the onextive

parfurmance parameters tha' may be sacscolated with

* From MIL-R-726B
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Communicationa - range, noise characteristics, receiver sensitivities,
transmitter power cutputs, input power requiremsnts, jamming vulnerability,
and number of channels. :

Computers - accuracy, computational spesd, input-cutput formats, memory
capacity, retreval speed, language capabllity, and analogue to digital capa-
bility., - '

Antenna - gain, coverage, transmit and receiver losmes, physical limita-
" tions,

Another factor that must be considered in defining the critical performance
) parameters 1s the concept of controlled and uncontrolled variables.

Some variables can be controlled early in the system's life. For example,
the time needed (o0 repair a failed item during the operational phese can be
controlled to some extent during the planning and design phases. Later, during
system operation, the times to repair are distributed according tc some observed
function. The expense of changing these repair times is generally higher in
the operational phase than in earlier phases. Other variables must be assumed
to be distributed according to an assigned or predicted function during the
early phases of life. Later, during system operation, these variables can be
controlled, Two examples of varlables in this category are the mission times
and mission frequencies for a new helicopter, Still other varlables are never
subject to control -- for example, the weather; and there are some variables
that can always be controlled -- for example, pay scales.

Some variables that cannot be controlled can be influenced through vari-
ables that can be controiled. A common example is the set of varisbles repre-
senting the opposition's reaction to changes in strategy directed at them,
Another example 1is & battlefield war game in which player A's strategy includes
influencing player B's moves through the contrcl A has over his own forces.

The cost parameters will depend on now costs have been defined in the cost-
effectiveness problem. They may be time, money, lives, distance, or area.

The criticality of cost parameters is always subject t¢ change. Feor example,

fuel consumption may be hardly considered until a certain turn of events limits

the quantlity available. Hence, a military =mficcion ~an be wuncelved of in which

the c¢ost of fuel exceads the cost of ammunition even though the dcllar costs
of the ftwo are the same.

2.5 SYNTHESIZE ALTERNATIVE SYSTEMS

2.5.1 The Total System

The torm “System" appears to defy unlque definition: t.e., one man's sys-

tem may be another man's component. For example, s compr~v may have a contract

to develop a radar =et, Within the company this radar may be thought of 45 a

2-10
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system. To tAe customer, however, this same radar may de visualized as only
one element of a larger "system™ which he 1s planning for the control of air-
craft over a geugranuic area. This latter man's system, in turn, might ve one
part of a much larger system which has s mission of mansging a large mass air
transportation system. There is really nothing wrong with any one of these per-
sons feeling his own scope »f design is a system. However, e definite danger _
is involved in not recognizing adequately at any giver level of consideration ‘
the relationship of the given system to all potential supersysteme and the
impiled interfaces. ’

It will suffice for the purpose of this Guidebook to define the total sys-
tem as it 1s shown ia Figure 2-3, At the center of the total system is what
is termed the Object System. The Object System may be defined fragmentaily to
colncide with the scope of development responsibility which & prime contractor
would normally be charged with., Development of the Object System must be accom-
nlished in consonance with the requirements, constraints, and interface charuc-
teristics of the wofld in which 1t will ultimately operate. This world 1is
categorized into four blocks, or systems, shown in the figure.

Demand
System

Fnvironment [ ObJect =" Related
System — System Systems

Supporting
Systems

FIGURE 23
THE TOTAL SYSTEM

A supporﬁlng system is one which is necessary to the performance cof the
Obfect System but not in the direct functional line, for example, a maintenance
systam. The environment which would tend to degrade system pefrormance {such
a. *he physical environment, electromagnetic environment, and others). The
Aemand syotem characterizes the need for which the Object System iz being
developed. 1In a military cltuation, *he demand\may take the form of a threat -
more epeacifically, Lt might be the approach of an enemy airoraft. For an
Ot Ject Syatem which provides service (such ms a commnications system) the
dJemard system cliarac.erizes the potential users of the communications service
and thelr habits and technical requirements. Related gvsterms are those with
whizh the Object System must coonperate in performing {ts intended Tunction.

3
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Thus, we see that during the development phnlo,lyltam lnaljlil iﬁép;d not
he cunfined only to the Object System but should be used to chnrintorizo'thq
Your surrounding system categories. ’ o

2.0, System Configuration Synthesis

.

ter the requl-ements and objectives have been defined, thefcriticni v
performance parameters obtained, and the mission prorile structured, a system
or sat of alternative systems can be synthesized, Syatem“synthesip requires
severnl ingredients, amonz which the more importan* are:

. * An adequate understanding of the mission profile;
* An apprecietion of the ultimate user's capabilities and limitations;

* Intultive Judement concerning the effect of combinations of equipments
operating as a system; ‘

‘A worklng knowledge of the state-of-the-art cupablilities and limitations
in technical areas from which the potentlal new system muay be drawn: and

Common sense to seek the advice of experts, in questionable or critical

technliconl areac,

ceeel Basis Functlional Subsystems

The Uirst step past a miecsion profile definition io the 1dentzr1catibn of
Lasic functlons necessary to any system capable of accomﬁlishing the mission.
Thlz bdentificatlon should be carried down to the lovest mission-oriented level.
vor nxumgén, the functlions recessary to support a 1ong-range'eearch radar are
(1) power supply, (C) antenna, (2) antenna drive, (4) antenna feeds and match-
tng, (9) signai formatlon and amplification, (6) single reception and analysis
aloments, (7) transmit/receive diflexing, (8) signal processing, and (9) sig~
nn! 4i.play. Each of the above functlions hus a rather direct relationship to
vre miznion of ionp-range radar search. Figure 2-4 illustrates & similar break-
sown e o ground-te-afr missile system. This system 15 more complex than the
ringe exnample and In turn the breskdown ls not carried to as low a level cf
1ot ntl, The breardown in Flgure 2.4 1s shown in block diagram form with the
canviorting 1ines {ndilcsating only very basic relatinnships tetween blocks. One
sioald he enreful In taking this first step, not to unintentionally preclude
ant parti~rular technical approach to configuring a systenm,

Lo Iaentify Basic Alternatives

frice the basle functlonal elements nuprnrtine 4 misaion have been deflnea,
crere 45 physloal realization that each functlon can Le enumerated. Table 2-3
shows atich an enumarat lon for the Zenith missile system, The left-hand column
#0 whe Table Ls an Ltemization of the hasle functions aupporting the mirsion.

cele



AMCP 706491‘

These are arrangeq rron top to bottom roughly in a reversed order’ aturting rron
missile detonation. The firsi oI the das=ic (ateguriea contains the contigura-
tion options which could conceivably accomplish the function. Next, is a column
for entering design factors which could influence the selection from among the
options. An example of ‘a design factor le warhead weight. To uccorplish an
equivalent effect, a non-nuclear warhead would involve several times the welght
of the nuclear warhead. The next column includes factors relating to the use

of the system (such things as side effects of the selected options), An

exarpie of a related mission factor can again be given regarding the choice

of warheads, 1V the missile 1s to be detonated over or near frlenaly forces,

a nuclear warhead rus certaln disadvantages over non-nuclear warheads. Some

of the factors entered in thege latter two columns will uncoubtedly te the

basis for eliminating many of the possible configuration optiohb; Others will
simply require conslderation in making & cholce. In studying Table 2-1, cartain

. Adrframe
Servo ey Control
— Surfaces
IR Converter Interial

Head . Platform

ot —— Fuzing ]

' rower ] L'J Arming - ]
Scurce \ Computer and viarhead

]

Data Tink Dava Link ] , )
Antenna’ Recelver e e —
IR ' o Ll thrust , ’
foatrol Fropulsion

FIBURE 2~4
ZEMIT MISSILE SYSTEM — FUNCTIONAL DIAGRAM

2-13



e e BRI B b K

AMCP 706-191

U pzemel
03 arqlidaossng

angy
wsuodsaa gosuac
‘asiou punosdyosg

&IBM DalTALY
10 no-1I® YT asi

pInb1l

uot33s0d
Te1342uU]

and3no
adgepiny

PTIQAH
pitos
31GBaT30IYL
(pinbiT) oA

Jepey
231ddog

4y

sjuauoduo)
unop-deais

W1l W/L pue Jepey

£yisuajuy

(e311310

3r

(sauep) OAL

depRY dUIOQITY

paawajuy

(01}
00T = 80uwysiQ SSIW
JB3TNU-UON

wi1033¥Id TeIIISU]L

aanssazd oyJIj3awmorey
Jatddog 338awl

Jorwuy
Pil10S
mwam

1epey
puUnRoIn 031 MUV olred

1801240
(e1)
COOT » adUwISIA S8IK
Jearony

eouasaay
10J3U0) ITISBIN
PuTmIY STIESIN
Furrrg IITSSIN
dasndmol 211SSIN

JOI0K

snbiuyoal
10323U0D STISEIN

JOSUSg aduepind
3TIMOS-PIN

JOSU3

|82UBPIND TRUTEJIAY

peauIun

8J03084 UWOISSIH
pa3uv1ay

sa03084 UBisaq

suo13do

cUDIIOUTE Syseg

.Zu—m»u RIINGZ 3R] ¥0J SIAILVNUZLIY DiSVE
-7 3181

D-14



AMCP 768-191

1

stanqapolint,
cut 1 the terminal rlight of the mlssile 18 to be unpowered.

cumbloationy of options will turn out to be impractical from the interfase
For example, the use of thrust vector control alone may te ruled

. Q.5.2,3 ldentify Useful System Leveli Perforunance Parameters
The next step in the process cof system synthesis ig to define & hiurarvhy

of parameters which bridge the chasms betwean mission profiles snd functionsd

subsystem performance. Figure 2-% deplcts a b
Zenith system,
paurametersg:
hierarchy 1in Flgure 2-5 concelvably ¢
module and even plecs-part output parameters, 1.
this
sent parameters which ensily
uf-the-art and gross-characteriscice of design options.
are underacored.with heavy liner
be called systom-level perrormencs parameters,
system level and what is not, suffice it
are called system level parameters because
profiile statements and the bausic runctional elements

TIME TCMEAT AN SOV LA SUL
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13 not necegpsary 10 JO 80 s
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relate, in moct cases, to- statements sbout state-
The parametere whicn
reprecsent whats for precticsl purposes,
Avoiding the question o!f
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they are the link between minsicon

as defined in Tubhle 2-..
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2.5%.7 State-of-the-Art Anslysis

In 8 state-of=the-art analysis,
should be viewed from three general
sultablliety of & proposed technical

pointy, of view, They are

each critical design area, or compunent,
(%) the technicsl
rgprosch, (2) time phase cunsideratior

aegiribing ail of the particular tochnical approach re~lating to the malnstream
teveiopment time frame, »nd {3) the economlc implicatione of incorporsting the
technleal aptroach into the system, Tavle 2-2 1is illustrative of the cverall .
{toms wnich would oe subgect of scerutiny in determining the state-of-the-g:rt

feasibllilty or a glver critical design area,

YABLE 2-2

CHARACTERISTICS PERTINENT YO A STATE -OF -THE-ART
ANALYSIS (ELECTRONIC)

Continieas
Paurametey
Devices

Dicornte
Parametor
Devy Yuns

J\

.

Dynamic range
tiolse threshold
Saturatlios 1limie
Linecarity
SJonsitivity
Frequency responee
Gain

-
Isoclation
Stability
Efficicney

| Hyorarasts
Pulse rloe
overshoot
Discerimination
Pulse rasponse
Cyoln time

time and fall tire

Lime i

Jittnr : ’ o ]

e — — ——— —— e e —————

Sensitivity %o physlcal environment

——— s ~——

soehete and vibratlon
TenperaLure
Hamld %y, water, lee, srow, ratn, Tunpus, dust

Radic active bomharirent

e ”~ bar -~ . s N i . " -
Sonsiviviiy te clectromaenens i anvlronmene

RFI

Conturcod sranslonts
Ineluctlve coupiing
Cnpacitlyve roupline

Falluvr

rrvdes J

Deynlopuent costn
Eraluation rnonts
Production ~nats

Spestial taolas, nroies.cen, 2lell, ratAvigl-
’ 3 » \

Installation coita
dalntenarce ccats
aupport oonts

PuncLaonal
Characteristicy

( Reifaniitty

Crara~tnri 14-¢

Foonnmt-
Characterise los
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The majfor competing ulternatives nust be identified or cyntheiized; The
cariabics to be analyzed for quantification of these alternatives are also '
f{ried,  Usua!ly, certain alternatives are well defined at the beginning of
annlysic, One of the major henefits of an analysis is that 1t can generaba new
viternatlive -- zome of which may be combinations or modifications of ex‘sting
onen == a5 the analysic progrecces, Initlal tdentification and selection of

v

o generally requlire soreening, e.y., through preliminary sensitivity

ttent

sariab

anu.ystle, Dectisions on ailtwernative sand variable sejection should be continually

re-vxgnine:d as anctynls progresces.

The evolution of a cystem 1s o complex process. It beging with sn idea and

proceetu through various stnges, characterlyed by increases In knowledge abnut

thee System until LU reachies a stage in whisch the sy-tem 1s deployed.,
-,

Lystemts derinition nnd reduses the degree df Creedom avallatle for cubsequent

texlilons. At ench stage there are altlsrnatives that cén have a algniricant

crfert on the future of the system. Selection of one of these zlternatives

tormat te inon velocusing of attention to o new set of alternstives,

D?rfwrenz alternatives Lo g system are applicnble a' various levels of
system datall, At one level, when actlon ls n=cesoary in response e a threst
che alternatives may include the procurement of s new missile, artillery, or
alporale, nesa are evaluated o terms of detfense obiectives and resource

requlrements,  Ones o deciclon 1o made onoone of tnece alternatives, say the

[T IR
millhiae

are evyalunted in termn of tihe chbjectiren and resources applicable to the miscile.

Saloctlon of this alternstive further d0fines the syctem's subsystems, and .

nrtontion L then focsed on alternatives within the subsystem, say the communi- .

sevdon system. Thio process continues urt il the syctes 1s completely delined, |

2.8 DEVELOP HARDWARE CHARACTERISTICS

The hardwnrs charanterict oo or cacty oo tornnt fue syston nrs determine: by .

teeonoress ity Cor meening cpec 1S requlvenent s witidn the mission profijen.
T Reedwnr s chneg ot botl oo may e osal oot o intraeryaten tradqe-offa e
e tmbes o alternative, (Treadeanf0n w!it Y Lo dinsussed I futtton 2.12) For
cnmp e, tne g‘:; o o hedloopter nivrtrame 4o bo dwrn*“.nﬂd “v the regqulrement

Lo mnrry oo ulyon number oof Lreanpa,  The horoopower tor Lhe enpinss can now te

Yot retned Yy conciideris o the we bt 0 e iy frams, LTOOPr. cto,, shd the

o . . -’ h LT . [ s b e b . A B - . N . “ -
rect oand B pesgg e b the pteters pae Miten, Inoturn, AhID Porsepowsr
re gl v ey D Ut il s e e e e v rultARE e enrinen and

‘. ERERECLS FEPS A A B E N 00 L AL A AL IS SVCI sl lenirat ton Lo o esiratie,

With each
tnrresse In knowledge cbout the system, some decision is made that furthers the

, attentlen lo Focuned on alterns' tven within che missils ysﬁou. Thesw

g
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(Essentlally, a 51ngle—englre System ¢osts less in malntenance and initial
investment, while the multiple-anglne 18 eafer ind lese vuqerabl« Lo anemy
PAg & 10“;)

The hardware characteristics for a communication system would be desteryined
ty the performance requirements (zange, channel capacity, system reljubali
etc.) and by the constraints on welab, mobility, cto,

2.1 ESTABLISH BASIS Fox EVALUAIING CFFECTIVENESS

Tree ultimate output of any sy<tem 15 the pecformance of some intoended
Twnstion, . Tnis funetion o Yfequennly culled the misclion In the cuze of &
wWeapons system.  For other types of systems, it may be described by some systeme
JHLpUt cburucterlstic,‘nuch 68 gutislactory mescage transmission in s communica-
vlon system or weather tdentification in un sirborne weather radar, The term
eften used 1O deseribe the overall capablility of a cvstem to accomplish 11s
mizolon ls synrem er'fectiveness, A more precise definition of this expreccd en.

gy

will o unosdven laver, “u' for the prosent It ts pufficient Lo obrerve Lhat systom
wrfe st lvemens 1 related to that pzoperty of system cutput which war the Basic
reacun Uor buylng the system: the perfurmance of some intcr“cd function, If tha:
gynter Lo effective, 4t performs thls function well. If it is not effe
steention murt be directed to .the system attsibutes that are deficlent,

.

Beeause of the veriety of systems to which It ls eppileg, system effective-
nese e Been deflned in a number Of ways. The WSEIAC* ¢fTect prodused’ the
croWing general deflinition:

Sy om Effectlveness 18 a-measure nf the cxtent Lo whizh A rystenm moay
Le eipected to acthleve a set of speclfic minrion “nqu,rnmenra. Iv is
5 functlion-of the systcm'u aveilanllity, dependablii'y und capsbliliivy,

Tt hasio appronuh for evaluating the effectiveners ¢f & gystem can be
ernirelicnl or pnalytic, ¥

v

Thier emplirice! approach conniste of coliectiny dota and evaiubl.ne systos
ervec trenens by ebaoerving performancs charscroristion of syoteme In the e,
Heoporer, Lhls aspproach Lz appltaakie aniy Uop cyetems that osare an oan advanses

1

praLe U thele Jire cyilen,

Foooannlytic approdch, bowever, deaes not regqulre that the oynotem be i
: f ’ i h
ayiotenco, CThe agproaci 1a basged on the nopptrustion of s matheonn Lo, mode!
soosades predietlons of oyoton chnrsctiorist o wlthin the connt raints
p N

bregeney by tne annajnot,

IS

e Lnyy Dyotem Parfoomnmen Monun o #® car s mhont the ena it b mperenth:
oy e e i s :
AT Wt T e BC oot bvers a0 Tnhusy en A Teory Commtt e,
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"purely empiricsl or purely analytic methodologiee are, of cbhrse,
not very useful. The former ylelds highly asuthoritative data .too
late to be useful, while the latter ylelds answers unsuppbrted by
facts. In practice, a balance is sought. This balance will normally
change during the life cycle of a system, As data about the behavior
of the system Lacomes more avallable, the analytic model grauually
merges into an ewmpirical meodel; as the data becomes more availabile
and as confidence in thelr value increases, statistical sample data
supplant the assumptions."

The need for analvtic mndels to predict system effectiveness is based on
the rued to eva;uate the effectiveness of & system before it hes been in the
field for many years. Although the empirical methods are reguired to provide
inputs to the systems analysis/cost-effectiveness process, it is the anslytic
approac!i that 1s the most important and useful,

One analytic effectlveness model thet has general:y been accepted 1s the
WSEJAC model. The WSETAC model is based on a breakdown of the effectliveness
parameter into three major components -- avallability, dependability, &na
capability. Availability is a measure of the system condition at the beglnning
of a mission; dependability is a measure of the system condition durlng the
mission, given the system condition at the start of the micsion; anu caspabil:ivy
is the ability of the system to perform fts mission, given the system condition

during the mission.

Te apply the model, glven a mission definition and system descriptiocn, it
is necessary to delineate possibvle mission cutcomes and significent o) stem
states. The avallability and dependablility measures are then re.sted to the
possible system states, and the capabiiity measure reiates these possitie

system states to the possible mission cutcomes.

For the very simplest of cases, in which a system must bte in elther a
working or a falled state, the measures of avallablilty, dependability, and

carablility represent tihe following fundamenta’ questiong:
* Is the system working at the start of the miscion?
If 1t is working at the start, wiil It >rniinue working througho.
tre mission?

If the system works throughout the mission, will it actualiy arhleve

mission ¢ucoess?

As the systems consliered hecome more —ompley =-- eo,¢., Whe there are
more than two possible systerms states, anij sach r'actores ac in-miscion repalr,
degraded modes of cperatlon, multl-mission repilrements, fnemy countermeasares,
and natural environment are to be quantifiiey elements in the mode: -- these
F-1n
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questions may be. too 4iffi ..t to anawer with simple model construction, but
they atill represent the fundamentsl WSEIAC approach towsrds evaluating effec-
tiveness on & mission-oriented basis. i ‘ : ~

The general framework »r the analysis of system effectiveness is given
in Pigure 2-6, The elements of system effectivensess are discusesed briefly in
Sectiuns Z2.7.1 through 2.7.3, and are outlined in Flgure 2-6A.

System Effectiveness

| , |

Availabllity Dependabllity Capabllity

FIGURE 2-6
SYSIER-EFFECTIVEMESS FRAMEWORK

Effect
[ i
e~4 Avallability =1 Tependablility m Capability
Scheduled pee et Aty b argr
|~ Maintenance Relfarilisy Range
. Operatioral Circular Errcr
+ h—— o
= Checkout Environment trotarility
= Trouble L Pailure | Hours of
Shoot kates Operation
Legrade Channel c¢f
Q 4+
- fepalr Time [~ Modes ™ Information
Mean Time Between Racy-ij. .
- '
[ Maintenance Actions Modes — fower Output
- - l_ Single Chot K111
- 3pares Coctrine frotability
— Manpe ™ r

FIGURE 2-8A
ELEMENTS OF SFFECTIVENESS
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2.7.1 Availsbiltty ” - e ANCP mm ‘

The roncept of ave!lability concerns the system's eondition at the start
of a mission., The WSEIAC definition is as fnllows: h o
Aveilability {8 & mesaure of the system-condiiior at the start
of a miasion, It ie a function of the relationships among
hardware, perscnnel, and procedures. ‘ ]
Avallabllity has aiso been expressed as the protability that the ayétemr
is operating sa.isfactorily st any time, when used under stated conditions.
Foi this gulde book, the more generel WSEIAC definitior is used.

Application of the avaliability concept requires clear definition of what
is ‘included in the system and of the system's missior. Arailabillity is a specific
measure; it is therefore usually neceeéary to define more “han one system and
its assoclated mission &nd to define avallabiliry for each ~ase.

In estimating a system's avallabil!ty, care must be taken to consider how
the "system" has been deflied and bounded. For example, with regerd tc & group
af 2% tanks, an analyst may be equally interested ir the avallakility of a
singie -ank, several tanks, and the group of vanks. For the 2% tanks, then,
seve:al s stems and several corresponding missions can e defined, and the
measui< of savailablility will be different in each casge.

Assume that the system 18 defined as a group of four tanks (frem the 2F)
and that the mission 18 to attack as a group. If at the start of a nission one
tank 18 f'ound to be inoperavive, the system vill be zounted ae heing in an un-
avallable state. However, the group missior !s not necessarily abortec, since
it migh* be possible to draw a replacemen'. from ano‘her yrouv. In this case,
*hen, aval;:~t1lity is nonsidered zero, ard vet it 18 no' necessary ‘o aber* ‘he
mission,

her hand, !f the system consis*s cf all 2° rarks and ‘he sys*em's
mlgsion {8 *o provide -anxs for specl”!s miss!orns as req:ired, avallabilicy
migh* be a measire cor *:e riomher of ‘anke ava’llable for assirnment at any ' ime,
Ir {8 not a measure of *“he numter of opera“‘oral ‘arke, g!rce avallahili‘y may
bte zero -- for example, wher °0 perzer* ~f ‘ne tprks are perfurmirs specifis
missions and 20 percent amre !ncperative, In this cuse, 1t 19 siac possible to
conne've of an gavallabil!i*y of zero when #11 *tanka ‘v *he aro:up are cpera‘iorsl
e

ard performing *helr assiaered migsione.

In ano*her a!*a* ion *he weas re a7 'vierer: may “e ‘re o mber of ‘arke
‘ha' are operat!oral a* anr *‘me., The agve'esrm '8 ‘re ertire prop of *tarke, and

I

tre gsystem misalon 19 *o malr‘ain all *arke 'n opera‘!oral s'a* s, In *ris ~ane,
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1t te po-oible thst availab&ltty will be 100 percent and yet a specifi: misston
will be Abortod bocnuao 111 tanka are already performing specific missiond,

2.7.2 Depondabtlttx

The second major element i{n the system-erfectiveness framework 18 depend -

abili®y. The WSEIAC definition i3 as follows:

Dependability ie & measure of the system condition at one or

more points during the misaton, given the system condition at

the atart uf the mission.
The nature of thlo conﬂep' 1a sirilar to what '8 cormonly referred 1o as
reliablliry, except that rellability is usualily det''red as tnc probab‘l"
that a system will perform satisfacvtorily for at least a g'ven period of time
wnen used under stated conditions., The more general WEEIAC definition im used
herein since the system's maintalinability charactep!stics also 1nrluenée-;tb
dependabiliry, '

Au vith the concepy of availlabiliry, appliration of ‘re dependasbility
concep’ requires an exact statement of tre syster's compositior ang mimaston.

A single epLimate of dependabili'y for tre system !n quention may not
convey ull that should he known abour 1t and rela'ed systems., For inastance,
when {1t 1s gsaid that the probabliisy of ri*tine u targe! with a Weapon from uy
atrack hellcopter ls G,90, 1t i8 implie. "ra* & favorable res.l" will bte ob.uin-
ed, wi*h probability 0.%0, This n a‘emen! also !‘ndlca‘es tng’ ‘rere ‘g a 9,10
probanility that the target will no® te n'*, tu' does not »lve ury information
abon* vhe cauges or congsequences of au~ct fa'l . re, Lid “re rellconter orash
berore reachline the target? Did *he weaporn etray ntc n Trlevadly sresn” DMd

the Wweapnn Fall *o release from *re helicop er’ Wap ‘te rollconter pre.onded
because of htad weather? To evalia‘e 're ave‘er properiv, '* 'n receepary ‘o
consider 'he r~ipouma-ances surroundling a fa!d re,

Anen *he probabllia*ic defirition of relintility fiva: ~ars ‘10 soLErA;
uge several years azo, one of the moes: ‘mporran' prereq:initea ‘o appiyving
was *hat "fatlure” be explicitly defined.  This ‘o implis'r i ve definttor,
since %o say wha*t is sati sfactory performance urdep giver rornd’‘lors, !* g
necessary *to state rtarefully what is ro* sa‘'‘efac‘cry perforrarce (1 e, faitire)

under ‘hoge same conditions.

-~

The protlems become more aomplex !n ‘-e ~ase - m 3 iple svn'rop arg
miss'ons. Interest may he centered on ‘rr Adeperdartlicy of a nlvgle commu-
nications gyetem, An equipment. i{n the ayetarm, or a group of ayrcemp.  Euanh

“ gystem may be capable of 3 number of Alffare=* miapiona, a5.e =ope ~pitt-al

than otrhera. Combhining ‘he deperdarili*y Mo repr faor all avnte~p pgrd micalione
tends *o shacuve *he favorahle or mfAavnrania carc-ocorip ion of go trdiotdae’
system or mission., On the cther hand, 1 attention 13 focused en a aingle
system or misalen, the tenderncy 13 4r Lonepe the faverable o+ unfaverable

’

[
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characteristics of the related systers and mission. Measurement of depsnd-

ab1lity requires identification not only of each critlcal system and mission
but ollo of the &npltcnzionn of success or fallure in each instance. Tren

the several est! lmates of deperdability are digplayed in the form of & vector.
Although thia type or display does no: facilitate the decision-making process
(1f anytning, it makes the process more difficult), 1t does leaf 10 more ac-
curate decialion-making. ¥

2.7.3 Capabiitvry
The third maJoé glemer® in tre system-effectiveness concept,capability,
18 defined in the WSEIAC repor: as follows:
Capability s & measure of 're system's 2%ilivy to achleve
the misslon objlectives, gilven "he system condizlon during the

" mission. Capabllity spenifically accounts for thre performance
spectrum of the system.

A simllar concept %that eapresses ' ‘g craracteriatic of & system ir
probabllistic terms !8 Desigr. Adeqguacy, which has been defined as the probabilivy
that a aystem will successfully accomplian 1ts misgion, given Lthat 1te system
is operating within dealgrn speciflications. In thte gulde LooOk, the more general
WSETAC defin!i  ‘on 18 used, bt in sperific {rstances osyatem capab:i:ty may bve
expresgsed as & probabil'~ . It should he noted that capabllity or dea:gn adéquacy
‘{8 not solely an inheren* craracterip*ic of systoer haraware, Capabllity depends
to 8 significant degree on *he m:aatonveaeigned to the gys*em. A sysvem that
was des'gned 'o ac*ompl ah a spen!flc *auk ma’ very well have 8 high rapsbility
for “hat task. (In probabll g*'i rerrn, persapz ‘he Dealer Adequacy ‘a unity.)
Hewever, (f {* (e used for a me:e AiICn01Y or complex misa‘on. its capaltility
for rhis new misaton may he low.

Tha measurement and predicticr of ava'em capabili*y ‘s a rather compiex
problem 'n tt8elf. The ff!~.1°‘'en *‘reroducd by mul*’ -modal symtems &rd
multiple misrions !n *re appl' a‘lon 7 avallot Y ‘v and dependab!lity ronceptt
are also prepent in the a8 (" v capattlicy sonrept . Further, 'be capabilicy
roncep” has no* yet beern Adevalpoped ‘n Ve extert tra' {* rar he quarctified by
standard technlques.

The syatem nnaiyst mus* he parclcularly caref .l ‘o dintinguiet 2learly
he*ween capablilicy ant dependakili*y. I was rertioned marllier 'ra! fallure
ard *re sipcumatanrtes pirrocrdiag fallire ~p te axplinitiy defined tefore
sra depandanillty noraapt ~Ar te gpp.ied. Tre mame p o tprae of the capalllity

o

corrept | Tonpiden, for axarple, a (od-tarste oyt ?1 We ‘At ocr re oA
A3 mpr, An A Yor devy (1199F), pan impact af ‘e tire Wi A ‘mApged tole tr
tre pavamers* In *he fallire a‘*r’t *hd ‘0 A ja7k of Aceperdm 131y or cap-

riltryr If *he '‘!re (aysfen)wnp dnslyred Tor Ligh-gperd gnd ighi- ompera’ ive
enviremments, and to withatand high f=pact lcadin, then the Llowout (fatiure) {a
attritytad te lack of dependabiiiey “reltability) ginee the ~onditions of

£ v
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satisfactory operation were defined to include these severe environments., on
the other hand, .: the blowout occure on & tire designed to opsrate in much less
severs environmentsé (perhaps 40 mph at 80°P), then the failure is attriduted

to lack of capability.® In the first case the tire {systsm) had adequate cap~
ablility, but 1ts dependabllity was low, In the second case the system's
dependability may heve been high, but iis capabillity (for the particular mis«
8ion) was less than adequate. In elither case, it 15 important to note that the
system effectiveness of the tire i3 below the acceptable level,

2.0 DEFINE MEASURES OF EFFECTIVERESS

The measures of effectivenesa#® for s me systems are easy to obtain and
commonly accepted -~ such As ton-miles,/.ay for a transportatio: system, and
single-shot kill probabllity for an anti-tank wissile, However, for other
systems, including many electronics systems,7'nc overaii measures of effective-
ness have been develcr~i{. For exaumple, the eflectiveness of a comnunication
system may be measured in terms of infourmaticn rate, information reiiability,
system reliability, and system availability however, it is nct possible to
combine these four factors into one overail measure of effetiveness. This is
not necessarily a disadvantage, oecause the decision-mexey can still make &
cholce even if the effectiveness {3 nresented as fouur separate numbers; of
courde, the cholce may not be as simpie or -lear-cut.

The measures of effectivensss are sudbjetl tC change with time in s btattle-
fleld sltuation, At one time, effectiveness may be measured in terme o!f the
damage inflilcted on enemy suppiy routes, At ancther time, 1t may be measured
in terms of how long it takes tc intercept an intruding tank cclumn,

If the mission profiles ave been zperifically defineq, the problem of
defining measures of effectiveness 1: g eatly reduced !n that the effectivenecs
bs

-

can now be expressed as a p Ly oo sccompilshing all or a given part cf

robsbd
the system missicu. In other cases, where a set of specific miesion profiles
cannot te cbtatned, the effectiveness must be reiated to the physical character-

istics of the syster. -~ for examp!s, rarge, channe. capa:ity, speed, etc,

*# In the operaticnal sltuastlon, a*tributtig unsatlsfactory performance to a
lacik of =2lther capadilivty Cr lepenatahlilty [z of'en baged on the freguency
of unsatisfaciory performance, Frejquent fallure in norma’ operation makes

zapablilty suspant, while infrejuent Taliure makes dependabl]ity suBpec?,
%8 Alao ~allied critaria Tor effecc!venes.

T Musch work la curesatly under way I tf i mrea o define megnures of effec.
tiveneas.
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& lysm model 1s nmtuny & matherstical, l1ogical, or phy=ical repre-
santation of the intordependencies between the cbjsctives and the rescurces
associated with the systen and its wes. Por dealing with the effectiveness of
copplex systems, the mudel !s usually in wne form of mathematicsl equations
(mathematical modal) or computer progrems for simulating system operation

{simulation model), or both,

On the assumpticn that a set of systex objectives has heen translated into
apn’optimization ¢riterion, the mcdel puilder 18 rejuired, minimally, to con-
struct a medel thasy will cnable quantifi_aticn of the critical effectiveness

and cogt parameters as a function of the rescurces variables,

The cverall cost-effectiveness model is usuaily one that consists of several

gub-msdels, each of which may be based on modals at still lower jevels,
2-7 indicates one means for sub-model classification., It should be noted that

there are many other schemes for claselfying models.

Figure

) There 18, naturally, a great deal of interaction amorg the sub-models, and
modal integration is required in the same sense that system lntegration ie

requl red.

Conatructing eub-models (and integrating them into an oversll model) is,
for moat "real world" situations, still more cf an art than a science, largely
kecause the va.idity of the model cannot te tested tnrough contrclled experi-
mentation; thus the collaboration of people with wide experience in the areas

of councern is an lmportant requirement,

Sptimization Trivertos W
(aiue * ey J

1 . 1
Effect i ennss Made] ' Sugt Mude g
L
| — —1 i —
Beiianiilny “ainterance l i Perfor-g-oy ’ IO T4 | ‘ Time Lardel i
Fatlure fegcals “1a8l e i . e e et ; wrgee |
h!ltrtt,nv\s 118 slations) | fegulreerty { ‘ R K | | it lopee e lg i
Ttresa Sjare parta ll'- ert b perst [l R e ! i i t
I . Lo , i ! : :
Retundar~y LIS i : .D:::: . [ Treintg Pl ety L et
Replacess-: Pooyasiog 1T TETAE ! i S s
-y [ [ H <K
gallcy . Doeeer Ceeeorw .':;:.trl ’ B jaemesr ¢ reay : ; P PO
Lener fasrora]| | N : o Pl
; Tover fane -rs, ; Trrep fRrorw : er i
: t t I [ REIStE I
' : ‘ ! P z
VU S U ] Lm_.. - J i i g
gt 2-1
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2.9.2 Alugggtlona

All ulu.npuvnl roquind for the mudel snhould be explicitly eteted and, if
possible,: supported by/tuccual sviuence. If no such evidence exists, it is
advisable to ntcce the reason ror the assumpiion, e.g., mathematical simpiicity
or consensus - or opinion, in order 10 indicate the degree to which \he assump-
tions will roquire further Justirication and to pinpoint the areas in which
errors might be :ntroduced,

2.9.3 Adequacy

A model must b2 adeguate in the sense that all major variables to which
the soLution 13 sensitive are quantitatively considered whe:e possible. Many
cf these variables will have been preselected. Through nanipulsrt~n of the
model, some of the variables may te excluded or reetricted, and others may be
tntroduced. Non-quantifiatle variables must be asccounted for by modification
o!f the solution rather than by direct incorporation into the model. In this
sense they are quantiflable,

2.4 Representativensss

Altnough no mrdel can Tumpletely dup.’ “te tne "real worlé”, it 18 required
that the mcdel reasonably reprecent the true sliuation. For cumplex problems,
this may ue pusulble only for sun-parts of the pretlem, which must be pleced
together through appropriate mcieling techniques. As un example, analytic
repreaentatlion may be pouslole lor variour phases ¢ w cumplex maintenance
activity, The outputs from “hese ana.y:ct may then Le used as inputs to A

simuiattion procedure tor modeling the complote mulntenan e Frocess,
-] o L3 (oAl : «
2.0, Uncertalnty

Tre warlioas types of uncertalrticr o lved in the protlen cannot be fg-
nored, nor can they be "assumed" cuvr; ey mist bte faced pquarely. There may
oe terhnologlcal untertalnties Invelived witr sope of the syctem aslternatives,
sperational untertalnties involved wit: planning and carrying ~ut the misslorn,
uncervaintien about enemy strategy and wotlicorn, and staticsical uncervalntlier

~

governed by the laws @ ~hance, The gimplent appreact 'F to make "best guences”,
b tnts may lead to disaatrous resullts, since the probability of guessing
correctly for every uncertalinty iz guite omall. For cases lnvoiving statisticsl
urcartalnty, functiens-oferandcom-variablier *‘recry or suh protedureds as Monte
Carlo techniaues may be used, For *he cther type: of uncertainties,’ the general
approasn 11 to axanline ail mador conctingencles ant compute resujtant coste
nlfet Lranegs poranaters, The spi=-iratiorn criterion, *hern, muist te adaptatle
for o = tn tre evaluaticn 2f the et 7 o5t wffe tYvener: repyultn,  The devel.
dprents of dnaclglon thenry ang aarme *hecry Lecome mnst grait abie in the ne . ec.

tlon of a lerislon modal In *hneses cgaee

oo minse N erent alternst ives ray te

bage Loy 4L00arens, ~or i tere,

AR



g
3
*
k]
¥
§
¢
N

PR

L

AMCP 706-191

2.9.6 Data

The’nvuilapility of relevant data piavy’ of mportsnt role An tlie gevelop-
ment and spplication of a model. Data are regiires to SUppOrt assumptions,
select alternatives, and derine construlnts, as well as 10 define the cost and
effectiveness constants in tne propreed nmodel. Sinte mieging Sala way prevent
valid medel application, tane model vulliler srould irvestigate this possivility
early in tha model development steger and plat 1o ottalr miesing sate or as-
Just the model acrordingly. If & great cxpendituren of fime ang morney ¢ re-
q'iired to obtain the nec(ssa:y datd, the ahnlysl nay Ue Voereed Lo welpgl, ULe
risks of uslng‘upp;sz.availarie {(and muking ficiclsary atswsprtions) agalret the
value re?:e‘.ved in refurn fov the ~autke of the detueswiiertUion mNO sLaivs i
erfore.

2.9.7 VYalidity

The final test of the meiel i€ wrelier or ot U vieian Lest TR RT
Unfortunately, this det;rmlnmzllu TR U mAale Oy o aller pgelenmt are aeveoopen
end in use, {f it can be made at nll, newever, Certain guestione will odlso]
weaknesses that can be correcied:

(1) Comsistency = are resslto on litent wWhen ralor poaratelers sre
varten?

(&) GSensitivity - g6 lnpes S Tt in cutlpun changay
that are oty wdtn cvpe tnt e 7

(3} Plausibility - are reculcs o0 oo o vpectnl canen where proor

P (. L
oyt o . g

(L) Crittonlity = o etior s et r et gnomalts
Yot ' ’ 7
i LD . o - ¢ - RO B N .
(%) Worenab !ty - AT RN KO R L S ' S PR NN PR
Tapnr LT I T TS S B TR VS PRI
.o k. S L
rapenr o, Lo, 4 . .
{6) Sultabllilty =~ in fromoon R LI tven, Lo,
Nt anteer 0 v LR

2. 3.8 Typea of Model:

ere ars gevaral YVpes of ool T LLalie’ Tatnemat loaoaw

models, asimulation modela, ari Jorn ! o caexotres o Thene el
descrited below.

~ oy

Q.7,8,1 Mathemsa*tlca. Mcidelo

Mathematira;: models are “rars o’ o
e repregent tne charatiaricoloc 8 e c o tem onrg e e naa e oot nrotoay
£ the four sategorien., Tre ba~l- (o« 0w at o s rargre e
hypcthesia to the énniysin AE At R e o, ae T eyge s st e, Meathernt o s s
generally provide a grea? deal cf Clevtr il 0 e om0 dypen
glmplifylrg the real-world aitus® i © develop o e s dey prs Sreoeyd
decreasing the reprocantativenass of v o
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2.9.8.2 Gaming Mocels { ) :i
R /)

In the gaming-model techinique, operations and resource usage are simulated
through scale models, computer pregrams, or physical analogs. Personnel in
operational decision-making capecities are participants as an integral part of
the model. Examples of gaming models are military war games and the use of .
aircraft simulators.

2.9.8.3 Simulation Models

In the simulation-model technigue, ell aspects of the system, its resourse-. =~ = -
usage, and its operations are simulated in an abstract form, ususlly through ’
compute programs. The basic operational flow is structured and probadbilistic
paths are determined through appropriste rendom-variaole generatinz procedures.
Such computer models are popularly called Monte Carlo procedures. An example
is the simulation of component fallure and repair times tc provide estimates
of gystem avallapllity and maintenance and logistic requirements.

2.9.8.4 Operational Exercise ' ‘ . S

In the cperstional exercise, actual system resources ara used, genera}l&
in a simulated operating anvirorment. Examples are a controlled experiment of
weapon f£irings involving military personnel and resources, nndié nilitary field
maneuver between red and blue forces, The costs of such exercises are geierally
high, and thus the number and extent of the trials must necessarily be limited. (

2-28 L
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.16 GEMERATE CPFECTIVENESS CQUATIONS

The basic WSEIAC system-effectivenssds equation is the product of an
avallability vector, & cCependability matrix, and & capability vector, which
are defined as follows:

a - probability eystem 1s in state 1 at the beginning
of the mission

41 %2, ., dln]
621 622 1 . . d'zn

D= A s e
dnld

» the dnpendability matrix

n2 . . .dnn 3

4, " probadbility of a system<state transition from state i to
stage J over a fixed period of time

1
[ ]

» the capabllity vector

L o

oy = the capabllity of the system for performing the mission,
o given the system 1s in state J

A typical term of the product is ADC

‘1 diJ cJ
8y 18 the probability that the system is in state 1 at the veginning of .
the misaion

tl1 is the prodbability that the system will make the transition from state
1 éo state J over a fixed time poriod

0 3 1s the probability (or expected valus associated with mission
accomplishment) that the system can perform its mission,given state J

It is emphasized that the WSEIAC Model is not a self-contained, directly
applicable mathematical equation fo: efiacctiveness. As atated many times in
several ways in the WSRIA" Task Group II report, the "model" 1s actually a
framework for effect.vensss quan..f.c.tion -- a basic routine for constructing
an appropriate model. Allaoug: the mode’ f{ramework, repressnted by the

2-29
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product A D C, oan in some instances be used direotly, this simple product
will not work for a perticular system-mission combination. It wus not intended
that this product be always direstly applicable -- only that the elements of
availability, dependability, end capadility be incorporated in guch s manner
that the model framework could be applied.

As & simple example, t\t product A D C ih actuality is based on the
assumption that mission performance 1s evsluatad at a single point in (ime --
the end of the mission. Por msny osses, this is not reasonable. If D (t,, t,)
18 defined to be the depandadility matrix over the time interval (t,,, t.), and
if the Markov assumption holds, i.e.,

(260 20] [z 00 0] [2 00 ]

for all t, such that t,Ct,Ct,, then the effectiveness of the system at time t.
is represented dy

E(t,) = A [2 (o, tg)][ﬂ ("k)]

If the mission 18 one in which continuous performance is required over the
mission length te ‘the effectivensss of the system, assuming well-bebaved func-
tions, may posaibly be quantified as the time average of B(tk) -= thet iu,

tm
E-%m j; E(t) d¢t

Note that if at each performznce time the capabdllity co-efficlent ¢ i aquals
one, and if state j belongs to the set of satisfactory atates and is zero other-
wise, the akove equation for E reduces to the expected fraction of the mission

_performance time that the system is in a satisfactory state.

An extension to the WSEIAC methodology 1s neceasary if the Markov assumption

does not hold. In this case, the capability matrix must be written as an XN .
Matrix (N = number of system states), with an entry for each state transition.

Exhibit 1 presents a system-effectiveness problem, with its solution, that
11lustrates the application of this technique.

2-30
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EXNIBIT 1
EXAMPLE OF SYSTEM-EFFECTIVENESS PROBLEM

Two communications systeas, A end B, are used simultane-
8uld either of the systems
fail, the remaining one is capable of transmitting slone (A
and B are statistically independent;. Pailures in either {or
both) systems are not repaired during s transaission period,
but are repsired during a pericd when the equipments are
normally shut down. '

ously to tranamit information.

A traasmission will be started whenevsr at least one of
the systems 1s available (in other words, it is not necessary
that both A and B be in operable coLditica 1n order to start
s transmission), ‘

The respective mean failure times, mean repair times, and
bit rates for A and B are given below:

Mean )

Systes! Mean Failure Time, ? ‘ Trancmissicn Rate, r
, : ! nn,’i / !
A |12 hours (exponential) { 8 hours| 12C,000 bits/hour

B

24 hours {exponentiai)

6 hourll 100,000 bits/hour

A noreal téﬂ;‘lluon period consists of 3 unintezrupted

hours.
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SXSTION 1 \ ,
What i¢ the effectivensss of 2 and B cambined, if

effactivensss 1s defined as *he yrobability of tranmitting
at least 300,000 bits during » sormal trensmission period?

NN 2 ;
Whet is the sffectiveness of A and B combined, if

effectiveness is defined as the expected (average) mmber of
bits tranmitted during » normal tranmmission period?

TN 3
What ts the ansver to Quastion 1 if both values of 7
are increased 5087
Mhat 1 the enswer to Gusstion 2 if Poth vilues of ¥ are in-

&

. LT R nr-i A ‘l'.nfsm

SR § )

Wnat is the answer tc Question 1 1if, instead of changing
the values of T, the values of T are both decressed 508t
T

What is the answer to Question 2 if, imtud of changing the
valuos of T, the values of X are voth decreased 508t

For all questions, the system state
decignation will be:

Configuration §tate Jmber

A-D 1

Ay 2

) SR 3

X-3 s
2-3¢2

ST A —

e
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BO?S: All calcuistions rounded off
to 2 places as they occur,

““W: Tie availability (A) of & system 1is the probatility
thai a systes is opsrating at any point in time and 1s given by the equation:

A --—1—
T+R

In particular, the availability of subsystems A ard Aa are as follows:
¢
12
Wemegs®

Ag = E-i’-‘-:-z ~ 0.80
Definition: s, = p(state 1 exists at start of transmission -- a function
of the availabilities of subsystems A asd B):

8) = (Ay) (Ay)* = (0.60) (0.80) = 0.48

2 ™ (AA) (i:AB) = (0.6C) {0.20) = 0.12

8y = {3-A,) {Ay) = (0.40) (0.30) = 0.32
oy = (3-h,) (-Ag) = (0.80) (0.20) = 0,08
where A‘ and A' are the avallabilities of subsystens A ani B, respectively.

AMairixs A= {048 0.12 0,32 0.08)

Depeniabiiity Calculations: The measure of dependability that will be used in

this exemple is the roitability messure acsocisted with the cperation of subsystems

A and B. Reliability, then, is defined as the pichability that a system will
satisyactorlily perform its functions for & given period of time. DBecause elec-
tronic systeas are being considered in this axsmple, the nlhbuuytmmuon is

assumed to de exponential and is given dy the equation R(t) = e ¥ where ¢ is

the mission time. Thus the reliadilities for Subsystems A and B are as follows:

- ! - ‘
uzmnuy‘ (3 rours) = e Ao ﬁ .o 025, 0.78

Reliabllity, (3 hours) = ¢ B,e g" r o~ 0155 [ 588

® Reference Multiplication Law, p. 4-5 of this gutdebook.
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noaR? 2
Flemental Transitior Prodabilities:
P(A =A)y = 0.78 p(3 ~13)y = 0.88
p(A -")3 » 0,22 p(n -'!)3 = 0,12
p(X=4A)y =0 )B=3)y=0
PE=K)y =1 p(E=B), =1

Definition: dy, = p(going from state 1 to state J)3 \ 0.,

State Transition Probatilities:

d;, = (0.78) (0.88) = 0.69 dy; = (0) (0.28) = 0
d;, = (0.78) (0.12) = 0,09 4y = (0) (0.12) @« 0
4,3 = (0.22) (0.88) = 0.19 dy3 = (1) (0.88) = 0.88
d,, = (0.22) (0.12) = 0.03 dgy = (1) (0.12) = 0.12
4 = (0.78) (0) =0 dy; = (0) (0) =0
dyo = (0.78) (1)  «o0.78 dQp = 0) (1) =0
dg = (0.22) (0) =0 43=(1) (0) =o

doy = {0.22) (1) =022 gy .- (1) 1) =1

0.69 0.09 0.19 0,03
0 078 0 0.22
D Matrix: D = 0 0 0.88 0.12

0 0 0 1

Capabiiity Cai sulations
Desfinition: (21 ;" p{transmitting a 300,000 bits under
the state transitions (1 -3)3].

o, =1 03:-0
012 =1 °3e'°
313-1 _ 033-1
oy = (see below) o3y = 0
tgy = 0 ' ey =0
0 =1 Sy = 0
023-0 0‘3-0
ooy = (see below) : ouy = 0
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. EnNInre 1
Jor %% and %o sonsider notat.oml solstions

e
ks
i

- Trasemiseion retec: r,, ry (ocmstant) . Mission time: 7T

. Fatlure ratess 3y, dy (exponemtial) . Conditions: £,?> By ry¥ = B
. Bits to be trenmitted: §

hen

Y g a"
. A , P oar ;
oy o Al ey e —dpy |0 TN o)
t, =

Y
-
fa

= 0,15 {for the numbers involved)

NENE T I
-1”1-542 .oA .t:'-t-é ' ] - (2)
F )

| = 0.55 {for the nusbers involved)
(o méumunnnu.m-m_ o
: errorst T plase entris; are necded to
engure 2 place soourecv of result) .

0.55 1

-

1 1
: 0 o 9 G

T
Moy an
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Etfestiveress Oglowigtiong
The effectiverwss equation is given by«
4 &
z - z F“a‘::‘s:' whieh nay be weittens
el jud
Y dyy 0y
. .
Z du °21
Jal
2 4
A x Z U5 Os3
. dnl
[ Y
z des %3
) -j.l -
M ,
Y &y 01y = (0:69) (3) ~ (0.09) (2) + (0.29) (2) + (0.03) {0.55)
P
1

=

ite

deg 035 = (0) (0) + {0) (0) + (0.88) (5) + (6.22) 0) = .88

&g o33 = (01 (0) + (0) (0) + {0) (0) + (1) {0) = 0

, | - fo.99
» ¢
« 0.3 « 0,10 + 0.28 o-_o-g,_‘iﬁ-m

AN R

1

236

3

- o.”

Z Zg =2g = 10) (0) + (0.78} (1) + (9) (0) +(0.22) (0.73) = 0.8

'”—‘»
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RXNTRIT 1
| L ) L H .

mmmmmzmmmmw.mvm,m
mnwhm%m

Defindticas T|< T 1s the mesp folivre time of & systen
’ ‘subject to the ecndition that 1s knowm to
. have failed by time 7.

[

Por wm Mt: fallure rete ),

b 4
- Cat _ RS
FlsTe e ated.rdt (&)
147 10~
sl

Bae, ﬂnw men fallure times for A and O ares
.l <2 = 2.4 hours .
(for the nusters invoived)

Tyl < T = 1.5 tours

- Setiadtiend I|<e-~wm¢wu
: transitted 37 & weben Wds: s knowm
' to have falled by tims 7.

C

1% follows directly that -

Bt Dy oy

Tms; for systems A and &,
;" € 3= tmtm) (1.36) = 368,000 bise
Byl < 3 = (200,200) {1.5) = 150,000 bats
wanmq-r-mumauu
Mm Ny & aysten whizh s net .
b
e 3 | | <

o

. - .
P

e, e

il 0 TR Ay A R P
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EXHIBIT 1
It follows directly that
Bl aTerr (6)
80 that
BAl 2 3 = (120,000) {3) = 360,000 bits
E&J 2 3 = (100,000) (3) = 300,000 bite
Definition: c1 = expected number of bite
transmitted under the transition:
(1= )3
°11 = 360,000 + 300,000 = 660,000 031 =0 + 0 - 0
012 = 360,000 + 150,000 = 510,000 Q32 =0 + 0 - 0
€13 = 168,000 + 300,000 = 468,000 C33 = 0 + 300,000 = 300,000
clh = 168,000 + 150,000 = 318,000 034 - 0 + 150,000 = 150,000
021 = (o} + 0 - 0 °:1 =0 + O ~ o]
Cyp = 360,000 + O = 360,000 Chp=0 + 0 - 0
023 = o] + 0 = 0 0“3 =0 + 0 PN o
cgu = 168,000 + 0 - 168,000 Cim =0 + 0 = 0

660,000 510,000 468,000 318,000

] 360,000 e 168,000

Oy  Matrix: Cpy = 0 0 300,000 159,000
0 0 0 0

Effestiveness Calculations

Equation 3 atill holds, and the D Matrix 1s urchanged:
4
Z“IJ ¢14 = (0.69)(660,000)+(0.09) (510,000)+(0.19) (468, 000)4(0. 03) (318,000} =599, 760
= B
4
}Ja,‘,J 6gq = (0) (0) + (0.78) (360,000} + (0) (0) + (0.22) (168,000) = 317,760
el
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- EXHIBIT 1
A “
L) &
y L a3y o34 = (0) (0) + (0) (0} + (0.88) {300,000) + (0.12) (150,000) = 282,000
=1
‘\
Yty o4 = (0) (0) + (0} (0) + (0} 0) + (1) () =0
3=l ' o
559,760
‘ 317,760
aMd E= [0.88 5 © 0,32 0.08] «x 282,000
_ L 0
= 287,885 + 36,121 + 90,240 + O = 416,256 bits = Answer
QUESTION ¢
Jomnents

« 50 ancrease in T values resulis in: TA = 18; ‘l'B = 36
* The methodolog is identical to that of Qusstion 1.

Availadility Csluulations
' 18
Avallsbility, = 55 = 0.69

Availabilityn = é = 0,86

A Matrix: A = [0.59 0.10 0.27 0.04 ]

Dapendability Calculations Ig
Rellability, (3 hours) = ¢ ~° = e~ 0.167 . 0.8t

LA L

Reliabilityy (3 hours) = e

3 : 0.77 0.07 0,15 0.01;
0 0.8k 0 0.16
L Matrix: D = 0 o 0.9 0.0°!
0 4] 0 ."J

ST R AR R
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EXHIBIT 1

Capability Calculations (k

Comment :

All ciJ values, except for o34 and Opyy, AT'® identical to those in
Querssion 1.

Prom Equation 1, Spp = 2.19
From Bquation 2, ¢,y = 0.56

1 1 1 0.5
0O 1 © 0.19
C, o Matrix: C o 0o 1 0.
b i i
Al . 0 0 ¢ o ‘J
Bffectiveness Crlculations
From Bquation 3, sounded ot”
/- from 0,996
.|
0.87
E=[0,59 0,10 227 0.74 ] 0.92
L 0

= 0.59 + 0.09 + 0.25 + O = 0,93 = Anawer

RUESTION ¢
Comments
« 50% incrsase in T viluus resuits in: ', = 18; ’I‘B = 36
+ A and D Matrices are those of Question 3°
. (_:LL Matrix methodology 1a identical to that of Question 2

Capability Jalculations
From Equation 5,

Bpi < 3 = (120,000) (1.5) « 180,000

Bg| < 3 = (100,000) {1.5) = 150,000

: 660,000 510,000 480, 330,000
0 360,000 0 180, C6O
Cyg Matrix: Oy « l_ g g’ 30céoocﬂ 15060001

e
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EXHIRIT 1
(\ : Rffectivensas Caloulatiocns
) Prom Bguation 3,
; ‘ 619,200
- . 331,200
; ¥ { 0,59 0.10 0.2T7 0.04 ] x 288,000
Y o |

= 365,328 + 33,120 + T7,760 = 476,208 bits = Answer

WWESTINN §
Coamente :
« 50% deorease in K values results in: K, = 4; K =3

» The only change from Question 1 ocours in the oalculation of the A Matrix
+ The metnodology is identical %o that of Question 1

Availability Culculations

- § 12

3 Avanab:!:utyA “%®" 0.75
: 24

- Avulabiutyn = &y - 0.£59

hU A Matrix:s A = ( 0.67 0.08 0.22 0.03 )

Effectivenses Celculations

0.99
: E= (0,67 0.08 0.22 0.03 )y« ?g; = 0.92 = Answer
0
i QTN
Comrents

. ' - 508 decrease in N values results in: K, =4; Ry =3 il

. 7 . The only change from Question 2 occurs in the evaluation of the A Matrix,
3 + The methodology 1s identical to that ¢f Question 2

* The A Matrix ‘s identical to that calovlatsd in Queation 5

{ y
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. ‘ c 599,760
E= {067 0,08 0.22 0,03 ] X 317,760
) ) . B . ; am'm 3
0

401,839 + 25,421 + 62,080 = 489,300 bits = Answar

- m | . A - . | . » - o ) : ‘ ’!
Bl % p{ a 300,000) | Averags Bits {
12 jau ] 8] 6 0.86 416,256 !
18 |35 6 0.93 476,208 :
12 |24 3 0.92 489,300

[~
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2.1 SUNERATE 2087 LESATIONS o AMCP 706191
2.11.2 ~Atialy nteodustion '

The mathod followed in any cost prediction is straightforward enocugh but s

~ apt to be quite laborious. Jurthsmicrs, the dats on which any prediction mus: be
based are difficult to collect, and the gross estimates that it 1s necessary to
cmw ®ust be treated with a good deal of reserve. To make any cost prediction
&6 a1, 1t 1s necessary (1) to break the expenditures down into rather small
categories, (2) to collect as much past experience on expenditures in sach catesory
as possidle, and (3) to predict from this information how much is 1likely to be
spent in each category for the project being costed. Thereaftsr, all the cete-
gories must sgain be cosbined to obtain the system cost as & function of time.

i
| 2.11.2 The RAND Method |
Many agencies, both in the DoD and industry, are perlorming miliiary cost
analysis ani developing costing methodology. The RAND Corporation 'ss been one
‘ i of the lesders in the costing field. The major costing concepts r.roposed by the
"j,—\‘:v.'h.

§ sy
\\_;r"‘

RAND Corporation are as follows:

+ Categorization of costs into research and development, initial investment,
and operating costs

. Use of tnaividual-system costing and total-force-gscructure costing
. Use of incrementsl costing
. Concentration on most important cost factors

These concepts are described briefly below, and seversl of tham are discussed
in more detail in the following sections.

The catagorization of costs into resesrch and development, initial investment,
and operating cosvs 1s consistent with the DaD programming system. Smme advantages
of this categorization are that the time phasing of the costs are readily apparent,
“he total lifetime cost for alternmative system lifetimes is easily obtained, and
the impact that changes in the research, developuent, and initial investment costs
have on oporating costs can de observed and traded of?l.

Total-force-structure costiig 18 much more involved than individual-system

costing. Individual-system corting does not examire the interactions betwsen

» itself and other systems in tns total force, This makes the cost amlyst's task
simpler, ant is particularly useful in costiing future systems (whsre interactions
with other systsus are not well definsd anyway). Total-force-structure costing
examinss the cost of a rystem in the framework of the total force. This requires
information on interactcions amorg the systems in the total force, and also cost
date for ths total force.
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Incremental costing is an approach that ¢stsmines the charge in cost
associated witn achieving some change in effectiveness. If a decision is made
todsy to develop a new system, incrementel costing is used to fhtcmin‘ the cost
to devolop that system starting from today. Costs that have been incurred
previcusly are not counted, and the costs for existing equipment and facilities
that can bs utilized in the new system ars not counted. In most cases, incre-
mental costing is the type of costing that declsion-mekers are asking for when
they say, "What will I be getting for my mcrey?"

A sensll 1*.'1:3 analysis caislsis of' changing each of ths varighles. 4an *he
atudy 1n turn, while ths reuining mmho ara held eonlunt, to deternine how
mmall changes in each variable can affect the study result.

A cost-sensitivity analysis is normally used to datermine which parameters
have the greatast impact on the total cost., The cost analyst -can then concentrate
his efferts on the most important cost factors.

2.,11.2.1 Cost Categorization

System costs have been categorized ir a mmber cf ways, depending to a greac
extent on the type and applicability of evailable date. The odjective in ang of
thess categorizations is to focus attention on the major resources that will be
consumed during the life of the system, Information on resouvrces is prcduced

‘that can be compared with information on available resources; alternative courses

of action can be evaluated according to the amount of rescurce consumption they
involve.

The military grouping of costs corresponds to the prograam phases in which
the costs are incurred:

- Bessarch ard Deveiopment Costs. All the costs necessary to bring a cystem
into readiness fur ‘.troduction into active inventory.

- Initiel Investment Costs. All costs incurred in phasing a system into the
oprrational force. They include the costs of procurement of prime and
spucial equipment, facility construction, personnel training, and procure-
rent of initial spares. '

. Operating Cossa. All costs necessary to the uperation of the system once
it has been phased intc the operationsl inventory. While both RAD and
investment costs are incurred just once, ihe operating costs contime
throughout tls lifs of the systea, ’

The curves of Pigure 2-8 show typical distridbutions of these costs over the
11fe cycle of & system. Murther subldivisions of trese costs are thown in the
following parsgraphs. ) ’ ’
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Sianee 2.9
SYSTER COST CAVEOSRNS

Exsmples of the types of costs in each major category are as follows:

Research and Development Costs
« Design and develoyment

Preliminary research 2nd design studies
Developmant engineering and hardware fabrication
Development instrumentation

Captive test operations

Fusls, propellants, and gases

Industrial facilitie.

. Bystem test

Test-vehicle fabrication

Vehicle sparss

Test operations

Test ground support squipment
Test facilities

Test instrumentation

Puels, propellants, and gases
Dats reductic~ and analysis
Matintenarce, supply, miscellansous

- System management and tochnical dirertion
staent s
. Installations _
- Construction of new duilding, airfislds, etc.

2-A8
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* Bquipment
Primary-uission squipment ( J
Specialized squipment o
Other squipment

M it ok

+ Stoek. : ]
Initial allowances
Maintenance floal
fquipment spares and spare parts
Caombat consumption stocks .
Mmunition :

i, il ool

« Inltial training
» Miscellaneous investaent

Initial tranrportation of equipmant and spares
Initial travel
Initial propellants, oils, and lubricants

rating Costs
- Fquipment and installations replacsaent
Primary-mission equipx:int
Specialized squipment

Other equipmert ;
Installations ,\

" e

+ Teaining
- Pay and allowances
. Propeliants, oils, and lubdricants

Primary aission equipment ' J
Othar propellants, ofls, and lubricants .

. Basrvices and ziscellansous

Transportation
Travel
Other sarvices and miscellamous

+ Bondirect admianistrative and support coste

2.10.2.2 Cosiog Individual Systame and Tose) Poros §tyvituge

A mtlitary i +5ew can normally be definsu by aescriding trres kay el.ments:
(1) the mission, with threat and enviromment; (2) the method of operetion; ant
(3) & Gescriptian of the physical makeup of tha systam asd 1ts eupyort aystem.
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XL thase tiwes elamente are defined, and there are no interrelationships
with other aystems that sust be considered, twn the i)pe of cost snalysis that
is normally used is the individua] system-cost amalysis.

Individual system-cost analysis is less involved and requires fewer date
then would be necessary 1 the system were not 1solsted fram the total force.

The difference betwesn individunl-system and totsl-force-structure cost
valyses 1s the lovel at which the analysis is carrisd ocut. The total-force-
structure cost amslys’  1is & highar-level anslysis snd includes many individual
systams with the associated interactions smong the individual systems.

o w.u ases M shich Ao sndividesi wyster cannot bde costed reslistically
withcut the wss of & ml-fm-ttmm coat amalysis, For example, the
develogacat of 8 new anti-aircraft wespon would reguire a totai-force-siructure

 cost analysis. The entire sir-defence capsvility could be costed (1) with, and

(2) without the new individual system. The difference !n cost betwesn {1) and
(2) would be the cost of the new anti-aircraft weapon.

2.11.2.3 Jmepements) Costiog |
Incremental costing ml for additional costs associated with ths
sdditional effectivensss of & now system. The major factors .nclrded in ths
concept of incrementsal costing are iiieritsd asssts, sunk costs, and salvage
valus.

Inherited assets are those existing squipments, eris ing facilities, and
trained personnal that sre swailshle Cfor ¢4 ~av systam. Inhwerited asieis are
not included in the cost comparison for altermstive systems., JFor exampie, if &
new radsr s¥stem can utilise existing repair inetallations, the {nitisl cost of
these installations is not included in the cost snalysis; i.s., the installations
are free.

Sunk costs are those costs that have been sxpended prior to » given decision

peint, 1n time, and thase costs Are not included in & ccst camparison. Por

exanple, Supposte two sltarmative cammpaicetions systess are “s)ng considered for
dsvelopment, ard one fystes has alresdy tacurred $2 aillfoa of Bad funds, whils
for the other altermstive system (possidly an Wmjroved -ersice of an ex'sting
aysten) o BAD fund Das Veen expended. The decision to select wither altermmtive
asy be based naturally oa cost, effectivensss, technicsl freasidility, time
schefiuliag, ¢tc. Jowewer, in costing 3ach alteraative, the $2 nillion thwt has
alresdy Sera spent &n thw first alternstive 18 & suik cost, and therefore it mot
{aciuded in the coed comparison <+ 1.e., /O satter which altermative is selectsd,
an abfitional §1 million of RAD funds will be expended.
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Another factor included in the incremental costing concept 15 salvage value.
Salvage value takes into account the cost saving that mey Le roalise? ®rom sellinrg
or transferrig a system to s future organisstion whnr the systen is ptased out,
or the cost saving from salling the system as scrap.

2.1:.3 Cost-Estimating Beistisnships |
The most izportant tool availsble i¢ ths ccot amlyst 1is the cost-estimating
relationshipy (CaR). These provide a mathod of preiicting the cost of & new
system, Thes: relationships are developed dy collecting accumlated cost dets
on simllar systems and correlating such costs to epyropriste charazteristics of
the nev systen (weight, sise, mmbder of paris, #te.). For scme types of systemns
tha* 'ave psea in existence for many years, sach as airframes, enough du./a have
been generated to persit developmen: of CERs for use on now airfiames; however,
for aore advanced systems that incorporate s substantisl mmbder of state-of-the-
art improvesents, currently avallsble cust-prediciion techniques 4o not provide
the needed accuracy. : '

The standard sethod for developing cost-estimating relationships is throngh
the use of multiplc-regressior sanmalysis. To use the multiple-regression -pproach,
& gensral sssumption 1s made that the dependent varisble -- in this cass, a cost
category -- 1s related to the poedictor variadbles by a lineser equation of the
iollowing fowm: :

Fo(€) = Be s Bfylxyys Xig s g ) * gfplRge Tage - ¢ s Xp )
L P & bnrn(xm. Xops + = o9 ‘ran)
whltre
ro(c) is a function of the cost

cth

I, 18 the 3P prediction parsseter tr the 0¥ subset

’1* t?' e ey fn are functicns of the x's

b\‘. 5., v vs ”n‘ are computed regressicr rocffictents

Although the gensral function 18 liroar with respect o tis regression
svefficients, It {8 a0t secessarily linear with) respect to © or “iw x's. Tws,
Zor example; a2 equation of the form

» -3
C=a tx } . 2 xe

-transfores to the “equired lirsar form

X“Cui«lvhx m'x}“?xz
ALt ronlinear eeiicns can Y uded through vartuus sathmmatical curve-
fitting procedures, the advartage:d of wing & least-uquares analysls bdased oa

linear eqatioes In the coefficlents &-d the Fiwxilkility of such llasur Tures
iragly feve. s tre siandard regressicn spproech.
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Normally, separate CERs are developed fur each of the major cost categories
{Ressaich and Development, Initial Investment, and Operating Costs). PFactars that
1afinence one Cost category may have 1ittle sffect on ennther rete-sry or BaYy vven
Mve an gyposite effect. JFor exsmple, aAn egquipment . .tra-bhigh-reliability progrec,
such as that mnmwnwwm three swrvizes, will
increase development costs but, it is hoped, great)y reduce operaticnal cosus.
Trersfors, pareasters relating to relisdility will have a positive developsent-
cost relationship but & nagative operatioml-cost relsticaship. It would be
unrise to cowdine tas two cost cstegories into one CIE sincs eccwracy will protably
be dminiched; equally Mmportant, trads-off aspects will be lost.

I¢ is Geaireble tc 1Mmit the final mmber of parsneters in the HR: to
siammise use 4ifficulty as well &8 to zaxiaise the degiees of fieedom o the
atalysis., :

2114 Probiems in Cost Asplrsts

2.11.8.1 Gest Crmensuredility

Thers ere twe main techaiques for makin, costs commensursdle: ammortization
and discounting. Mmortisstion is the spreading of the system research and Cevalop-
aent rd initial investment costs over the lifetims of the system. DNiscounting
13 uoed to reflsct the greitar walue of present money over future momay, becaise
of the possibilit> of invasting present mocsy for = sin.

Memtization and dfscuunting are nol aormally used for military costirg,
+ Goserment directives call for yeariy sstimates ol actuol expenditures;
this information aids in the preperation of the anrmal budget.

. The discounting rats is 1ifvicuit to dstermioe; it has Deen estinated to
be from 1 percent to 20 percent.

. Thase factors are normally insensitive as campsred wita othar costing
censideretiaons.

At pr 3ent, the discounting rate naamally used in Army studlss is 15 percent.

2.11.4.2 gost Pasersaimey

Bvery ost estimate is uncertsia, frua th. laitial CONPOISHL-cOoAt eetimats
W tarough ‘ta agETegation of system costs. Cost anslysts have deen careful to
41fferectiate totwesn this type of uncerta sty in the cost satimates (cost-
sstisatiog uncertainty) and uncertaisties 1o what azactiy 1s to de coste’ (require-
asts uoxsriatlsty). In the latter ceve, o detalled descriprion of the inptcr-
relatioosiips axsocisted with the aysteal BAY conswne &8 Buch a1 7% parcent of the

WAL project tiee. The MCEt surious ofrors in tim Ccost ssalysie can ususlly e

traced to e ashumptions And interreiatiorslips ua whica the coSit edtiBates are
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Cost-estimating uncertainty 1s ths statistical uncertainty ceused by errors
in the cost data, insccurate cost-eatimating relationsiiips, and differences ir
“he cost-analysis approach.

The analyst should develcp not only the coet estimates, dut also an indicatisa

of the confidence level or possible ranges of the costs. Use of the cost=sansi-

t'vity analysis is alsc desirable to show the tapact that uncertasnty ‘can ave on
the final cost estimales. : : o o

2.11.4.3 Date Collection

One of the greatest problems in cost analysis is obtainfng sufficient -data
and accurate data. The dasic data capned to support the rtqnzmlnm ot the

cost &

adalysis should mest the follaning nqmrcmm.- -

. They should be collected in sufficient @wmey to pm!an ngnmm
saaple sizes of the vu‘im syztenm. cm‘etoristics and can‘* mmtcrl -
heing studied. The confidence in results 1.nczmn w:ﬁh the quensity of -
obhservations. Accordingly, every ‘BLPOTt MUSL Bo M to l.cmxtre smxctwt
data from actual survelillance of mtua in an operatlomal sovirament.
If, however, adequate data of this type are not availahle, 1% may bo

necessary to resort to estimating teehniquen.‘ mm prmn mmms
are available for varicus equipments,

They should refliect current ayatem coz:ﬁ#.tioné. *rmuy colmtiaa oz‘\’ iaput
data 1s required if the cost aralysis s to depict eur.ﬂnt cond!.tim in '
the system. Many diverse factors affect the vost of dw.lapmc, pmnuw,
operating, and maintairirg a modern system, - Unrort'mstcly, at lessk frem.

e cost-development standpoint, almost all of these factore are dynamic.

They shoulé b2 accurate, The importance of using the wost accurate data
svailable cannot be cveramphasized. The stringent requirement for accurate

data 1s relsted to the iatrinsic nature of the mathecadical apprasch. ~Hany .

compound sueming operations {or multiplirations) will de scepnplism_ﬁ ‘
during the cost analysis; thus any insccurscies in the data 411l :iso be
compounded during these matheuatical merdpulations. ' '

. They should ba repressntative of the operational lﬂnutiouj of kxtbhst "

The system-cost chacacteristics are known to ve afficted by .he operaticasl
a ) naintenance enviroment. Until such time s the dirgctlon and axtent
of the various influencing factors upon the system are mors explicitlv
defined, it will be desirable to collsct dats frca the spsciffs operatlonsl
s.tuation in the cost analyeis, -
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2.11. 5.1 MI tion *

e mcitie tou thnt /Oy costi mmti: vill take &&pends on the particuler
system being studied. However, in general, there ars three factors that must be
conpidered in every césting problem: ({1) the costing methods that will be
mloyoc, {2) s type of data that will be required, and {3) the sources of the
data. These fact tors are amcmea below. ’

' 'l‘ho colting method nployod is normally one of three general types -- a
catalogus price, a cost-estinating rplatzomlgip, or an estimate based on a similar
systems. The cataslogue price.is used where the component ie an off-the-shelf item,
The cost-estimating relstionahip can de developed on the basis of deaign and per-
formance characteristics, or ’pa.-gvious cost. The estimate of cost based on a

"similar system 18 used whwen the system being anflysed is sufficlently similar to

an existing eystem that 3 valld cost snalogy can he made.

The Lype of Jata taat 1s 'raquire_d Tor & cost analysis may be categorized into
the asmi;ptlom and constraints, the description of the system, and the cost in-
formation. As m exanple of the typesa of da‘a required for a cost analysis, assume
that the avionics on a group of helicopters is maintained by & dual maintenance

I organization, coneisting of organizational maintenance and direct support nainte-
" rance. i ;

Ifa caap"amt asuinst an avionic system is received, organizationsl personnel

txy t,o vepify the complaint; if they verity it, they (1) perform zame maintenance
Lot 5 heiiccy‘eer {this may consist cf changlug & black box) and {2) in a certain
) .,s"ypareem;&se ofthe cases, generate 2ome direct support maintenance,

1!‘ they do mt verify the compla.int, they have. of ccurse, spent some time
“fn- tha inv&stig&tioa hewever, thm: ccmple.lnt. is disposed of.

The fellowing dsta gre rea 1ired 'n tne cost ana.lys 1s of this syatem:
-'m:mber of complaints per ‘month .. - ‘

- Praction veriffed
. Marpower needed £0 ver!.fy

. Fraction 1lsposed of sst the neuccptar

. Munpcwer riseded. to dimse of cho complaint at ‘the heliooptu

. "ost of the bits and pieces needed at the helic:opter

. Mmpower needed ta pmvide the bita and pieces at the hal'cepter
+. Marpower needed to replnce the black hox

- voié of the replacement black tox

*FTom "Hellablllty Engineering”, copyrighted 1964 by ARINC Research Corporation,
Putlisher -~ Prentice-Hall, Inc., Englewood Cliffs,. New Jersey.
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+ Manpower needed to obtain the blaok box ; )

+ Time delay before the faulty box is repaired nndgndy for use .

. Time needed to repair the bimck hox at dm’c'ﬁ;port

« Cost of the bits and pleces nreded at direct suppert

. Nanpower neaded to provide the bits snd peioces at direet suppert

. Coat of losded manpower for various categrries of direct labar

« Average lifetine of a black box ‘ ‘

+ Cost of varicus categories st loaded manpower

Sources of data include published reports (and unpublished beck-up material),

equipment catalogues, and financial summaries. Typical sources of data for the
example given previously are indicated below. :

The number of complaints per month, N
The quantity N is composed of usage rate, relliadility, and the number of
black boxes in use. If n black bcxes are being used, esch an average of t hours s
month, and if the complaint reliablility, i.e,, the mean time between comp‘aints
(MTBC) on the black box, 1s A, complaints per hour of use, then s

at
N-rc

The MTBC can be estimated from field-failure dala.

The usage rate, t, must be estimated from deployment plans, as must the
mmber, n, of boxes in use. On a projected system, all these factors will de
available, Hence N can be estimated.

The fraction of verified complaints

The Zraction of verified canplaints, v, is another output of the observation
of field failure data. If A, is the mean time between verified complaints, then,

VoS

L)
The fraction of verified complaints that can be disposed of &t
The hellao gier‘ - - " ~ — o

The frection of verified complcints that can be disposed of at the
helicopter, f, 1s estimated essentially from two pleces of informstion:

(1) A maintenance plen that defines the repairs that will be made at the
helicopter. (Adjustments, for instance, will often be meds there.)

(2) a reliability prediction in greater detail than those needed for 7\° and k
A\ , namely, a breakdown of A into those cases which will be disposed
of at the helicopter and those which will have to go tuv direct suppors.
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Such prédictions can be obtained from a more dstailed knowledge of the
oquipménts or, alternately, statistical values of the fraction § for
stallar equipments now in service can be used os estimates.

I CORY O3 RALNLGRRINGS BANPUWS]

~ Direct-maintenance manpower is obtainable from maintalnebtility predictions.
Suppose the direct.maintenance time required and the corresponding hourly pay
required on the average to sccomplish the maintenance sctions are, respectively,

tla.ndci

where the subscript 1 refers tc the skill class. Then t, can be obtained from
maintatnedility predictions; C, can he obtained fram lists of pay classes, together
with an estismate of thea useful 1ife of maintenance men in grade. Here a suitable
definition of useful life might be the percentage of the time in grade during
which the man is actually assignsd to maintenance duties.

Besides direct labor, thers is in any organization a great deal of overhead
labor. Much of this is concerned with scheduling and supervision, and some with
mansgement; and & good deal goes to leave, training, and ncrmaintenance duties
of the men thmselves.

In genaral, the loaded time will De a linear function of the direct-lahor
time. If T, 1s the loaded time (direct and overhead) spent in labor cless 1, then

v T1 = ‘1 + biti R
The cost of ladbor is then given by
c(T) .Z 7,0, = Z a8, + Z byt,C,

The constants invclved in the equation adbove are the overhead coefficlents,
8 and bi‘ Rough estimates of these can be made from tables of organizaticns
and frem estimated work-loads.

A good approximation to the squation above can be cbtainsd in ths form
Cc(T) = c. + cb N
where ¢ is the total active-repair time in all labor cleases.

Ihe materials costs at supply

The materials cos*s at supply are the parsasters that connect the different

. schelons. To estimave them, two kinds of information are needed: (1) the average

amount and kinds of materials needed to perform repairs, and (2) the cost of these
materidls to supply. Tusse categories are discussed below.
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TN
Estinates of the kinda and quantities of mcterials can bs chiainea either
from a statistical analysis of the bahavior of similar equipments in present use
or fram a detslied reliabllity amaiysis, desed on astual schematics.

The cost of these materials at the supply echelon in question will consist
of the following: ' '

. Cost at the higher supply echelon, whi=h supplies the one in question

+ Cost of the labor needed at the higher echelon and at thw echslon ia
queation to move the materials

+ Cost of transportation

The materials cost at ome acmloxi‘than contains implicitly the accrued smurply

costs at all higher echelons; thus the whoie system-support cost will sccounte’
for. .

The cost of wupply marpower

The labor coet at sapply must be obtalzid by an anaiysis gimilar to that
described for the maintenance marpower. If & detailed analysis 18 not avallable,
probably the dest sstimatsa cdtalneble 1is to assume that every action, i.e., every
requisition and every issue, takes, on thc sverage, abhout as much lador as every
other. Then if the total payroll ol the supply organization is divided by the
number of visces of paper gensrated, an estimate of the labor cost of requisitions
and issue is obtained. :

The time delay; the average 1ifs of a black box

The cos: of time delay [involving AT, L, wnd cc == ths time delay, the
average life of a black box in the (partial) system, and the cost of the black
box to supply, respectively] has been given as

T
e

The egtimation of cc has been discussed sbm Tirs deiays must be estimated by
observations on similar asupport organizations, The average life can be estimated
from condemnetion rates, return rates to higher echslons of maintenance, and the
total number in circuiation. ‘

If on an average & blask bhoxes a month are condemned, and ) aro returned to
higher achelcns of naintenance for repair, then if tiwre are n boxes in circvla-
tion,

- a
Legss

Again @ and b can be estisated from & detalled reliabllity analysis anl &
maintenance plan, or from statistical vaiies for similar equipnent. The mmber
n 1s determingd by the verified fallure rate and by logistic policy.
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2.12 EeSSISE TOE MAGRL

2.12.1 Qeners}

The method used in exercising the model ir depandent on the type and complex-
ity of model ana the time, equipmant, persomnel, and money availadle,

Yor & camplex model, the time and cost involved in exercising the icodel on
a computer Bay bYe much less than the time and cost for using people with slide
rulvs. HNowever, \f this model 1s only recuirsd to be exercised once, tha cost
of set-up time for the computer may preclwsis its usz.® In general, the computer
43 much faster for exercising a model than using s slide rule or a deak calculatcr
once the model has been programmed. In actual practice, hovever, the analyat has
an overall time constraint on the study effort, and if a computer is available,
the time to exercise the model will not charge, because the analyst will use any
additional time to conduct sensitivity anslyses or expard the originel model.

The basic pcint to be made in exercizing the model is that no matier what
process 1s used -- dcsk caleulator, ccmputer, or slide rule -- the final result
will ds only as good as the model and the informeation put into the model. The
use of a computer does not in iteel? ensure a more valid result.

2.12.2 jnalysis of Output Data

¥hen an analytical model ras been developed and sufficient input data gathered,
the model can be exercisad, either manually or dy means of cosputer. In the sim-
plest of cases, a single dupendent variedle will .esult from the process. In most
systems analyses, however, a whole family of depundent variadles will be generated

2.12.2.1 Anslysis of a 8ingle Depandent Varisdle

Each model equation will yield one cutput parameter (the dependent variable)
when one set of imput paramsters (indepencant variasbles) is used. The output
parametey aight repressnt an average, predicted, or estimated value. The value
could represent a measurs of cost, effectiveness, relisdility or any other param-
eter of interest upon which the nousl was based.

The singls cutput paramster could of course Yo snalyred by comparing it to
some proviously known stardard of acceptability. For example the objective of the
analyéis may havy been to estimate the rslisdility of a product to determins com-
pliance with & pre-estadlished equiremsnt. In this instance, a judgment of
acceptabllity of the product might de made by simply comparing the estimated
value with the required value.

In many cases, however, it is desiradlo (and oftsn necessery) to analyse
the resuitant from the standpoin+ of tho associated uncertainties.

"I
W RIS 1 one area in which a cost-sffectiveness atud,y could be used to duter-
aine whether s computar shouid be employed.
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While often difficult to admit, varicus reasons contridute $6 umokrtaintidy
which affect the nature of estimates, measurenents, or expectod cutetmes. These
uncortainties are not necessarily indscative of faulty or careless seéisation
procedures, but rather are reflective of ihe 4iffiemity in charastarising the

real world. From previous experionce usple evidense axists that the prossss of -

prediction is a difficult one. History tella us thet the e3timeted eost of Wilde
ing the Sues Canal was off by a factor of tweaty. wtmtnmﬂy
mumxmpmnm-mmnuummmunuqm
ing.

m9mtuamwmmmmmnmmm
tion, the actual procurement cost per article was more than three $ises an early
ntmuofcoat;muttncuamutmmtmmmmnmn
early estiaate.

The prodlem of uncertainty in estimating cost and sffestiveness for n¥w éys-
tems can, of course,ne7er be eliminated, Nowever, the analyst can ainimice une-
certainty and -- more important <- can account for it in providing informaticn
to the decision-maker. This, of courss, reguires bwhaco of the types of
umnnunty whicl. might be encountered,

Charles Hitch and Roland McKesn, in their book,Zhe Joonomics of Defsnse ip
the Nucloa: Age, (Barverd University Press, 1503) cescride five basic types of
uncertainty associated with estinstes:

(s) Wncertainty sbout planeing end cost factors

(b) WQicertainty sbout strategio context

(¢} Technological unccrtainty

{d) Uncertainty sbdout the enwmy and his rsections

(e} Statistical uncertainty

The snalyst is confronted with the task of deciding how uncertainties are to
be treated. Tha most important advice .s of acurse, "Don't ignore thea®. Sscondly
he must dbe able to recognise the type of uncertainty involved. Third, he mxat be
able to distinguish between the importent and wnimportant uncertaintiss in com-
text with the particular snalysis. Pinally, he must de sble to expand o nis
basic estimats or neasursment dy additional cosideration of the contingeacies
created by ihe uncevtainty. This mway endall;

(a) Bxpressing the depandent varishle as & range of umu, mh value

, having a prodadility of occurrence.
() Assigning confidences intarvals shous the sstinate.

(¢} Bubjectively qualifying the pature of the sstimated or m
value,

Pigure 2.9 11luatrates six different ways of expressing en estimated value.

Each surcesaive sxpresr'on form represants & hm.r dagres of spacifisity ia
treating uncertalnty.
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EXPRESSION FORM DEGREE OF SPECIFICITY

1, System A is estimated to cost $15M. | 1. No uncertainty expression.

2. Bystem A 1s estimated to cost $15M; { 2. A vague qualitative expression
however, the analyst is not sure of untertainty is given.
(uncertain) about the figure,

3. System A 1s estimated Lo cost 3. A range 1is glven to express thc
between $11M and $19M. megnitude of uncertainty. How-

aver, no probability informetion
is given; 1t 1s not stated
‘whether the analyst believes
there 18 a 1%, a 10% or a 120%
chance that the cost will fall
between $11M and $19M, nor is

it indicated whether the cost

is likely to bes closer to $11M
or *19"!

rJ

L4, There 18 a "strong zrobabiltty“ 4, An adjective deacriptor is added
that System A's cost will be: to convay a rough indication of
$11M ~ $15M - $19M. The $15M 1is probability.
soma magsure of central tendency
(msan, mode or msmz. The $11M
and $i9M are the sstimated lower
and upper cost limits.

5. With a .95 probability, System 5. The adjective descriptor is
A's cost 18 cotimated: 3JLIM - replaced by the more usfinitive
$15M - $19M. Ths numerical rumeral.
expressions have the same meaning
as in L above,

6. . 6. A complete probability distridbu-
b . tion is gilven, and this 1s
~ depicted by a curve. (Both the
- pioblems in getting the Case 6
s type information and the amount

9 of additional information pro-
jy N vided by Cese 6 are of a greatsr
magnitude vs Case 5 than Case 5
Cost 13 vs Case 4, Case 4 18 vs
| Case 3, etc.}
FIGVRE 29
EXPRESSIONS OF CHCERTAINTY

2.12.2,2 Analysis of Several Dependent Variables

more than one dependent variable.,

Most systems analysis probtlems encountored will involve the treatment of

For exampiev, qQuite often two alternative

systems or alternative designs are the subject of the analysis. Further, at
least two dependenc parameters, -- e.g., ccst and effectiveness -~ (aud prodably
many more) ere of interest in making the comparison. An even more compiex sit-
ustion arises when the study objectives involve "trade-offs" where the dependent
veriables of intareet can assume a broad range of values. In general, the task
of analyzing data outputs can be subdivided into:

‘Comp: ~ativa Analyses
‘General Tr.dn-cff Studies
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Conparative analyses, as def!wé herein, ars studies almd ot determining
which of two or more altermatives is better (or best), Ramm
vorisble constitutes the dasis for comparisom, the mnn u s nthu ll-u
one. lcueo. prodlem night de:

* Which of two systems is more effective? or
'mcaofm'-muhmm or
M“Mlﬂmhwumuﬂ

In treating the adove type of praua-, the saalyst’s mumty is u
recommend & single choice from among the alteynatives. Little 1s left for the
decision-maker, excipt to sccept or reject ths iesults of the snalysis.

In many cases, however, the analystis objective is to present more than one
alternative to tha decision-maker. Por exwaple, the tarms of the ana’ysis swy
require that separate values >f cost and effe.tivensss be presented for each
systom considered, with final cholce of the “better one® Inm the decision-
makerts choice. An example of this spp-oech, um bolow, M that systes B
costs morc that system A -- but is 4180 more effective., Yn this mlo.
Judgnunt of the relative worth of the two onu- couu, by Anteat, de that of

. the declision-maker.

Systen . gost Etect{veess

A o 41.0m _ .95
B N $1.58 .98

£ similar exasple is one wnerein ‘hs decision-maker desires toc subjectively
consider certain factors wnich, dy intent, havs not been inclukes in the nodel.
{these factors .2 callad "levaorege effects” and will be discussed in grester
detail in Section 2.13.) An example Of such a case 1s evident in Uw enalytical
process recently employed to select s Chilef of Police fur the Citv of 1os Angelea
In that situatioa, there wers ssrerrl cendidates for the pusition. By seans of
a vigorovs analyticzal epyrosch {(uwctually a model wad develtped with which o
estinate the "effectivensss” of eech candidate), the nusber of cholces wes re-
 duced to three, The tltimate s5123tion Of the Dest mac for the job was made
by cholce of the decision-maker :in this case, the top City officials;. Im the
sxamgle cited, L1 ia to ba noted that the anslytical sodel was used to sinimise
the number of possidle altersatives, dut sas not necessarily waed o uﬂn &t
the finai decision.

Often, %hw O eclive of the analyst is to conduct trade-olY studiles where
tvo or pore Cepandent vartables are to Ue tonsidered over & broad resge of
sousibilitien. This form of objsctive 12 quite cOmmon during the cancept formm.
lation ghade of & prosct when Tequirsmerts ere deing develorsd. IP tis 2itude
tion, the andiyst has been given & alnisum level of acceptadility ani o design
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€c3l for the dupendent varisblss nt interest. He then must eralyze the many
alternati~es within the given envelope in order to reduce *he number of choices
to one -- or to rome minimum number. Trude-offs can involve weighing one per-
forwancs parsmeter sxainst another or woiqhin;,portorﬁnncb against cost. Examples
of each situation are given dejow:

(1) Performance Pirswater Trade-offu

One of the major parsmeters in .out effectiveness models is &vail-
ability. Avalilability is in turn e function of reliability and¢ maintain-
ability. When reliability is expressed as a frequency of failure (MTBP)
and maintainablility expressed as the length of time required to restors
(MDT) & falled item, availability in some cases can da expresscd as

» = SRS ROT

If o fixed level of avallability is the dosired output, it is apparent
that NTBF and MUT can be traded off in achieving the desired value.

(2) Parformance Veisus Cost Trade-offs

haother form of trade-off problem involves performance versus cost.
In this type of trade-o’f “roblem the principle odbjective is to weigh
varying levels of performance against varying levels of cost. Common
trede-offs in this category include:

* Spevd versus cost
* Paylosd versus cost
* Reliability versus coat

tonaide able emphasis has been directed recently to ths consideration
of total life~cycle costs when formulating system leval decisions. The
reasoning behind the ezphasis is that ircomplete consideration of the
influencing factors often can lead to erroneous decision. A case in
point can be 1llustrated by the following exanple,

It i assumsd that “he decisicn-mekar must choose between twc systems

of differirg availadility on the basiz of cost. It may be

ge:.."rally shown that development cnat and initial investment

cost .incresse with increas:d rellability (see Pigure 2.190s).

On the other hand ennual operating cnsts (and hence total recur-

ring coste) decrra.e with increased relisbility (see Figure

2.100), It rsadily docomes apparent that the zheaper aystem

can only be determined by combined consideration of all

consts (Figure 2.10c).
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{c) Prove the techalizal, sconomic, and military Teesidility
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The interdependenciss between trads-cif studies and the above objectives

‘are shown in Pigure 2.11. Any trade-off study must be besed on a s=t of

dzpendint end independent varlables. The status of a given projecc 1a .ermns
of accomplishment of the objectivas would idontify ths dependent and ince-
pasdent variebles for the trad2-ofr study effort. For example, 1if require-
ments envalop~a have been established, these constitute the set of indepen-
dent varisbles ror the trade-of” study. The chjective of the study might
then be the selection of a minimum set of ussign rlternatives.

' Establish
Performance il mess
hequirements - 1
! (or Envelopes) I
rdo-onursinze | ' |
| r-—xaluation J '
| |.da.992525!ﬁ§§! l
L .| Bvalustion ’
- — 1 |
o 1
<
a . |~
m Selecc 3 Min- 4
. imun Set of L_ __l 2
3 Desiygn
1 ‘Alternatives i §
B
; : '
-t Constraints J ? !
| p-pEwaloation
| tjgCoustraints \
L. _!M&m___ﬁl A !
, 1 l
Prove Techniral. '
Economic, ani -l
Militery e ==
Feasibility
. L
¥ \gineering
S Development
FIE™9E 211
INTERBEPINOENCKS PETWEEN TRAPSOFF

STUMIES ANP PROJECY OBIECTIVES
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(¥) Sensitivity Anﬂrxqie

An important tocl in performing trade-off siudies is the anslysis of
_sensitivity. In general, sensitivity anslysis involves decevmining the

_ significance of a given variable within some prescribed renge of interest.
A simple 1llustration of smasitivity is given in Figure 2-12, which des-
" eribes the relat!onship betwesn total srstem cost snd the endurance for

a Iopothetical vanned sircraft. The analyst would conclude from the curve
that: o

*

(a) Cost is highly sensitive to endurance at low levels of endurance.
(b} Cost is relatively insensitive to sndurance of higher valuse of

endursace.
B
b 3L .
n
[#]
o
B
= -
é; Area coverage extending 1000 u mi
~t .
_ o
°
elr N
¢ 1 4 — 1 2 1
& 12 28 . 36 48 60 2 84
_Bndurance hours
FIONE 212
SENCTIITY RNALTSIS

213 DEVELOP DECISION WEdel

2.23.1 Optimlizatica Criterion

In defining an optimizing criterion, the systam analyst s faced with a
prohiem similar to that of pusting in precise, guentiiiable terms thc rules
or criteria for choosing the “"best" painting or "best" automobile. These ex-
ample® do have auantifiable characteristics, guch as the size of the painting
or cos. of the automobile; however, artistic judgment and user experience,
respactively, sre factors 1n the final cholce. In the same sensc, the cholce

»{ che best system is greatly influenced Iy the uss of good enginearing, ecc-
nomic, ard operatlional judgment.
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It is most Liportant, however, that the optimizing criterion be defined to
ths maximum axtent possidle, for the following reasons:

(s) 'The inputs provided to the analyst through use of the criterion
csn reduce ths elze of the groblem to a point where & judiclous
chcice can be made.

(5) Defiring s criterion forces the analyst to examine all peossible

" altermatives in an objective manner so that the criterion can be
adapted to mathemstical ropresentation and unalysis.

(¢) It is eesier to imcorporste the idess end experience of others
i & formel basis fir optimization is estadblished. '

(4) The (partial) basis f¢r finsl choice is in precise, guantifiable
terme and cah therefcre be reviewed and revised, and caen provide
inputs to a learning process for future op.imization problems.

When a criterion for cptimization: is teing formulated, the system and the
boundaries must ve explicitly defined. This definiticn will influence the
choice of parameters in thie optimization model. The purchaser of a new auto-
mobile, for example, may or may not consider the service policies ¢f the manu-
facturer and dealer. If he dess, the system is both the automobile and service
policies; if he does uot, the eystex is only the automobile. In attexpting to
optimize & weapon system aucix_u a bﬁaher. the analyst has to comsider whether
the system 1z to be défined a8 a single bomker, a squadron of bombers, or the
complste bomber fleet, It is posaible tiat optimizing with respect to a siugle
plane (a sub-optimizaticn) may not yleld the optimum "squadron™ system.

4s part of the syatndefinitién process, the analyst also deterxines the
fixed and variable factors 'pertinéﬁt to the system. ‘This task requirus s pre-
lininary enalysis, since conaideration of all posrible alternatives will usually
leed to ﬁi'oblm of unvenages¥le size. Soms factors may be considcred fixed if
results of previcus analyses; parhaps sub-éptinizaticns » indicate the values
that havs atteined the bGest results in the past. Th> maintenance troubleshoot-
ing routine, for example, might normally be considered as a variable factor,
but past research in this ares mey be used to select a particular routine sppli-

cabie to ths ayst&é«- under study, or perhaps to restrict the range to several

-alternatives,

Once the misaion:protile 1s defined, consideration can %e given to the
physical and economic limitations that will have to be imposed. Thess limita-
tions are bdased on requirecenis end avallabilities, and may involve such factors
&8 minimum system ocutput, maximum relisbility; maximum development time, maximum
weight and irolume, end type and number of support and operational personnel.
Through such consideration and snvelope of design, development, cperatiocnal,
an¢ support alternatives can be estadblished in such a way that 2ach overall
corfiguration within the envelope will meet phyaical and ecchomic limitaticns
as well a8 miniwum performance goala.
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Now the analyst must solect a decisior. criterion by specifying the types of
effectiveness and cost parsneters to be investigated srd dy assigning numericel
values whers required. Th2 cholce of cbjectives and criteria is perhaps the
most difficult task in system effectiveness optimization. It is expected; how-
sever, that current research in the optimizing of system effectiveness will
develop theory and accumulate experience to help overceme scme of the difficul-
ties of this task. '

It would be Iuﬁbbslﬁle to establish zigld ground rules or procedures for
formulating 2 critd:ién for optimizing system effectivensss. The answers to
the following two basic guesticns, however, will provide a great deal of in-
sight for such formulation:

(1) why is the system being developed?
(2) What physicel and economic limitations exist?

The answer to the first question essentially defines the mission profile of
the system. Where possible, the definition chould ve translated into quantita-
tive parameters -~ a difficult task in many cascs., A performance measure such
as kill-probability for a SAC bomber may be assignablwu, but the bomber may also
have & mission to act as a deterrent -- & measure that is difflcult, if not
imposeidle, to quantify. It is for this type of multi-mission case that Judg-
ment will dbecome especially important. Even if quantitative requirements can
be placed on all mission types, weighting factors would have to be introcduced
to quantify the relative importance of each mission.

Factors that have relatively litile impact on overall effectiveness or cost
can be considered to be fixed or, possibly, can de ignored. There is, of courss,
a risk involved if factors chosan to be fixed or unimportant would huvb had a
significant effect if they had been allowed to vary. Factors that fall in this
"gray zrea” may have constraints imposed upon them in such a manner that the
more detailed analysis to bte performed in the optimization process will indi-
cate final Jdisposition. For example, if a quesiionabls factor might have a
monctonic influence on effectiveness, consideration of only extreme values
might be all that is necessary tc determine the significance of this influence.

It is lmportant that factor selection, variability, and the final choice of
system definition be clearly indicated so that the scope of the optimization
process will be known and areas for possible modification of the formai mathe-
matical solution will be madc explicit.

2.13.2 Risk and Uncertainty

It is rare for a decision not to include some degree of risk and uncertsainty,
In many cases, the risks can be identifisd bhefore the decision 1s mada, and their
effects can be included in the analysis. Some degree of control is thus obtained
over risks and urcertainties, making 1t possible, for instance, to specify how
much risk can be tolerated.
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& diotinction should de made Detwesn risks and uncertainties. A probablility
con be assigned to any event that ix comsidersd a risk, dut no prodbadbility can
be assigihed to an uncertainty. An example of ¢ risk is a gamdler making a det
that he will 4rew a red ball from an urn containing 5 red balls and 10 white
balls. 7The possidle cutcomee are imown, and the probabilities are 1/3 for a
rad ball and 2/3 for a white dall. An exsmple of uncertainty is making the
same det where the number of red balls and the mumber of white dalls are unknown,
In this cace, all that cen de said sbout the cutcoms is that a red dall or &

white dall will ve drawm.

In prectics, the distinction is not always clear. It may be known, for
exanp ¢, that the number of red dalls is bDetween five and ten and the numder of
white Dalls equal ten. Sinee annlyses under conditions of risk ars preferred
to those wxier conditions of uncertainty, some etfort must be xade to learn more
about the system snd tharedy reduca the amount of uncertainty in the decision.

2.13.3 Qptimisation Technigues

The “echnique for optimisation essentially iavolves the application of
effectiveness and cost models to all feasibie dasigns and selection of the de-
sign which, according to thn criterica, is optimum,

While this approach 1s conceptuslly simple, its implementation is virtually
impossible, except for the most simple prodlems. Counsider a prodlem involving
£1tees variables, each of which may take one of only two possidble values. Hore
than 32,000 possidle system designs would have to be considered, & megnitude
that would tax even the largest of the availadle computera.

Techniques are therefore needed to reduce the amount of mathematics and
computation to a size ressonsble for computsr, gecmetrical, or even hand solu-
tion. In a sense, these techniques are sophistlicated trisl-and-error routines.
8ome of the more commonly usei techniques, or fields from which such techniques
are derived, are iisted in Table 2-3. The 1list is by no means complete. A
brief description of several of thess techniques is contained in Section 3 of

the uuidedbouk.
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PAITHE LIST W TEAS 1 OOTISZTNS |

B et ot

5 E I.  Mathematical Twoluiques

Galculus of firite differences
] - Calculus of veristions '
Oradaent vieory R
Mmerical icn methods

I1. Statistical Techaiques

; Bayesian snalysis
Decision

: Experinsntal desnign

3 Information

: Mathod of steep ascent
_Stochaatic processes

I1I¥. Programming Technigues

Dynasic programming
Linear prcgramming
Borlinear p

IV. Other Cperstions Research Technligues

i T daa e

Monte Carlo techniques
theory

2.13.4 Leversge Bffects

During the analysis of system coet or cost-effectiveness, a g ‘at deal of
emphasis 1s necessarily placed on the three bdasic typss of cost: reszarch and
development, investment, and opersting. However, costs anJ benefits in another
category are often overlooked during thess analysea. They ars overloowed be-
cause they do not increase or diminish the total cost and sffectiveness of the
system being analyzed. These costs and benefits are called laversge effects
in that they come into play when an slternative associated with the system
being analyzed influences (acts as a lever on) the cost or same other charsc-
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xuhﬁn of another system. laverags effects include those allied factors or

" for use ir a new helicopter. It is assiwd that the total eystem cost mnd

_ ties Lna* wmld vermit its effective use in a new tank that is deing developel.
It is sssimed that the total coet Of a new powerplant developed for the tank

* developed for the helicopter, its tctal cost would be reduced to §50,000,000
“becsuse of shared development costs. This saving of $30,000,000 in the develop-
- ment of the tank now maXed C sppear to de tha best buy. Th:x $30,000,000 i3 &

- 480,000,000, but its development will effect a $30,000,000 saving in the allled

_ represeated by & model and pertinent informsticn is to be extracted from that
- model.  Then, after the model is appli.d to the various alte natives, some of

-Geciaion. . : _ ‘j
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olenants which are axternal to the system being studied but ray have a signifi-
cant if not overwholming impact on the final choice among system alternatives,

Laverags offects need 2ot bBe expressed as a Quantity of doliars, time, or
other wnits. Thsy can de simply facts or circumstances that should be crp-
sidered in the decisicn.  In taxms of tne delinition of cost-effectivenses
andlysis given eariier; a leversge offect is presented as one cumponsnt of tha
srrey of charesteristics aenticned therein.

Laversge effects can de illustrated by & simple example. A military agency
is to select for development orie of thres alternative powerplants, A, B, ad C,

offectivensss have basn estimated for sach alternative as follows:

Powerplant A  Powerplant B Powerplast C
Total dystem Cost $60,000,000 $70,000,000 $80, 000,000
Effectivenesas 0.95 0.95 0.95

It is epparent that A is the dest cholce since it is the least costly and
provides the same affectivensss. However, Fowerplant C may have certain quali-

alone would also be $80,000,700, dut that if Powerplemt C were selected and

leverage effact, since thu powerplant for the helicomter will still cost

tank program.

It night ba argued that ls sarage effects could be included in sither the
cost or effectlveness values of the system. However, the snalyst is forced to
isolate the prodlem and define & system associstsd with it in order to perfomm
tre snalysis at & managesdle level. Although the leverage effects are known to
influence the decision, many factors must be excluded if the aystem is to be

the excluded factors, ¢.g., leverage effects, are reconsidered for the final ' S

2.13.5 Interpretation

As m;gm previcusly, ¢ model of & complex process is usually incomplete
because of uncertainties, nom-quantitative factors, inadequaie data, and inade-
quate considaration of the effects of the process on systems sad cperations at
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Digher echelons. In such cates the resulte of the optinisatieh Drosess cen caly (\ )
indfcate the bdeat system within the sisplificstions, Mlan. mmuu-. s
and oaissions required to eirciment the veids.

mm.euctmmom‘uamunmmwm
w«moxm-npmumm.mmwu«mmmu.
|y reveal some oritical «muncm that can Ve mema.

m.mmmtmmnwnnwumuu
yield only partial anmalytic solutisns, Reinly becauss of ibe unsertaiaties.
These undertainties often ex’st ia the overell chjiective and, #hen Yreader acm-
texta are telag comeidered, nuumumnmunmuum
ummmwpmmwxmumwm:—ameznu
the associated optimw set of constraints. :

The cptimisation process, therafore, provides the fremework for & fisal de-
" eision. If the process 1s based on a norrect forw-laticn of the prodiem end
application Of a reascnable model, the decisicn can be critically evaluated and
wuitadly modified. Nowever, becauss of our presmmt inability to employ & strict-

1y saalytical spprosch, mmoumt«mmuu re.pot.-
sibity for the final choice.

2.13.6 gopclysion

Ideally, the criteris for a decision shouid be explicitly stated so that (
there is no doudt concerning the acceptability apd acewracy of & decision. In

a0et cases, hovever, explicitness is impossidle Decauss of the uncertainties that

prevail and because cf limitations of availsble methods. Pur instansce, a state-

ment adout the relladiliiy of a device is meaningless unless & standard of mecs-

vrensit is given, Xven if this ste Jard is given. the statemint would still Ye

4 , meeiingiese unless the nathods for meking the measurement were avai.sdle, -
; , certaint es about ine validity of the standard of measurement and the ascuredy ‘;J
of the method, and about whether the criteria are proper in the first place, ;‘J
b ' further camplicaty the estadlishmant of decision criteria. '

L e

The sppropriateness ¢’ decision criteria for military systems s & comtro-

' - vereisl point, The number of offensive weaptns for a fixed cost, the nmber of
targets deatroyed for s fized cost, the oamber of iives saved for a fixed cost =-
which shauld de used? Selecting & perticular critericn for lack of a batter ane
can create sericus prodlems if it is the wrong onv. However, meking decisions
in the shsence of criteria can alsc have harcful consequenies. An wnderstanding
wi the complaxity of criteria is sssential.

The rormel criteria are those whirh result in asximm effectivenses for s
given dudgrt or & specified effectiseness ot minlmum cost. Nowever, the edeclute
velue af galn or cOst WSt nOt Be overiocoked, ss 12 ‘souid b in sisply saxisizing

B

oy € QT T

i
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the Tatio of effectivensss to cost. The retio of effectivensss to cost is no

generally an adequate criterion for meking & choice among coupeting systems.

Th) absense of a standard eriterion does not praclude the analysis of cost-
effectivenses. It means that a8 muzh inforwation 88 possidle on the system must
be derived for consideration by the decision-makers. Although the information
cannot be “wrapped wp' into s single vund criterion, it can be displayed in o
meoner that facilitates its use in coujunction with the deciscion-asker's expert
Jedgments. This requirement; hovever, places an additional burden cn the sns-
iyet, lheuh.thuM cmanmmt:mmmuuzonn
his sualysis sdagtsdle to changing informatior requirements.

in ummnnmm

The major funotica of the evaluation and fegdbeck information process is
to provide constant updating of previous imputs and antlysis by using the in-
forritica gained from the study process as it beccmes availadle,

For exampls, it may become apparent after sxercising the effectiveness
model trat the ultematives considered in the enalysis are all extremely wul-
nerable to enemy action. At this point in the systems analysis/cost-effective-
ness process, the analyst should re~examine the misaion profiles, threats, and
hardware characteristics to determine which factors are comtriduting (o the high
valneredility. If the mission profiles are causing the high vulneradility to
soms avoidsble tactic, this information should Ve fed back, to the decision-
seking level if necesnsary, so that the »ission profiles can de checked ror
possidble changes. If the threat appears to be causing the high vulnersbility,
the solution may be $0 go dack and consider a new alternative system, cr possitly
change the performance requiremsnte of the aystem. Other considerationa to be
included in the evaluation and feedback process are the following:

' Easure that all assumptions and sudbjective judgments used in the analysis

_ are ldentified. The major sssumptions should de explicitly stated at
the beginning of the study effort and, LT feasidle, examined at the
decision-making level te determine if the assuaptiocns are valid.

* Sasure that all the uncertainties that occur in the analysis are trested.

- The uncertainties of future thrasts, environments, sad performance

 charscteristics may have probadilities and confidence ievels assoclated
with them, and these should de explicitly state?

* Examine the cutput &t every stage i) the systems snalysis/cost-effective-
ness procens to determine Af the result appears to be correct. Results
that are intuitively unexpected say lead 0 a deteraination that scae
Lfector in the analysis was inadvertenily omitted
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* Include parsmstric trestmsnt cf assumptions and varisbles found to de
smsitive. If the results of a study are sensitive to the sssumption
that & system will be in cperstion for say fifteen years, go beck end
recalculate for one, two, ad five yoars on sither side of riftees.

L15 GUWOT GRRE

mcemudm.-umm-ecwuxmummm-. the
muaa-nunmcmum attention con he directad to the infor-
mavion requirements of the decision-maker. FPreparing eppropriste imformation
axd precenting it to the dezision-msker are the functions of the anelyst.

Sssentially, amalysis involves providing the best. possibles estisste of the
effects of selecting varicus courses of action. The decision-meker must decide
which set of effects he is mist willing to accept. (Ee mst also, of course,
Sedge the validity of the estimstes presented to him.)

One pitfall that must be evoided in the systems antlysis/cost effectivenses
process concerus the smount: of detall the analyst presents to the dc2ision-meker
who uses the results of the salysis. The analyst st etercise extreme care
to de sure that the decisica-maker is sware of any relevant factors thai were
not considered in the analysis or that may have been cbecurrd by the data-
1duction process or by the azalynis itself. In short, since dats reduction end
anslyels involve soms decisions, the anaiyst must de careful not to meke nchxau

" thet more properly belong in the jurisdiction of the C‘Bulw.r.

It is emphesised that the systems analysis/cret-effectivensss process does
Bot represent a declaion; it is & process that comcludes by presanting to the
decision-maker, in & useful formet, information and data that are essential o
kis making s proper decision. The arrey elesxits shown in Tadls 2-8 for each of
thres competing systems represent s set of data considered by the amalyst to de
important to the decision-makez. However, if the mpalyst attempts one additional
step -- develaping a single cost-effectivensss index froa some or sll of these
dats «~- he may have mads some decisicms that ahould have besn left to managemsnt.
If, for axmmpls, the analyst decides that the ind<x is, in essence, effectivensss
divided by the product of cost and time, dut that primary-mission effectivensus
13 five tines &3 importent o5 the secondsry-mission effectiveness (Conditiom I},
syyten B 1s apparen’ly the preferred system. This would be ladicated through
the use of weight'ng factars; that 13,K, and K, represent the weighted *impor-
tance” of the prims and sacondary missions. In the exemple just given {Condition

I) ‘1 - “'-

&7

—
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: I‘(Mc;:en IR (Ouaig;;u n)u
5% =5%) | (K, = K5)

o.00@ | o.0070
0.036 | 0.0866
o.w0 | o.ef j

© Cost-Nffectivensss (C-B) 1s defineC for this exawie by the equation:
y e"‘ - c—&—.;-‘ .
' (K +5)0?
Por Comtition I, K; = 5K,
- Por Condition II, Ky = K,

Therefore o Condition I, the C-3 of aystem A $s calculsted ac follows:

cpe 2%t 5
(:1 +K)c?
- 5(.90) + 1(.70)
(5 + 1) (16.8) (2)

- 502

ITT 6
e 0292

- And the C-E of system A for Condition I is calculated as follows:
c“ - \L
EATE S

1(.90) + 1{.70)
(L « 1} (18.8) ()
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1.6
- 59.2

Mm. if-the nnnm dnﬁcs lut pm aission effectivensesr is
five times us importent as tha mm:-uu&-n effectivenses (Conditi - X),
numprcumm Hovever, ummmmwmm
and secondacy missicns are equally imgortent (cmmn II), systam A& now
gpears to be m preferred mta. -

A fevorite mm for mmm the . mnlt- ot ‘a cost-effortivensis stidy

is a curve that is 919&4& using coot u the rtexm and eft ictiveness as the
ordinate, ;

Certain conclusinns can be Mcmemu‘ the shige o this type of
curve. In genersl, los clopes (s large gain in «ffectiveness o & smsli ia-
c*e8se in cost) are the most desirsdle. Two exsaples ere shown in Pigure 2-13.

" Bquipment A costs §3,500 for m eftectivenass of 95 percent. Rowsver, Dy &

nsu 1ncresse in the ceat, Bquipsant A can ta. s&m an effectivensss of 99
. percent. QCoaversely, for lnumt B, unless u:m is a.a«d for ap eflective-
ness greater thex 96 parctat,  mare. then - t} aoo lmu be swat on this equip-

- wmﬁaim:u;*, o g
E =~ o :
'g-gb "“?p-f-nu 1 _,.—-"<~
3 . ‘ L T Equipment B
ol i L
0 99 % S ?« ﬁ lﬁ% O 80 "ge- 9‘5 o 98 100
o lt‘fteuma R S Ei‘*'uuna-u T
: mms : '
» mmnmmm
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™he prims funcition of the aysten mnalyst is to provide the declsion-amker
with as such organised, relevant inforustion as possidble. However, thlis infore:
tion doas not sutameticaily identiry the preferred alternative, decause a 2c—won
value-t yasure camnct always be developed. In ma¥xing such final selecu.ion, the
decisiom-maker must also account for tho limitations in the quantified analyeis,
such as data l(nadequacixs, wod. ling ossumptions, and uncistainty. %The finsl
selectia, thercefore, must de dased primarily or lae decision-mmker's judgment,
the information in the C-B arvey ,rovii.ag support for such judgaent.
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CRAPTER 3
- TECKNIQUES

There are thres broad classes o2 techniques that can bs applied in systems-
snalyeis and cost-effectivencss studies. The first class conaists of techniques
that are used to repressnt & system's Hehwmvior as a function of time -~ usually
in a statistical senze. This desoription is gensrally probabilistic in form
and thus relies huﬂly vn the theories «f probability and statistics. MNoreover,
3inse the repressntations ere often complex (both mathematically and physically),
a computer is often rsgquired to manipulats or solve them.

Within this first class, there are four tschniques that are gensrally
applicable in the systemu-anslysis/cost-effectiveneas process.

+ Simuiation « Sequending

« Qusuing Theory » Inventory and Replacemant

The second class of techniques applicadle to systems analysis/coate
sffectivenass 1s concesrned with finding optimal sdvlutions, 1.e., the maximization
or minimization of some cbjective function within spscified nonstralnts. Within
this class are the following techniquea:

+ Linear and Dynamic Programming +  Analytic Models

+ Game : Theory + Decislon Theory

+ Information Theory

‘the third class of techniques consists of those statistical and mrthematical
tools used by the analyet to identify relataonships amorg such system parametere
a2z cost, performanca, etc., and detevmine how critical *ne paramsters are in
the decision-making procass. This class includes the follcwing techniques:

+ Estimating relationships + Experience Curves
+ Confidence Intervals + Sensitivity Analysis
Table 3-1 1ists the various tachnigues introduced above, indicates the

general appliocation of each one, and identifies the asection in this guidebook
in which the technique is dAlscussed,
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TAME 3-1 _
SYSTENS-ARALYSIS /COST-EFFECTIVEINISS TTCMIHOUES
, Applications
Inter- and [Selec- [aystem | Identificstion{Loca-
Technique Intra-8System |tion Rffec~ Cost m&:& t:on
Retastvenens|Optimun | Sreine | 010" nd aysten ouise
sctiveness e
Stmulatlon - ox x X 1 x 3.1
Queuing Theory X b ¢ X X 3.2
Sequenocing and .
Markov Processes X X X X 3.3
Inventory and .
Replacement b4 X X 3.4
Linsar and
Dynamic Programuing b 4 b 4 X X 3.5
Gsme Theory X X X 3.6
Information Theory X X X 3.7
Analytic Models X X b 4 b 4 3.8
Decision Theory X X 3.9
Cost-Bastimating
Relationships and X X X X 3.10
Cont'.lence
Intervala
Experience Curves X X 3.11
Cost~Sensitivity
Analysis X X X 3.12
3.1 SINBLATION

A simulation is a model (usually computer)
without actually employing the system.

A sinulatiecn can be employel in many types
the mores important areas and circumstances are:

+ Environmsntal

problems

- Mathemetlcal formulation
+ Laock of analytical solution techniyue
« Experimental impossibility -- e.g., large-mcele conflict

» Cost
« Time
* Training

3-2

that duplicates a systea's behavior

of systems analysis., Some

of
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Simulations cai be aither amalog or digital, and doth have deen applied tO
a hoat of prodlioms. nemmmammmmumuomw
such as Monte Carlo, Gaming, Training Devices, &nd Model Seapling.

Analog simulstions are most often uced &s & M&.us of solving sets of
aifferential equations or problems dealing with continuous functions. Generally,
the systems analyst is more lilely to encounter. digital simulations in the
exeroise of his studies. ‘

The quastion might properly be asked: how is a digital simulstion of a
ocxplex system obtained, say, for a forward-area air-defense problea? The
fellowdng steps e necessary:

(1) The characteristios of ths offense, defense, and environment are
Getermined. :

(2) A general flow diagram for the simulation is developed -- for example,
the flow between the threat, detection and trech.ng radars, and the
intercepting misaile.

(3) Letailed flow diagrams and submodels are developed -- for xampls,
the method of computing the lock-on probability for the tracking
2edar,

(4) Space and time coordination are developed throughout the simulation
for each simulation element.

(5) Statisilcal sizes and constraints are determined.
(6) Inputs are incorporated.
{7) The simulation model is exercised.

An ipportant aspect of Nonte Carlo game simulatlions is the Design of
Experiments for testing numerous variables and reducing output variance while
reducing the required sample sise. A formal branch of atatistics is devoted
to this prodlem.

The applications of simulation techniques are manifold. They range from
strategic or tactical operations to manacement, to simply system operation.
They provide a means by which the analyst can handle large numbers of variables,
mathemstiocally intractabls relationships, and, most important, uncertalnties
and alternative steps.

3.2 aeEvie TreonyY

Queuing problems may Gevelop whensver there are demands for service from
& nuxber of more or less independent sources. Queuing theory is a technique,
based on probadbility theory, that supplies a msans for mathematical analysis of
this class of prodloms.
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Resaples of queuing (cr waiting 1ine) situations are message flow in 8
communications center, customsr servicing at a reyair facility, «nd flow of
traffic throuch & bottlensck. Many factors must be considersd 4in the analysis
of queuing problems. Among thess are®:

« The probadility dlstribution underlying arrival times
+ The probability distridution underlying servising tises
« The mumber of waiting lines

- The rumber of servicing facilities

The queus discipline

Witk knowledge of these fastors, the analyst can often prediot such
important results as the average length of the waltiing lins and the average
1dle tims for a service facility during any specified time interval.

The utility of thin method can de demonastreted by an exsple. JMessages
arrive at a coomunications center on the average once every 10 mimates and
with Poisson distridution:

(u.)n .-H

The service times for rrocessing the messeges are assumed to be exncnentialliy

Pl.(n) -

d1stributed [p(t‘) - ue'“'] with mesns of 3 minutes.

The quastions to be ancwered are:

(1) Wnat is the average nusber of messages in the communications center?
(2) Wnat is the avarage length of the queue that may form?

(3) Assuming that another message clerk will be put on when a message
would have to wait at least 3 minutes before deing processed,
what higher rate of arrivals can be tclerated before another man must
be assigned?

For this particular type of & queue the following relsticnaships can dbe
derived by mesns of gqueuing theory:

« Aversge number of messages in the communications center = i——f-x s

wher.
A = average arrival rate = 0.1 per ain.
U = Cverage service rate = 0.33 per min.

¥Reproduced By permission from NAVAL OPERATIONS ANAIVSIS; Copyright 1968 vy
the !, 8, Naval Institute, Annapolis, Md., p 238.




A G TR e T gy S

AMCP 706-181

« Avevage length of “non-empty" quewes -;Ei

+ Averages wait ““‘ZA—S
ine nis=M

The answers to the thres questions posed, than, are:
(1) WMotmlmmwn--m’?%zgo.Bmu
(2) Average length of non-empty gueus 'U‘.‘%g:!‘ 1.43 messages

w3wd’ = 0,16 nensages per xinute
or
10 messages per hour

Y Y4
(3) Tolersdle arrival rate » ——ermmmmem-
0.33(0.33—\',

To obtain some insight into the underlying theory, consider the simplest
case ~-- that of the eingle-server gusus with Polsson arivals, just discussed.
The mmbex of units in the system is found dy developing recursion relationshipe,

which are governsd by the previously csited factors.®

1at n = the total number in the aystem (ths mumbar deing servioced plus the
mnbu-mtmm),mrnnmmuuutyormumnmuum
system. Assume that the gqueus Alscipline is such that an srrival moves immediately

into the zervioce area if the area 1s vacant.
The probabdility of an arrival in a small time incremm:t, At, 18 Mt.
The probadbility of a serviced unit leaving in the interval ¢, ¢ + At is:
G if no units are in the system at t
kAt if there are one ¢ more units in the system at ¢

The probabilities of more than one arrivel or sarvice, or both, ocourring
in the interval are taken to be xero since thay are proportional to At™ or higher.
Consider the following two conditions:

(1) O units in system at t + At
(2) O units at time t, no arrivalas in At + 1 unit at t and 1 service
completed in At

These two eventa are esquivalent and thus their probadilities of ccourrence
st be the same.

A
Thue B, = P, (1 - aat) +P L, on By =7 Py

*M. Sasieni, et. al., Operations Ressarch -- blems, John Wiley
‘N &h‘. m. 1%9. " L]
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hmrﬂ.mmmmzmn-nua

LR X [1-(1 + ;;) At} + 2, (Ms) + l'. M)

and, by induction, this oan be written aa

'n"%"’o‘ “6

However,
»
Z Pnnl
nO
80 that
»
) -1-2 ’,
Bel
dat
-»
25-1
pel
Thus

pe0-d Q"

Once the anw, relationships such as those used in the previocus
exsmple can te found. As tha arrival and service diatridutics becoms more
ocompiliocated, the mwper of waiting lines arnd servioce facilitlios inoresases, or
the queue aiscipline becomss more oomplex, and the asscciated math:ameties bdecomas
ocorresponiingly mors 4iffiocult.

Vhen the mathematics decomes t00 complex for a closed analytical solution
or too costly, the approach espleyed 1s Monte Carle. To 1llustrete, consider
the aimple case of two sequential servics facilities, each performing ¢ soae
known but not necessarily simple diatridution. Bimilarly, the arrivals have
sows known but not neocessarily simple distridution. For aimplioity, again assums
the seme jusus 4isoipline as previously. The desired anawer is the oxpected

-
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time spent in the aystom. Iy applying Jonte Carlo techniques to the thres
Qistriduticns for escn item in *he system and keeping track of where the item
18 throughout ‘he aystes, the tixe each item spends in the system car be deter-
mined amd, oy sisple averaging, the resulting expected tims in the system can
be ascertained (sudjest, or course, to siatistioal oonfidence reqrirements).

In this msnror, m‘uw‘iiouodmnthmnmuumm
points, varied mmmm. and queuing disciplines can be analysed.
3.3 SEMENEING ARD NARKOV PIOCESSES |

Sequencing 1s related to the order An which ur.ts requiring servioing are
serviced. It applies to L class of problems in which the measuvy. ¢f effectiveness
1s & funotion of the sequencs or order in which & number of tasks are performed.
Sequencing problems fall intc two groups®s (1) performing n tasks, each of whioch
requires prooesaing on scme or all of m different msoldnes; and (R) processing

& 1ist of n tasks with n machines, with the decision of the n+l task being made
at thy completion crthnn“ task,

Unfnrtunately, hoﬂ; types of problems are sxceedingly difficult; at present,
solutiors are Inown only for some srecial cases of the first type.

A classical example of the sequencing problem is the "“Traveling Salessan”
problam in which the salosman mist visit a serisas of locations, stonping at each
ioccation only once and returning to his starting poiut at the conclusion of his
trevels. An analogous operstions prodlea is the selcotion of msssenger routes
within a division. '

A further potential application is to use seqQuencing as a nanagement tool
in the deveiopment of s complex aystem requiring mmsrous tasks with various
facilities or rescurces. The odjectives are to determine the optimm use of
the facilities through proper sequencang of the tasks performed.

To 1llustrate the techniquse, ocnsider a messsnger-route prodlem in whrich
five stops are to be made and the requiressnt is to find the route involving the
minimum total distance to travel®s, Jor this type of probleam *here are (n-1)'!

" subssts that must be searched for a eolution -~ in this cass, X! oo 24,

This prodblem could Also be viewed as an allocation prodlem, dut complicated
uith the adde? consiraint that the messergsr must not pass the same point twdce.

* Toid, p. 2%0.
*oIhid, p. 264,
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left, where the entries (A's)

»
L

ueou»i

represent the distaness frem point $o
pains. (Mobe: tu'u-:“,w
in geaersl cases this need not be so.
Also, e R..'s bave bess sssigned
infinite values to remove them from
he probles. ) .

-3 \n 00 g
s N
~N & g W WO
& ® =0
$ W ~N 0 winN

S

N o W

To obtain a solution, first menipulate the matrix s fol.. 81

© W N O

b} ] 6 ° 1 ) s @J

. 1 '3 0 B -~ 1 3 X v

0 - 1 )

[ ] - 1 ,

l 6 A - , 1 6 3 v
v v

This 1s scoomplished by the following steps:

()
()
(3)
(3)
(5)
(6)
(1)
(8)

™he msmallest value s 1, ard the

Identity sercos and introducs additional ssroe.

Mark unassigned rows.

Nark ocolvmms having %ercs in marked rows.

Nerk rowe having assigmments in sarked columns.

Bepeat (3) ana (M), ‘

Draw lins through unmaried rows.

Drav line through marked oolumns.

Se.ect mmallest urmarked elemsnt; add it to intersections; sudtract
from umarked.

MLz 18 as fcllows:

« 3 s
U[E].)(w s
op
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mum(mmmmmmmmm) mn-
soquneet A -B-R -4 (M rouse solutiom),

hmmmmswmmm-nutmmam,

. .
B

-
o -

X
3

@ o s

e sequante 18 Dow A« B - C-~D-R- A, 2% & cost of 2 uiles adove She
winism allosotion, Tude 4s & valid solgtion, The length of the zoutes is “ben
43¢5 +5+1=15mles. (Nota if the expnsion had Deen performed about
She other 2 elemsnt, it would have merely revcresd the cavder.) This solntion
s & xinimm FouUte.

™he bedavior of & aysten thit hir diserwts statss with prodadilistie
transitions among the statee can de reprassnted Yy what is knowm as 2 Markov
200088 -~ & 00nditinnal process in whleh the next transition depends on the
atate the aysten 13 in and, for soms types of procers, on the n preceding states
&8 wlili. In shis senss, it is aimilar to sequencing. NBousver, the goal here

‘43 to desoride the apstem's Debavicr statistically in terms of its transitions

and 1te adAlity Wiile 1n eash stase.

3.4 NNCHTORT MBS RERLACTENST

Inventory can de defined as the phyaisal stoek of goods kep” on hand by an
orgaAnisation 4o promote the efficients running of its sfrairs. The costs associated
with maintaining an inwntory are normeily placed in *hree sategories:

(1) Ths cost of ordering goods
() The c.sts of holding goods ir inventory
(3) e onsts of ineurring shortages
The prodlem fasing the deolslon-sakxer is Swofold:
(1) Row often ahould he rsplenisn?
(2) Now mush ahoull de replenisht
Invantory-control thecry sta s -:m-ueu spprosch te findlig the optism

re-order tims and quaRntity and 18 S uRily Wased on thw waluss That will ainisise
the overall oot of omintaining the invertory.®

ission from KAVAL OPERATIONS ANMALYS1S; Copyright 1963 wy the
U. 5. Bavsl Imatituts, Annegolis, M., p.2%0,
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The aystem can thus be thought of &8 Gonelsting of utpute (demsnds for
*he gooda) and inguts (replenishment of the goods).

mmmanumamammnum
a(t) and b{t), axd the inventcry isvel &t any Sime t is siaply

) - 3, +[t[.m - b{t)] o

e input and cutput rates 4o not necessarily “ave tc e finite Wt Sheir
tise integrals must be finite.

e inguts and cutputs are oritieal fautors in solving Luventory peobleamms.
Y. .t Laoventory nodels inolude one of the thres typos of ssmmptions regariing
shese .

{1) Oontimious in time

(?) Dtscrete and squidistan: in time

(3) Discrete and irregular in tim

The inveitory probdlem 25 Also oclissified in terms of the mmrurt of knowledge

regarding theee fucters; i.e., aemmmumrmumam.
or unknown snd Mance prodabilistis.

 Purther, if the paremsters are coastant witd time, the problem is said to

b statio; if thay are rot, the srodlem 1i» dyramdo, umommm
in mathematical diffioulty.

™he inventory system itself may Lo complex, wivk various stations (:ries
and perellel) and various levels. In addition, the links dotwsen stations
Jan vary in form {single, altervative, fusion). Yaken sa 8 wiole, the aysten can
be considered analogous to & network. '

A Tina] conaidereticn to be dlscussed concerning inveatory dodeia ls .
dalar fautar betwesa re-order and repleniaasnt. The principdl difference that
results from inoluding the delay is that further dedletion of inventory Detwean
the decialos and the arrival of replacementa must de considered.

To 1llustrete the technigue, ocoraids: the almple exsadle® ¢ a alngls station
that has & untlosw damand rete b(t) - B units per unit time. Unlits are re-ordered
every T days and ihe re-ardsr cost 1s C. There ir no sppreciadle delar in

fillirg arders, » that ths prestaice is to re-order whsosver tih2 lnvweatory la
zera.

*saaiend, o8- aik-, p. 71.
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The eost of inventory 1y anmmed to “e propozrtiomal to the mmber of waits
beld and the langth of Sime they are hel,, Thus the inventory cost here is O, IT,
where G, 15 the walt holding 008t per unls time and I 1s the amount in the inven-
Sory, The smamh recrdered svery T must be ¥R, and the inventory holding costs
are ttus

0 -6 f'xm-o,tf,(n-bt)ac-{ o,0r®
o [
e average %t2l codt per wnit time is
| G = }Ctlb-;:

For & satn‘mum cost, differentiate trith respect Lo T and egquate to zero:
;3' §°1"§‘°

P‘ -y .
T - -ﬁ days

The quantity to de re-ardered is then

Qem. jf?

end the sinixum 2rerege total cost 1+

G,-i(lxn_ qu,]_?c'
o

Jw EE

Replacamsnt tnew ie oconcerned with situations in shich aysies perforuance
Seterisretas with tine and the syetam oan de restorad o its 1aiftiali condition
through some kiad f sction. Tha prodlem 1s to determine when these actions
should be taken, '

3-11
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3.5 LINEAR ANS SYHAMIC PROSIANMING
3.5.1 Linsar Programnlug

Linear programming 1s used to determine the values orf a set of variables in

a linear equatio. that produce an extrema 12 the vbjective while the variudles
are subject to & set of linear constraints,

Linear programming problems generally fall into two catez-ries, assignment
and transportation, although the latter i1s actually a8 generalli.tion of the former,
Aspignment problems generally deel with distridution vetween a number of alter-
natives in such & manner as o maximize or minimize the total worth or oblective.
Transportaticn problems generally deal wlth routing of units between a munber of

sources and receivers in oi:ich & manner ag to mximize or minimize the worth of the
oparation.

However, the problems need not concern only assignmernt or transportation for
lire.v-programming technicques to be applied, Any problem that can :-= formed as
optimizi.ug a linear expression subject %o linear cons’reints can be t.eated,

A mathematical representation of the iinear-programming problem is simply

N
"max'z 8% n
L=l
subject to

%;Oand

N
\" bmn xn & dm; m=0, l; g.;M

néi

Trhere ar. » number of variations In forming these r=lationships, such ea the
direction of the lneguality snd wiiether the purpose is meximizing or minimizing

A number of technlgues ha.s bzen developed for 3olving lirear-programming
problems., Two of these, cne groaphical nd orne analytical, ere treated below,

Consider the problem of twc types of helicopters, A and B, and the following
circumsténces:

« Type A carries 30 troops; B carries 20 troops.
+ There are fifty pilots availatle.

« Tvpe A requires vwo pil>ts; B requires cne pilot

*

There are 40 of the A-type helicopter end 20 of the R type,

The objective i3 to move the maximum anumber of troopr.

3-12
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The alove statements can be changed into the following mathematiocal

expragsion:

Maximize 301A + 201:B sre the number of the types A and B uped,
subject to the following conatreints:

(1) 2X, + Xg %50

(2} x, sko
(3) Xy 820

Pirst oonsider the graphical sclution shown below.

Objective
Function

b

50 4

.Equation 1
40

Optinal Solution Point

30 1 Equation 3
_ uation
20 D%
10 \ Equation 2
=X\ \"
:\\§§:‘ \\ X
O b ¥ i T T A

The procedure followed to find the optimal solution 1s as follows:

« Plot inequalities - Equatlons 1, 2, and 3.

. Yote region allowed by each - iaside crosshatched lines.

+ Nete aolutian region.

< Plot objective function.

» Move objective function (parallel to itself) away trom the origin.

+ Note maximum distance point (last point in the asolution region that the
objective function touches),

The solution here is to use 20 of B, .5 of A,

it should be noted that constralnt number 2 could .ave been neglected with-
out changing the solution in this example.

The graphical method is a quick aAnd easy method for solving linear-program-

:ing problems. provided there are only two variables,

For three or more variables,

analytical technicues are reyuired because the solution apace 13 no longer two-

dimensional,

3-13
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The enslytic fechnioue dasdribed here is the simplex techniq:ie. The theory -
benind 1t is complicated, but the application is reiatively simple, although (
tedious, {The technigue i3 readily programaed for golut;on by computers.) .

To solve the sampie prob.em, it 18 first neouseary. to mfe thye aystem of
inequslities (constraint equetions) as equalities, by introducing a set of slauk

!
!
!
|
i

variadies -- Sl, 82, and 83: -
2Xy + X + 8 = 50 | (1)
X, + 8, = ko (2)
Xg + 8 = 20 {3)

Then, rewrite the objective function &x
S -30K, - 20y + M =0 ' ()

vhere M represenis the term to be maripized.
Now construct s matrix of the coefficients of Equations ). through 4:

h ok ow % 5 %X
e 1 i 0 o o 50
1 ¢ o] 1 0 0 4o
0 1 o] o] 1 0 26 .
-30  -20 0 0 o i 0 <+ Objective Row €.~
1
Objective
Column

Designate the ¥ column &s the objective column and the last row (objective
function) as the objective row, A feasible solution i1s present when at least
two of the cclumns, other than the M and N columns, contain exactly one 1 and
all the other entries are zeroes and all the 1'a are not in the same rows,

For the matrix shown, there i3 & feasible solutioh: 31 = 50, 82 - 40,

= 20, thus making xA, XB, M = 0, However, this is not the optimum molution; E
i.e., no trocps are moved.

To check whether the rolution is optimum, exsmine the objective row to see k
A1f there are any negative entries, If there are no negative en rles, the solution
is the optimum one. In this case, there is a -30 and & -20; thus the solution is
not optimum, and the {ollowing procedure 1s carried out:

(1) Determine the most negative element in the objective row and identify
its column (the X, column 1a this prob.em),

3-14
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{2) Divide esvh positive element in the selected column into its
corresponiing row veiue in the N colusn,

(3) Circle tne slement prodvcing the smallest ratic (che element 2
in the L, column, whick has a ratio of 25). This is known as
the "pivot" numver. '

{4) Next normalize the pivot number and nake all other entries in
the pivot column zero, This is don; by first dividing every
elesent in the pivot row by the pivot number to cbtain a new,
nowpalized pavot row, Second, for sach other row, multiply the
normalized pivot row by the negative of the correspending pivot-
column elemerit, and add the two rows to obtain a new row having
& zero in the correshonding position in the pivot column,

For this problemn, the normelizing 1s accemplished by dividing the pivot row
by twe, then multiplying the new pivot row by -1 and adding element by element,
to row 2 to obtein a new row 2, Row 3 18 already O in the pivot column, there-
fore, nothing has t¢ be done to it, Finally, aultiply the normalized row by 30
and £dd 1t to row 4, The resulting matrix is as follows:

X, % 8 8, S5 M N
1 3 4 o o o 25
o -4 - 1 0o o 15
c 1 o°o o 1 o 2
c -5 15 0 0 1 750

This procedure is repeated until there are no longer negative entries in
the objective ¢ .mn, and the resulting solution is optimal.

The next pivot element 3 row 3, XB column. The resultant matrix is aa
follows:

e T S e
1 o & o -4 o 15
0 0 -% 1 -4 J 25
0 1 0 0 1 0 2
0 o 15 0 5 1 850

Since there 1s no longer a negative element in the objective row, the
solution 1is optimal and equal to X, = 15, Xz = 20, and M = 850,

A neceassary conaition for the fcrmulation of linear prograsmming problems
is & linear set of objective functions and constiraints. However, there are many
situ “ions in systems analysis -- when one or more of the functions are exgressed
as & product equation in the variadbles -- in which this technique can be applied

3-15
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but not all ¢rr oquations are linear. This often ocours when kill probabdbilitico
of targets are being determined. Ir such a oase, the equation is linearized by
oconverting to the logarithim of the functicn and optimizing on the log (xhish is
monotonis to ite antilog),

To 1llustrate, corsider the case in which there are two types of weapons and
three types of targets, with P, being the kill probability of the 1B target
type by the ath weapon type. The objective is to determine the allooasion of
wespons to targets to maximize kill probability for at least one target. This
is the same ag minimizing the prodability of not killing any target., Let P denote
this probability, Thuas

Taking the logarithim results in

im2 1=2
J;_B' I
log P = ) NU Log (1-?13) - - NU Q“
1= i=1
J=i J=1

This can be minimized by maximizing Log'% = -Log F. Thus the objective

function is to maximize
1=2

J=3
Tog P = Z Nyy 9,
1=l

Inl
subject to the constraints cited, J

3.5.2 Dmamic Programming

In dynamic programming, there are no restrictions on the set of equations,
nor are there any general algorithims for problem solution. Dynamic programming
wts developed as a means of studyling decislon processes and determining the
sejuence of ae~isions that results in optimizing a predetermined ohjective func-
tion,

In Jefining this sequence, Bellmuf(uho is the originator of this method)
set forth a principle of optimality stating that an optiinal poliey w3s one which
insured that each declision, in the sequence of Adecisions was the ontimum decision
with respect to the conditions resulting from the price de ‘sions,

Sc 1¢ recent applications of dynamic-programming techniques include:

+ Determining thrust-control policies and fuel consumption regimes for
putting satellites into specified orbit altitudes with maximua horizontal
ocmponents of velocity

*Bellman, R., Dynamic Programming, Princeton University Prees, Prinacton, N.J.,
1657.
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+ Determining cptimam stcging retio for missiles (how meny booster stages of
what sisea result in most e”ficient missiles)
» Establishing optimum inventory ocontrol schenes for interacting inventories
at differont locations

In swaary, dynamic programming selects the optimum sequunce or decisions to
sstablish a policy that will bring & maximum return,

3.0 GABE Tukoav

Qexe theory is a mathematical theory cf decision-making by contestants with
various stratsgies. Originally, it was developed to handle business end economic
problems; however, it has found extensive applicetion in military systems and
operations &nalysis,

The theory is dafined as 2 mathematicsl demonstration that if opposing
interests act rationally to achisve desired ends that can be set forth validly
in a numerical scale of expected returns, returns that vary according to the
success of various plans, the apprspriate‘ntrntegy for each side can be deduced
mathemeticallv,#*

The follovwing terms are used in discussing game theory:

+ Game -~ the set of rules that define what can or carnot be done, the
5ize of the bets or penalties, and the payoff methods

- Play »f the Game -- one complete run through the game, including payoffs

s Zero-Sum Game -- & game in which the gains of cne alde equal the losses
on the other

« Strategy -- a plan of action that is cumplete and ready to use kefore the
game commences

« Person - one of the opposing interests
* N-Sided Game -- N ornosing perrons

+ Pure 3Strategy -- a decision always to follow 2 purticular course of
actlon

+ Mixed Strategy -- a Jacision tu choose a course of action for each play
in acocrdance with some probability distribution

Value -- the ~vpected gain in one play of the game with all players
using stable optimun strategies

& competitive game has severa. chsracteristics worth notinges.
* There ia & finite number of persons,

» Each person has a finite sat of strategles.

¥Heproduced by permission {rom NAVAL OPERATIONS ANALYSIS; Copyright 1963 by the
U, S. Navel Institute, Annapclis, Md., p.30,

##gasieni, op.cit., p.156.

v
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« Strategy cholces are made simultandously.

+ There 1s an outoomz of a play that determines r set of payoffs to each
Llayer.

The simpisst game is the two-person/sero-sum game. This game is {ITustratea
by & problem in which the commander of & unit is planning to «mploy & ocommuni-
cation system and he has four candidate systems, while :he snemy oommander has
five types of jamuing equipment to eaploy., The payoff for each combination of
communication systen/jemmer is measured in terus of the expected orror probadbility.
The problem 1s (o select the strategy to be employed by each coammander, Assume
that through anslysis the following payoff matrix was determined:

§ e Maximum
yacen
I XX ITI w v Ervor
Communication
ﬁggptem
s 0.1 0.7 0.8 |0.6 0.4 0.8(111)
B 0.4 0.5 0.6 0.3 0.3 0.6(111)
C 0.8 0.6 0.7 0.7 6.2 0,8(1)

D o.4 o4 (0.8 (0.8 0.2 o.8(x1I)
Minimum Error  [0.1(A) o.a(n){@n) 0.3(8}}0.1(¢c)

The commander's objective i1a to select the strategy that gives him the

minima error probability, while the oprosition desirea to choose the strategy
that mezimizes the error probability.

The apyroach taken 1s to examine each comaunications strategy and detsrmine
which results in the pooreit return, tlLus reflecting the poornast expected return,
This information i3 shown to the right of the matrix, Similarly, each jamming
svtratzgy is examined for 1%s vorst case, and the values are shown below the matrix,

Each commande:r then selects ihe bast of his worst solutions as a strategy
(circles appropriatc values), Thus, in the rows, lcok for s Min-Mex solution and
in the columna, a Max-Min sclution.

From the matrix observe that communicationa aysiem B and Jravwer cvsctem III
would e chosern,

Note that in this case both strategles are defined by the same elemen’.
Such & soluticn ia known as & Saddle Point, and the resulting stratesies s¢ Pure
Strategies, The value of the gsme 1s 0.6, and 1f either side uses a different
strategs, his expected return will be reduced {in this oase the error probadility
weuld inerease to the communicatcr or decrease to the jammer),

If no Saddle Polint ocours, the bece streategles are mixed strategiles, and
the game soui.tlon is the set that maximizes the expected reiurn, To illustrate
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this, consider the same problem a» abuve, but with the (B, III) element casnged
to say, 0.1. The new matrix is as follows:

Jaming
System v Maximom

1| m | m| ow Eeron

Communicati
Systen

Q0,1 0.7 0.8 0.6 0.l 0.8(I1I11)
0.4 0.5 C.1 0.3 0,2 @II)
08 |o.6 Jo.7 j0o.7 o1 [o.8(1)
0.4 0.4 0.8 0.8 0.2 0.5(11I, IV)
Mintmm Error o,m)@n) 0.1(8}[0.3(8)]0.21¢)

g o w >

From the matrix observe that system B rapresents the optimum strategy and
Jamme> II represents the test counter-strategy. However, there 1s no Saddle
Point; hence, pure stretegies no longer exist,

The first step to the solution of this prodblem is to try to reduce the
dimensionality of the game. It can be seen that no stretegy dominatee within
the rows, However, within the columns, cclumn IV dominates coluwmn V in every
row, Hence, column V is dropped from further consideration. Of the remaining
matrix, row B 1s now seen to dominate vy ¢, Carrying the elimination procedure
to its 1imit results in the following:

II v
B |o.5] 0.3
plo.4 ] 0.8

Now let X = (XB, X.D) and ¥ = (YII' YIV) equal the optimum mixed strategies
of the two sides, '

The gain 13 now & random variable, g, and the expected value to each side
is

E(gi X, Y) - Z .1J xi yJ
1]

E(-g; x, y! = E:("xa)‘iyg
1
Let V.‘l tnd V. represent the expectation of each side, which is to be
optimun.,
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Thus streategies must be chosen so that: -~
X(gys X, ) s Vy given X 15 optimum oommuniostion system strategy t\ ‘ )

X(-33 X, Y,) 8 V, given Y, 16 optisus jsmmsr systea strategy
Since the game 1s sexrv-sum, Vy = -V, and (g; X, Y,) = V, which means that

Af both sides uss their optimal Min-Max strasegies, their schlieved gaino coincide °
with their Kin-Max expected gains (or in this ocace their suxisum) is being mini-
3 lll'd.
"
: Thus

(e X, Y) BV
»
Subetituting for the expected payoffs yields
rn(o.sxs + o.kxn) + !Iv(o.ax! + O.BID) sV
XB(O.SYII + O.':!Iv) + xn(o.uxn + 0, rv) 3V
In ajidition,
!3 + ‘:D =]
YII + Y“. = 1, and (
11 and Y, 30
The sbove inequalitics imply the tollowing relationships:
0.5Xy + o.k\xb sV
0.3xy + O.BXD sV

O'SYII + °'3¥.IV L'

=2
0.’6!17‘ + O.QYIV Yy

Thus there are five wiinownz and ten relationslips. Not all elements can
be .ero, but it 1is possidble for squalities to hold in the four inequilities,

Thus

0.5%g + o.Axp -V
0.3x, + O.SID -V

0.5YII + 0.3!‘Iv -V

O.krn + O.BY“ -V
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z, + ID w ]l
Solving this systsm leads to
5.2{3

X, =13
!n-5/6
Ty = 6

Thus by using ocosmunjoaticnis sst B twi-thirds of the time and srt D tle remainder,
the ocommasder will realisze a payoff of 0.457, whereas if he were to have stayed
with his best pure strategy, he would have been sure of no better than 0.5.
Stmilarly, by jemaing with Jeamer number II five-sixths of the time and Jjammer IV
the resalndsr, the snemy is assured of & pagoff of 0.467, whereas by fcllowing his
purc stretegy, he would not have been sure of doing better than 0.4,

Oames with large matrices are oftes tedious to solve dY use of the technique
Just descrided, Nowever, it is relatively simple to obtain an approximstion of
the exant solution®

Consider the recuced maitrix of the sample prodlem:

IV
.3 -8 1;3 1-8 2.3 e "02/3

0.4 0.8 @@@@ 2,8 ... =173

1.9

PR R eI

~Samieal, gp. git., R 170.

3-21




S G T TR £ e

AMCP 706-191
Solution rules are as follows: -
(1) Seleot the row snl place under ma:rix (0.5, 0.3). (J

(2) Circle smallest value 14 the row and write corsesponding ocolumn
to right of the wmatrix (0.3, 0.8).

(3) Circle largest value in ocolumn and write oorresponding rov snd add
to last row*

(4) Circle smallest value in row and write correspondine (oluan and add
to last oclumn®

{5) Repeat process N times,

The approximate stretegies after N iterations are then ths number of oiroled v ,
values wivided by N for each choice.

Solving this systexm leads to tlie following values:

X, = 0.667 Xy = 0.667
¥, -0.333 X, =0.333
Yn = 0,723 ¥rp = 0.833
¥p, = 0.2717 Yy, = 0.167

Note that thie values are of the right o-ler, but thair convergsnce is not
particularly repid, i

The npper and locwer bounds for the game can be determined by dividing the
higheat number in thz last column /8.4 after 18) by the nusber of iteretions, and
b7 dividing the lowest numder in the lart row (8.3 after 18) by the number of
itevatione, Thua, for this example, the value 19 !

0.45 5 V& 0,458
while the predetemined answer was V « J,4€7,

As the rumber of si‘es, the number of mcves per piay, and the dimensionalily
ircretse, the complexity of the game solution lncressss Jorrespordingly.

3.7 MISREATIIN TREMNY

Inforvstion theory 15 8 reistively new %ocl O the systems analyst, Its
1nitla, and most frequent applications have, of course, been in >cemuricstion
aystem proble~s, However, 1t has received othep spplization in such diverse arcas
ae nisclile-guldance and maintensance-reporting-asvstex analyses,

*leteie tien ly (Maosing Lhe orpusite value froax preceding “ine.
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In gonaral, tha theory oan bde applied to sny situatior in which there 14
w0ertainty to de reduced or, more particularly, where there is s source that
288 unoarsaiaty oonnested to sn information sink dy a shannei that pay periurd
the souroe outputs.

Thus "information”, as useq hare, does not represent a body of data, but
merely the amant of unsertainty that has been reduced.

A poesidlg agplication of inforwation theory is to measure affectivensss
for a commniocation systes, i.¢., Rov much information it conveysd by tha systesm,
or how fest it is ocoaveyed,

Foo & gquantitative treatment of this sudject, seversl conscjts must be
defir=2. ZFirst, .aformation 1a defineu ac being expressed in M-siiy units, given
Wle ~ln¢u P, “hare r, is the probablility of having selected messege i froa @
souros contiining = syshula. The most “roquently used ce== s toe dinary, in
wnich there are two ayabols -- {1; 0}, Timuis for & message consisting of & eingle
symbcl., the informmtion is expressa2d in binary units and written as

I = Log, Py
Por example, the information conveyed by 2lipping & legitirate coln is
I~ -logyly) = 101t,
whils the information conveyed by @ tyo-lL:aded coin 1w
I . -Lo‘e(l) -« 0 bits;
i,e,, the cutoome is known in advance.

An important concept in the study of nformation ‘s that of entropy; simply
stated, thies is tlha aversge uncertainty of & source or message, Thuz

o
K 'in?x - S‘ri Lo‘! Pi
i &iJ

T Te fllustrete, conalder the eripdpy o:iv-med in 4 two-digit messaye (iinary}
having ihe falliowing sessage-ropulaTion Cilatridusisa:

Message Probability -~ Sending
il 1%
o1 1T
0 13
00 1<

ad
4
bad
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Thus

Ha= §Lose 2 +1/8 Log,8 + 1/8 Log,8 + & Log, 4 = 1 3/k
bits of information on the average is transmitted by a mesaage from this source.

It can be proved that the maximum entropy is achlieved when all of the
messagee avre equally likely, Purther, when the s mbols are independent with

the same distributions, the entropy of a message of length n is n times the
entropy of a single symbol,

The next concept to be defined is that of a channel, & channel ls Assoribed
by an input alphabet A snd an output alphabet B and a set of conditional prob-

abilit’ es [P(BJ'Ai)] , termed the channsl matrix, that are the prcbabilities
of recelving message BJ given A1 was sent,

To i1lluatrate, consider s simple binary source having a symmetric chsanel --
that is, the probadbility of an error's being introduced ¢n a one ia che same as
the probability of 1ts being introduced on a zerc,

Symbelically this is expressed
as follows: ’

B where the channel mstrix 1s:
1

P T

P
0

Asgociated with the notion of a channel are several other quantities worth
mentioning:

» The a_priori entropy of A = K(A) = -;P(a) Log P(a),
+ The posteriori entropy of A = H(Alb )= -ZP(;]b ) log P(Alb Ve

. Conditional entrspy H(A|B) -§L|H(Alb ) P(b ), which is called the
equivacation,

+ Mutual Information (the infrrmation provided by the obr rvation of an
output symbol) = I (A;B) = H(A) - H{A|B)

H(A,B)

H(A)

3-24
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Some interesting properties of mutual information are the following:
+» It is always non-negative, i.,e., I(A;B) 3 0O,

« If channels are cascaded, they will tend to leak information, 1,e.,
i(A;B) 2 I(A:0).

+ Mutual information is additive 1.e., I{A;B,C) = I(A;C) + I{(A;B|c).

Channel capacity is a measure of the ability of the channel to transmit
information; 1% 18 defined matheratically as C = M?x %(A;B).
P(a
1

Chanrel cepacity is commouly expressed in information units per unit of
time. The notion of chainnel capacity leads to one of the fundamental theorems
of information theory: "If t.ie average amount of information per message from
e source 1s H and the channel has a capacity of C, then it is possible to encode
the messages 80 that tney may be transmitted over the channe) at a rate R which
has a maximum value of 2/H,"#

If the concept of a noisy channel is now litroduced, the vreceding can be
modified to "Af the rate of transmission 1s less than the channel capacity, it
1s possible to encode a message for transmission so that an arbitrarily smesll
percentage of errors may be obtained,'##

The precading discussion concerns discrete messages. However, a completely
analogous development exists for the continuous case, wherein summations are
replaced by integrale and discrete probabilities by density functions. Thus the
entropy of a contlnuous source would be given by ###

H= :[:?(x) log p(x) dx

Here entropy will not be unique but will depend on the co-ordinate system
used to represent the variable, However, in the nolsy-channel situation, it is
the mutual information that is of interest:

I.(x;y) = H(y) - H(y x)

~td

= -fmp(x)log p (y) dy - [-L p(x) dx[:px(v)los p,(y)dy ]

This equation represents the difference in entropies -- one tera representing
the received signal and the other term representing the effects of the noise.
Then, as long ae both terrs possess the same units, the solution will be unique
and hence not de-endent on the co-ordinate system employed.

¥T.D. ¥lagle et. al., Operati ns Kesearch and Systems Engineering, Johns Nopkins

Prear. 1960, p, 599,

t#Inhid., p, 597.
*+#[bid,. r.606,

b i
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According tc Shannon's Theorem, an amcunt of information per sample point
can be sent over a noisy channel as given by thes maximum of the equation above.
However, the ch-unel must be evaluated in terms of the wpecific channel used.
The channal is restricted by the bandwidth availadle and the power availadle for
the signal waveform. For a signal of average power P 17 the presence of narrow-
band Gaussian nolse of average power N and bandwlidth W, the channel capacity is
given by:

C=WlLog (1+§)
Thua the trade-off between power and randwidth 1s shown.

When the basic relationships of information thecry discussed above are
applied to a systems-analysis problem, the components of the system are repre-
sented as channels with appropriate characteristics and the inputs and outputs
correspond to the information passed by the system,

To demonstrate the application of these techniques, consider a slightly
different example -- a maintenance system. A simple system experiences three

types of failures and exhibits four typea of symptoms, Analysis of symptom/railure

frequency data ylelds the following matrix, where each element 1s the numver of
tircs the corresponding failure/symptom combination was experienced:

Symptom S S S S
Failure 1 2 3 y | Totals
Fl 5 4 1 0 10
FE 2 1l 2 ‘ 5 10
Fa 1 2 5 2 10
| Totals 8 7 | 8 7 30

The first step in the analysis 1s to convert the elemental values to prob-
abilities.

paitums Symptom Sl S, S3 Sa Tctale
F, 1/6 | 2/15 | 1/30 | 0 1/3 !
F, | 1/15 | 1/30 | 1/15 | 1/5 1/3
Py 1730 { 1715 | /6 | 115 1/3
Totals 4/1s | 7/30 | 4/15 | 7/30 1

3-26
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The averrge information ocnteined in a symptom is

4
H(3) = -z P(S,) Log, P(3,)
1al

-8 L A
15 98 35 15 x"""gB

= § (3.907-2.000) + Lz (4.907-2.807)

= § (1.907) + f (2.200)

= 1.997 bits per symptom

Similarly, the sntropy contained in the failures is

H(®) = - ) P(F,) Los, B(?,) = -Log, % = 1,585 bits per failure
31

The joint entropy in a symptom is found directl: from the symptom/failure
metrix (note that in this case the matrix is not the channel metrix):

4
H(s,®) = - i P(3,,¥,) Log, P(S.,7,)
1=l jml

= -4 Log, %‘%5 “’52% - o I“’52’33"5 '%5 1932%5‘
-4 (2.585) + &5 (2.907) + §5 (4.907) + {5 Log 3.907

= 3,213 bits

The information transmitted from symptom to failure (i.¢., the mutual infor-
mation) ies given by

I(S,F) = n\o) + H(P) - H{S,F)
(This can be derived from the earlier expression for T that included equivocation,)
Thus,

I(S,F) = 1.997 + 1,585 - 3.21: = 0,369 biis

One oriterion that can be apRiied 1s the efficiency of transmlssion, defined by

. L(S,P) _ 0,69 _
E —,&(ﬁl r‘égg 0.233 or 23.3%

3-27
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Other items that can be determined sre the equivocation,
H(A|B) = H(...B} - H(B) = 1,628 bits,

the channel matrix, and the capacicy.

The system car now be investigated to determine the value of troubleshooting
stretegies; the effects of regrouping of components to reduce troubleshcoting
cimes; and, in the case of AILS type systems, the cffectiveness of the system,

3.0 ANALYTIC MEBBELS

Strictly analytlc methods are another meens of optimizing that the system
analyst can employ. One such technique tu&t is common in calculus is equating
the derivative to zero, However, two other tuchniques are worthy of mention:
lanchester's =auations, and the calculus of variations,

3.8.1 Lancheuster's Equations

Lanchester's equations deal with the Interactions of opposing sides in a
dynamic battle. 1In their simplest form, Ianchester'’s equations state thet Iin a
multiple engagement "the (- rrall effectiveneas of & force equals the average
effectiveness of the individual units multiplied by the square of the number of
“nits cngaged.* 1n mathematical terms this means that

aB

T " -k1R
aR \
I = kP

where B and R are the numbers of blue and red uniits, respectively, t is time, and
kl and k2 are unitv effectivenrag factors,

This aignifies that on the average eAch unit will in a given time score &
certain number of cffective n1its, thereby causing the number of uniis killeqd to
be directly proportionel te the numerical strength of the cpposing foroce.

These eguations have been sudsequently modified to incorporate olher factors
affectine for~e stro-gth  zuch 3& piwduclion rates,

For examile, one such modification 1s tu write the two 2quations as being
expressive of ‘national effectivenessz in a whole war,® These are written as
fol »ws:

4R
To v P - OplNg - eqfy

ab s
B omor- o - e

duided Missile Design, ; pary, Iuc., p 1i:,

®8Tbi1d. ,p. 114,

e o o

e Bl
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where P = production

0L = operational loss peraentage
- » Jumber of enemy destroyed
e = effectiveness Number of friendlies engaged
N = number of forces engcged
B,R = blue and red, respectively.

The ecuations may be further complicated by introducing probabllities iato
the picture and by exercising them through a simulation, using Monte-Carlo tecn-
niques to determine engagement outcomes under more realistic cond*¢i_ns and with
more variables introduced,

To illustrate the equeticns slaiply, consider the follewing nw.crical
examples, Sides A and B have 10 units each, If all uait= have equal effective-
ness per unit of time, the engagement will be & draw. Let the effectiveness
(kills per unit of time) of A be 0.1 and B 0.2,

Thus, $ -o0.28 Ay = 10
¢B
T " O'MO i Bo = 10

The resulting time hiatorles for ‘he two sides are approximately as foll.ws:

1
10
.

8 | ‘ o
\1\\‘ B

P G W W AR AN B e W

ng 6 }
B
i3
S8 4}
@
x

2»

Time “altu

Thue in this simple oxample B wins, losing but “hree units while all ten of the
opposing A are loet, and yet its uanll effectivenszas was only twice as good as
A's, 1If B's effectiveness were roised to G4 while A's remsined the same, A
would lose all ten again, but B would lome only 2. #urthermore, the engagement
would requirs three time units whereas dbefore 1t raquired seven,
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Prem the sawppl . thy trade-of & Yetwoer rumsbers and anit effectiveness (end
Lime ) are apparent. Thus, by use of these egqustions optimal stretegies could be

Jevined,

3.8 2 cCalcuizd of Yaristicns

The cerloulus of veristions is an enalytic method for dealing with problems
of maxima and minima, In particular, it deals with finding the e:trema of inte-
grale of one or more unknown funstions. Thus, in the calouus of veriations, the
type of prodliem that 1w addressed ip a8 follows: find F such that

L

g;o
’/;1 Plx,9,2, x°, z°, 2°, t) 4t = Naximums or Minimum

The mathematlcs involved in solving & variationsl prodblem is quite complex;
however, electrical or mechanical ¢ngineers have probably encountered problems
that could te solved by the calculus of variations or have applied results that
were derived Irorm tne application of the calculus of variations., PFor saample,
the derivatlior ¢f the optimum filter is & direc application, In thie ceiz, a
Trus signel, Y/t), and & received signal, F(t). (et the filter cutput) are given,
and 1% 1s deslired to find the {ilitexr transfer functions such that

t? .
j;l {y*))zdt = minimum

A secor? example of the use of this technique fs the derivation of the
equations of motion of vibrating membranes, plates, ets., from an energy stand-
point (e.g., "ising Hemilton's Principle}. In this case the pravlem is formulected
as T )

'/tl LU{YAV'z’t) - K(x,y,2,t) - A{x,¥,2,t) ] 4t = Minimum

where U, X, A, re. ezxlively, represent the potentisl, kinetic, ard applied
snergles i the s;.:vem,

The gr »ru. LI to the solution ¢ these pruviems is o consider the

functivis ....iiw % tneiv end points but fres to wary mnmall smounts slong the paths
of integratizn.

3.9 SHGISIEH TeEeRY

Decleion theory rapresents ong of the most recent developments in operations
regesrch, It has found conzideralle prior appilcation as part of communications,
radar, and pattern-reccgnition systems. Ho.ever, 1%ts agplloations to the acstual
decision process have been relaiively recant and few,

In docision theory tuwo factors comtridute to a decision:

{1) The probability of the outcomes if s given deciuion is made

{2} 'The value of the cutcomes

tad
L3

L)

<
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The theoory, then, atvempts .o definc the decision process in terms of &
number of states, values being associated with esch., Application of the theory
results in identilying a best course of sction, generating alternative states,
eatablishing new values, and providing a dynamic framework for the decision
process,

3.10 COST-ESTIMATING RELATIONSHIPS AND CONFIDERCE INTERVALS
3.10.1 Cost-Estimating Relationships

When the system 1s complex, there 1s usuelly no simple tuo-parsmeter forrmula
that relates system characteristics vo system performance or sysiem cost, How-
ever, through the use of the statistical technique known as linesyr regression,
the equations or relationchips of interest can be approxirated by & streight line
or by a hyperplane -- that is, & straight line .n n dimensions,

The first step in the procedurec 18 to establish a 1lisli of sysi m paremeturs
on the basis of engineering Judgment; this liet includes system characteristics
that ars expected to contribute significantly to the varisbility of asystem per-
formance or system cost st any time during :the research and developament, iritial
investment, cr operating phases of the system's life ~ycle, For exsmple, if the
system were a radio receiver, the 1list of system paramevera would include such
items &8s weight, volume, sens!tivity, selectivity, sign&l.-role- ratlio, suress
chiaracteristics, and cost,

Oreat care should be taken in compiling these lists, becaupe ithe ease of
computa*ion and the adequacy of the resulting prediction depend primarily on the
discrimination exercised at ti.ls point, The following are the usual priorities
for parameter selection in the regression analyses:

(1) Parameters that are considered, on u cost/a»ngineerinrz besis, to have
a second-order effect on the applicable cost categzor; are exclude]
initislly,

(2) Parsmeters that exhibit 1-:tle variation among the aystems in the
study are excluded initially,

(3) Pa.ameteras that might be 41fficult to quantify ducing the initlsl
precurement stages have lowsr priority than others,

{4; Pearameters that are highls rorrela.ed yith one or mor? other para-
meters have lower prisrity,

'8} Parameters are selected so .Mul, if possible, et leaot one o+ each
af the following categor et i5 4nivlally jnvestigated:

« Hiossion characterist. o3

. State-gf-the-.rt chersoter‘silcs

+ AEMPIEXITY OF QusnLily ohdracteristlos
s Erffectiveness chargcteristi s

2-31
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One parsmeter nay represent two of the shove charscteristics,
"“or examnle, s complexity charscteristlic such as rweler of sctive
elements will often correlate well with reliability.

{€) Where there is a choice between two or more equélly impc-tant
correlated paremeters, the perameter or paraneter combination
that 18 most conducive to establishing trade-off relationships
is seiected iritially.

The se..nd step L. e procedure is to determine the coefficlents of the
regresrion equation., Lhe regreasinn equation in Ssction 2.1: can be writien un

xllA"'B asfm“

where A, B, C, and D are coeffirients, or constenta, thst ansve to %e deterained
and the X's are the systéw parameters or combination of syscem paraneters, 7Th:

constantg can be o<cernined by solving the following set of equations simultane-
ously:

IX; = NA + BIX, + czxX, + fEXy

- <y
XXy = Xy fm:xg+m‘132+m3x4
ZXX, = AT 4 EEEGX, 4 X, ¢ X,

where N is the nunber of samples,

Crce the conetants A, B, C, and D have been found, the regression equeticn
is termined, and the vajus of tre multiple cor-elation coefficient, r. cdsn be
celcuisted from the following formuln:

r o« Bl xlx3 u z:x,,, 4 (:us:xlx3 lezx3; + szxxx“ - 2% zx&}

m:xf - g

The value of the multiple cor*n;&'ior coeffiiient, &, wili Alwess be Peiween
Cend I, and 1. the velue of r 1a 1, then a1l the smple roints lle on tha slane

{or Lyperplane), If the valoe of r s soady, tuy less thin O7, then the sasple -

potats dre not oproinated Ly a plane, 4.4 *.us aoBe other rore ¢ 8 precistiom
squation &hou 4 be zr.ea, '

3.10.¢ Confisende iwixrvela

Tha next ;na of interes: lu the mgreu.w sectoique $x the drterhlnation
of t.e standard eryor of Che svtlzete Bnd the pufidense ‘*‘r"imh. TN "!"‘t&é«- 1

Jo 8

AT

e il MM
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(11} so tte ¢° tha sezple points ehout the plone 10 meesured by the standa~d
orror of the sstimste, S

Se o N-1 2
X svp (1-r7)

where % ]
Ux - \/‘2‘1 - (}:1)

BRTSY)

X » Nymber o variables used in predicting Xl

N =~ umber of sample polits
r &« (orrelatior cosfficient

Approxisntely 58 percent of the sanples points lie within 28 of the plane
devermingd by’ the Swegressiun equatlion, and 35 percent of the nsample points lie
wita'n 223 {weesured in th» X. direction),

The stisderd error of the estimate gives an indiostior of tiw sp.-esd of th-
21 lginal dsta pointe about the regression plane. Hovyver, when the regression
acuation 1s used to predict the cost of 8 new plece of equipment, the prediction
intsrval or confidence intervai is given by

/ K+l
. o N -
X ¢t 1+§vx2 Uy (Xg - ) (K - 2y)
1,352

whare

8 18 tiue standard sstimote oF thd srrey

t‘- tat (/2. n-2) Lo 8 ¥aiue ghisised Srom the t distribu’ lon tebles

I 19 the value of th parassters for the new equipment
2 15 She mesr or averege of tne x'e
£ is the sunder of rarameters used in the predictior equs ‘an

01 is #2 ¥ zined b:2low

3

e odtain Whe va.uee 5‘1., the foilowing procedure 1s usel, > ‘2 para-
4
Mwters used in pretisting xl are Iz' 13, and X, then the rirst ¢ 5 '2 o

o,
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calculate the quantities V, using the foilowing equations:

Vop = X2 - (2X,)° L.
V3 = 7 - (37y)°

UTEE - Rt :
Vog = V32 = MXoXy - 2X2

Vay = Vyp = WX, - 2X2X

Tgy = Vyg = NDX, - T,

Now, to determine the values for U22, 023, and 024, the velues of V are
substituted in the following equ#fitiors, which are solved simultaneously:

v32 Upp + V33 U23 + VS# Doy = 0
Vig Uop + Vgg Upz * Vg Upy = @

To determine the velues for 032, Uss,'snd U. 4 the values of V are sub-
stituted in the following equationa, which again are solved simultaneousl:’:

Finelly, to determine the values for th, U43’ and Uau, the same vaiues of ;
!
V are substituted into the following equations, whicia are solve. simvltaneously: C

V22 Uuﬁ + V23 043 + Vgu UM = 0

oA gl A a

Via T2 * Vig Uyz * Viy Uy = 1

The confidence intervals can now be found. ZFor example, if the 95 percent
confidence interval is desired, the values of S, N, X, and U are substituted in
the confidence interval equation, along with the vaiue of % (based on a 95 _or-
cent confidence level and the number of samples, N}, The rélevunt statement that

e 3-34
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oen now be made 1a that the estimated cost of the new equipment is xl’ and there
1s & 95 percent probability that the coat will be someéwhere bstween the upper and
lower ncnfidence limits,

3.10.3 Example: Sinple Linear Hegress’on (Two Variables)

Given the information in the following table, determine ‘he cost for a =ew
piece of similar-type equipment, the xyz-2, which has & volume of 2C cublc feet,

xiscing Volume Cost
Equipmant (Cubic Pt.) {Drllars)
TRC-32 ' 20 10,392
WRT-2 34 12,278
R-390 2 1,526
URC-355 3 6,628
ORG-S 12 3:3V7
SRe-21 14 4,366
SRC-20 18 7,588
URT-1 36 14,580
XYZ-2 30 X,

The procedure to be followed consists initlally of linear regressicr, using
the method of leaat squares, If it 1s found that the data are not essentlally
lixear, then other methode are tried, such as logerithmic, gquadratic, ete,; until
an appropriate prediction equation can be obtalned.

The form of the linear equation is
Xl = A + BY,
ere Xl represents the cost and xe repoesents the volune,

The values of the coeffilslents A &nd B can be found by simultaneously sclving
the foliowing eaquations. Since there are only twe variebles, the relevent equations
(excluding any terms econtaining X3 oy xu) are

ml-m+smc2

2
::xlxg = AZX, + BZA,
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‘ Prom the information in the preceding table,

; IX, = 10,3%é + 12,278 + .0 = 60,335

Xy =20+ 38 +2 4 ... 139

£X,X, = 20(10.392) + 34(12,278] +... = 1,411,620
2,2 = (20)% + (34)? +... = 3529

Ne8

Subatituting these ..Ines into the above eqguations gives

60,33, = 8A + B{139)
1,411,620 = A(139) + B(3529)

Solving thes:. equav.ons simultaneously for & and B jlelds

A = 1840, B = 326 and
X, - 1840 + 326 X,

Thus the cost for an oquirient with & velume of 30 is

%, = 1340 + 326(30) = $11,600

An alternatz method of solufion. whick determines the value of the corre-
: lation coerficient r before so.ving for A and B, does not require the simultan-
eous sclution of two equations.

The ¢osreiat.on corfficient, r, for two variables is given by

XX, - N %

T e
Ne, =

5%
where

the standard deviation, Oy of a number of samples. N, 18

i ettt e e St

oy = BE=EX)

N(N-1)

the mean or average of the N sample points, X, 1z

X
X-5
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Note: the absolute value of the ocorrelation coeffisient will be somewhere
betwesn I and gero, It has been found ezpirically that an absolute value of

r greater than 0,7 will yield an acseptable result; i.e,, the data points are
ecoentidlly linear, If the data points actuslly do lie on & strajght line, the
ahsclute value of r will be 1, A negative value for r indiocates a line with a
negative slcpe,

The velues of A and B can now be calculated by using the following equatiuns

ra

o

o

X2
A -Tl - BE

For thie example, the information from the table is substituted into the
above expressions to yleld the following:

£X, = 10,392 + 12,278 + .., = 60,335
2(x1)2 bd (10:392)2 + (123278)2 + cee ™ 605,55“.500
X, - .6.9.3335. = 7,842

o. 2
x, - [8(605,554,500) - (60,338)° .
2 J 8(e-1) 4,637

zx2-20+34+2+...-139

2(x,)% = (20)2 + (34)% + (2)% + ... = 3529

p A -’%2 = 17.4
oy . 8 (3529) - (139)% .
X, J Ty 12,6

r = [(200(20,302) + (34)(12,278) #,,,] = S(T,242)(1T.4) o 0,89
8(4,637)(12.6)

. {o.89)(ue37)
B 12.6 326

A = 7542 - 326 (17.4) = 1840

‘Therefore xl » 1840 + 326 X, and as before, for an equipnent with a volume of 30,
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Determine the standard error of estimate for the above data, end the 95 per-
cent ccnfidence interval for the xyz-2 squipment.

The vertical scatter of the data points about the regression line
xl = 1840 + 326 x2 1s measured in terms of tlie standard error of estimat(, S

wheére

—
S-oxl\llura

.

I% has heen deteimined previousaly that

o = 4€37, r = 0.89
1
therefore S = 4637 \}l - (0.89)2 = 2130

Note: ‘pproximately 68 percent of the data yoints lie within : S of the
regression line, and 95 percent lie within : 28, Therefore, if a graphical plot
of the data points is made, the parallel lines at a vertical distance of 2130
from the regression line X, = 1840 + 326 X, contain approximately 68 percent of
the data points and the parallel lines at & vertical distance of 4260 from the
regre2sion line contain approximately 95 percent of the data points, As the
sample size increases, the number of data points within * S and * 2S would become
closer to 68 percent and 95 percent, respectively.

To calculate the con‘idence interval lo. *the cost of the xyz-2 equipmeant,
the following equation is used:#

(%, - %,)2
. 1,
Xl 2 te S 1+ N TE:EST;;;TE-

where
te is a value obtained from the t distribution tables

X, 1s the ordirate of the regression line for which the confidence
interval is to be found

Other symbolas are as in the previous example,

*Note - This is another form of the equation developed previously and is also
applicable for simple regression,

(.

ot
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For the xys-2 equipment,
X1 = 11,600
8 = 213%

ty = (0.025,6) = 2.45 (from "t" table for 95 percent confidence and
8 data points)

}2 = 30 cuble £t
!2 - 17.4
xi = 12.6

N=8§8
The 95-percent confidence interval is

2
11,600 £ 2.447 (2130) 14+ % + F‘ro-iaz'h}

= 11,600 * 5900

Therefore, the astimated cost of the xys-2 ecuipment iy $11,600, and t:cre 1s a
95 percent confidence that the cost will be somewhere between $17,500 and $5,Tu0,

-0

This wide range for the confidence interval is quite lergc., However, the
significant fact is that without an indicefion of the range of probablc valuew,
the decision-maker would have no feel.ng for the acoursacy of any predicted para-
meter, It ia detter, of course, to have a narrow range for the 95-percent con-

fiderce interval, but this can dbe achieved only if adiitionai supporting data
sre avsilable,

3.11 EXPERITNCE CORVES

There are saveral factors that can reduce the unit cost of an equipment as
the total humber of equipments purchased is increased, Two such factors are tae
initial tooling cos’, which can be spread out cver a larger number of equipments;
and the cost of meéerials, whish can be reduced for a guantity purchase.

Another factor that cin reduce the unit cost of an equipment (unrelated to
the two factors above) is the lesrning curve, or experience ocurve ¥ = u::"’, where

Y = gost to manufacture equipment X

& = cost to munufaoture equipment number 1
X = equipment nuaber

b = exponent of experience-curve slope
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Empirical data have shown that the experienss curve i3 appropriate for
predicting the costa of alrcraft engines and airframes and ceveral types of
electronic equipments, Normally, the experience ourves are developed by the
equipment menufscturer. The experience curve is based on the fact that as the
quantity of equipments being menufactured is doudbled, the cost to ménufacture
each successive equipment 15 reduced by & constant percentage, If cne ecuip-
went costs $1000 to manufacture, the second equipment is following & 90-percent
learning curve, and the eighth, sixteenth, and thirty-second equipment each coat
9Q-percent less fthan the previous quantity.

Nermalliy, the cost raduction descrived by the experience ourve is due
entirely to the reduction in man-hours necess4ry to produce an equipment, through
the natural process of man learning his job better by repetition. There are,
however, fully automated production lines with experience curves based on the
fact that as the production line 1s operated, supervisors can develop improve-
ments and chort-cuts in the process,

The mathematical methed for fitting data to the experience ocurve ¥ = axb
is Jog-log least-squeres regression. Once the constants "a" and "b" have been
found by using the regression technique, the unit cost of any equipment can now
be found. For example, suppose, "a", the cost of the first equipment, is
$20,000, and the value of "b" 1s -0.322%, The coat for the sixteenth equipment
is given by

=0.32
¥)s = (20,000) (16)°-3%2

lod ‘8,200

Tables have been developed by several Ammy agencies that can be used to
reduce the an: int of calculation for unit, average, and cumulative costs for any
number of equipments with any alope.

Anotrer method that is usually & good epproximation for detcrmining the
experience curve is the "eyeball" method, i.e., plotting the data points and then
drewing a straight line through the spread of points with a straignt edge. Grteh&-
cally, the data points are plotted on log-log paper, and if the relation Y = aX™
exiasts, then the data points will fall cssentielly along a straight line, The
slope of this experience curve can be found readily from any two points on the
streight line whose ordinates are separsted by a factor of two (one equipment
guantity cGouble the other). Por example, if it is found from the ocurve the ninth
eguipmer: costs $500 and the eighteonth equipment costs $450, then the clope of
the experlence curve 18 90 percent, To establish the valuss of "a" and “b" (4n
the equation Y = axb) from the graph, note that "a” represents the coat of the

® The value of b will alwéys De negative unless the unit cost f>r sucoeeding
equipments increases,

aenens
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first equipment, and that "b" can be determined from the slope, The slope of
the experience curve and the exponent b are related dby the formula

% slope = (2)® x 1008

which follows logioally from the ob.-~rvation that the cost of the first equip-
ment (for X = 1) 4c equal to "a" and, by definitinn, the cost of the second equip-

ment 18 equal to "a" timea the slope; therefore 2° {for X = 2) must be equal to
the slope,

$.17 COST-SERSITIVITY ANALYS'S
3.12,1 gQeneral

There are two main areas of usage in whioh cost-sensitivity analysis is
used, Pirst, the individual ocost sonstituents should be checked to determine
how changes in them affect the total cost, For example, a S-percent change in
the maintonance ocost of an avionic system mey change the total lifetime cost of
the system by 15 percent, while a 10-percent change in the equipment cost changes
the totel lifetime cost by less than 1 percent. The implication here is that the
cost analyst should concentrste on refining the maintenance-cost predioction,
whereas a relatively gross estimate of the cquipment oost will be sufficient,

Secondly, any assunpticns that were made in the anelysis should te cheoked
to determine how changes in the assumptions sffect the total ocost. For example,
if it was assumed that the equipment would be operated for 100 hours per month,
the total ocosts should be calculated for operating times of say 75 and 125 hours
per month to determmine the effect of this assumption on the overall cost, Of
course, if the total cost is sensitive to any assumption, the results of the

sensitivity analysis should be shown to the declsion-maker with the range of the
sssumed value lndicated,

3.12,2 QOost-Sensitivity-Analyeis Problem

The oost information given below for two alternative communications systems
is pesed on regression analysis,

Total System (oat n
Cost Cntegories (10-year lifetime)
Comsmnioation Communioation
Systes A Systea B
R&D $ 10,000,000 $ 12,000,000
Equipment Acquisition 300,000,000 320,000,X)
Spares and Spare Perte 14,000,000 §,000, 000
Initial Kaintenance
Pacilities 4,500,000 6,000,000
Pubtlioations 500, 000 800, 000
Maintensnoe 160,000,00n 120,000,000
Annual Treining 1,000,000 900, 000
Annual Paailities 2,000,000 2,500,000
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The ocost figures represent average (or expected) values, with some standard error
of ¢stimate, One oost-ustimating relaticnship wes developed for each category;
therefore, the standepd err:> for each category is the same for system A and B,
but the categorier will generally have diffcrent standard errors. In other words,
the standard errors are identiscal horizontally, but not necessarily vertioaliy.

Question 1: In which ocost catagory does ocost unoertainty have the greatest
impaoct on the cost ocomparison, and how great is this impact?

Quection 21 Are the results sensitive to the asmmption that the system will
be in operation for 10 years?

Answers
Answer to Question 1
The cost totals for each system are:
Ay $492,000,000
B:  $470,200,000
A, then, 1is ostsnsidly more expensive tian £, However, becsuse of the

existence of staniard errors, & wst-inversion 3ay be posaible, so thet B, in
faat, 1is the more expensive systen.

Bquipment Aoquicition snd Maintenance are the two diggest oategories;
betwesn them they acscunt for more than 90 percent of the total system vost,

Assume thav L & cost-inversion exists, 1t is Gue either to Aoquisition o
Maintenance oost arrurs (or Beth), the other oategories Deing so small relatively
(in terms of money) that they are essentislly oconstants,

The differencv between system costs is $21,800,000, Tius if st least one-
half of $21,800,000, or $10,900,000 were simultanecusly added to the utottl ocst
of B and smbtracted from the total cost of A, a1 inversion would result,

Now, the total oost for system A can be written as
Oant‘ = 32,000.000 + (x‘ + "A)

where
l‘ « Bquipment Aoquisition Oost

l‘ « Maintenance Oost

he teta) nost for uuiéa 2 oan be written as

Oosty = 50,200,000 + (Ry + My}

-3
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The probabdbility that system B costs more than system A is given by

p (costy > ousty) = p [30,200,000 + By + My) 5 32,000,000 + (E, + nA)]

-p [“n + M) - (B, + M) > 1,800,000]- » [z> 1.600.&0]

Since the trulated values of !&, !‘B’ Wy, and My were obtained by regresaion
techniques, these values sie the expected valiues,

Thus if Z 1s the rendom variable
Z = (By+ M) - (B, + 1)
then the erpectea nlue of Z is given by
2 - (B5 + Ry) - (B, + M) = (320,000,000 + 120,000,000} - [(3oo,ooo,ooo)
+ (160.000,000)]
or 2 = -20,000,000

Ideally, the standird errors of estimate for E,, Ep, M, and My {and the other
costs as well) should have been furnished. Since they have not, a "worst” case
estimate is obdtained as followe:

Assune that the percentage errors in E and N do not exceed some nominal
value, sav 10 percent; thus 10 percent o BA = 30,000,000, and 10 percent of
!.a = 32,000,000, If these values are ocniidered to represent three standard
errors, which almost guarantees that the error will be less than 10 percent,

then
SBA = 10,000,000 and 3;5 = 10,700,000

However, from the assumptioca that the same regressicn equation was used, S!
A
must equal e0 thet if and are “avereged”
S S5, 4 S :
S‘A - s,B = 10,300,000

Similarly,

&l - S% - &,700,00

Then §, « Jsia * 3% . Sﬁx * i - W260.17 + 26.7°] x 1012

-\/&5‘!3  § 106
= 16,060,000

3-A3
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The protlem is shown graphically below, The curve represents the distridutioa
of equipment acquisition and maintenanne costs; 1.e., the equipm:nt acquisition
ail maliantenance ocost uf syrtea P is "expected” to be $20,000,000 less than the
eq+ipment aocquisition and maintenance cus. of system A, and the siandard error
of this distridution 1is $16,000,000, The zoro line reyressnts that point at
which the equipment acquisition and main.enance ocosts Sor A and B are equii, The
$1,800,000 line represents that poini at which the tutal wystam costs for A and
B will be equal,

0, " $16,000,000

- $1,800,000 Line

I W ‘IIBC'OJW
/ (0,0}

Z - -20,0060,200

B2
Y

-~

The probabtlity that the sast lles ¢o tha right of the $4,500,000 line (a cost-
inversion) is given by
By -n
2
whare h, i3 the value of interest onh the normal density function

w 1s the mean of the function
0 i3 the standard deviation
Substititing the values from the exampie problem into the abuve squatlons
yielda

1,800,000 - (-20,00,000] , ; .4
16,500,000

whlch, froe Table C-1 in Appendix C, corresponds %o 0.0869, or spproxisately

% percent. harefore, ‘or an eotlimaied maximm error~ of 10 percent ir the afgul
sitlon and maint.rance coet, the Probadiiity that sysles B iy reslly more expen-
sive than systen A is 9 percvent. Aif Rl process 18 repeated Tor an estirated
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psximum error of 100 peioent, the ocalculations lead to *he result that the
probablility that ~ystes B 1s really mor: expensive tna: system A 13 33 pervcent,

The answer to Juest.on 1, theti, is that uncertiinty in the preaictions of
squipment soquisition snd maintenano~ oost have the greatest immact on the cost

somparxiscn; and 1if 1t is acsumed that these prediciions may be off by as much an

100 peroent, there i stlll only a 33-percent chance tiat the cost of syvstea B
will be nore than the ocst of systum A,
Answer v° Questicn 2

For this exmyle, tssvme that Maintenanae, Tretnlag, and Paciiities a~e
téme-based cost:, and aseume further that they are linear with time {although

any funct. % otdher than linear could 2lsc ~e hand.sc easily with, for examp.e,
& graphical solution),

Then ocosts would be cuteg:orized as follows:

Ocsts stem A rtem B
Pixed Oosts $329, 000, 000 $3486,800, 000
Antvual Costs 16,300,000 12,340,000

(per yeur)

For y years, the cost of system », therelore, will be
m“‘& = 32G,000,00Q + ° 3:3m:om y

Similarly,
Cost, = 346,800,000 + 17,340,000 ¥

Tous c:ml s °°"’B whe.:

329,000,00C + 16,300,350 y s 386,800,000 + 12,340,000 vy,
or when ys~ 4.5 years

™he anewer to Quasdtion 2, ther., is that “he resilts e not wenoitive to
the sssamption that the eystem wiil bs cpereated for 10 years -- th&t s, the
cost of systes B will De lower than Ll cost of systex &, urless tie syrtem ‘9

to de 1n operation for lees *han 4.5 years.

{Mote very careful y tne assumption of lineacily, 1.e., *nat the o
directly provortiona. %o time. This mamumplion, Tor specifis systrus, =ns,
weil nc® te troe)
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CRAPTER 4
BASIC MATHEMATICAL AMD STATISTICAL CONCEPTS *

4.1 INTRUDUCTION

Basic mathematical and statistical concepts are reviewsd in thie chapter.
Toplcs include algebraic principles and forsmmlas, the various types of probabil-
ity distributions, and procedures for statistical estimation.

4.1.1 Preliminary Definitions

Some of the principal terms used in this discuesion sre defined as follows:

Random Qutcomz. The value of an empiricsl observation that caunot de
predicted (lack of deterministic 1egulerity) but hss statistical regularity in
that the value has a relative frequency of cccurrence in a series of independent

observations of the phenomenon (the result of tossing a die, the time-to-fallure
of a device, etc.).

Trial. An action or experiment that yields a random cutcome (tossing
a die, life-testing a device),

Indepe-dent Trials. Trlils of which the cutcome of one has no erffect
on the outcome of others that f{ollow.

Event. A set of outcomes. The event has occurred if one of the out-
ccmes of the set 1s observed on a trial. (If the event is arn even number on
*he toss of & dle, it occurs if the number 2, 4, or 6 is observeal)

Independent ZTvents., Sets of outcomes bared on independent trials,

Mutuslily Zrclvrsive Events, Two or more events that canuot occur
simultaneously (odd and even numbers on one toss of a die).

4,1.2 Notation

The ‘ollowing prooability notation arpifes:

P(E)
P(E)

probability of event E, where O & P(E) 5 1
probability of event "not E" = 1 - P(E)

0

*Some of the material used in this chapter was develcped by ARINC Research
Corporaticn for the U, S. Weather Bureau under Contract Cwb-11349. Reproduced
by permission of tne U, S, Weather Burecau.
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P(El + 32) = probabllity of aven®s E, or R, or both if they
mutually exclusive)

are not

P(Elxe) = probability of both events E; and E,

4.2 BEFIRITIONS OF PROBABILITY
b.?.ll Classical Def’nit'on

The classical definition of probzbility is a3 follows:

If an experiment can result in n different, equally likely
and mutually axclusive outcomes, and if r of these outcomes

corresnon? to event E, the probability of E, dencted by P(E),
1 the ratio

P(E) = r/n (1)

Exarple: If a card i drewn at random from & ull deck,
there are n = 52 mutually exclusive and equally likely out-
comes; » = 4 of these are the evert of drawing a k

ing. The
provability of drawing & king, from Rquation 1, is 4/52 = 1/13.,

The classical Jefinition of probability is one thut involives an a priori
evaluation and 1s useful only if all the pomsible outcomes can be enumeraled and
are equsily likely and mutually excilusive., "Equally likely" can be described
as the lack of any bias favoring one out:ome over another in a trial.

%.2.2 Relatlve-Frequency Definition

Trie relative-frequency definition is as follows:

The probability of an event is the limiting ratlic of the
rumber of outcomes favorable to an event (r) to the number
of .trials performed (n) as the number of trials approaches

infinity. If n 1s large, the ratio r/n can be used to
estimate the probability.

Exsmple: In the life-testing of 100 devices, 1t was
obaerveﬁ ghat 15 failures occurred before 20 hours. Tha

estimated probsbility of failure before 20 hours is there-
fore 15/100 = 0,15, The relative-frejuency definition of .
probability requires a statiotical eatimation involving

valid experiments and sufficient data to yleld an estimate
that 1s falirly stable.

4.3 ALEEBRAIC PRINGIPLES AND FORMULAS

The following aigebraic prircinles and formulas are useful rof applyring the
classical definition of probahility in thote casss in which it is valid,

4.3.1 ‘Two Basic Counting Principles

The two basic counting principles are as follows:

(1) If event A can occur in "a" ways,
both can occur together in "c¢"
{a + b-c) ways.

svent B can occur in "b" ways, and
ways, then A or B or both can ocenr {n




i

ﬂ*»,
e

e

AMCP 708-151

le 2: Spede or hesrt in one draw: A « spade
gs-tng?_"u. =13 bwl3, c= 0. AorBin 13+ 13 =
ways,

s Spade or ace in one draw: A = azade,
- 1=

e
Bmace, & =13, bwl, c=1. AorBinl3+
16 ways.

(2) If there are "a" ways of perfoiming the first operation and "b" ways
of performing the second operation, glven that the first operation
has occurred, there 1s a total of a X b possible ways for both
operations.

Example a: Throwing an even number on a die and
drawing an ace from & deck: a = 3, b = 4, Total number
of ways = 3 X 4 = 12,

%: Drawing tvuo spades from a deck of cards:
;. g 13, - . Total number of possible ways = 13 x 12 =
56.

4,3.2 Permntations

A permutation is a particular arrangement of a collection of objects. The
total number of yermutations of n different cbjects 1is

Pn, n) mn(n=-1){n-2)...3x2x1 (2)

= n!

The total number of permutations of n objects taken k at a time 1s

!
P(n, ¥) = =T (3)
The tetal number of permutations of n objects; k1 of which are alike, k2
r
of which are alike, . . . ; kr of which are alike { Z ki = n } is
i=]
A ()
'Elﬂt?! RN

(Note: 0! is defined as equal to 1.)
Exewple a: PFor the letters ABCDE, there are 5! = 120

permautations. There are B{%T' = o0 permutariona 1if three
of the five letters are to be selected.

4-3
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Exanple b: In the word SUCCESS, there 1s one U ( =1},
one B (iy = 1), two C's (ky = 2), and three S's (K =

Prom Equation 4, the total number cf mublo pomtatim of
all =even letters in the word SUCCESY 1

Trybigr = 420

4.3.5 Combinations

# combination is the number cf wazs in which k out of n 4ifferent items
can be selected without rcgard to oxder, symdolized by

(z) or cg (5)

where

) |
“'mr

1e: For a unit composed =f five émomnta, at
least must be successful. How inany ways can the unif
be succesaful? , ,

From !quuﬁoi; 5, -
(3 + () + ) = y¥r + vHr + oHr
w 10 + 5+‘1'- 16

4.3.4 Basic Frobsbility Laws

4,3.4.1 Addition Law

If A and B are two mutually 2xclusive events, the probtability that either

of them #1ll occur in & cingle trial is the sum of thelr resnective probdatilities;
-or . : '

P(A + B) = P(2) + P(B) {6)
In general, 1f there are k mutually exclusive avents,

>P(A1+A2+...+Au)'P(A1)*P(A2).*a--+P(Ak) {7)

It the two svents A and B are not mutually exciusive, the prodbadiifty that at
least one of them wiil oceur {a

(A + B) = P{a) + P(B} P(aB) (8)

B=&

prans
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PFor three non-muturlly exclusive events,

P(A+ B+ C) » P(A) + P(B) + P{C) - P(AB) ~ P(AC) ~ P(BC) + P(ABC) (9)

The most general form of the addition law stai2s that the prebability of an
event is the sum of its autually exclusive forms. It it ir assumed that A and
B sare not mutually exclusive but thmt the ree events (A and 3), (A and not B),
and (B and not A) are mutually exslusive, then

P(A + B) = P(AB) + P/AB) + p(XB) - (10)

b.3.4.2 Multiplication Law

If events A and B are independent, the probability of tiw compound avent A
and B 1s equal to the product of their respectivp -;rubabiliries, or

P(AB) = P(A) P(B) {11)
The sxtension to more than %wo events follows directly.

4.3.4.3 conditional Probability

If events A and B are not independent -- 1.e., the occurrence of one srrede-
the oncurrence of the cther -- then cordaitional probabilities exist. The ¢on-~
ditional probadility of A given that B has occurred is denoted by P(A[B); sim-
1larly, the probadility of B given that A has occurred is denoted by P(BJA). If
events A and B are not independent,

P(AB) = P(A) P(BJA) =~ B(B) P(A[B), (12)

which reduces to P(A) P(B) if A and B are independent.
For three events,

P(ABC) = P(A) P(B]A) P(C|AB) (13)

Also,

r(ale) - B4R o w
p(a(A) - 4R (25)
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Equations 14 and 15 leed to & form of Bayes' Theopen: L }

role) - HARR ot e

In this spplication, P(A) ant P(X) are usually & priori probabilities of the

events A and not A. It is necessary to modify P(A) on the basis that event B i
has ocourred in scae experiment whose outcome 1s known to be influenced by A, |
as reflected by the terms P(BjA) and P(B|X).

9: Assume that a box of 100 outwardly indistinguishadble ‘
parts ia composed as follows: ]

Kanufacturer
Quality A lsl ¢ Totals i
Good, G 40 |27 8 75 !
Bad, U 10 ]3f12 25 §
|
Totals 50 13 |20 100 i 1

The following provadilities are dased cn the slassic definition

and on the probability laws disocussed above.

Cape 1t Por a rendom selection from the box, what 1s vhe probability of: |
(a) Drawing a part manufactured by A? PFrom Equation 1},

PA) - yBS -

(d) Drewing s bad part?
0 - -}
{e) Drewing s par: samufactired by C which is slnro bad? 1
POT - yif - 0.12 ?

‘a) Drawing a bad part manufactured by C, given that & part maufactured
by C was selecied?

-6 —
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Counting indicates that there are a total of 20 possible ways for seleoting a
C part, and 1in 12 cases dad parts will be selected; hence, from Eguation 1,

P(T|C) = % = 0.60

Similarly, fron Equation 14,

r@c) - fI5 - §498 - 0.60

Case 2: If one part is dresn randomly, Bquation 6 ylelds

P(A+B) =P(A) + P(B) = qig + 48 = 0.8 = 1-P(C) =1 - B3 =0.8

From Equation 8,
P(A+T) =P(A) + P(T) - P(A) = 3+ 4 - §5 = 0.65

Counting indicates that the niber (A or U, = 50 + 25 ~ 10 « 65. The number of
possible outcomes = 100,

(A +T) = y&& » 0.65

Gase 31 If two draws are male, what is the probability that doth 1tets
selected are manufactured br A, for the 'ollowing:

(a) Drawing with replacemsent, indeperient events?

£ o two items by A
F(A)A,) « possibie T ol two-1tem drews

.M" - 1/

or, from Rquation 13,

PAL) = P(A)) P(A,) = 12 x 12 = 1/

{v) Dreming without replacemsent, dependent evenis?

P(Ayho) » H - t;g

or, from Rquation "2,

PIAA,) = POA) 20A,10) = §x B - ]

&-7
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Cage As What 1s the probability of selecting a psrt prodused by
sanufacturer A on the firet drew ant a dad item (U) on tiw second drew?

(a) with replacemsnt:
P(A;) = P(A) P(T,) = 1/2 X 1A= 1/8 » 0.1250
(b) without replecement:

PAT,) = 2(a) 2Ty ay)

smmﬁ(Autmcdw)muuofmmhﬁol(nmonnnt
drew) or AT, (A and ¥ on the firet drew), then '

P(hTp) = Pin0y) P(G{Ay0,) + PAT,) P(Ep|A)T,)

- ()~ (8) + () (8)

- 0.12%3

Sape 5 (Raved Thecien Rsmpis): Assume that the parts are distributed in
two 1dentical boxes s follows:

 Mamutactarer A Bot ntr. A (X)
o | '
3 10 [ 15
Total | 50 . Total | 50

If a dox is chosen at rendou and & part is ssiscted from the box, what iz the
probadility that the part is sanufactured by A Sf 1t 18 found to be good?

The 5 priori prodability if choosing & part msnufectured dy A is P(A) =
1/2; that of ¢hoosing & part mamfastured dy not-A is MX) » 1/2, eince the
bazes are id2ntical and coe part is rendomly ahosen. Prom Bayes Theorem
(Bquatico 15), the prodsability that box A {3 chosem, given thac a good iiam 1s
seleoted, ts

i) = prorrb i v - oy e B o

2§

W,
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ltnu mmm 411ty that a part
i...d. mmosmm

( ”,S"""’ 0.533 on the basis of the information
- selectesd from thm chosen box.

5.3.5 Applicstion of Probebllity laws to Rellsbility

In most of the spplicaticne of probability theory to reliability work, the
. events in questicn are expressed it torms of & *ims varisble; hence. the prova~
bdiiities thamselves are not constants but are functions of time, cenoted by t.
The above formilas hold equally well when interpreted as functious of time.

A an ezmple, the rellabilitv at time t is aguivalent to s probability of . -
no fallure hefore ¢t. If we have two equipments, a and b, the probadbility that

both cperete is, by the multiplicscion law (Equation 11) and under the sssumption .
of independencs, ’

Ry () = B(t) - Ry(t)
ere l!1 t) 1s the reliability at time t of equipmsnt 1.

If there are two equipments, a and b, snd if the system is successful at

the system reliadbility a.( t) 1s

R (t) = n‘{t) + Ry(t) - r,(¢)

v &4 PROSMORLITY DISTENNTINS
B.A.1 Definitions

TThe following definttions are pertinent to a dliscussion of probadility
distridutions or denmities: '

Rapdam Varighle. K quantity, x, for which--for every real nusber C--
there exists & probability that x fs less than or equal to C.

. Piscrets Rardoy Variabls. Amﬂmumhhmtcmtmonmlsg
fin'ts or countadle numder of distinet vclues. The rendom variabdle "numbder of
failuos within the fixed tims interval [0, t!” 1s discrete,

. Conting g3 Rapdon Varigtle. A random variadle that can take on any
value vithin an interval (equivalent to ing an any ons of & non-derumerTebdle
infinity of valuss). '™he random variadle “tims to fallure” 1s continuous.

: y Denal ction. A methematicsl fumctiom, say f{x},
whieh, for quenﬁ rum'- nrn&m. gl es thw prodadllity that th rendom vari-
sble eguais x. Por continucus rendom varistlss, f{x) gives *he prodabdi iy that

)]
z lles 1n en intesval, say {a;, 2], from t1e equation ? [ < X S B] « {. f{x)dx,

-

5-9

i,

time t 1f either a or b or both are operabls, then by the addi*ion law (Equation 8),

ik e
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The probadility that a continuous rendom variadle will iake oo & specific yalue
18 defined to de sero (e.g., the prodability that a devioe will fall &t SEactiy

98.000 . , . bours squals s3ro), Intervals reather than poiats m.st be considered
for the usual continuou: casres.

Sumlative Distribution Jupotiqn. The methemstical fansilon that
expresses the probability that the repdam variable x 1s less than or emal to
sone value ad determined from the probability dersity functiom.

If X rervesents & given value of x, then for s discrets rendon varisdle whose
lower 1imit 1s L, the cumulative distribution function, KX), i»

. _
(X) - z £(x) (17)
= 4
For s continaous random variadle,
. ,
HX) - f o(x)ax ' (18)

k.%.2 Propertiss
If x represeats tls rendom variadls, «nd f{x) reprosents the proclebdility
density function of x, then f(x) has the ro.lowing properties:

(1) r{x) ¥ 0 for .11 x

Z f(x) o | @wmn {f x '8 dlscrete?

(23 ¢ * (19e)

-
f f{x)dx = ! we= if x 18 continuous®®

L..

The probadility that x will take on s value in the interval {8, »; 18 [(1gm)

Y

Lr(:) 1f x 19 discrete

P;il( X8 b} e

L’}‘ firix !f!: is contlnuous

v i o

- .
L represents the suR Oover sl possidie discrele values Of x.
}

"M limits -» t2 = apply if £{x) 18 Se71ned to de equal to zero for ail
iaposslidie viluss of x.

%-10

IO SE I RSB A
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Al cumulative distributicn runctions have the fol:owir.g proper.ies:
7{X) 30 for al1 X
P(X) = O for all X ¢ L, the lower limit of the renge of x
P(X) =« 1 for all X 3 U, the upper 1imit of the rengs of x
7(X,) s P(X;) 1f X; § X,; hence, the cumulative distribution function is

l
0.
x
&
0. !
o 1 2 3 4
x
Sketch A
1.00] —
) —
E 0.7% ;
& 050F —
t
0,25} !
1 — — A 4 —
o 1 2 3 ) :
X
Skeich B

m&éntculy irereasing.

a-3i

4,4,2.1 Example A

The function f£(x), shem graph-
ically in Sketzh A and stated as

172, == 1
i, x a2
£f(x}) = 1\’8, x =3
/B, x= 4
0, otherwise

is a diacrete prodbability density
functicn, since fix) & O for all x and

3
Z f(!) = 1.0,
Xwm]}

™e curulative function is

1/2, x =»
3/5, X =
7/8, 2 =
!_1, X =

PY) =

£ oW P e

which, vhen plotted, ylelds -he xstep-
functlon shown in Sketch B.

The prooability that x is greater than

1 and less than or equel to 3 i3, from
Equation 1lGa,

) £{x) « £{(2) + £{3) = 1/a + 1R o 1/8,
x®

or is egual to thw prodability that x
1s less than or sQual %0 I mimis the
prodability that it is less than or
equal o 1 -- tamely,

F{3} - F{3) o =™ - L0 = 2%,

(%)
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o/ . ‘L N

0 0.5 1

¥,
‘Sketch T

FIX)
(]

Sket.ch D

.4 4 Parameters and Moments

L.4,3,1 Definliiont

h.4,2.2 Example B
Th? rqyétion £(x), shown graph-
1cally in Sxetch C and stated as

_ ‘fox, 08 x£ 1
£(x) =
0, otherwise

1z a continuous probability density
fuiiction, since x is a continuous vari-
abla, and £(x) O for all x, and

i 1
f Qxdx-xe] _
$ 0

Tne cumulative distribution 1is
X X 2
F{X) -L texjdx .fo 2xdx = 1%,

whizsh 1o nlotted in Sketch D,

The probabillty that x is between any
twe valuea in the range of x, say
betwren a and b, 18 (frcm Equation 19b)

h ,
f £(x)dx = F(b) - F(a).
'Y
Thus the probabllity that x will be
between 1.3 and 0.6 18
# (0.3¢< x 50.6] = F(O.., - (0.3}
- (0.6)2 - (0.3)2

= 0.27

A parameter 1s a constant that appears in the pirobablility density function.
I+ 1s more generally delined as ocme measurable characteristic of the povulation,

ou~li A3 the mean or range.
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A moment, & doscriptive properiy if & probalility deasity functicn, is
defined as follows:

(1) r'? woment about gero¢

Zx"r(x). for discrete virisbles (208)
“r = ‘ x :
® .
L xf(x)dx, for continucug variabies (208)

(2) r*®'moment abeut point "a’:
rZ (x-a)’f(z). for discrets variables (21a)
B =4

-
j (x-8)T2(x)dx. for contimious veriables {#.b)
-gp

b

The Lirst moment about sero (u; or k) 1s the magp of the distribution end 1a
2 messure of central tendency. Mathemstically, the mean 1s the eapicted or aver-
&ge value in the population; it is defined by the equation

z xf(x), for discrete variables (22a})
x
u -
- -l
f xf(x)dz, Tor contiruous variables (22v)
-t ’ K
oy e d
S . 2
The second momant ebout u 1s calldd the varispnce, denoted usualily by o

(u:‘, in the previous notetion). It is a measure of dispersion about the mean.
Matheratically, the variance is the expected or average value of thé squars of
deviations of 21l possible values from the mean; i¢ 1s defined by

2 (x-u)2t(x) » for discrete varisbles (232)
6% =
f ® (x-p)zr(x)dx, for continuous variables (23b)

The greater the variance, the more variability there i3 in the dlatribution.
The square root of the veriance is known as the standerd devistion.

4.4.3.2 Relat ionship of Parametsrs and Noments to Rellability Theory

To relate the above concepts to an important area of reliability ~-- namely,
the time-to-fallure densitv function and the reiiability function -- let t dencte
the random varistls time-to-fallure and £{t) the time-to-fallure probability

T~

4-13
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density function, (£(t) = O for t < 0). The relisbility over a time intervel. t, ( ‘
denoted by R(t), 1s, by definition, et

R(t) = probabllity that fallure occurs after t (the reliability function)

1 minus probability that failure occurs before ¢

t
1 minus j; £(¥) 4t’ (t’1s simply a dummy variable of integration)
-
IREGE

Since the derivative of the cumulative distribution function ie the probabilicy
density function for continuous variates,

£(x) '%x‘lo

‘then

£(e) - SE(8) . @ [1R(OY | can(e)

The probability that an item will fall within “he time interval 12 te t2 is
equal to the probability that it will fall before 12 minus the probablility that
1t will fall before ty; or, from Equation 19%, ’

P [tl< ts r.,‘,] - f:z £(t)at
1
= F(ty) - F(ty) |

= [l-n(tz)] - [1-3(:1)]
= R(tl) - n(c,‘,) (24)

[y

Ry

The mean time to fallure 1s, from Equation 22b,

). f."cf(t)ec,

which for most density functiones is equivalent to

TR f' R(t)dt

o]

The variance is, {rom Equation 23b,

02w [T (-p)2r(t)as
L (25)

h-14 {
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For reliability problems, the following definitions are important:

Mean Life. The first moment of a time~to-failure density function -- i.e.,
the average (in the sense of arithmetic mean) time thut an item will Zunction
satisfactorily before fallure.

Mean Time to Failuye (MITF). The term often used for the mean life of non~
repairable items,

Meen Time Betwesn Patlures (MTEP). The term often used for the mean life of
repairable items.

(Hote: The reliability for a time period equal to the mean life varies with the
type of fallure distribution; e.g., “he reliability at the ean life of a normal
failure-time distribution is 0.5, but it is 0.37 for the exponential distribution.)

Medlan Life. The time interval for which there 1s a 0.50 reliability (e.g.,
50 percent of items that have been life-tetted would be expected to fall before

the median life and the other 50 percent would be expected to fall after the
median 1ife),

Fallure Rate. The rute at which failures occur per unit time in the interval

t to t + h, defined by
Mt; h) -W 126)

(Note: The term "fallure rate" can be cow 1#inz because it 1a used in various
ways. It sometimes represents tne expected proportion of failures in an intsarval,
provided all failures are inatenily replaced -- especialiy in comnection with the
exponential distiibution, which 1a discusaed in a subsequent 2sction. Sometimes
the term is used to mean the conditional probalility of fallure during an interval,
given survival at the begirming of the interval, in which case the divisor h in
the above definition is omitted. In addition, the term is often used to signify
the instantaneous failure rate or hazard rate ag defined below.)

Hazard Rate. The instantaneous fallure rate, dofined as follows:

z(t) = 1im » (t; h)
h=eo

. l°§ R(t)
- ﬂ-{-} (27)

Note that R(t) can be shown to be aqual to the fillowing expression:

rL

ALt) = o" Jo Eitlat (28)

415
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4.4.4 Discrete Probadillty Distributions

4.4.4.1 ergeomstric Distridution
The requirements o the hypergeometric diatribucion are aa follows:

(1)

(2)
(3)

There are only twc possible cutoomes -~ ¢.g., Success or fallure,

defective or not defective.
There is a finite population sisze, A
Sampling 1s parformed without replacement {dependent trials),

Assuae that a sample of n liems is drewn from & population of sise X that
contains Mp successes (an integer) and N(1-p) = Nq failures (an integer), The
hypergsometric probability density function gives the prodadility of obtalning

< fatlures and (n-x) successes in the sample.

WY Nq :
£(x) » ’ x=90, 1, ..., B
n

The cumulative distribution is

n (WY Nq ' .
P(x) = Z =, x=0,1 ..., B
k=0 n T

The mean is np, an’ the variance 1s m(B)

It is expressed as foliows:

(29)

(%)

If N 1s large, 80 that the ratio n/f is saell (say § < .05}, hypergrometric
probab‘lities can be clossly approximated by the binomial probabiitty diatribu-

tion, discussed below.

le: Lots of 30 items esach have experienced ar
average portion defective of 20 percent, or 6 defectives
Thus, Np = (30) (0.20) = 6, Ng = (30) (0.80) = 24, If 5
items ars sampled from s log, what 1. the prodadility of

gettﬂ () exastly 2 defectives?, (b) 2 or fewer defectivesf, .

snd {(c) mcre than 2 defectives?

(a) Exactly two defectives:
Prom Equation 29,

6Y 24 LY
£(2) .%ﬁ.%ﬂ.%-oms
(5) 242, R.5.L.

a-18
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{b) Two or fewer dufectivus:
? [2 or 1ces defectives] = ¥F(2); from Bquation 30,

2
e - Z (6xia >- %2+ gsx 2:) , (GXa)
= 3 % 3 ®)
» 0,298 + 0,487 + 0.213
= 0.958

{c} More than two defectives:

P [more ¢han ? defectives)] = 1-P [2 or less defe:tives]
. 1-P(2) = 1-0.958 = 0.042

5.5.4.2 Binomis)l Distribution

The rMquiressnts of the binumial distritution are as follows:
{1) There are only two possible outcomes, Success or fullure,
{2) The probadility of esch outcone is constant for all trials.

(3) The trials are independent (equivalent to ssmpling with replacement).

For n trials with constant probadility p for success and (1l-p) for failure,
the probabdlility density function for obtaining x successus 1s

n
f‘l) - (‘)’x (1"9)".‘: x=0,1,2, ...,n (31}

and the probadility of x or fewer fallures is given dy the cumulative distri-
bution function

X
P(x) = Z (:)Pkcl’?)n-i; x=0,1,2 ...,n (32)
k=0
where

(i) = v
k! o k(k-1)}{<=2) ... (3)(2)(1)

0! =1

The mean numder of fallures ie rp, and the variance is rp{l-p}.

T i,
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w: Assume that t experisncs indicates that
P

gu'u uced from a continusus production 8 yield
percent defective. In a Jandom sample of parts

3
trials), vhat 1s the probability thst 2 or fewer dorogtim
will b found?

The foilowing iv"ormation is available:

"Success” « nondefective
Categoriee: wp i ure® = defective

. robability of success = ¢ = 1-p « 0.95
Probebilities: p oy rtitty of failure = p = 0.05

Ssmple sisze, n, 18 Y
Bwnoe, from m‘im 32,

Pixs2)]e?(xeo0, 1, or2) = P2)
2
NI
bt_-b(l)n"

- g1y (0.95)° (0.95)® + (v (0.0 (0.6

+ w ¥y (0.05) (0.95)%8

- 0.812

M.8.8.3 Ppoisson Distrivution

The Poisson distribution can e used as an approximction of the hinomial
distridbution or as the distridution of number of independent occurrsnces in a

continuum, such as time, length, or volume.

Por an spproximation of the binomial, the corditions are:
(1) The binomisl law applies.

{2) The semple viszs, n, 1f large; and the probadbility of fallure, p, is

small. A prectical rmle of thamb $s p & 0.10 and r® a 10,

.ne prodadility density function is

f(x)-g{ﬂ):(xlmp> o, n> o)

The paremetsr np representa the expected or aversge numbder of Zatiures inn

trials.

s-18

(33)




[

a—

AMC?P 706-181

B%‘ Assum that a saple of 785 1ten. 15 selected

( ) from 3 1ot in whick 10 percent of the items are

defective. What is the >robubility of two defectives in
the sample?

Prom the Poisson spproximstion to the bdinomial,

- . 2
£(2) = & (25)(0.19) 0 . 0.2565

The binomial probability is

A
2(2) = (zé‘} (0.10)° (0.90)?3 « 0.2659

If the Polsson is eOloyed as the distridution of the number of independent
occurrentds in a sontinuum, such as time, length, or volums, the conditions are:

(1) The mmber of expected occurrencec {say successes) per given segment
of he continuum (e.g., an interval of time) is a comistant.

{2) The mmber of occcurrences produced in any subsegment is independent
of the mmber cf ocourrences in any oiher subsegment,

(3) No meaning can be ascridbed tc the mmbder of non-occurrences; e.g.,

, ths mmbder of telephons cells not sade durirg & day, or the mmber
L) of non-defects in & sheet of steel, can >t be evaluated.

If = i1s the expected number of occurrences per given segment of the continuum,
the probability denaity function ls

flx) - T (%)

Both the mean and the variance are equal to m,

le: Avgume that an item will experience an
ave fatlures per hour if sa”h failure is instantly
repalred or replaced. It is deslred to find Che prodability
that 7 fatlures will sccur 1f this ttes s 1ife-tested for

¢ hours and failures are repaired or replaced w'th ldentical
1tems.

If ) is the aversge nusder of fallures for ow hour,
then s » At 1s the aversge numder of fallures for t hours.
Neace, if x represents the mmbder of fallures {vecurrences),
from Zouation M;

-t 4
£{x) -2-;4351-. xe0,1, 2, ...
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If n 1tems are placed on test, the average mmber of fatlures is m = nit,

=nit X
t(‘)-gx.%, R’O, 1] 2. LN ]

If A= 0,001 par hou™, t = 50, and 10 Stems are put on test, than a = R)t »
10 (0.001) (50) = 0.5. "The probadility of odesrving two failures is

=0, 2
f(ﬂ) - '——2#&- - O,m

M.3.5 gcontimous Distributions
£.8.5.2 Brpousntial Distridbution
The prcdability dansity of the exponenticl “istribution 1s given by

or

.*o"‘ s t80,6>0 (3%a)
£(t)
ere™™, Ay (350)
where
Moen = 6
Variance -62

The expomential distridution is primarily ussd as a formmla for waiting
t2mes, or, in relisdility, &3 & forwuls for the time-to-fallure demdity function.
Tre latter use 18 & direct consequence of assuming that the probability of fail-
ure in the interval t to t + h, given survival to t, 1s & function anly of h, the
length of the intsrval, and is independent of the sgs of the produst, t. s,
in turn, impliea that 1if & device las not falled after some period of ops=etion,
1t 15 &8 good ad new, which is squivelent to the statemsnt that the hazard rate
of the exporentisl 1s a constant that equals the reciproscal of the saan life,
usually denoted by A.

Tra rellalility functioa s
»
R(t) .j rit)at
t

- Q‘t'lj

.ot - (36)

a-20
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At the mean 1ife, #, the relisbility 1s '

R(t=0) = % 2 el o368

Oiven the reliadility over a time interval, the mean life can be found from

the equa*ion
o-r.;—:-“-n (37)

Pigure 3+1 slows the exponential reliability function w#ith %ime given ir, & units.
A short table of the exponential is given in Appandix .

R {t)
10 Y T T L § : SN B
ﬂ
uv.d .
0.6 -
o}
0.5 4
0.2 -
r -
l | WS S L PN SR | 1 1 | S
o ¢c.t 1.9 1.5 2.0 2.5 3.0
€ {0 unties)
et 4!
™ UPOMENA NUAUTY Feitiee

The exponential, gesma, and Polssor: distridutions earw reiated. Por ke
PFolsson distridbution, the randam varisble s the numbder of Taliures ir a8 glien
time interval. Por thy gamra dlstridution, the rendom vsslable is tle tine o
the nth fallure. PFor the exponentlal dietridution, as a spzcial case of the
Ssama, the rwidos verlable 1s the time to the first fatlure. “Polsaon pro-ess”
12 a tars uded o encumpsas theee situstlons.
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The mecnaniss underlying the exponsatial reilabdllity function is that the
hazsrd rate {or the comditional probabil.ty 3¢ fatlure in sx intervel, givan

surviial at the beginning of the interval) is independent of *he asoumulated
11fe.

The use of this type of "failure lew” for complax systems is taually justi-
fied decouse of the many foroes that can act Lpon the system and produc: fallure.
Different detarinration sischanisms, different part Jmeanrd-rete funo®.ope, ard
varying srv.ronmarntal conditions often restlt in stregs-strength combinstions
that produce fallures randomly in time acoording to the exponsntial fallure law,

Another justification for the exponential in long-~life complex Zysteins is
the so~called "spproach to a steady state,” wierein the hesard rete i» comstant
regaraless of the fallure pattemm uf inldividual parte. This state cccurs & =
result of tie unixing of parts of iifferent ages when failed elemants in the sys~
ten: are replaced or repaired. As .0 examp.s, assume that a system cortaing parts
which have increasing hasard retes. When all parts are new, the aystem hasard
rate 13 low; it L:reases o8 the parts age. Whem o failed part s replacad by
& now ons, the gystem hazard rate decreases, and it falls sharply when & mmber
of replicements oocur. However, 1t will again sta~t to rise as these "swcond
generation” parts begin to age. Thus, over & period of time, tho systss hasard
rels decreases, wyl 1t falls sharp), when & number ¢” replacemsents cocur. Howw
svar, it will agaln stast tu rise ss these "second gsneration” parts begin %o
age. Trun, over a period of time, the system hazard rate oscillates, dut this
syclic movement diminishes in time and spproaches s studle atate with a constant
haxard rats.

4 third fustification lor sesuming the expamsntia. distri™mtion is that the

‘tmuu 12 used &8 an mproximation of same other density ower a particulas

interval of time for which the true hazard rete 1s fairly constant. JPor exssple,
if the true hazard-rate function 1s a8 ahown in the curvs delow /asscms that tre
systam 18 Jebu;ged), sammocion of an expcoentlal for the pericd from O to 250
fours will give & reascnadble spproxisation.

K.am
Rate,

(e} t /

‘0”
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These arguents notwithstanding, indlscriminate use of the exponential (or
ind.sorininste use of ggy distribution, for that matter) can lead only to con-
fusion apd incorrectnesas. It is therefore odligatory on the part of the anmal;st
to validate the use of any particular distribution function. 3roadly speaking,
there sre two approaches to validation: (1) Historical -- i.e., exsminalion or
the paat performance, where available, of tho item; (2) Statistical -- l.e.,

"z yandness of Tit" (Ohi-square and Kelaogorov-Smiranv tests).

8.4,5.2 Cetbull Pietridution
T™he probubility density of the two-parws ter Welbull distridutlon 1s given
by
e
TORS T ks (38 .
where

Megn - al,fa r (%- * 1)
Vaciame = o 2/8 ) [re278 +1)-r¥(1/5+ 1))

Characteristics

™he flaxibilicy of thie densit; 13 one of its desirddle characteristics. o is
a seile parwmeter and P s a shape paremetar.

¥hen 8 « 1, this distridbution r=duces
tc the expomential,

Rellabilt lications

The Weldull distribution is receiving wide spplication as the fallure pattern
of semicandustor devices and wechanical devices, and decause of its flexgidility,
it 19 also being used to desoribe f-llure pattems at “he unit and equipment
levela. The hasard reate is constant when f = 1, is an increasing function of
time whan ) 1, axd 1s & decreasing functioc: when B < 1.

$.4.5.3 Geswma Digtribution

The prodability 4cnaity® of the gesme distridutlon 1s given by

’ .—t!b ;n—z
ti{t) - ., ta0, ax0, 220 (3%
(“l):b ~a
ultr @ e
Rean - %D

Variance -8/%

~
-« [
Por "a* not an integer, {a-1j. » F(a} « [ A

iy
DX

1-21

W,

i ok e

3 b aliasiat

iR b dlba s



AMCP 708-191

Characteristics

The critical parsmeter ia "a", whi:h controls the shape of ths owrve; "b"
is 2 scale pavametar that detormines the sbscissa scale (1.e., changing b merely
narrows or vrosdens t.e curve), Wnen a is aqual to 1, the Aistridution reduces
to the exyjornential.

Reliability Applications
The gemma distribution is important in reilsbility for two reasons. Pirst,
it is an extremely flexible distribution and can thersfore be used to £it the
fullure pattanm: of !lems in thelr varicus atages of dsvelopment. When a « 1, the

hazard rate is constant, It increascs with time when a is greater than one and
decresses with time whan a 4s less than one,

The second reasor is that th? estimated mean 1ife of the commonly used axpo-
nential distoibution has & garms denaity, which can bs used to make probability
statements for estimatss a1 teats of the mean iife,

b.4.5.4 fHorma) Distribution

The probebility density of the normal distribution is given by

: 2
£(t) = L /2 (@)
Y- st ™ (49)
whare
Mean LIV
2
vVariance = g
Characteris.icy

The normal is one of the most widely used ccntinuous densities, The density

funciion 15 a symmetrical bell-shaped curve, as shown on the left. The cumulative
funciion 18 not directly integrable,
but tables of the normal cumulative
distribution with & mean of zero and
s variance of one {called the stundard
or normalized form) are widely avail-
able. These tables can be used for

1 el any normal distribution by transferring
the original ¢t variable to a new vari-
able, y, ty the equation

T~ — ———

y - Lk (41

¥Ths letter % rill be generally used to denote the random varia*"a, which 1s
consistent with the use of this letter for failure time.

l-ou
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The variable y ic normslly distributed with a mean of zero and & variance of one.
Thus, to £ind the probability that t is less than oay, ¢, ome can usa the tables

by Zirst letting y' © £-=-F and finding the probability that y sy’ from the
tables. A cordensed table of the standard rommal i1s given in Appendix C, Under
approprizte confitions the normal distribution can be used to approxomate the
binemial &nd Poigson probablliity laws (see any stanaard statistical text).

¢t Assune u = 100 and 0 = 5, It 18 desired to find

the pro ty of obtaining a value between 95 and 110 on a
single trial.
Lt
7 - fﬁgl‘)_o. -
R S
Then

plo5<tci110]=p [-1< ¥y« 2]

F(2) - P(-1)

0.977 - 00159

0.818

Reliability Applications

Frequently, the normal distribution applies to items in which the fallure
occurs as a result cf some wear-out phenomenon, since the hazard rate of the nor-
mal distribution increases with time, in a manner consistent with a wear-cut proc-
ess, Since the normal distribution implies both negative and positive values, it
should not be used unless one of the following three conditions 1s met:

(1) u/c & 2 (thias condition establishes that the prohability of a negative
failure time is small enough to ignore)

(2) all negative times observed a3 zero-hour fallures are the reasult of
wear-out during production testing, che~kouts, installations, etec.

h-25
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(3) A truncated normal distribubion 1s employed that Aistributes the
probability ares from -% to O over the positive range O to =, The
distribution's density is

0, fortc¢oO
£(t) = 2 (42)
= o-1/2 (—"-—,—'i) sfort3 0

where

0 tew)?
°"Jr_. 61 o-1/2 _1"_/

A characteristic of the normal distribution is that the mean 1life and
median }ife are each equal to the time interval for which the reliadility is 0.50,

2xample: Assume that an item wit: a normal bime<to-
failure distribution has a mean life of 500 hours and a
standard deviaticn of 40 hours (p = 300 » 30 « 120). What
iz the probability that this item will operate at least
250 hours without falling?

R(250) = 1-P{250)

230 3 -1/2(t_200)\2
-1 ‘~/:. o e (559) &

. £=300
W

Ity s the limit v = 250 transforms to

250-300 . o=
Y- —-—;u-- = 1.25

and

-1.25 - 2
R(t=250) = R(y=-1.25) = 1-f ﬁ_ o-¥/2 ay

-8

=1 ~ 0,108

= 0,894

4-26
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The probatility density of tiie log-normal distribution is given by

£(t) = Nl‘ﬂ' e"1/2 (1-"3—:—1-7-)2 t, 0> 0, (43)

where

Mean -y TO® 2/é

Median = eY; log (median) = 7y

2 2
Varisnce = e27 * & (£ .1)

Characteristics

If the logarithm of a variable 1s normally distributed, the variable has a
log-nomral provability distribution. The probablility density functilon is posi-
tively skewed, a large variance being associated with much skewness, Three log-

normal distributions with identical

means but different variances are
plotted at the left,

r\

/m = 0.1 Reilabllity Applications

The hazard :zate of the log-normal
increases with tiwe until the mode
(most likely fallure time) 1s reuched
(the time corresponding tc the maximum
ordinate of the density function),
after which it decreases, The median
life is the more convenient and usual
X measure of ceniral “endency since --

unlike the mean -= it is independent
of the variance,

£{x)
[~
"

The use of the log-normal 4istribution bhas been found to reflect adequately
the failu—e pattern of many semiconductor devices and is also often approprlate
for system or equipment time-to-repair distributions.

4.4.5.6 Other Distributions

There are mauy other important probablility distributions trat have not been
discussed. Such distributions as the X2 (chl square) and the t are often uaed

427
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for inferential purposes, Some of the specific uses of thwsw distridutions in
reliability and muintainability anelysis are discuci3nd in the followir , ~egtion.

4.5 STATISTICAL ANALYSIS OF TET DATA -- ESTINATION

_ This section reviews lLujurtant statistical aspects of the evaluation of
tests conducted to make relledility and maintainabiiity infcrences abuut & poju-
lation of items through estimation procodures. The purpose of e¢stimation is to
describs pertinent characteristios about & population through analysis of daca
0.:. ssnples. The two major appvoaches to estimatior are as follows:

Nopparenetric estimateg, those which are made without assumption of any
particular form for the probability diatridution.

Puremetric estimstes, those which are based on a known or assumed distri~
bution of the population characteristic of interest. The constants in the
equation “hat descride the probability distribution are called parameiars.

As an example of these two spproaches, suppose it is dssired to estimale
the prooability that an item will survive for 50 hours. Twenty sample itemt are
tested until they ail fail. For the parsmetric estimate of the 50-hour survival
probadility, R(50), if & exponential distribution is edsuméed, R(50) can be

obtained from the expression ¢35/ yhare 6 15 the estimate of the mean time to
fatlure based on an exponential distribution of failure times. “~~r the non-
pararetric estimate, the estimate of R(5C) 1s simply the propor . .. of the sample
that survived 50 hours,

Generally, nonparametric estimates are not as efficient as pavemetric esti-
mates, since tha former require greater sample sizes to achieve the smme precision
as the latter. On the other hand, since ro assumption about the population dis-
tribution is made for nonparametric tests, errors arising from incorrect assump-
tions are not encountered.

The three common types of estimates are:
(1) Point estimate -- a single-value #stimate of a parameter or charskc-
teriatic

(2) Interval estimate -- an estimate of an interval that 1s believed to
contain the true value of the parameter or sharacteristic

{3} Distribution sstimate -~ an estimate of the probability discributior
of a characteristic

The most common type of point estimate is the maximym-likelihood estimate,
1.e,, the value that has the maximum probsdility of producing the observed sample

results, A confidence-interval estimate, ths most common type of interval esti-
mate, 1s one for which there is a known degree of confidence (in a probability

4-28
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sense) that the true value of the uninown paremeter or charscteristic lies within
a computed interval., ¥Whenever possidble, e confidencs-interval estimate shculd be
given aleng with the point estimate, for then the degree of precision in ths point
estizate can be assessed. Jor exmmple, assume that a 100-hour MIEF is desired.
Samples of two Aifferent designs ars tested and the results are as follows:

Sharegteristic Atem A Item B
Point Estimate, 3 95 hours 105 hours
90F Confidence Interval ( 8y, 3y)  (%0-115)  (40-170)

Although the point estimate for Iteu B 13 above the 100-honr requirement, it
is seen that the precision of tne estimate as determined from the length of the
ooilidence interval is poor iin comparison with that of Item A. In this case,
since 1t A8 more certain that Itea A will be slose to or exceed the requirement
than it 1s that Item B will, the former may bu chomen. If only the point esti-
mates were considered, the revirse decision probably would be made,

.

Two steps are generally involved in making a distribution estimate: (1)
hypotheslising or determining through data analysis the form of the distribution,
and (2) making point sstizatas of appropriate parmmeters that will completely
describe thy distridution.

Sections 4.5.1 and 4.5,2 summerize various types of estimation procedures, .The
general epproach for analyzing test dats for estimation purposes consicts of the

following steps:
+ State odbjectives for test data analysis
« Detsrmine sppropriate forms of statistical estimates to meet cobjeccives

» Perform any necessary preliminary anaiyses such as analysis of the dis-
tributional form

+ Determine 1if parametric or ncrparametric procedurea are to be used
+  Arply sppropriate procedures or equations to obtaln estimates

« Note unusual data results and set up test plan for confimming any new
hypotheses

» Report on results completely, describing test desigp:, data collection,
raw data, and data analysis

h.5.1 Norparsmetric Estimation
A summary of various nonparapetric estimates 1« presented in this section.

4-29
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4.5.1.1 Point and Interval Bstimates of Reliabiltty or Maintelingdility

_ The simplest estimate 07 reliadiliily for a time interval (t), denoted dy
R(t), 1s to calculste the proportion of items that swrvive over that time inter-
val., Thus if n items are put on test, and f failures ocour before time ¢,

f(c) « B (a8)

n

Similarly, the probadbility of completing a specified maintenance action by time
t s

ﬁ(t) - § (45)
where r is the nmumber of such actions completed by time ¢ out of a total of n

repalr actions.

These equaticns are for the case of no withdrawal of items (censorship)
: during the test.

t Construction of a confidence interval about R(t) or R(t) 1s dased on the
' fact tha® these estimates correspond to a binomial parameter. The equstions for
confidence limits are as follows:

Lower {1 - a)¥$ Limit®

il.a'[1+§j—-}yn%5+z.2u-x)] (8]

where

i

P, (2of +2, 2n - 2r) is the upper af point of *he P distribution
with 2 + 2, and 2n - 2f degrees of freedom. A cordensed set of
F values 1is p.wsented in Appendix C.

Upper (1 ~a )% Limit

n 1
fo 3a 1+ £ . ; (87)
Por a two-sided {1 - a)¥ limit, the interval 1is

(Mo, ™, 1-ar) (8)

* In this appendix, 1-01 % 18 to be interpreted as the {1-a) fractile or,
equivalently, as 100 (l-a)} %, where o ‘s a decimsl.

4-30
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¢ Hmc-x'mumauoammwmuu«unouyrun-30.
(J mw.:mummt-nzm value,

mthwmmomlm&.
' Mowmme b« 50 1tems are put o t and £ = 30
: e e e iz T,
) v q R ;
(3) the twcesided’ onf1dence 1luit.
. (1) From Bquation &k,

ft60) = 312 L 0.4 |

(2) rrem Zquation 26,

if-a 0.10% V[‘ + % ¥o.10 (22, 30)]

Prom Tadle C-i,

’0.10 (220&) = 1.5

B.0.10 = 1/{1 +Has )}
®0.71

In Pigure Cal, fOr R = 0.8, the 90%-lower 111t
ousve yields a value of pproximately 0,4R.

(3) Prom Bquation 47,

;‘x,.o.os =1/ il + ¥o0.05 (22.80)] = 0.684

51,,0‘95-1/[1+}§ m}-o.aaa ?

From Pigure C-1, the pproximate 90% interval s
(0.69, 0.88)

N p——

'stmtod f

rom RADC Rclubuity Notebook.
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The equations are used in e ceme way for confidenos limits if vaintensnoe ~
tiae data rathsr than fallure-time dats are being analysed,

4.5.1.2 Reliability Punctions

Ir
of R to

point sstimates of R(t) are made for variocus values of ¢, a relationshiy
time, ¢, vhich is the r. .llability funotion, can be developed. The rell-

ability case 18 discussed in cetall nore since essentlially the same procedures
are used for maintainahility.

Two wethods are possidle whem no items are censorad -~ 3.e.,
withdrewn for ressons other than faiiure,

(1)

whare

(2)

where

No Censorship
no Lteas are

Estimation at fixed points in time, tia

(89)

- - ﬂ*"(t )
R(t,) - = . e 14

n = number of items originally on tast

Iy = pmber of fallures in the interval t, < t & ¢,

r(txj = nuaber of failures occurring on or before t,

Estization of Rit) at failure times, ty !

n(e,) -2kl (50)

X 18 the nuwbder of fafiures vecurring on or before the ardered
fallure iime Br @y the fallure times are ordered so thet

tl‘ t2$t3§ PN

Thus 17 the fourth fatlure out of 10 obesrvations occurs at 20 hours,

t, = 20 and R(20) » Pzrvd o 7/m

Por large samplen (say, n > 30), Bqu."*~.3 39 and 50 yleld nearly identicel results.
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“ 2" ﬂ' ”' ."1 "’ ”’ 9'
obtain tiw oburnd nnn ?t’om- at ( 13 every 10-hous

period up to 60 hours, and

{1) Observed reliability functions at 10-hour intervale,
from Bguation 49;

ot By ey Ay ek
] 0 0 5¢ 1.00
10 1 1 b9 0.98
20 1 2 A8 0.96
k) 2 3y 86 .92
5o 1 5 45 0.90
50 3 & < 0.84
60 2 10 50 0.80

(2) Observed reliadility functions at each fallure time,
from Equation (50):

: .tl n-k+1 3(5 ) = E”:
(o} 0 51 1.¢0
1 T 50 0.980
2 18 A9 3.37,
3 25 48 0.941
I 27 57 0.922
5 3% 1.3 0.902
6 &1 45 v. 282
4 a7 54 0.883
8 50 43 0.8:03
9 4 42 v.824
10 & 31 0.804

The two functions are plotted ln Pigure «-2.

Censorship
If taruinated or ce;’ored ohservatlions occur, and censorship takes place at
fizxed timee, than t n - ¢
ey - T =t (51)
3=l v
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whre n, 1s the mmber of items starting the S** tnterval; £, 18 the mmber of
fallcres in the interval (%, ,, t;). A% ty ,, the end of the (J-1)st intervel,
some items will be remcved; hence By = n,., - f, ) -V, (':-1 = mabar of

censored itecs at t, ).

It obesrvations are teminated or
mdntm“, an astiante of the
reliadility at the tiae of the 1% fa)-
ure s

8
ae) - 1| oy (52)

g1 7

whare n, 18 the nunber of items ~tart-
ing the J°P interval, If wm.™e then one
failure ogoure st & given tiws, the
n.nmormnj-tj¢1.ma
t, i3 the mmber of failures ceoourring
at the 1P fatlure time.

Por taminated or vensored 1%soe
occurring rendomly within a time Ssniep-
val betwsen fallures,

R i -w /2 .
.(tl) - ]Tx E:é-i;#_:'f (53)
J. -

1.00
g 0.90
[ 4
= 0.80
£+
-l
-t
;,: 0.70} 4
o e lquouoc‘(bp}
S 0.60F _ .. Equation {50) .
0 16 20 30 80 50 60
Time, '1
NNt 42
SSeTived ILABRITY FIBCTRES
wrare

e

w, 18 the mumber of withdrewals during the '" time int:-rval

W: Por thw da%a of the axampls given adove in *Mo
Censorshlp , assumes . hat ~2e goud {tem was withdrawn svery tan
hours. Csalculate the reliapility runction at ten<-hour

interva.s.

The following valuss are derived from Egquation .1:

Interval

(hours) T

A

310
s 20
s X
$ A
& S
s 60

FEICRT RN, VI 4

LY
AEBBARD o
L T I

]

Bt e et et e

I

L8 EY

oy t, Ay
s I -
0.580 i 10 Q.98
5973 2 2 0.9%
0.956 3 P 0.917
o.977 s M 0.%6
a.927 3 =% Q.81
0. 906 [ & 0.786
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‘ \ 1 In efdicion to ths fallure times given adowve in the
/ Censorship®, withdrewals were made at tie
timss: 2, 5, 20, 22, 25, AT, and 56 hours. Calculats
the reliakility funetiom at the fallure times.

The following wvalues are derived from Equation 53:

R n,~w, /2 -
Btermy noee  EIRT v Ry ]

i R 4
* 1 o0s 7 1 2 5% L 0.980 7 0.980
8 Te8 1l 0 a7 ¥ 0.97% 18  0.959 3
S WBgsas 1 3 M 8.5 0.978 25 0.958 3
4 S 27 b o 42 &R 0.977 27 0.916
S 7% 1 0 M 8 0.976 ¥ .84
6 Bs 1 ¢ M &0 0.976 81 C.813
7T Mg ¥ 1 1 ¥ 38.5 0.97% &7 0.851
8 M % i I 1 4 b 14 0.97% 5% 0.829
9 NN 1 o ¥ 36 ¢ 91 S8 0.806
I0 Shg &0 1 103 .5 0.972 60 0.784
8.5.1.3 Malstaicadiiity Punctlons
ere minta’nubility is concerned, cwnsorsiip rerely presents s procvlem
i sinse shesrvation can usually de cor*'-.ad until all maintanance actions are
R smplate. The aceparemetric esiimates of tho pretability that a maintenanco ,©

sion will be ocompleted by time t are sxactly the complement of the reliadbility
formsles if £, the number of fallures, is replaced by r, the numder of completed
repalir astions,

Thos, for eetimating N(t) as rixzed points i: time t,, the following is
obtalned for the no-censorahip cass:

M) g ) ' B
b e

R s

visre
n = prder of maintenance actions chderved

Ty = mmer of comp.eted repalrs i *ne lntecval t. . ¢ (g T,

Z3r stinates ot repalr times, &

Mnd sy (<5

wien k {3 the cumder of repalr asticns sompleted on or Pefcre the crderel repelr
Sime l\
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Exemple: Assume that nine repair actions are obtserved
as foliows: 0.2, 0.2, 0.4, 0.4, 0.5, ¢.6, 0.8, 1.2, 2.0

Then, from Equation 55, the frllowing is obtalned:

t k M{t) -

0.2 1 0.70 !

0.3 2 0.20 0.61

0.4 4 0.40 = !

0.5 5 0.50 x g2}

0.6 6 0.60 )

2.8 7 G0 |
1.2 8 0.80 0 0.4 0?3' 1.2 1,6 2.0
. .80 X

2’0 9 0.9')

4.2,1.4 Confidence Limits for Reliability and mintuimhilitx Functions

Estivating reilabllity or maintalnabili:ty at fixed points in time without
censorship corresponds o estimating s binomial parsmeter. REquations 46, 47, and
48 can be used to cutain limits for the observed functions for cases of ro censor-
ship. If censorship takes place, the number of samples items varles. If the total
number of censored items, w, 1s small compared with n {say w/n ¢ 0.10), then, as a
rough approximation, the asample~size value to be used 1s n-w/2.

4, : Measurcs cof Central Terdency and Dispersion

The ususl messure of cencral tendency is uhe mean or averag® value; and the
messure of dispersicn ia the vaslance (r its square root, the standard deviation.
For the nonparametiric caie, these measures are valid only if the Qata are not
truncated or censored -~ that 13, for the reliability case all sample lcems =zve

tested to failure, and for the maintainability case all started repeir actions
ere completed,

If t:1 represents 2ithar a fallure tim2 or a repair time, the mean or average
value 18 estimated by

n

1 N

T - Y-I‘Zti (56;
1=]

whare n 18 the numbev of observed tim:s. The variance 1s esiimated Ly

" n ~
o? = Ty }E (£,-)° (57)
1=l
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Por large n (say grester than 30), the central-limit theorem may ve used;
this states that the quantity

A &E‘ﬁ“!f (58)

has aspproximately & normal distribution with mean C and variance 1 where i and ¢
are the populatlon mean and vasliance, respectively.

¥or large n, s can be used &8 an estimate for o, and an approximate (1 -~ a)%
two~sided confidence interval for u is obtalned from the equation
l(e . ~
?L(i /2, n_la/w/ﬁ spst+ Yoo, n-18/vD ] (59)
where

tu /2,n-1 is the a/2 percentage point of the t stavistic with n-1 degreecs
of freedom, 'These values sre tabulated in Table C-2. A one-sided limit
is obtained by replacing Ty /2, n-l vy ta,n—l for the 1limit desired.

le: Assume that 30 fallure times are obaerved and that
T = 150, 8 = 40, Then the lower 958 ccnfidence 1imit for the
rean failure time, o , is

[E-t0.05, 29248 o]

or

a 40
GL,°.05. 150'1.70 mr— - 137.4

For the nonparametric case, the more usual tvpe of central-tendency measure
is tne median; for dispersion, 1t is the difference between two percentage points
on the estimated dlotribution.

Mediarn-Point and Interval Estimates

The median is that value which divides the distribution in half. Thus the
median fallure time, to 50 is that value of t for which

R{t) = 0.%0
The eatimate of to 50 is obtained by conestructing the reliability or maintaine-
bllity function by the methods described and by plotting the distribution to find

the value of t for which R(t) or M{t) = 0.50. For the reliability casze, this pro-
cedure requirea that testing continue until at least nalf of the 1tems fail.
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Confidence intervels for t0.50 ars obtained from the equation

P [”:- < %o,50 < "n-r-o»l} - z T"!%EIT'G)

dwp

where t, and &, ., are the r*® and (n-r+1)%P observed ordered times in the
sumple. Note that the confidence levels that can be used are restricted to the
values obtainable from the right-hand side of Bquation 50.

One-sided limits are given as follows:

n
[t to] - LX) (1)

; 2| t5.50< t‘] - ’f('{X%)n (62)
3 ) b
where
() - rRipyy - AeppRleefos-l) (

Example: From the data of the example given in Subsection 4.5.1.3,
the median repalr time to.50 = 0.5. From Equation 60,

6
P [t3< t.50 < t.,] - Z T"(‘S:T'r"(%)g - 0.8203

in3

Tables of the binomial distribution can be used to evaluate the sum on the .
right to yield a 90.82% two-sided interval of (0.4, 0.8). For a one-sided upper
interval, from Equation 62,

P[to.50< te]' 27: '1"'(8’-‘"(%)9

1=0

SELT R T TN e AGRTRE .

=0.9805

F
E or a 98.05% upper limit for tg 50 = 1.2.
{ .
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The 508 or Interquatils range dofined by

To.50 " ¥6.75 = Yo.25 (63)

i1s oftei: vsed to measuzre aispersior in nonparsmetric estimation procedures, Por
reliability tp is the value of t for walch f(t) = 1-P, wiile for maintainability

1t 1s the value of ¢ for which M(t) = P, %0.50 18 the number of hours over which
the middle 50% of the sample observations were recorded. For the data of Example 5,
750 = 1.0 - 0.325 = 0,875.

Values of P other than 503 can be used. For example, the 90-percant range
T0.90 " to. 95 - %o, 05. ¥or the reliabllity cese, with truncated (non-failled)items,
tho P-percent range can be used if only the minimum value of R(t) is less than
0.50 and the meximum value of P is [1-2 min R{t)].

£.5.2 Purametric Estimates

Statistical estimation procedures oassd on a2 known or sssumed form of the
probability dlstribution function are presented in this section. The character-
istics of the distributions ccnsidered hare are discussed in Section 4.4,

4.5.2,1 Determining the Form of the Distribution

The validity of parametric estimrtes depenyis greatly on the validity of the
assumed distributional form. In some cases, ths knowledge of the sxperiment that
produced the dats will dictate what the distribution snould be, For example, in
testing for defects, the number of defective items in a s;mple of n itams is dia-
tributed binomially if each sap.;le item is randomly and independsntly selected
from a lot and tested, and if the outcome is either good or defective, In most
cases, however, there 1s no indication of what the true population distribution
is. Two fulrly simple procedures for analyzing test data tc determine the dis-
tributioral form are presented below, These procedures are called goodness-of-fit
tests.

Qraphical Procedures

The graphical procedures for goodness of tit involve plotting the sample
distribution and comparing it visually with the generic forms of known distribu-
ion functions. To aid in such types of analyais, apecial graph papers have been
conatructed so that when the observed distribution is plotted, a straight line
will result if the distribution conforms.

T. test for the exponential distribution, where R(t) = E'C/e, it is noted
that tn t) » -t/08. Thus {f - observed reliability dsta conform to the expo-
nential failure law, the qnatural logerithm of the observed reliability functicn
will plot a8 a straight line against ¢
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Special types of graph paper for the normal, log-normal, and Weibull
distr.butiont can be used for goodnesg-of-fit tests.

Kolmogorov-Smirnov Test

The Kolmogorov-Smirnov test 1s an analytioal procedure for Sesting goodress
of fit, although the easisst msans for perforzinyg such a test is graphical. The
procedure involves compariiyg the observed distridbution with a completely apeoified
theoretical distribution and finding the maximum dcvistion. This deviation as
then compared with a critical value that is deperdent on a presslacted level of
significance.

The steps are as followa:

(1) Completely specify the theoretical distribution; that is, 1f the
distributionr to be tested has k paramsters in the Jensity function,
values of each of the k parameters must be specified.®

(2) Obtain the cbserved reliability or maintainability function and plot
on & graph.

(3) P’ nd the critical value 4 from Table C-5, Appendix C, for the selected
significance level and observed number of failures. A algnificance
level of o me_>s8 that af of the time the test will reject the hypothesis
that the distribution conferms t» the one under test when in fact it
does. Often this 1s stated as the 100 (1-a)® con.idence ilevel.

(4) Draw curves at a distance of 4 above and below the specified theoratical
distributicn. These curves then make up a decision band.

(5) On the same graph, plct the observed distribution.

(6) If the obzerved diswribution falls completely within the decision band,
the concluelon is thac the cssumed distribution 1s correct. If any
point of the observed function falls outsile the deciaion bard, the
agsumed dlstribution is rejected.

In many cases, one is interested only in the form of the diatribution and
has no basis for parameter specification. In these cases, the parameters can
be estimated from the teat data to obtain the theoretical cumulative function.
However, the critical d values in Table C-5 are too largs and vill lead to
conservative results (lower significance level) cince if the observed ¢ value 1s
greater than the critical d value, there is high assurance that the hypothesizid
population form 1s incorrect. However, the chances of accepting the bypothezis
if 1t 1s falss is also increased. Results of Monte Carle investigations have
shown that the following adjustments to Table C-5 can be made to yield approx-
imuteiy valued critical values for the normal and exponential alsiribdbutions.

Normai distribution - astimate u & o from .he data
Multiply & values in Table C-5 by 0,67

*See following discussion for the case in which parameters are ectimated frcn
wne data.

h+bo
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Exponential Digtribution - estimate 9 from tho data
Multiply A valuse in Tsble C-5 by 0.80

%z Assuie that the followirng fallure times are
observe n & total of 20 items are tested:

18' 25) 283 390 “08 “el 60’ 66) 80’ 81) 83} %D 1051
108, 130 (5 items survived past 130 hours)
(1) oObtain Theoretical Distribution
Suppose a test 1is being made for an exponantial
distribution. Since the roliability function for the
3 . exponential ie R(t) =€7°/", where 6 is the mean
failure time, the following estimata can be used:

3 = Total Observed Life#
umber of Fallures

« Total Time for Failled Items + Total Time for Non-Failed Items
Number of Failures

or ~ )
0w ﬁe—fsﬁg = 107.5 hours

Thasn the estimated thenretical rellability function 1le
i R(t) = @~*/207:5

This function 1s alsc plotted in Figur. 4-3.

S T

(2) calculate Obsorved-Reliability Function

Bquation 49 provides the following calculation for the
observad reliadbility function (plotted in Figure 4-3):

T s

5 k nek+1 R(tk‘) u -“—nﬁi
8 1 20 0.952
10 2 19 0.905
18 3 18 0.857
; 13 4 T C.810
; . 4 5 16 0.762
i 48 6 15 0.714
60 7 14 0.667
. 66 8 13 ¢.619
8c 9 12 0.571
i; 81 10 11 ¢.523
83 11 1c n.47c
66 12 9 2428
105 13 8 0.380
108 14 7 0.333
13¢ 15 6 2.285

—————p—————————

#Jee Subsection 4.5.2.3,
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(3) Obtain Critical 4 Value

From Table C-5, Appendix C. tie unadjusted oritisal d
value for a sample size of 20 is 0.304 when testing 1s being
done at the 10% significancs level., By use of the correction
factor 0.80 (since 6 is estimated from the data) tha adjusted
critical value becomee 0,243,

(4) Plot Decision Curve

The unadjustsdé deoleion curvas are oconstrusted by adding
nd subtracting 0.304 to the theoretical curve, and the
adjusted curves are obtained by sddirg 0.243 to the theoretical
curve. These curves ars also shown in Figure 4.3,
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(5) Desisicn
8ince the observed reliability function falls within
the desision curves, the hypothesis of exponentiality
cannot be rejsoted. For suall sample asizes, the decision
ourves arv quite wide. JYor this example, it 1s likely that
other distridbutions, such as the normal or Weibull, will
also not de rejectad.

4,5.2.2 Discrete Distributions

The two most common discrete distributions involved in reliability and
maintainabliiity testing are the bdinomial and Polsson distributions,

Blooial

The random variable, x, is the number of occurrences of an attribute inn
indepencent trisls when the attribute is olassified by either of two mutually
exclusive categories. For relisbility and maintainability, the attribute of
interest 1t normally a s:iccessful outcome, that iz, non-failure or satisfactory

repair,
The probabllity density function iz expressed as folliows:

P(x; p, n) -(:) P (1-p)% (64)
whare

P(x; p, n) = probability of x occurrences in n trials when
the constant occurrernce probability on one trial
is p.

For the binomial distribution, the mean and variance are:

Mean: u = np
whore
4 18 tos expected number of ocourrences in n trials

2

Variance: ¢ = np(1-p)

Es.imates of these values ave as follows:

Pe £ (65)
her (654)
3% . (n-r) & (66)

vhere
r 17 che number of observed occurrences in n trials

s
=
[¥Y)
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BEquations 46, 47, and 46 are used to obtain confidence limits on p. PFor
n 1 30, Plgure C-1, Appendix C, can be used.

$ in a test of 50 items, 46 sucnresses were
cbumt is *he point ucinut; of success proba~

bility and the associated 90%-confidence limits?

a-r/n-%ﬁjo-o,%

Prom Pigure C-1, Appendix C, the 90f-confidence interval is

(0.83, 0.97)

Polsson Distribution

The random variable, x, 1s the number of ococurrences of an attribute per
unit segment (9.g., per unit time). If an item exhibits & constant fallure rate,
the number of failures in a fixed period of time is Folsson-distributed if fail-
ures arv replaced =8 they occur,

The protahility density function 1s oxpressed as follows:

7

~mt

P(x; m, t) = ﬁ._’(gﬁ): (67)
where

P(x; m, t) » probabllity ot X occurrences ir. t segments if
Pnisscn parametocr ia m

m = the maan number of occurrendes per unit segment

Por the Polascn distribucvion, the mean and variance are:

Mran: mt

Variance: mt
The eatimate o0f the mean is a. follows:
mef (68)
whers

r is the number of obeerved occurrences in ¢ unit segnents

To find {1 - a)¥ confidence limits on m, given r occurrencas in t unit
segments, my and mU muat be solved for the following equations:

i ~idad
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Por a lower (i = a)¥ Jimit, solve for %, in the equation

-1
) ek (69)
“_%.l_u

-

For sn upper (1 - a)f limit, solve for M; in the equation

r My oy
Z ?——k-r"-'-; -q (70)
ko

Then

&y -

For two-sided limita, use 1 - a/2 and o/2 in Equations 59 and 70, respec-
tively. Tables of the Poisson function are available for ruch calculations.®

Exemple: Assume that ten constant-falluro-rate items
are put on teat, each for a pericd of 10C hours. When they
fail, they are replaced hy new iteas. A total of 15 fail-
ures occurred. Obtain the estimate of B, the msan number
of failures per 100-hour interval, and obtain the Y5%.
confidence limits.

The estimate of = 1s r/%. Sin:e "5 fallures have been
obscrved in ten 100-hour intevals,

-~

. £~ - 1.5
Hence, 1.5 fatlures per 100 hours can be expected.

Prom Equations 69 and 70, the C5f-confidence interval for a ia

(C.88 s @ & 2.47)

*R. Kyswlck and 0. Weiss, -ab%u oé the igcpioﬁ QE‘ g Q_;_E csw %[_M
Order, U.§. Ne.al Ordnme{" oratory, » er s
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8.5.2.3 Continuous Distridutions

Descriptions of and sstimation procedures for cont.nuous distridutions are

pressnted in this section. Specific distridutioms considerel are the exponantiai,
normai, log normal, and Veibull,

Bponentisl Distrivution

The randcm variabls, t, 19 the mmber of unit segmsnts occurring before an
svent, In meiiadility, t represents hours or aycles, and the event is item fail-
ure, In nairtainability, t can L& mein‘snance downtime, and the event is “he

complrtica of & maintenance wction. It is assum] here that t represents hours
and the svants represent fallures,

The provasiiiiy dasirivusion furction is expressed as followm:

£(t; A) = 1t (73)

wiers

t a2 Uand A is the mean numder of fallures per unit time (per hour),
comsonly called the failure or hasard rate

Since ) ir equal to the reciorocal of the mean nurder of hours hefore & falure,
the following can be written:

£(t,8) -3t/ (12)

where

§ = 1/\ = noan faillure time

For ths exponential diatridution. the =ean, variance, and hasard rats are:

o = 1N (73
52 - 1/]\2 (18)
nt) = %, a consiant {75)

Mean fallure time, 2, i3 estimated 2y Proced.re I or Procedurs IJ.

w-4b
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(76)
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4.5.2.3 Continuous Distributions

Descriptions of and estimation procedures for continuous distributions are

presented in this asection. Specific distributions considered are the exponential,

normal, log normal, and Weibull.

Exponential Distribution

The random varisble, t, 1s the number cf unit cegments occurring bdefore an
avent. In reliability, t represents hours or cycles, and the event is item fall-
ure., In maintainability, t can be maintenance downtlime, and the cvent 18 the
completion of a maintenance action. It is assumed here that t represents hours
and the events cpresent fallures.

The probability distribution function is expressed as follows:

£(t; A) = 2~ (13)

where

t 2 0 and A 1s the mean number of failures per unit time (per hour),
commonly called the failure or hazard rate

Since A 1s equal to the reciprocal ol the mear number of houre Lefore & failure,
the following can be written:

£(t,0) = 3 et/ (72)
where

6= 1/A = mean fallure time

For the exponential distribution, the mean, variance, and hazard rate are:

6 = 1/A (73)
o2 = 18 (74)
h(t) = A, a constant (75)

Mean failure time, 0, is estimsted by Procedure I or Procedure II.
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Procedure I: Test until r fallures occur:
. Total Life Observed T
® = Womber o served Fallures = T (76)

To obtain T, che following procedures are used:

Procedure Ia: Replacement Test (failiures repaired or replaced)
T = nt, (77)
where

n = number of items on test

t, = time at which the r'" fallure occurred
Procedure Ib: Nonreplacement Test

r
T ) oty (nendty (78)

i=1

where

t, 18 the time of 1%P o dered failure

Procedure Ts: Censored Items (withdrawal or icss of non-felled items)
¢
Fallures Replaced: T = }: tJ + (n—c)t.r (79)
Jml
where
tJ = time of Jth-order:d censorship
¢ = number of censored ltems

r

Pollures Not neplaced: T = Sﬁ t, + 5& £y + {n-r-c)t, (80)
i 9
1wl J=l

447
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Erocedure II: Teating Terminated by Stopping Rule on Test Time: {

If the test plan is suc” that the test termminates after a ryacified
number of test hours, t*, have accumulated, it is possible that no failures

have been observed. Then Equation 76 cannot bs used, since 1t implies that
the estimated 6 1s infinite.

In general, for Procedure II testing, if the numver of failures, r,
1s small (say r 5 5), a better estimate of 9 can be obtained by the equation

¥ (82)

where

T 18 calculated as in Prccedure I except that tr 18 now replaced by t*, !
the time at which testing is stopped.

Example 1: Tw-nty items are placed on test. Testing ;
continues until 10 fallures are observed. Calculate the :
estimated naan life of the items as based on (1) a replace- :
ment test, with the 10th fallure occurring after 80 hours; ;j
(2) & nonreplazement test, with fallures occurring at 10, 11, :
17, 25, 31, 46, 52, 65, 79, and 10C hours; {3) the same ron-
replacement test with § items censored: 2 at 30 hours, 1 at 'r
50 hours, and 1 at 60 hours.

(1) Prom Equations 76 and 77, i

9‘2 nt 20(80

- el =

== = 160 hours

(2) from Equations 76 and 78,

r
Z ty + (n-r)tr
T . i=1
6= ?‘ T

- 442 + 10(100) 144.2 hours

(3) Trom Equations 76 and 30,

r c
Z t, + Z tJ + (n-r-c)tr
o . A=k j=1
- T

- 42 + 170 + (100

= 121.2 hours

i
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Example 2: Twenty items are plased on test and the teat is
terminagag alter 100 hours. Calculate the estimated mean life
of the items based on (1) a replacement teat, with 8 items
falling before 100 hours; (2) a non-replacement test, with
failures occurring as in Example 1(2).

(1) Prom Equations 76 and 77,

o =B . —%——120 399) . 250 nours

(2) Calculations are the same as for Exanple 1{2).

Confidence-Interval Ectimates on 8.

Two situations have to be considered
for ectimating co.. 1dence intarvals:

one in which the test is run until a pre-
assigned number of failures (r*) occur, and one in which the test is stopped after
a preassigned number of test hours (t*) are accumulated, The formula for the
confidence interval employs the x2 (chi square) distribution. A short table of
X2 values 1s glven in Appendix C. The general notation used is

X2(p: d)
where p and @ are two constants used to chocse *-2 coorect value from the table.

The quantity p is a function of th~ confidence ccefficlent; d, known as the

degrees of freedom, 18 2 function of the rumber of failures. Equations 82 and 93

are for ore-sided and two-sided 100 (1 - a) percent confidence intervals, respec-
tively. For nonreplacement tests with a fixed truncation time, the limits are
only approximate. These confidence limits on mean life are as follows:

Confidence Fixed Number of Fixed Truncation®
Interval Eallures, r* Timo t*
One-Sided 2T 2T (82)
] - DRI St —_——t———, ®
(Lower Limit) (x {a,2r) ) ( x{a,2r + 2) )
27 2T 2T 27
Two-Sided Limits (oo, )( B (83)
X (%.Qr) Xg(l-%-ﬂr) xé(%.h' +2) % (1- %,Er + 2))

t For non-replacement tests, only nne-sided intarvals are possible

when » = O, Use 2n degrees of freedom for the lower limit if all
n 1tems on test fall.

Example 1: Twenty items undergo & replacement test.
Testling continues until ten failures are observed, The tenth

failure occurs at 80 hours. Determire (1) the mean life of

the items; and (2) the one-sided and two-alded 95% confidence
intervals.

L-bg
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(1) Prom Bquations 76 amd 77,

o = Lzr_c_ - (onBoz « 160 hours {so that T = 1600 hours)

(2) Prom Equation 82,

(x a . .> = (;Efﬁ%ggfl;;b, n) - (3?%%%: ->

(a,2r)’
= (101.88, w)
(3) PFrom Equation 83,
21 21 N .,.3200 3200
I - rrar e I vl
(x'(%rer) x“(l-%.er)) (3u.17 9.591
= (93.65, 333.65)

Exemple 2: Twenty items undergo a nonreplacement
test, which 18 terminsted at 100 hours, Pallure _imes
observed are 10, 16, 17, 25, 31, 45, and 65 houra.
Calculate (1) the one-sided approximate 90% confidence-
interval (a = 0,10), and (2) the two-sided approximate
90f-ccnfidence limits:

(1) Prom Equation 82,

2 [i ty + (20-7)(100)]
(72 i'“) i ‘_iflxeLlc,xs) '

X (x,21 + 2
(3%

= (128.29, > )

(2) Prom Eouation 83,

( 27 R )_( 3020 3020
x“(3,2r +2) " (1 3,2r) /) \26.30 ' 6.57

= (114.83, 459.67).
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Table C-7, Apperiix C, extracted fram the RADC Rellapility
Rotebook, presents the factor ?./x"’(;-; 4) for one-sided ind two-
sided confidensze limits, at six confidsncs luvels of each.
Multiplying the uppropriate factor by the observed tots) life T
gives a confidence 1imit about §.

Sample-S12c Consideration. 8ince the length of the conf!dence interval
depends on the number of failures, it is possible to calculate the reguired number
of failures to ensure -- with a specified confidence -- that th. estimate of 9 is
within a specified percentage of the true mean time to failure, If a normal
approximation to the x2 distribution 18 used in order to be (1 - a)% confident

that ] is within 6% of the true mean, 6, that is P(l-@—;.gl s 6\/ =1 - g, the required

rumber of fallures, r+, is

g &
r* = -%7 (84)

where Z 1s the standardized normal deviate corresponding to the af point of the
normal distribution. zu is tabulated in Tadble C-1, Appendix C.

ok s e ok weae L

Once r* is determined, the approximate total test time required can be esti-
mated by the equation T* = r#9', where 9' is an initial estimate of g.

Lxample. How meny failrves are requirsd to give SU-percent
confidenice that the estimate § 1s within 20-percent of the true
value? Whet will be the total test time if 6 = 100 hours?

From Equation 8¢, for 90-percent confidence, Zu - Z0 0" :
1,645 anA ;

2 5‘
v (1.s4sg 67 ]
1

(0.20)
If 6’ = 160 hours, then

T* =« r*0' » §7(100) = 6,700 houra

Table C-8, Appendix C, presents values of r* for selected
confidence and preciaion levels.

Relfability Estimates, R(t). To estimate the probability of survivai

for a time t, the estimates of 6 (Equetion 2-76) can ba used in the equation

R(e) « ot/ (85)

k.51
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This estimate 18 blased (pecsimistically if R(t) > 1/ » 0.367), especiaily if
* s small. An unbiased cetimate is

Ale) = (1-t/1)7Y 2> 1, t<¢ D (86)

where r .8 the number of obaerved failures in T total test hours

Example: If 10 fail “es are obaserved in 1600 hours,
calculate the reliability estimate for a 30<hour perilod
{(note that 5§ = 160 hours

¥rom Equation 85,
R(30) = 7307160 _ 4 8og
PFrom Equation 86,

f(30) = (1 - 30/1600)9 - 0.843

Confidence Limits on R(t). The confidence limits on @ can be used to
obtair confidence 1i~its on R(t) by the equation

?[e L0/ s R(t) s e'”’av.-l-o/?} -=1-a (e

Por a one-sided lower limit,

P [e""‘;n,a $ R(t)] “1-a (88)

Example: For a mean 1life of 160 hours, (1) what
is the probability of an item surviving 100 hours?
(2) What are the twe-sided 95% confidence 1limits on
this probabllity?

(1) Prom Equation 85,
R(100) w 710078 _ ¢=100/160 _ 4 545

(2) Prom Equation 87, the two-sided 95% confidence limits are

100 100 )
(e-ss.ss, e'“x"‘;5 o (0.344, 0.741).
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P.rcentile Estimates. To _estinate the time period, ‘P , for which there

1s a religdility of R, the estimate 'rn is

Ba=6tng (89)

The confidence limits on TR define a tolerance interval, since these limits
permit the statemant that there is 100 (1 - a) percent confidence that R percent
or more of the items in t.e population will survive 'rn 2r more timé units,

The
100 {1 - a) percent corfidence limits on Ta areé given below:
Confidence Fixed Number Fixed Trurcation
Anterval of Fellures; r# Time, t*
One-Sided (22 I AR o) ( T tn 1R - (90)
(Lower Limit) \x {2, 22) - xé(a,2r + 2) !

Two-Sided 2% 4o 1A 2T 4m i/ N/ 2T g -y
Lniee (x (5’ 2!‘) X (1"“55 !‘ ’)( 2r + 2) ’X ( a',zr) (91)

Exeample: Por a mean life of 160 hours, wnat is the
estimated time period for which the reliebility is 0.807

What are the 95-percent one- and two-sided confldence
limits on TR?

Since 9 = 160 hours, Equation B9 yields To.80
28 4n ,5-1-3 = 160 {0.22314) = 35.70 hours

The 95~-percent one-sided and two-sided confidence 1.milt on TR’ from
Equations 9C and 91, are

(uspgzens) 1y . o.my, o)

(3&@..%!{&0,’2?21 , ﬁl@‘%@kﬂ). (20.90, T4.45)

Normal Disiribution

The .orss. dlstridution is one of the most widely used continious denaities
because (1' 1t approximates the distridution of many random veriables snd ()
the sample estimates tend %o he normally dlatributed with increasing ssmple aise,
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If an item las & normal distributlon of fasilure times, 1ts fallu;e churacteristic
is consisten: with a wearout process,

The nowaal prodablility distribution Zunction is expressed ap follows:

Y
£(tin,0) = ;j,;e%(ﬁa“\ -ftse (92)

Tts mesan, variance, and hazard -ate are expressel as follows:

Mean = 1
Variarce « 02

Haza  fate {increases with t) =

-
o[1 + T\ tsu

h({t) = (33)

v
lll:z[l - r%t,‘] t>u

L

where
£yl 2(tu)? 172
g(t) = /58'1/‘2 (igﬂ) , r(t) - {1 -8  mo ]

T™he mean is estimmted as showm in Cases I ard II.

Cape I - All tested items fai]:

Vot
1 (94)
~ 2
u - n
and
n n 2
2
n Z tl -( Zti} {95)
- 1al tel
ot v —
n{n-1}
whare

t, 18 time to failure of the 1% ftem

a-sa
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gae Il - Yruncated Tat (r of r 1tesns full). T.6re are tw methods for
astimating the mean -+ the graphical methind and the regression wethod:

Arabical Meiled r/n > 1)
{1) Calculite the norparsmetric reliabiiicy function, R(:), using the
most appropriate of the equations (49 to 53).

(z) POt ﬁ(t) on norwal probability paper and fit s straight line vield-
ing the estimcted normal relisbility function R(t).

Then
[T ] to.so (96)
whero
tg.50 = V4lue of t for which 'ﬁ,(c) - 0.50
9=t .50 = %.84 (om)
whore
%y gy = value of t for which ?t'(c) - 0.88
Regressicn Nethod
(1) oOvtain ﬁ(t } by sn spprop~iate nonparmetric equation vhare t, 18 the
1tk fanm time.
(2) Vor eeach failure time, ¢ 4 nm the roreal deviate z, corresponding
to R(ti), using Tabls c-1. (e 4} corresponts to I-E\ti) Thus, for
R(t,) = 0.971, 2, = 1.9; for R(zx) = 0.5, Z, = 0.
Then
9%-2-" (98)
-9
o Spord (99)
v-re
whare
r « mwber of fallures
 od r T r
Q
ta-z:z1 e—?’zz 4- .0, e }:zi
TN 1=} {=} 1=}
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Example: Assume that failure data are generatad as thown
in Table %I. ‘

TABLE 4.1

OBSERVATIONS OF TINE T8 FAILURE AND CENSOREM TINE f
FOLLOWING A FAILURE IR A SAMPLE OF 53 ITERS j

Hours to Number of Completed Nurber of Censcred

Failure, ¢ Observations, r Observations at
! 1 b0 Wy

1300
1692
2243
2278
2832
2862
2931
3212
3256
3410
3651

Total &r

L o A VIR VINE TR g VL R

L N Y Y

w &

L}
[
[

ok

[¥4
]

w

O

Graphical Method {
The graphical method i1s shown in Figure U4-4;

k= by 5o = 4000

g = to.so - to.eu = )4000'27140 = 1260

Regression Method
The calc ations for ﬁ. and g using Equations 98 and 99 are shown in Table 4.2,

Ths two-sided 100 (1 = a) nercent confidence interval on u 18

~ [v) [}
(“ “Yas2, el X Jr 0 Bt b, pop X 7F"’) (100)

whare t /2, o1 18 *he a/2 percentage point of tne t distri tion with r-i degrees
» T

of fraedom. This interval 1s only approximute for truncated tests. Values of ¢
are given in Table C-2, Appendix C, For t > 30, Table C-1, Appendix C, of the
standardized normal deviate, Z, can be used.
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TAME 4-2

CONPSTATIRAL PUGCZRBRE FOR ELTINATING TAC WEAN ARG STARSARD

SEYIATION OF A NORMAL BISTRISUTISN, BASED 00 SROERED

SOSERVATIONS HIVLVING CIRSORSDOP
Hours o Ohserved Rellabllity Normal Deviate
Failure, t, Bunction, (ti) Comnpomzling to R(t,),
1 )
1300 0.980 -2,06
1692 0.958 -1.73
2743 0.935 =1.51
2278 0.910 -1.34
2832 0.883 -1.19
2862 0.853 «1.05
2931 ¢.819 «0.9%
3212 0.778 =0.77
3256 0.726 0,60
3410 G.653 -0.39
3651 0,522 ~0.06
Ity = 29,667 7, = 1LE2

¢ = Tt = 29,6€7

W o= };zi = "11061

d = It,z, = -27,062.8 e - zzai - 15 77

]
Q
o

= 3972

)
[ ]

-

il

= 2208

QA
]
o jo
31

re=11

Examyple .

the 55~percent confidence intcrv.l fur 9.

For r=11, and ¢ = 0,05, ¢

0.025, 10 ™ 223

#rum the data tor the preceding example, calculate

Than,from Bquatim 10C the .5-yercent inverval 1s

(3972 - 2.23 %, 3972 + 2.23 %)

w (3161, 4783)

e e = epoa 51 i AR €T MM T TS s




Given u and o, the relisbility function 18 obtained from the aquation

where

AMCP 706-191

~ ~ o 2
R(t) .\/ 7%5 eV /2 ay a1 -ri2)

Z

(101)

Values for cumulative normal distribution F(Z) are given in Table C-1, Appendix C.

Probability of Survival, R(t)

given In

For example, to obtaiu R{2000)

2000-3972
Z = =~y = -1.63

Example: The reliability. function “or the fallure data
1 &513 4.1 28 presented in Figure U4-5.

F(~1.63) = 0.072; R/2000) = 1-F(-1.63) = 0.928

1.0

2.8

0.6

0.4

0.2

b

%

———— Observed Function (Non-Farametiic)

= == = Theoretical Ncrmal Function Based

A

on u and ¢ Estimated from a
Censored Sample

w 3972 Hours
= 1208 Hours

a> F»

= 11 Failures

ke ]

o | i | 1

L

¥ T

Bar Denotes 95%
Confidence Interval
Around Mean

4 J i

v/

1000 2000

3000

4000

Time to Fallure, t, in Hours

FIGHRE 4.5

NORFARANETRIC AND TREORETICAL RORMAL RELIABILITY FUNCTIRNS
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Weiball Distridbution

Many random variables of fallures and repairs can be described by the
Weibull distribution, which, because of its three parameters, is quite flexible,

‘The Weibull probability distribution function 1s expressed as follows:

p-1 _ P
r(t)-ﬁﬁgﬂ e(t")ﬁtiy.mﬁ-'wo

{102)
where
o = scale parsmeter
8 = shape parameter
¥ = location parameter
The location parameter <y represents tne minimum failure or repair time.
Of'ten it is set equal to zero, and the density 1s then
B3 48
£t) « BE— /% ta0,0,p50 (103)

If p = 1, the Weibull reduces to the exponential. If g is known, analysis

may proceed exactly as for the exponentiel except that all times t:i are replaced
by the values t2,

The mean, variance, and hazard rate for the Weibuli distribution are as
follows:

Mean = u vy + o3/B r(i/p + 1) (104)

where

IF(1/8 + 1) is the gamma functior, which for integer values of (1/8 + 1) 1s
equal to (1/8)!

variance = o n o?/® [r(z’/p +1) - (1/8 + 1)] (105)

Hazard Rate = h{t) = g- tp-t (108)

Note.

h{i) decreases with t 1I g ¢ 1
h(t) ia constant 1f g = 1
h{t) increases witn t 1f g > 1

4-60
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Estimates of ¥y, B, and a. Analytical procedures are available for
estimating the a, B, and +y paramcters of the Weibull distribution from test data*,
but they involve fairly complex interative procedures.

A relatively simple grephical procedure is usually used to obtain estimates
from Weibull probability paper., A sample of such paper is shown in Figure 4-6,
Two sets of scales are used, Tne left scale, F(t), and bottom scale, t, are for
plotting the raw failluce or repair date. The right scale, ¥, and the upper scale,
X, are called tne principal ordinate and principal abscisaa scales and are used
for obtaining the a and p estimates. The principal abscissa is that horizontal
line for which X = O on the right scale, and the principal ordinate is that verti-
cal line for which Y = O on the upper scale.

The procedure is described below for the case in which r failures are observed
out of a sample of n,

(1) Compute tne fallure nrubability function by the equation

F(%y) = 5o (107)

where

ti 1s tne time of the 1m failure

n 1s the number of items originally on test

(2) Plot P(t,) versus t on Weibull probability paper and fit & smooth
curve through the points

(3) Estimate y. If F(t,) plots as a straight line, y = 0. If F(t,) plots
as a curve, a conatant value, k, 18 to be subtracted from t1 such that
the plot of F(ti-k) versus (t,~k) 1s best fitted by a stralght line.
The initial value of k can be either the first fallure time, ti, or
the t intercept of the curve, Several values of k may have to be tried
before a reasonably linear plot of points 1s obtained, The estimate
of v is then the value of k that produces a linear fit.

{4) REstimate p, The estimate of 8 is the slope of the fitted curve., It
can be obtained directly from vhe equation

B ---;g- (108)

where Yo 18 the intercept with the principal ordinete (Yo ¢ 0) and xo is
the intercept with the principal abscissa.

¥Por exarple, D. Lloyd anu M. Lipow, Reliability: Management Methods and
Mathematics, Prentice Hall, 1962, pp. I77-181.
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Estimate a. The intercept of the fitted line with the principal
ordinate is equal to -in a. Hence, if Yo is the intercept {(which 18

negative),
a=edo (109)

& can also be cbtained from the equetion &N g = p fn t*, where t* is
the vaive of t for which F(t) = 0,628,

Yo or xo, or both, may lie outside the graph:

(1)

(2)

(3)

Yo outside the grapn

f can still be estimated by plcking any two points on X, eay xl and
xz, and finding *he corresponding Y's, e.g., Y1 and Yz. Then
Y,-¥Y
”~ 2 1
a - .v- (110)
x; 1

a 1s then estimated by the equation
a = eP%o (311)

X, outside the graph

Since g does not depend on X, and B can be obtained by Equation 110,
this case piresents no difficulties,

xo and Yo outside the plot

Multiply the t scale Ly an appropriate power of 10, e.g., 101, 10‘1,
10"2, etc. The slope is independent of the scalé, and therefore g 1is
estimated as before, The estimate for a is obtailned by the equation

G - 10w 5 (112)

whers J is tha scale factor and g’ is the grophical estimste of g when
the data are plotted on the dasis 2of the t x 107 scale,

Another possibility is that the Weibnull plot appears a3 tuo intersecting

lines.

For this case, two sets of g, B, And y estinates are made, one for each

h-63
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linear portion., Tie estimated density is then o

e
t- i-1
£it) = ﬂi‘(,i Vy) e-(t-'Vi )51/01

(113)

l=]1lforts te

1=2fort)> t*

[P afutaculd

and t* is *he time at which the two lines intersect,

Example: Table 4-3 presents failure data (grouped) for
germanium power transistors. Saventy-five transistors were
put on test for 7000 hours and 44 fallures wnare observed.
Failures were noted avery 250 hours for the first 1000 hours
and every 1000 hours thereafter, Since the =2=pll o122 1o
large, the formula for F{t) can be slightly modified by using
n in the denominator of Equation 107 rather than n + 1.

Step (1

F(t,‘) 1s calculated as shown in Table 4-3.

TARE 42
SERNARNN PWIR TRARSISTORS: ACCHRELATIYE
PESCENT FALUARE V5. SELECTED TIIR MIERVALS
Azcumulative
Thoura)s | Fotlures | FallumeSamie | o0ltRRITL
250 17 17/75 22.7
500 8 25/75 33.3
750 1 2675 3%.7
1000 1 27/15 36.0
2000 0 21775 36.2
3000 5 32715 42.7
4000 3 35/75 46.7
5000 4 39/75 52.0
6000 3 42,15 56.0
7000 2 4a/7¢ 38.7
Syep (2)

Pigure 4«7 shows trhe plot ~7 the data on Welbull probabllity paper. The
t axis ir rultiplled by 103 ty recommodate tne fallure times. A straight
line fits t'w data well.
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2 w0 " Soute for Privmipel Alnsipes
. - 10 20 1D 40
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. shwe-ogel ' w‘ 3
Pioaet
b R v i
L— ' o=, ] o Ctwen
800 o] ;q,q}.uz: r
N — | =1,
200 |
oo e
w L
80 . ] 30
0 ~~1.e
0 i
oS cemp- } fnd
o:! = ‘:""-co
My et v e N
o 02 as 0 20 E7) 0o 20 00 000
Fatwre-oge (howre)
[Amsitiory Adesiose)
et 47
SEAPNIC PRECEDSRE FOR GUTANKRS ESTIMATES OF PARANETLES
ASSRCIATED WITR THE WEIBLL DSTRINTION
gt_g_ﬂz.
Since the points are fitted by a straight line, y = O.
Step (1)
The intarcept of the fittad line wiih tha principai adbscisss, xo, is
" approximately 2.85; snd the principal ordinste intercept, Y., 1s approxi-

o
gately ~0.85. Thus, from Equation 108,

Step (3)
The intercent of the fitted iine with the principal ordinste is spproxinately
~0.65. Hence, from Bguation 109,

8 - e.(-o.as) - eo.es PR

and the unscaled estimate {8, from Equation 1i2,

3 «103%R) 5 ) . 186
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Estimate of the Mean {ji). The mean can be estimated by replacing the
estizates for a, B, and y in Equation 104, Then

ie5+aBrafen)

(114)

A short tadble of I' (X) *.- 18 X 8 2 {s presented in Table C-9, Appendix C, The
r)lationshis I'(X + 1) = XI'(X) ocan be 1sed for X> 2,

Proboblidty of Survival, R(t)

Exsmple: Prom the data of the preceding example,

estisate 1.

Prom Equation 114

g - 18.61/90-30 "(U'ISU’ 1)

« 16,900 P {4.33)

Since

res.3s) = (3.33) (2.33) (1.33) r(1.33) = 9.216,

than

p = (16,900) (9.216° « 157,000 acurs

1.0

0.9

0.8

4
w
-

[}
'
»”
4

i ke i Y £ A
o) 2000 4000 8200
Time, t {hours)
st it

TERORITICAL SEINLL SELILIMLITY FORCTIOE. 2(t). FoR
2030 I8 o) 3 ARD-SCMT)

Estimate of ths Reliability
e Vhe estizates of g,

f(r) - o-(t7P4 (115)

Por paintainability, the prodalility
that a repair $p compieted tefore t
hours 13

-

Rt} w5 - e'“'”afi {118)

Bxanpic: The reliadility function
for the data ot Tablie 4.3 15 shown in
Figure 3-8, '

B U ———




' ‘ Point and Lowe: Confidence Limit on R{t)®. The point estimste and
i lower oonfidence l!mit on R(t) for unknown a and B, when r failures out of n are
nbserved, are obtained aa follows:

‘ AMCP 706-191
|
t
I

’ r
: (1) Compute Z,.= Z s, én %, -dnt {117)
; led
3
Z,= ) byint, (118)
t- 1e1

where
t is the time period of interest
t, 1o the 1*" fasiure time
'1 and b1 are constants given by Jahns and iLiepermali,® Table IT.

{2) The estimated rellability is

zZ 2

_ fi(t) -2~ &P (119)
: 9.
! = 350 (3) Tadle I of Johne and Lieberman®
; 2 s01 1 glves the value of ﬁ(t)L' s the (1-a)$
> lover con’ldence bound on R{t), obtaired
3 250 | by entering the table with the calcalatsd
g (z.ﬂb) value,
: — 200} 1 Estimate of Hazard-Rate Punction.
: It
; pey 150} j fres Squation 107, the estimated hagzard-
o rete A ic~ s
H 3 -~
i <]
3 F 100} 1 _A»ﬁ.‘i :
. - f(t) - Q‘-}ﬁ : {120)

. .

[ 4 _ Bxagple: The hazard-rate functlon
. K b bbbk —a . J popr the data of Tedle 4-3 1s shown in

= 0 2000 4000 5000 Pigure -9

- Time, t (hours) e

Mg X8
WEIORL GAZASS-ATE FORCTION, 2iK;. FOR
A58.50 MR o2 M il vail}

M.V, Johmit & 0.7, Lieterman, "An Exect Asymptotically !fﬂe:tm Canfidence
Bourd for RellaRility in the Case of “he ¥eidull Distrimtion”, heh‘ul\*trz..l,
Volume 8, Mumber 1, Pevruary 1576,

a-87
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Log-normal Distribution

A random variable whose logarithm 1s normally distributed is »ald to have
a log-normal distribution, This distribution frequently describes repalr-time
distrioutions,

The log-normal probabllity dis{ribution function is expreszsed as follows:

24,2
£(t; v, w) =m.la%e°1/2 (fn §-0)% y 1> 0 {121)

The mean, medlan, varlance, and hazard rate of the log-ncrmal distribution

2
Mean: 3 = O + /2 (122)

Median: m = e‘>

(123)
The medlan is often used ¢8 a central-tendency measure for the log-normal
since iv 1s indepeidernt of w.

Yarfance: o2 = 02 * @ (g0 1) (124)
\

Hazard Rate: The hazard rate of the log-normesl Increases untll the mode

(E“)"D?) 1s reached, and then it decreases.

Estimates. The simplest procedure for estimating the rellability or
maintainability functlon for r data points out of a sample of n is to employ
log-normal provabllity paper. By fltting a streight line through the nonparametric
functicon (Equatlons 49 tarough 53), tre foslowlng ertimates are obtained:

v = 4n t9.50 (125)
m =ty g (12F)
where
tO.SC 18 the time for which R{t)} or M(t) = 0.50
for w,
= An by 5o = £ B gi(0,16) (127)
where

i:O 84 18 the time for which R(t) = 0.84 or M(t) = 0016
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i Then

3 ~2/2

| 2 emed” (128)
a2 ~2.a?% r.a? .
6° = me® (e¥ 1 {129)

Confidence Limits on Meclan. Confidence limits on ¥ can be obtained
. from the equation

~ , ~ (’;) _ )
F{"'%/Z,.r—l%“ ‘°+tu/2, rd??]‘l a (130)

; where ta/2, r-1 18 the (a/2)% point of the t statistic with (r-1) degrees of
$

freedom (Table C-2, Appendix C}. This represents a confidence interval on the
logarithm nf the time for which reliability or maintainabliity 1s8 (.50. Then
for tre median, m = t; g4, for a (1 - a)¥ confidence interval

N ~ P\l
(ebL, a/2, qu’ 1-(2/6/ (131)

where

vy, and SU are iower and uppel limits on v, respectively.

; Fxample: Forty-six maintenance-actior times on an

! atrborne communications reczfver are shown in Table 4.4,
along with the ronpararetric maintainabiliity function.
This function 1s p._otted on log-normal probability paper
in Figure 4-10.

It 18 seen that & straight line fits the dats points fairly well. The value
cf tO,SO = 1.95, and the value of %, ;¢ = 0.56,
From Equations 125, 126, and 127,

° =int = O 668

.50
=ty 50 = 1.9

B = &n ty 5o - A0 by 1o = 0.668 + 0.579 = 1.2i7
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Then, from Equations 128 and 129,
£ =1.950%78 2 y.25
52 = (1.95)2 g1:562 (g1.562 1) _ ¢8.06

From Equation 130,

" 1.24
v1,.005 = 0.668 - 1.65% : = ,308

Vy, .g75 = 0-668 + 1.96 8% = 1.028

and the 95-percent confidence interval on m is, by Equation 131,
(1.35, 2.80)
TABLE 4-4
COMPUTATIONS FOR MAMTAINABILITY FENCTION
Non~ Non-
Observed Observed
Parametric Parametric
Data Punction Data Function

ty ry ¥ (ti) ty ry ¥ (ti)
0.2 1 0.021 3.3 2 0.681
0.3 1 0.043 4.0 2 0.723
0.5 4 0.128 4.5 b 0.745
0.6 2 0.170 4.7 1 J3.766
0.7 3 0.234 5.0 1 0.787
c.3 2 0.277 5.4 1 0.808
1.0 L 0.362 5.5 1 0.830
1.1 1 0.383 T.0 1 0.851
1.3 1 0,u0L 7.5 i 0.872
1.5 4 0.489 8.8 1 0.894
2.0 2 0.532 9.0 i 0.915
2.2 1 0.553 12.3 1l 0.936
2.5 1 0.574 22.0 1 0.957
2.7 1 0.596 24,5 1 0.979
3.0 2 0.638
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APPENDIX A AMCP 706.19:
GLOSSARY *

A FORTIORI ANALYSIS. An analvsis delibecately made to favor
ar alternative system when comp.vad to a judgmental
“best” system. If the "bast" 3. :'em receives a favorable
compurison under the weighted analysis, its position is
strengthened.

ABSCISSA: The horizontal diatance fror the vertical axis
of a graph, usually designated x.

ACCEPTANCE SAMPLING: Inspection of ~amples of incoming lots
to determine acceptance or rejection of the lot. It is
characterized by the szmple size n and thz acceaptance
number ¢, or by the average outgoing quality limit.

ACCRUAL ACCOUNTING: The recording and reporting of expens«s
as the operating transactions occur. This methed, in
contrast to opbligations and disbursemen“s, provides a
realistic measurement. of resources consumed in doing
the work.

ACCUMULATOR: The register and associated equipment in the
arithmetic unit of the computer in which aritumetical
and logical operations are performed.

ACTIVE REPAIR TIME: The portion of the Jdown time during
which one or more technicians are working on the system
to effect a repair. This time includes preparation
time, faualt locatior time, fault correction time, and
final check out time for the system.

ADDRESS: An identification, represented by a name, label
or number, for a register or location in storage,
Addresses are also a part of an instruction woid along
with commands, tags, and other aymbols.

ADMINISTRATIVE TIME: The portion of the down time not included
under active rerair time and logistic time.

ALGCRITHM: An orderly, =tep-by-step procedure for performing
a mathematical operation in a finite number of step:c.
The 1040 form is an algorithm for computing personal
income tax.

ALLOCATION: (1) The distribution of avsilable resocurces
to the various activities which mus. he performed in
s.ch a way that total eflectiveness will be optimized.
Allocation is necessary when there are limitations on
either the amount of resources available or on the way
in which they can be expended such that each separate
activity cannot b: performed in the mos* effective way
conceivable. (2) As authorization by & desiynated
official of a department making funds available within
8 prescribed amount to an operating agency for the
purpose of making allotments.

'Reorﬂduced Ny peraission of the U, 5, Army Managemen®. Suhecl'.
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ALLOTMENT: An authorization granted by an operating agency
to another office to incur obligations within a specified
amount pursuant to an appropriation or othsr statutory
provision and subject to specific procedur:l, bookkeep.ng,
and reporting requirements.

ALTERNATIVES: The means by which objectives can be attuined.
They need not be obvious substitutes for one another or
perform the same specific functicn. Thus, to protect
civilians against air attack, sheiters, “"shooting®
defenses, and retaliatory striking power are all
altarnatives.

PNALOG COMPUTER: An electronic device that perfocms mathe-
matical operations on numbers which are expressed as
directly measurable quantitiss, generally voltages
ana resistances. BMnalog computers are less accurate
than digital computers, but they are more readily
adaptable to changes in the data and structure of

problem. They are especially well suited to problems
involving differential equaticas,

ANALYSIS OF VARIANCE (ANOVA): The basic idea of ANYA is
to express a measure of the total variability of a
set of data as a sum of terms, each of which can be
attributed to a specific source or causa of variation.

APPORTIONMENT: A distributicn made by the Bureau of tha
Budget of amounts available for obligation or sxpenditure
in an approp~-iation or fund account into amounts availablas
for specified time periods, activities, functions,
projects, obiecis, or combinations thereof. The amounts
so apportioned limit the obligations tc be incurred or,
when sc specified, expenditures to be ac.rued,

AFPRAISAL: Impartial analysis of information conducted
3t each responsible management and control level to
meacure *he effectiveness and efficiency of the total
process and determine preventive/corrective action.

ARGUMENT: (1) An indepencdent variable; e.g., in looking
up a quartity in a table, the number or any ot the
rumbers which identifies the location of the desired
value; or in a mathematical function, the variable
which when a certain value is aubstituted for .t the
value of thy functinn is determined. (2) An operand
in an cperation on one# cr more variables.

gk s s s pab S
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( ) ARTIPICIAL INTELLIGENCE: The study of computer and related

techniques to suppilement the intellectual capabilities

of man. As man has invented and used tools to increase
his physical vowers, he now is hegirning to use artificial
intelligence to increase Lis nental powers. 1In a more
restricted sense, the study of techniques for more
effective use of digital computers by improving program-
ming techniques.

ASSEMBLER: A computar pcogram which operates on symbolic

input data to produce from such data machine instructions
by carrying out suwch functions as: translation ol
aynmbolic opevation colem into computaer operating instruc-
tions; assigning locations in stcrzge for successive
instructions; or computation of absolute addresees from
symbolic addresses. An assembler gconerally translates
input symbolic codes into machine instructions item for
itenm, and produces as cutpu” the same number of instruc-
tions Cr consctantr which were defined in the input
symbolic codes.

AVAILABILITY: The probability that the systam is operating

satisfactcrily at any point in tiwe when used under

stated conditions, whare the total time considered

includes operating time, .ctive repair time, administrative
time, and logistic time.

o AVERAGE OUTGOING QUALITY LIMIT: The average maximum frac*ion

defective leaving an acceptance sampling olaa,

BALANCE OF INTERNATIONAL PAYMENTS: A systeratic record of

the eco.omic transactions of a country Quring a given
period which involve a t-ansfer of currency detween
the country's residents ard the residents of the rest
of the world.

BAZESIAN STATISTICS: Estimates of (prior) probability

distributions, subsequently reviged (posterior cis-
tribution) to incorporate new Jata by means of Bayes
equation: _

P{BIA,} Piay)

P(BJA]) Ply) + B(BIA,) P(A)

BERNOULLI PRCCESS: A random procass that yields an either-or

outcome on each trial with knowr probakbility or occur-
rence, and resules frox statistically incependent trials.
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BIAS: An urbalanced range of error such that the average
error is not zero.

AINARY: A characteristic, property, or condition in which
there are but two possible alternatives; e.g., the bi
aumber system using 2 as its base and using only the digits
serc (0) and one (l).

BINOMIAL DISTRIBUTION: The distribution of rany two-valusd
processes such as heads and tails, or acceptable and
unacceptatle units.

4 ' x 1 l-x%
Prob(x hsads in n tosses)= w——o—v P (1-P)

BIONICS: The application »f xnowledge gainsd from the analysis
of living system3 to the creation of hardware that will
perform functions in a manner analogous to the more
sophizticated functions of the living svstem.

BIT: A unit of information capacity of a storage Jevice.

BLACK BOX: An unknown and often unknowabla mechanism cr
system whose operation is judged solely by observation
of its inputs ~nd outputs.

BOOLEAN ALGEBRA: A process o0f reasoning, or a deductive
system of theorems using a symbolic logic, ané dealing
with classes, propositions, or on-off circuit elements.
It smploys svmbols to represent operatovrs such as AND,
OR,NOT,EXCEPT, IF...THEN, etc., to purmit mathematical
ca.culation.

SRANCH: The selection of one of two or more possible paths
in the flow of control based on scome criterion. The
instruc*ions which mechanize this concept arxe sometimes
called branch instructicns; however, the terms "transfer
uf contrcl” and "jump® are mwore widely usad.

BREAK-EVEN PCINT; .In engineering-economic stucies, tihe point
2t which iwe alte. ~tives become equaliy ecoromical by
aitering the valua of one of the var.ables in a situation.

BUDGET: A prepaied plan by ar oerganization for a given period
of time reflecting anticipated resovrces and their extimated
espenditure in the pursuit of obiuctives.

BUILDING BLOCY COST: One Xind of a rough estimate of the cost
sF an alternative (o planning purposes. The astimate is
not time-phased and does not provide for variations such
as in the manning of th2 unait or Tost-guantity relationships.

-4
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CENTRAL LIMIT TREOREM: If the sample sise is large (n230),
the sampling distribution of the means, X, can be
approximated closely with a normal distribution. Purther-
more, this theorem also applies when n¢ 30 provided that
the distribution oi tle population from which ths samples
are taken can be spproximated closely with a normal curve.

CERTAINTY: 7The state of absolute confidence in which outcomes
are sure and predestined.

Wl The assumption that all conditions other
ones specifically being analyzed remain constant
or unchanged.

CEI BQUARE TEFT: A statistical test for relatedness of two
discrets varisbles, say height and weight of officars.

CLEAR: T srase the contents of a storags device by replacing
ths contente with blanks, or zeroJd.

COMBINATIONS: MNumber of possible arrangements of n elements
taken ¢ at 2z time if sequance is ig:ored.

() - __R

T — A

{n-g) le!

COMMENSURBILITY: The capability of two qual.ties or values
to be msasured by a meaningful relsvant common index.
For example, machine guns and rifles are commensurable
ejither in dollar cost or in effactiveness, e.g., encwuy
casualties. However, aachine guns and friendly casualties
are nct conmensurable in terms of dollars.

COMPILER: A computer program mors powercdul than an assaabler.
In addition to its translating furction which is generally
the sass process as that used in an assembler, it is able
to replace certain items of input wictn saries of instruc-
tions, usually called subroutines. Thi's, whers an assembier
translates item for iten, and produces as output the samy
aumbar of instructionrs or constants which were put into
it; a compiler will 4o more than this. The program which
results from compiling is 2 transiated and expanded version
of tle original.

CONPUTER:; A device capeble of accepting inforsation, applying

prescribed processds to the information, and suppiying
the results of thess processss.

A-S
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CONDITIONAL PROBABILITY: The probebility-that A will occur,
given that B has occurred: P(A| B).

CONFIDENCE: The degree of trust or assurancs placed in &
given result.

CONPIDENCE INTERVALS: A measure of effectiveness in testing,
expressed in quantitative terms; e.¢g., the value of a
specific factor (variable) lies within a specified interval
958 of the time,.

CONPIDENCE LEVEL: The probability that the true value of a
paramster lies within a stated interval.

CONSOLE: A portion of the computer which may be used to
control the machine manually, correzt errors, datermine
the status of machine circuits, :egisters. and counters,
determina the contents of storage, and manually reviase
the contants of storage.

CONSTANT DOLLARS: A statiustical series is said to be expressed
in "constant dollars® when the erfact of changes in the
purchasing powver of the dollar has been removed. Usually
the data are expressed in terms of some sslected year
or set of yeares.

CONSUMER PRICZ INDEX. A measure of the periocd-to period
fluctuations ir. the prices of a quantitatively constant
market bagket of goods and services s-lected as represen-
tative of a specific level of living. Hence, it can be
thought of as the cost of maintaining a fixed scale
of living.

CONSTRLINT: A resource limitation, whicl may be lpaciiic
(e.g., the supply of skilled minposer or a particular
metal;. or general (e.g., total availalle funds).

CONSUMZR RISK: The probability of accepting an item which
is, in fact, unsatisfactory.

CONTINGENCY AN..LYS5I3: Repetition of an analysis with different
qualitative assumptions such as theater, or type of con-
flict, to determinc their effects on the results of the
initial analysis.

CONTRACT DEFZINITION PHASE (CDP): Tha specification, in com~
peting contracting studies, of detailed technical per-
formance c..aracteristice, costs, and time-and-cost sched-
dles for engineering dcvelopment and prodection of a
military snd item.

A-§
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CORRELATION: In a general sense in statistics, correlation
denotes the ~o-relation oy covarlaticn betweein two variables.

CORRBLATION CORFFICIENT: A numbor that attempts to measure
the interdependency of variables.

COST. Goods or services used or consumed.

COST ANALYSIS: Tha systematic examination of cost (total
resource implications) of interrelated activities and
equipment to dstermine the relative costs of alternativs
systems, organiszations, and force structures. Cost anaiysis
is not designed to provide the precise measurezents re-
quired for hudgetary purposes.

_ COST CATEGORIES: Three major program cost categories are:
F (1} SRessarxch and Devel t. Those program costsé pri-
marily assoclated with ze.earch and development efforts,
including the development of a new or improved capability
’ to the peint of operation. These costs include equipment
r costs funded under the RDTEI appropriations and related
Military Construction appropriation costs. They exclude
costs that appear ir the Military Persemnel, Opesration
and Maintanxnce, and Precurement appropriations.
{2) Investment. Those program-costs raquired beyond
the development phase to introduce into operational use
» new capability, to procure initial, additional, or
replacemsnt equipment lor operational forces or to pro-
vide for major modifications of an existing capability.
They include Procursment appropriation costs and all
Military Const-uction appropriation costs excect those
associate8 with RaD. They exclude RDTEE, Miliitary Par-
sonnel, and O&M appropriation costs.
{3) 2§=§%§£2§$. Thosa program costs necessary to uparate
and saintair capability. These costs include Military
_ Personnel and O&M appropriation costs, including funds
Fo for obtaininy replentshment sparss from stock funds.
They exclude RDTLE and Military Construction appropriation
cogta.

PO —.

e e Atons

COST EFFECTIVENZSS ANALYSIS: The quantitative examiration
; of altsrnative prospective systeams for the purpose of
i identifying a preferred c)-tan and its associated equip-
¢ sent, orgenisatiane, etc. IlLe examination aims at
S tiading answers to 2 question and not at justifying a
; conclusion. The analytical process includea .rade-offs
raong alternatives, desi¢n of sdditionzl al’ernatives,
and tha msasursnent of the effectiveress and cost of the _ -
siternativss. _ %
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COST ESTIMATE: Ths estimated cost of a component or iggregation
of components. The znalysis and determiration of cost of
intexrelated activities and equipment is-cost analysia.

COST ESTIMATING RELATION (CER): A numerical expression of the
link betw2en a physical characteristic, resonrce or activity
and & particular cost associated with ity e.g., cost of
aircruft maintenance per flying houx.

QOST INFORMATION REPORTING (CIR): A uniform system for cel-~
lecting and processing cost and rilated data on major items
of military aquipment. Its purvose is to amssist both industry
and government in planning and managing weapon systens
development and production activities.

COST MODELs An ordered arrangement of data and squations that
permits translation of physinal resources into costs.

COST SENSITIVITY: The degree to which costs (e.g., total systems
costs) change in response to .aryinc assumptions regarding
future weapon systc: characteristics, operationzl concepts,
logistic concepts, and force mix.

CRITERION: Test of preferredness needed to tell how to choose
ore alternative in preference to anothei. For each alter
native, it comparez the extent to which the objectives
are attained with thu costez or resourscee used.

CYBERNETICS: The fiela of technology involved ixn the comparative
study cf the control and intracommunication of information
handling machines and nervous systems of animals and man
in order to urderstand and improve communication.

DECx: A collection of punched cards, commonly a complete set
of cards which have been punched fcr a def.nite service
ox purpose.

DEPRICIATION: MNeclin» in the value of capital asesets over time
as a result of business operation and/or technological
innovution. The Inteznal Ravenue Service defines depre-
ciation as the gradusa' exhzustion of proparty employed
in the trade o. business of a taxpayer--suech exhaustion
corpyrising wear rnd tear, de~ay or decline from natural
causes, and various forms cof obsolescence. Accelerated
depreciation is any formula for deprecistion permitted
by the IRy thet provides for a more ranid write-off of
reproducible ¢ssets than would be possible by using rates
reflecting true economic depreciatisn. Accelerated depre-
ciation provides economic incentives for investment in
plant and equipment.
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DESIGN ADEQUACY: FProbzbility that the system will suctess-
fully accomplich its mission, given that the system i
operating within design aspecifications,

.

DETERMINISTIC MODEL: A model that permits no unceirtainty in
i the magnitudes of either inputs or outputs. An example
= from gunnery is:

§ ws= RM  yhere
: 1000

% is the lateral disteance at range R; R is thé rangs, and
f M is the angular meas=re in mils of the arc subiended by

i W at range R. For any set of given values for R and M

f there is one and only one value for W. Many deterministic
1 models use an average as a constant value input.

DIGITAL COMPUTER: An electronic device that performs mathe-

matical operaticne on numbers which are expressed as digits
in some sort of numerical systenm,

- DIMINISHING RETURNS: An increase in some inputs relative to
other fixed inputs will cause total outpnt .o increase;

but after a point the extra oviput resulting from the same

: additions of extra inputs ic likely to become less and less.
This falling off of extra returns is a consequence of the
fact that the new "doses" of the varying resour~es have
less and lesa of the fixed resources to work with.

DISBURSEMENTS: The amount of expenditure checks issued and cash
paynents made, net of refunds received.

DOCUMENTATIONHs TW® group of techniques necegsary for tue
orderly pr¥sentation, organization and communication of
recordel spscialized knowledge, in order to maintain a
complete record of rearsone for changes in variables,
Documentation is necessary not so much tc give maximum

utility as tc give an vngquestionable historical refarence
S record.

DOWN TIME: Total time during which the system iz not in accept-

; ahle operuting cordition. Down time can in turn be asub-

. divided into a number of categories such as active repair
time, logistic time, and administrative time.

DYNAMIC PRCOARAMMING: In a multistage decision procesa, a sys~
tematic method for searching out that sequence of decisions
(policy} which maximizes or minimizegs some piredefined
objective functiocn., The method is based on Bellman's
Principl€é of {ptimality which states that: “An optimal
policy has the prcperty that whatever the-initial state
and initial decision are, the remaining decisions must
constitute an optimal policy with regard tc the state
resulting from the first deciszion.”

A-9
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ECONOMETRICS: The branch of economics that-ases mathematics
and statistics to build and analyze sconomic models, to
explain economic phenomena, and to estimate values for
economic variables. The statistical -methods used are
especially designed to deal with tima+series dsta.

ECONOMIC GROWTH: The sustained increase in the total and per
capita output of a country as measured by ites gross naticnal
product (in constant prices) or-other cutput statistics.

ECONOMIC LOT SIZE: The cout-minimizing-size-of-order to buy
or batch to make.

ECONOMIES OF SCALE: Efficiencies, "mually expressed as rsduction
in cost per unit of output, that result-from increasing
the size of the productive unit.

ECONOMY: Uging the least amount of rescurces to attain a given
cutput or fixed objective.

EFFECTIVENESS: The degree or amount of capability to accomplish
some objecti.s(s). Various criteria (e.g., targets de-
stroyed, tonnage moved, etc.) migat-be used to provide
a measure of this amounc of capability.

EFFICIENCY: Attaining the yreatest possible output from a given
amount of resources.

EMPIRICAL PROBALBILITY: The observed relative frequency; &.g.,
if d is a random sample of eize n drawn from a stable
universe possessing a yiver trait, the empirical probability
that an element drown randomly from that universe is
estimated to be d/n.

ESSENTIAL ELEMENT OF ANALYSIS: A question rpecifically designed
to obtain data that wiil provide an anuwer in a particular
problem area, or information required te conduct an eval-
uation in a particular functional area.

EXPECTED VALUE: The probability of an event-occuring multiplied
by the payoff associated wich its occurrence.

EXTERNAL ECONOMIES: Those benefits accruing from a grouping of
induatrial activities or from public facilities. One
textile plant benefits from the existence of several textile
plants in a vicinity.

EXTRAPOLATE: Estimate by trend projection the unknown values
that lie beyond the range of known values in a series.

A-10
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ZAILURE RATE: Tha number of items replaced per unit time due
to failure of that item.

FEASIBILITY STUDY: (1) A study of the applicability or desir-
ability of any panagement or procedural system from the
standpoint of advantages versus disadvantages in any given
case; (2) alwso a study to determine the time at which it
would be precticable or desirable tc install such a system
when determined to be acdvantagsouss (3) a study to deter-
mine whether a plan is capable of being accomplisted suc-
cessfully.

FIELD EXPERIMINT : A mode cf research involving the response of
perscnnel in a field gituation or environment to a test
situation. A field sxperiment ia conducted undor stat-
istically contrclled conditions to discovsr the capabilities
and limitations of some military plan, organization, or
macerisl.

FIXED COSTS8: Those elements of cost that do not vary with
volume of production.

PIYED PCINT ARITHMETIC: (1) A method of calculation in which
operations take place in an invariant -manner, and in which
the computer does not consider the location of the decimal
point. (2) A type of arithmetic in whicii the operands
and results of all arithmati~ operations must be properly
ecaled 80 &8 to have a maynitude between certain fixed
values,

FLOATING POINT ARITHMETIC: A method of calculation which
automatioally accounts for the location of the decimal
point. This is accomplished by haniling the number as a
signad mantissa times the radi> raised to an intsgral
exponant; e.¢g., the decimal numbsr +868.3 might be written as

+0.88300000 x 102.

FLOW CHARTs A graphic representation of the major steps
of work in a process. The illustrative symbols may represent
docvments, machines, or actions taken during th. pro-ess.
The area of concentration is on where or who does what
rather than cn how it is to be done.

PORCE STRUCTURE ANALYSIS: The analysis of proposed forces to
obtain & picture of resource implications for planning.

FORCE STRUCTURE COSTING: The deterndination of “he reaource

implications (manpower, materiel, support, training, etc.)
in dollar terms of a given force structury or change to i:.

A-11
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FORCASTING: Attempting to define possible courses cf future ,
events. May include astimating probabilities associated {
with each course of evants. :

PORTRAN: A p:oqra-ninz language designad for problems which
can be expres~ed in algebraic notation, allowing for
expouentiation and up to three subscripts. The FOKTRANW
compiler is a routine for a given machine which accepts a *
program written in FORTRAN source language and produces ;
a machine languags routine ocbject program. PORTRAN IIX :
added considerably to the powar of the origdinal language .
by giving it the ability to define and use almost unlimited !
hierarchies of subroutines, all sharing a common storage 1
region if desired. Later improvements have added the ability
to use Joolean expressions, and some capabilities for :
inserting symbolic machine language sequences within a « _
fource program. | ]

FREE TIME: Time during wvhich operational use of the system is
not required. This may or may not be down time, depenrding
on whether the system is in operable cond.tior.

FREQUENCY DISTRIBUTION: An arrangement of statistical data that
divides a series of items into classes aind indicates the
number of items falling intc each class. An examplc is
the incoms distribution in which the number of persor~
fallirg within each income class is stated.

FULL EMPLOYMENT: According to the President's Council of
Economic Advisers, the full enployment level is reached
when no more than four percent of the civilian lsbor furce

ig unemployed.

GAMING: A mathod of «xamining poi.cies and strategies under ‘
the conditions of &« particuler scenarto, allowing facto:ss
(human and chance) to vary in the scenario.

GANTT CHART: A chart of activity plotted against time usuzll
used to schedule or reserve resources for specific activities. g

GRO3S NATIONAL PRODUCT (GNP): Total value &t market prices ct
all goods and se:vices produced by the nation's econ
during & period of one calendar year. As calculataed
quarterly by the Department of “ommercm, -.i0ss nationsl
product is the b:dadest available measure of the rate of
econnomic activity.

GROSS PRIVATE DOMESTI(C INVESTMEAT: Oae of the major components
of GNP, gross private domestic investment includes annual
outlays for producers' durable gouds (machinery and equipwent},
private new construction of both resilentisl &«nd non-resid-
ential buildings (including those acquired by owner/occupants),
and tiz net changs of business investmen.: in inventories.

A-12
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HEURISTIC: Pertaining to systematic trial and error methods
of obtainiag rolutions to prciolems.

HISTOGRAM: A graphical representation of a frequency distribution
by means of rectangles whose widths represent the class
intervals and whore heights represent the corresponding
frequencies.

HOLLZRITH: A widely used system of enccding alphanumeric
inrormation onto cards, hence "Hollerith" cards is
synonymous with punch cards.

HOMOSTASI8: The dynamic condition of a system wherein the input
and output are balanced precisely, thus presenting an
appearance of no chanye. hence a steady state.

HUNAN FACTORS PNALYSIS: 1Individual, behavicral, cultural, or

social systems and their relation “o organizations, pro-
cedures, and material.

EUMAN FACTCRS ENGINEERING: The development and application of
scientific msthods and knowledge about human capabilities
and limitations tc the selection, Gesign, and control of

operations, environment, and material, and to the s._lection
and training of perscnnal.

HYSTERESIS: The lagging in the response of a unit of = system
behind an increase or a decrease in the strangth of a signal.
It is a phenomonon demonstrated by materials which make
their bshavior a function of the history of the environment
to which they have been subjected.

IMPLIED AND INDUCED OUTPUT: Implied output is that which can
be estimated directly from the nature of the project in-
cluding all activities without which tha project couid not
fancton. Induced output covers the interindustry, or
intarmediate, regquirements of those activities that supply
the project and those which purchase or use its output;
usually measured by using an Iinput-outpit table.

INCOMMENSURABILITY: The inability of two qualities or values
to be measured by a meaningful relevant common index.

INCREMENTAL COST: The added costs of a change in the l2v.l or
nature of activity. They can refer to any kind of change:
adding a new product, changing d-gtribution chammels, adding
new machinery. Although they are sometimes interpreted
to bs the sime as marginal cost, the latter has a much

more limited meaning, referring to cost of an added unit
of output,

2-13
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INDIVIDUAL SYSTEM COSTING: The determination of the total -
resource implications of a systam {organization) with- (
out consideration of the interaction of the systum
(oryan‘zation) as part of a force structure.

INDEX NUMBER: A magnitude expressed as a percentage of the
corresponding magnitude in some "base” period. The
base is usually designated as equal to 100. .

INDIFFERENCE MAP: A two-dimensional graph denoting an indi-
vidual's preference system with respect to two economic
quantities. The body of the graph consists orf a family i
of ncnintersecting lines convex to the origin. BEach |
line of che family represents an equally desirable mix-
ture of the quancities in question.

INDUSTRIAL DYNAMICS: A philosophy relating to similation oi a systam
Sonceived as a network of flows and feedback loops intercomnectirg
a mmber of inventories or levels and remoonding to changes in its
environmment.

INFLATION: A rise in the general level of prices.
(Pure inflation is defined as a rise in the general
level of prices unaccompanied by a rise in output.)

INFORMATION SYSTEM: A combination of personnel, efforts,
forms, formats, instructioas, procedures, data,
communication facilit.es and equipment that provides
an organized and interconnected means--automated,
manual, or a combination of these--for recording,
collenting, processing, transmitting and displaying
information in support of specific functions.

INFRASTRUCTURE (SOCIAL OVERHEAD CAPITAL': The foundation
underlying a nation's, region's, or community's
economy (transportation anil communications systems, :
power facilities, schools, hospitals, etc.).

INPUT-OUTPUT ANALYSIS: A quantitative study of the inter-
dependence of a aroup of activitiesbased on the reia-
tionship between in'ats and outputs of cvhe activities.
The basic tool of analysis is a square input-output
table, interaction model, for a given period that
shows simultaneously for each activity the value of
inputs and outputs, as well as the value ot trans-
actions within each activity itself. It has Leen
applied tc the economy and the "industrins®™ 1into
which the econcmy can be divided.

INRTRUCTION: A set of character; which defines zn operation
rogether with one or more addresses, or no address,
and which, as a urit, causes the computer to perform
the operation on the indicated gquantities.

A-14
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INTERACTION: The difference between a whole and -the simple
sua of its parts.

INTERCEPT: Intarssction of a line and un axis.

INTERPOLAYE: Escimate the intermsdiate value in a sexies
of mi—bers by using a formula that relates the unknown
valus to the pattarn of known 7aless in the ssries.

INTRINSIC PROBABILITY: The probability that the systea is
opesating sarisfactorily at any pein® in time when used
under the stated condicions, whare the time ~onsidered
is operating time and active repair time.

INVESTIENT COST: The cost beyond the Research and Develcp-
ment phase to introduce a new capability into operational
wee.

I8OCONTOURS: Graphical representstion showing &1l combinations
of inputs that produce squal outputs.

ITERALIVE: Describing a procedurs or process which repsatedly
exscutss 2 serxies of operations until some condition is
satisfied. An iterative jprocedure can be implemented
by a loop in a routine Each iterution or cycle used
data from the preceding cycle and supplies data to the
following.

ISOMORPHIC: Similar in pattern.

JOINT COSTS: Ccsts that are shared by several departments
or activities, such as an airbase serving fichtor squa-
drons and transport pianes; or a dam providing power,
izriyation, £100d4 control, and recreation,

JOINT PROBABILITY: The probability that both event A and
evert B will occur. If X and B are independent, it is
the product of thaeir separate probabilities.

KNOWN UNIVER3E: An idealized abstraction from the real world,
in which the probabilities of every element in the pop-
ulation are known.

LANGUAGR: A system fOox representing and commwunicating infor-
mation which ia intelligible to a specific machine.
Such a language may include instructione which define
and dirxsci machine operations, and information to be
rec:orded by or acted upon by these machine operations.

LATIN SQUARES: Experimsntal designs to avoid compounding
the effects of inpucs while 1educing the number of
observations (and the coet) requiicd to achieve a
sa*isfactory confidence level,

A-15
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LEARNING CURVE: The cost-guanticy rsiationships for estimating ST
costs of egquipment. Generilly used to predict or de- ( j
scribe the decrease in “ha cost cf 2 unit as the numbar =
of wnita produced increases.

LEAST-SQUARES META0D: A method of fitting a calculated trend
to statistical data, sO called becausé the sum of the
squared deviations of tha calculatad from the cbsexved .
variables is a minisum. “Least agquares® also refers to
the oritarion that, when followed, yields this reazult.

LIABILITIZS: The amcunts owed for goods and services reaczived,;
other assets scquired, and parformance accepted. This
includes amounts cdmintistratively approved-for paymsnta
of grante, ponsions, awards, and other indsotedness uct
involving the furnishing of goods and ssrvices.

LINEAR PRCGRAMMING: A mathematical method used to detsmine
the most effective allocation of timited zesources be-~
twvesn competing demands. Mathemstical requirements f.or
applicability of lirear programming are: (1) both re-
sources and activities that use thes are non-negative
quantities; and (2) both ths objective (e.g., profit or
cost) and the restrictions on jts attainmsnt are expres-
sible as a systeam of lincar equalities or inequalities
(y = a+bx). Linear programming has been employed in
areas such as the determination of the best nroduct
mix and che selection of least-cost transgortation routes.

¢ omatrs o s s i = tervn 4

LOGARITHM: The logarithm of a number is the exponent or

power to vhich the logarithaic base zust be raised to
equal that number.

LOGARITHMIC SCALE. When the vertical axis of a chart is
laid off in terms of the logarithms of natural numbers
the arrangemsent is known as a semilog chart and the ver-
tical scale is called a log scale. A curve plotted on
such a chart represents not the numbers in the series
but the logarithms of these nuabers. Changes in the
slope of such a curve show changes in the percentage
increase or decrease of thes original series. As long
as there is no change in direction, equal distances on
the vertical scale correspond to ths same percentayge
change in the origiral series.

LOGISTIC TIME: That portion of down time-during which repair
is delayed solely because of the necessity of mailing
for a rsplacement part or other subdivistion of the systea.

LOOP: A sslf-~ontajined sesies of instructiona in which the

last instiuction can modify and repeat itsalf until a
terminal condition is reached.

A- 16
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NACHINE LANGUAGE: A system for expressing information which
is intelligible to a specific machine. Such a language
may include instructions which define and direct machine
operations, and information to be recorded by or acted
upon by these machine operations.

NAINTAINABIIITY: Probability that, when maintenance
actien is initiated under statsed conditions, a failed
system wvill be restored to operable condition within
a specified total down time.

MARGINAL COST; REVENUE: Costs incurrid or expectad to
be incurred in the production of an additional unis
of output, Marginal revenus is revenue received
or expe-~ted to be received from the sale of an ad-
ditional unit of output. TcC naximize its profits,
a firm has to extend production to tha point where
marginal revenus equals marginal cort.

MARGINAL CUTPUT OR PRODUCT: The output t> be derived
from the use of an additional unit of a productive
resource {(lan”, labor, ~apital, oz materials).

MARGINAL UTIIITY: S8Sat:cfaction derived from the last
or additicnal exporditure. Additional increments
of expenditure for a given pruduct tend to result
in declining additiorns cf utility. If ntility is
to be naximized, the satisfaction derived from the
last dollar spent on each product ur service should
be the same.

MASTER PLAMRING BUDGEYT: The estimated cash receipts and
disbursements class’fied as to causes (contra accounts)
and spread over the future pericds in which they are
predicted to occur. For comparability with other
plans, each estimated cash flow is converted into
an expected value, adjusted for risk and diminishing
utility, and diegcounted toc its present value,

HATHEMATICAYL MODEL: The ga2neral characterization of s
process, object, or concept, in terms of mathematical
symbols, which enables the rilatively simple manip-
ulation of variables %L be accom, lisiied ir order to
deterxine how the process, object, or concept would
bshave in aifferent situations.

MATRIX: A rectangular array of terms catled 2lamants.
‘It is used to facilitate the study of problems in
which the relation between these elements is funda-
mental. A matrix ‘< usually capable of heing subject
to a4 mathematical operaiticn by means cf an operator
or another matrix according to prescribed rules.
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MEAN: The most common measure of central tendency ejval to
the sum of the observed quantities divided by the number
of observed quantities divided by the number of observations.

MEDIAN: Halfway point between the two end points of an array.

MISSION: The specific task or responsibility that a person
or & body of persons is assigned to do or fulfill.

MISSION RELIABILITY: Probability that under stated conditions,
the system will operate in the mode for which .* was 4
designed for the duration Of a mission, given that it
was operating in this at the beginning of the mission.

MODE: A ~omputer system of data representetion. The valve
in a set of values that cccurs with the greatect frequency.

MODEL: A simplified representation of an operation, containing
only those aspects of primary jmportance to the problam
unéaer study. The means of representation may vary froa
a set of mathematical equations or a computer program
to a pursly verbal description of the situatio.. In
costs/effectiveness an.lysis (cr any analysis of choice),
the role of the modei is to predict the costs that each
alternative would incur and the extent wo which each would
atta’n the objective.

MONTE CARLO METHOUD: Any procedure that invelver statistical
sampling techniques from a distribution of possible out-
comes for chtaining 2 probabilistic aprroximation to the
solution of a mathematical or physical problem. Mont:
Carlo Mcthods are often used when a great nurder of
variables are present, with inter-relationships so extrersly
cecmplex as to forestall straightforward analytical
handling. This method generaily involves the use of
simulated data acquired by putting random numbers thiough
transformations such that the data imitates significaat
aspects of a situation.

MONOTOMICITY: Tn the mathematical sense, monotonicity refers
to the conitancy cf a type of change. For example, if
a curve is riging {falling) throughout the range of

interes: we say it s a monotonically increasing (decreasing)
curve

MOVING AVERAGE: A series cf averages freguently used to
reduce ilregularities in o time series by selectiny
a set pumber of successive items in the series,
computing the average. then dropping the first item
and adding the next succeeding cne, etc. The procezs
is intended to average out rando® move...ls and,
thereoy, revecal underlying trends.
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MUTuaLLY EXCLUSIVE: Describing any eveut the occurren:e of
wiich precludes the occurrence of all other svents
undar consideration.

MATIONAL INCOME: The money msasure of the Jdverall annual
flow of goods and services in a community squal to the
sum of compendation of employees, profits of corporate
and unincorporated enterprises, net interest, and
rertel income of persons. Is alsd equal essentially
to GNP minus (1) allowance for depreciation and other
cipital consamption, and (2) indirect business tax
and non-tcx liability to goernment.

WUMERICAL ANALYS)S: The astudy of methods of obtaining
aseful quantitative solutions to mathenatical problems,
regardless of whether an analytic soliatisn exists
¢” not, and the gtudy of the errorxs and bounds or.
errors in obtainisg such solutions.

OBJECTIVE: The purpose to be achieved or the pcsition to
be obtained. Objectives vary with the level of
suboptimization of ~he study.

OPMJRCTIVE FUNCTION: A mathematical statenent of goals,
usually profit maxirization.

OPERAND: A quanity entering or arising in an instruction.
An operand mey be aa irgument, a result, a parameter,
or an indication of the location of the next

inetruction, as opposed to the cpu-aticn code or symbol
itself.

OPERATING COST: The recurring cost required tc operite
and maintain an cperaticnal carability.

OPERATING TIME: Tine during which the system i3 operatiug
in a acnner accep.able *o the cperator, although
unrsatislactory operation is scmetimes the result of
judgeert of cthe mainlenance man.

OPERATIONMAL READINESS: The probability that, at any point
in tima, the sytem is sither operacring satisfactorily
or ready to be placed in operation on demand when usad
under stated conditions, including stated allowadle
warning tise.

OPERATIONS RESEARCH: The use of aralytic methods adop.ed
from mathasatics for sclving operational problews.

Tre objective is to provide management with a mure logical

Panis for making socund predictions ard decisions.
Amnng the comson scieitific technigues used in
operatiuns res2arch are mathematical programming,
stavistical theway, infcor.ation theorv, game thecry,
monte carlo methods, anc uewing theory.
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OPERATOR: A mathematical symbol which represents a
mathematical process to be performed on an asscciated
operand.

OPPORTUNITY COST: The cost of foregone cpportunities; the
gacrificed amount of moneyv, egquipment, or unite of
production t}at could have beaen realized by a separate
course of action f(alternative) with the same time and
effort expended. ’

OPTIMIZATION: The attainment of the best posaible rasult,
i.e., the maximizatica (miniwmization) of some desirable
(undesizable) critericr measure, subject to the
constrainte imposed on the choice of solutions.

ORDINATE: The vertical distance on a grapi: i.e., the
distance from tha horizontal axis.

PARAMETER: & -<onstart or a variable in mathematics which
remains co.ostant during some calculation, It ic generally
a definable characteristic of an item, device, or system,

PARAMETRIT ANALYSIS: Parametric analysis assumes a range
of values for each parameter which will bracket the
axpected values of that parameter, and a solution tc
the problem is obtained for e2~h set of assumed parumetar
values.,

PAYOFF: The-gain to be derived if a part:cular conrse of
events develops.

PERIPHERAL EQUIPBI"™“HT: The auxiliary machines which may be
nlaced undes. ti control of the central computer. Examples
of this are card readers, carxd punches, magnetic tape
feeas, and high-speed printers.

PERMUTATIONS: The number of possible sequences of n items
taken ¢ at a time,
n ' B . n: Mt
P(py = nl 2(,) ° TRZETI™= C()c!
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PLIRNING: The selectiorn of -ourses of ectiomr through a
systenatic consideration of alternatives in order to
attain organizational objectives.

PLOTTER: A visual display or board controlled by a
copputer in which a dependeat variable is graphed by
an automatically contzolled pen or pencil as a function
of one or more variables.

PRESENT VALUZ: The estimated present worth of a siream of
future benefits or costs arrived at by discounting the
futura values, using an appropriate interest rate.

PROBABILISTIC MOLzZL: A model that makes allowances for
randomness in one or more of the factors that determine
the outputs of the model. For example, an inventory
model that optimizes an inventorv policy to avoid inventory
shortages is probabilistic if it takes explicit zecount
of uncertainty over time, in the distribution of demands
on the inventory. On the other hand, the model
would be daterministic if it assumed that the rate of
demand against the inventory iz always the same (usually
the estimated average demand). In this example, a
deterministic model would mest probably give answers
that would lead to bad inventory policies. However,
there are times when the use of & deterministic model
in a probabilisite eituatiin doces no harm.

PROBABILITY: A number between 0 and 1 that, when assigned
to an event or occurence, expresses the likelihood tha:
the event will occur.

PROBABILIYY DISTRIBUTION: Tables showing relative
frequenciea of each subset into which the total population
is divided; a table showing the probability ur occurrence
of sach possible value.

FROOUCER'S RISK: The provability of rejecting an item which
is, in fact, satisfactory.

PROGRAM: (1) A plan or scheme of action designed for the
accorplishment of a definite objective that is specific
as to the time-phasing of the work tc be done and the
means proposed for its accomplishment, particularly in
guantitative terms, with respect to manpower, material,
and facilities requirements; thus a program provides a
basis for budgeting; (2) a segment or element of a
complete plan; (3) a budget account classification.
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PROGRAMMING: The process of translating p)anned-mtiitary force
requirements into specific tiwe-phasad, schedulsd actions,
and of identvifying in relatively prc:ise terms the

resources required. It is the bridge between planning
and budgeting.

QUANTIFY: To qualify with respect to quantity. In analysis,

to translate observed physical relationaships into analogous
mathematical relaticnships.

QUEUING THECRY: A theory that deals with the analysis of costs
and effectiveness when i‘ems appear with some randomneaz
for processing at a facility with a capacity for processing
simultaneously fewer items that may be waiting at a
given time. The costs are costs of waitirg and of providing
the capacity to reduce the amount of waiting. Examplas
of queving problems are: (1) determination of a number

of checkout counters at a supermarket that minimizes
E the sum of ~osta of customaxr dissatisfaction if they must
E wait in line and costs of providing additional che~kers;

({2) determination of the capa~ity of communications
capacity and of delays in the processing of megsages.

RANDOM ACCESS: Pertaining to the process of obtaining
information from or placing information ianto computer
storage where the time required for such access is
independent of the location of the information most
recently obtained or plaeed in storage.

RANDOM NUMBERS: A seqguernce of digits in which each digit has
an equal probability of occurring in eaeh position,

wholly independent of which digits appear elsewhere in
the segquence.

RANDOM NUMBER GENERATOR: A special computer routine designed
to produce a random numher or series of random numbers
according to specified limitations.

§ RANDOM SAMPLE: A sample selected, from a pepulation to he
: tested, in such a manner that every eilemernt in the popu-
lation has an equal chance of being chosen for the sample.

RANDOM VARIABLE: A function defined on a sample space,
It is callad discrete if it assumes »nly a finite
or denumerable number of vadues amd coni.inuous if it
assumes a continuum of values.

R CHARTS: Charts of the range of small samples, useful. in

moritoring change in dispersion in the prcduct
of a systen.

A-22
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REAL TIME OPERATION: The use of the computer as 2 element
of a processing system in which the times of occurrence
of data transmission ara controlled by other pcrtions
of the system, or by physical events outside the system,
and cannot be modified for convenience in computer
programming.

REDUNDANCY: The exis.ence of more than one means for
accomplishing a given task, where all means must fail
before there is an overall failure of the system.

RELATIVE FREQUENCY: The ratio of the number of ohservations
(elements) in a class (subset) tc the total nuwberz
of observations constituting a population (universsz oxr
set).

RELIABILITY: The prcbability that the system will perform
satisfactorily for at least a given period of time
when used under stated conditions.

REORDER LEVEL: The inventory balance at which a replacement
order is placed.

REPAIRABILITY: The probability that a failed system will be
testored to operable condition within a specified
active repair time,

REPROGRAMMING: The reapplicatior of funds between budget
activities or line items within a single appropriation
account.

REQUIREMENT: The need or demand for personnel, equipment,
facilities, other resources or services, expressed in
specific quantities for specific time periods.

RESEARCH AND DEVELOPMFNT (R&D): Basic and applied research
in the sciences and engineering, and the desi<n and
development of prototypes and proncesses. Excludas
routine product testing, market research, sales promotion,
sales service, and other non-tecinological activites or
technical services.

Basic research includes or_ginal investigations fcr
the advancement of scientific knowledge that do not have
specific practical objectives.

Applied research is the practical application of knowledge,
material and/or techniques toward a solution to an
existent or anticipated military or technological
requiremerit.
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Developmert includes teci.alccl act‘vities of a nonroutine
nature concerned with translating research findings or
othes scientific knowledge into prciucts or processes.
Development does not include routine technical services
or other activities exciuded from the above definition

of resz2arch and development.

RESEAKCH AND DEVELOPMEN. '%&D) COSTS: The cost of
developing a new capability to the psint where it is
ready for procurement for operational units.

RESOURCE IMPACT: The cost of adopting a course of action stated
in measurable terms. Reasource impacts cannot aiways be
reduced to dollar terms.

REVOLVING FURD: A fund eataklished to finance a cycle of
cperations to which reimbursements and collections are
returned for reuse in a manner such as to maintain tae
principle of the fund; e.g., working-capital fund,
stock fund.

RISK: As used in cost-effectiveness analysis and operations
research, a situation is characterized as risk if it is
possible to describe all possible outcomes and to
assign meaningful cbjective numerical probability weights
to each one. For example, an action might lead to this
risky outcome: a reward of $10 if a "fair” coin comes
up heads, and a loss of $5 if it comes up tails.

Another example, 50% of all missilez f:red can bea expected
to land within one CEP of the target.

ROUTINE: A set of coded instructions arranged in proper sequence
to direct the computer to perform a desired operation
or sequence of operations.

SAMPLE SPACE: The range of reasible solutions.

SAMPLING: The process of determining characteristics of a
population by collecting and analyzing data from a
representative segment of tle population.

SAMPLING ERROR: That part of the variatior in the data
resulting from an experiment that is not explained by
the variation in the factors controlled during
the experimentation.

SCENARIO: A word picture of 3 fixed sequence of evenus in a
defined environment,
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SENSITIVITY ANALYSIS: Repetition of an analysis with different
quantitative values for cost or operational assumptions
or estimates such as hit-kill probabilities, activity
rates, or ReD costs, in order to determine their effects
for the pur, oses of compariscn with the resulte= of the
bagic analys... I{ & smali change in an assumption
results in a proportionately or greater change in the
the results, then the results are said to be sensitive
to that assumption or parameter.

SETS: A collection of items (elements) chosen as pertinent.

SHADOW PRICE: The shadow price of a factor is a measure of its
opportunity cost or its marginal product. For esxample,
when unemployment is widespread, the opportunity ccst
of lsbor may be near zero, so that the shadow price of
labor may be well below the prevailing wages of
those workers who are actually employed.

SIMULATION: The representation of physical systems and
phenomena by computers, models, or other equipment.
The model or computer representation is manipulated to
imitate significant aspect( of a situation.

SPURIOUS CORRELATION: Accidental correlation having no
causative basis and withcut expectation of continuance.

STANDARD DEVIATION: A measure of the dispersion of observed

data. Mathematically, it is the positive aquare root
of the variance.

STANDARD ERROR: The standard deviation of a group of measures
¢f the same characteristics (often termed a “"statistic"
or a "parameter”), each obtained from a distinct sample
drawn from a larger "universe" or "population®.

STATISTICAL BIAS: If some samples or obseirvation dai.. are
more likely to be chcsen than others, or if subjective
methods are used in selecting sample data, the results
are considered biased.

STATISTICAL DECISTON THEORY: Theory dealing with logical
analysis of choice among courses of action when (1) the
consequence of any course of action will depend upon the
"state of the world", (2) the true state is as yet unknown,
but (3) 1t is possible at a cost to obtain additional
information about the state.
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STOCHASTIC PROCESS: The statistical concept underlying the
prediction of the conditicn of an element of a

larger group when the probable average condition

of the larger group is known. For example, assume that

an armored division, vnder certain circumstances, has

on the average a certain number of tanks deadlined for

unscheduled maintenance. The probability that

any given tank under the sams circumstances will bs dead-

lined for unscheduled maintenance on a specific day is

described by a stochastic process.

STOCKOUT COS81: The cost due to disrupted schedules or to

inability to satisfy customers because items
ordinarily stocked are no. available.

STORAGE TIME: The time during which the system is

presumed tuv be inoperable condition, but iz being held
for emergency: e.g., as a spare.

SUBOPTIMIZATION: Optimization refers to a selection of a set
of actions that maximize the achievement of some objective
subject to all of the real constraints that exist.

For example, one may optimize a choice cof weapons for
achieving certain objectives of a decision but within
the given constraint of a certain maximum cost of a
division. But one snboptimizes on achievement cf the
division objective if he is given discretion only over
the amount and kind of armor and is given a maximum
amount of money to spend on armor. The objective he
maximizes directly may be only the mission of armor in
the division's objective. Such a suboptimization will
yield something inferior to an cptimizad expenditure
on different kinde of armor if the total budget for
armor given to the suboptimizer is really not optimal,
or if thece are interdependencies between dec.sions on
armor and decisions on other things that are outside the
discretion of the pereon suboptimizing on armor.

SUBROUTINE: The set of instructions necessary to direct

the computer to carry out a well defined mathemstical
or logical operation.

SUBSET: A collection wholly contained within a larger collaction;
a group of elements constitutirg part of a universe.

SYMBOLIC LOGIC: The study of formal logic and mathematics
vy means of a special written language which sseks to
avcid the ambiguity and inadequacy of ordinary language.

SYSTEM: Weapon system s composed of equirment, skills and
techniques, the composite of which fo:ms an instrument

of combat. The complete weapon system intludes a’l
related facilities, scuipment, materials, services, and
persornel regquired sclely for its operation, sc that the
instrument of combat becomes a self-suf“icient unit
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- of striking power in its intended operational environment.

( ) Supgpor: -ystem is a composite of equipment, skills, and

. E%cﬁﬁiqucn that, while not an instrument of combat, is
capeble of performing a clearly defined function in support
of a mission. A complete support system includes all
ralated facilities, equipment, materials, services, and
personnel r1equired for operation of the system, so that
it can be considered a self-sufficient unit in its intended
operational environment.

SYSTEMS AMALYSIS (SA): A formal inquiry intended to advise
a decision maker on the policy choices involved in a major
decisions. 1In DoD a systems analysis may be concerned
with such matters as weapon development, force posture
design, or the determination of strategic objectives.
To qualify as a systom analysis a stucdy must look at
ai. sntire problem as a whole. rhnaracteristically, it
will involve a systematic investigation of the decision-
maker's objectives ard of the relevant criceria;
a comparison--quantitative when possible--cf the costs,
effectiveness, and risks associated with the alternative
policies or strategies fir achieving each objective; and

an attempt to formulate additional alternatives if those
exanined are deficient.

SYSTEMS EFFECTIVENESS: The probability chat the system can
successfully meet an operational demand within a given
time when operated under specified conditions.

o SYSTEMS APPROACH: The art of examining the entire canbext within which
the item of interest will functicn.
TCHEBYCHEFF'S THEOREM: The proportion of the observations

falling between -kc and +ko is at least as large as
‘ 1-(1/k<) regardless of the distribution.

TIME -PHASED COSTS: A presentation of the cost results
. broken down by the time period in which the costs
: occur rather than a single total cost figure.

TCTAL OBLIGATION AUTHORITY{TOA): The cost allocated to a
; given system or organization. This cost when related
. to a spacific time period, for example a year, represants
N obligations that can be incurred .Juring that year and
' not necessarily expenditures. The tctal obligation authority
for a specafic year to furrish a house is “he cost of
what can be ordered during that year even if deliveries
and payments are made in later years.

TOTAL SYSTEM COST: The total R&D, I. _,tment, and Operating
Cost~ (for a specified numhber of years of ouperation)

requaired to develop, procure, and cperate the particular
weapon system,
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TRANSPORM: The derivation of a new body of data from a given

one according to specific procedures, often leaving sone
feature invariant.

-

TROOP TEST: A troop test is a *est conductad in the field,
using TOE units ov units orgenized under proposed TOE,
£0 evaluate current or proposad Joctrine and organizations.
Material 1s considered in the conduct of troop tests
only insofar as material affects the doctrine or
organization being evaluated.

TYPE I ERKOR: The belief that something true is false.
TYPE II ERROR: The belief that something false is true.

UNCERTAINTY: A situation is uncertain if there 13 no cbjective
basis for assigning numerical probability weiyhts to the
different possible outcomes or ther2 is no way to describe
the possible ocutcomes. For example, the probability

of a foreign nation continuing to furnish the U.S5. with
base xights is an uncertainty

UTILITY: A personal subjective value of a tangible c:
intangible commodity.

VALUE ADDED BY MANUFACTURE: That part cof value given prcducts
shipped actuaily creaced within a given industry. The
unadjusted series is calculated by subtracting the cost
of materials, supplies, containers, fuei, purchased electric
energy, and contract work from the value of shipments.

The adjusted series, wh:ch 1s more inclusive, is equal

to the unadjusted saries plus: (1) value added by
merchandising operations, and (2) the net change in
invent~r 23 (both finished goods and work~in-procress)
between the beginning and end of the year. (Value added

is almosc free statiagtically from the duplication of values

existing in the value of shipments and approximates the
net value of manufacturers).

VARIABLF CC3TS: Those costs that vary with the volume of output

as contrasted with fixed costs, which do not vary with
output.

VARIABLES: General numbers, auch as x or y which may take on

many values or which may have conditional fixed values
as in x* ¢+ 2x = 19,

VARIANCE: 2 me»sure of dispersion of a frequercy distrikbut.on
computed by summing the squares of the difference
betwaen each observation and the arithmetic mean of the

distribution and then dividing by the number of
observations.
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WAR GAME: A simulation, by whatever mesns, of a military
operation involving two or more opposing forces,
conducted ucing rules, data, and procedires

designated to depict an actual or assumed reasl 1ife
situation.
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PABLE C-2
TABLE OP %
Degress of ! Probabiiity
Presdon 0.50 0.9 2.05 2,02 .~ 7.1
1 1.000 | 6.3% | 12.71 | 31.82 | £3.66 |
2 0.81€ 2,92 4,30 65.96 G.92
3 0.7% | 2.3% 3.18 b 5k 5.84
4 0.7681 | 2.13 2.78 3.75 l k.60
5 9.721 | 2,02 2.57 3.36 4.03
6 0.718 1.9% 2,545 3.34 a7
7 o | 1.9 2.3% 3.00 3.50
8 ¢.706 1.b6 2.31 2.9¢ 3.36
9 0.703 | 1.83 2.2€ 2.82 3,25
10 0.700 | 1.81 2.5 2.16 3.17
1. 0.697 | 189 2.20 2.12 3.1
12 0.695 1,78 2.18 2,68 3.06
13 0.694 .17 . 7.6 .65 3.0
18 0.692 | 1.76 | 2.1 2.52 298
15 0.691 | 1.75 2.13 2.69 .95
16 0.690 1.7% 2,12 2.58 2.9z
17 0.683 | 1.7a 2,11 2.57 2.90
18 0.688 .73 I 2,1C 2.5% 2.88
19 0.588 | 1.73 | 2.09 | 2.5 | 2.86
20 0.687 | .72 2.09 2,53 | 2.8%
21 0.88 | 1,72 208 2,52 2.83
22 0.686 1.72 c.or 2.51 2.82
23 0.685 | 1.1 2.07 2.50 2.8:
2% 0.685 | 1.7 2,06 2 49 2.80
25 0.685 | 1.71 2,06 2,38 2.79
26 0.684 1.71 2,06 2,48 2.7
24 J.68% ' 1.70 2,05 2.487 2.
28 0.683 1,70 2.0% 2.487 2.75
29 0.68* | 1,79 2.0 | 2,58 2.7%
30 0.683 .72 2.04 2,46 2.75
35 0.6882 ;i 1.%9 2.8 | 2.3 2.72
w0 o.681 | 1.68 2,02 &2 2.71
¥ 0.880 1.63 2.02 2.31 { ?.69
50 0.67¢ 1.68 2.0 z.80 2.68
60 2.6TC 1.87 2.00 ; 2.39 2.56
10 | 0.678 | .67 2,00 | 2,38 1 2.55
5~ 0.617 | 1.6% 1.9 2,38 . 2.5
90 o.517 1.6 . ] 2.37 2.83
%0 j 0.67T 1 1.66 94 113 2.63
175 0.676 | 1.68 1.8 AN LT -
1% 2.616 | 1.06 1.98 2.3 ¢ 261
200 0.575 | 1,66 | 197 1 2.3 | 2.6
00 0.67% | 1.65 197 o2 L o2
WO 2.578 1.€8 } 1.97 2.3 1 w9
500 0.578 166 ¢ 1.98 2,33 | .99
1000 c.b7E | 1es i i.eb 2.37 1 2.8
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TABLE C-4
¥ Distribution: Upper 1 Percent Pointa
Degress of Freedom in Mumerator v
1 2 3 [ 5 6 7 8 9

-1} 8052.2 | 4999.5 | 5403.3 | 5624.6 | 5763.T | 5859.0 | 5928.3 | 5981.6 | 6022.5

2] 98.503 | 99.0C0 | 99.166 | 99.249 | 99.299 | 99.332 | 99.356 | 99.374 | 99.388

31 34.116 | 30.817 | 29.457 | 28.710 | 28.237 | 27.911 | 27.672 | 27.48% | 27.345

4| 21,198 | 18.000 | 16.684 | 15.977 { 15.522 | 15.207 | 14.976 | 14.799 | 14.659

5] 16.2%8 | 13.274 | 12.060 | 11.392 | 10.967 | 10.672 { 10.456 | 10.289 | 10.158

6{ 13.745 } 10.925 | 9.7795 | 9.1483 | 8.74%9 | 8.4661 | 8,2600 | 8.1016 | 7.976)

7| 12.246 ; ©.5466 | B.4513 | T7.8467 | T.4604 | T.1914 | 6.9928 | 6.8401 | 6.7188

81 11.259 | B8.6491 | 7.5910 | 7.0060 | 6.6318 | 6.3707 | 6.1776 | €.0289 | 5.5106

9| 10,561 | 8.0215 | 6.9919 | 6.4221 | 6.0569 | 5.8018 | 5.6129 | 5.4671 | 5.3511

10 | 10.04k | 7.5594 | 6.5523 | 5.9943 | 5.6363 | 5.3858 | 5.2001 | 5.0567 | 4.cu24

2V | 11 ] 9.6u60 1 7.2057 | 6.2157 | 5.6683 | 5.3160 | 5.0692 | 4.8861 | u4.7d45 | &.6315

§ | 72] 9.3%02 | 6.9266 | 5.9526 | 5.4119 | 5.0643 | 4.8206 | 4.6395 | 4.4994 | 4.3875

:..; 13| 9.0738 | 6.7010 | 5.739% |} 5.2053 | 4.8616 | 4.6204 | 4.4%10 | 4.3021 | 4.1011

-8' 14 | 8.8616 | 6.5149 | 5.5639  £.0354 | 4.6050 | 4.4558 | 4.2779 | 4.1399 | 4.0297

£ | 15 8.6831 | 6.3580 | 5.4170 | 4.8932 | 4.5556 | 4.3183 | 4.1415 | L.oou5 | 3.85u8

o & | 16| 6.5310 | 6.2262 | 5.2922 | 4.7726 | 4.4378 | 4.2016 | .0259 | 3.8896 | 3.7804
; & | 17| ©.3997 | 6.1221 | 5.1850 | 4.6690 | 4.3350 | &.1015 | 3.9267 | 3.7910 | 3.6822
g 1 8.2854 | 6.0129 | 5.0919 | 4.5790 | 4.2479 | 4.0146 | 3.B406 | 3.705% | 3.5971i

% 19 ] 8.1850 | 5.9259 | 5.0103 | 4.5003 | #.2708 | 3.9386 | 3.7653 | 3.6305 1 3.5225

! £ | 20| a.0960 | 5.8489 | h.932 | u.6%7 | 4.3027 | 3.8714 | 3.6987 | 3.5644 | 3.4567
’; w | 2 B.0166 | 5.780& | 4.87%0 | 4.3688 ] 4.0421 | 3.8117 | 3.6396 | 2.5056 | 3.3g61
;. o | 22| 7.9454 | 5.729C | 4.8166 | 4.3134 ; 3.9880 | 3.7583 | 3.5867 | 3.4530 | 3.3458
p | 23} 7.8812 | 5.6637 ) 47640 | 4.2635 | 3.9392 | 3.7102 | 3.5290 | 3.4057 | 3.2986
| % | 24| 7.8229 | 5.6136 | 4.7131 | k.21 ! 3.8951 } 3.6667 | 3.4959 | 3.3629 | 3.2560
: B | 25| 7.7698 | 5.5680 | 4.6755 | 4.iTTh | 3.8550 | 3.6272 | 3.4568 | 3.3239 | 3.2172
26 | 7.7213 | 5.5263 | 4.6366 | u4.1400 | 3.8183 | 3.5911 | 3.4210 | 3.2884 | 3.1818

27 | 7.676T | 5.4381 | 4.0000 | 4.1056 | 3.7848 | 3.5580 | 3.3882 | 3.2558 | 3.1i4g4

28 | 7.6356 | 5.4529 | 4.5681 | 4.0740 | 3.7539 | 3.5276 | 3.3581 | 3.2259 | 3.1195
i 29 1 7.5976 | 5.4205 | 4.5378 | L.ou49 | 3.7254 | 3.u4995 | 3.3302 | 3.1982 | 3.0920
30| 7.5625 | 5.3904 | 4.5097 | 4.0179 | 3.6990 ) 3.4735 | 3.3045 | 3.1726 | 3.0665

ho | 7.3181 | 5.1785 | 4.3126 | 3.8283 | 3.5138 | 3.2910 | 3.1238 | 2.993¢ | 2.8876

60| 7.07T71 | 4.977H | 4.1259 | 3.6491 | 3.3389 | 3.1187 | 2.9530 | 2.8233 | 2.7185
120 | 6.85:0 | 4.7365 | 3.9493 | 3.4796 | 2.1735 | 2.9559 | 2.7918 | 2.6629 | 2.5586
g - | 6.6349 | 4.6052 | 3.7816 | 3.3192 | 3.0173 | 2.8020 | 2.6393 | 2.5113 | 2.4073
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TABLE C-4 (continued) ~
F Distribution: Upper 1 Percent Points
Degrees of Preedam in Numerator v,

10 12 15 20 2k 30 Lo 60 120 -

6055.8 | 6106.3 | 6157.3 | 6208.7 | 6234.6 [ 6260.7 | 6286.8 | 6313.0 | 6339.4 | 6366.0
99.399 1 99.416 199.432 | 99.449 | 99.458 | 99,436 | 99.474 1 96.482 1 99.491 | 95.501
27.229 | 27,082 | 26.872 | 26.690 | 26,598 | 26.505 | 26.411 | 26.316 | 25,2231 | 26.125
148,556 | 1,374 | 14.108 | 14.020 | 13.929 | 13.838 | 13.745 | 13.652 | 13,588 | 13.463
10,051 | 9.8883 | 9.7222 | 9.5527 | 9.4665 | 9.3793 | $.2912 | 9.2020 | 9.1118 | 9.0204
7.8741 | 7.7183 17.5590 | 7.3958 | 7.3127 | 7.2285 | 7.1432 | 7.0568 | 6.9690 | 6.8801
<.6201 | 6.4691 ; 6.3143 | 6.1554 | 6.0T43 | 5.9921 | 5.9084 | 5,8326 | 5.7572 | 5.6495
5.8143 | 5.6668 | 5.5151 | 5.3591 | 5.2793 | 5.1981 | 5.1156 | 5.0316 | 4,9460 | 4.8588
5.2565 5.111&_ 4,9621 | 4,80801 4.,7290 | 4.6486 | 4,566T | 4,4831 | 4,.3978 | 4.3105
4.8492 1 B.7059 | 4.5582 | b.4os4 | 4.3269 | 4.2469 | 4.1€53 | 4.0819 | 3.9965 | 3.9050
4.5393 | £.397h | £.2509 | 4.0990 | 4.0209 | 3.9411 | 3.8596 | 3.7761 | 3.6004 | 3,6025
h,2961 { 4.1553 [ 4.0096 | 3.8584 | 3.7805 | 3.7008 | 3.6192 | 3.5355 | 3.4434 | 3.3608
4.1003 | 3.9503 | 3.8154 | 3.6646| 3.5868 | 3.5070 | 3.4253 | 3.3413 | 3.2548 | 3.1654
3.9394 1 3.8001 | 3.6557 | 3.5052 | 3.4274 | 3.3476 | 3.2656 | 3.1313 | 3.0942 | 3.0040
3.8049 | 3.6662 | 3.5222 | 3.3719 | 3.2940 | 3.2141 | 3.1319 | 3.0471{ 2.9595 | 2.8684
3.6909 | 3.5527 | 3.4089 | 3.2588 | 3.1808 ] 3.1007 ; 3.0182 2,93 2.8447 12,7528
3.5931 | 3.4552 | 3.3117 | 3.1615{ 3.0835] 3.0032 | 2.9205 | 2.8348 | 2.7459 | 2.6530 (

3.5082 | 3.3706 | 3.2273 | 3.0771| 2.9990 | 2.9185 | 2.8354 | 2,7493 | 2.6597 | 2.5660 .
3,4338 | 3.2665 | 3.1533 | 3.0031| 2.92u9 ] 2.8u42 | 2,7608 | 2.6742 | 2.583% | 2.4893
3.3682 | 3.231113.0860 ] 2.9377 | 2.8594 | 2.7785 | 2.6347 | 2.6077 | 2.5168 | 2.4212
3.3098 | 3.1729'| 3.9299 | 2.8756 | 2.8011 { 2.7200 | 2.6359 | 2.548k | 2.4568 | 2.3603
3.2576 | 3.1209 | 2.9780 [ 2.8274; 2.7488 | 2.6675 | 2.5831 | 2.49%1 | 2.4029 | 2,3055
3,2106 | 2,0780 | 2.9311 | 2.7805 | 2.7017 | 2.6202 1 2.5355 | 2.4471 | 2.3542 | 2.2559
3.1631 | 3,0316 | 2.8887 | 2.7380 | 2.6591{ 2.5773 | 2.4923 | 2.4035 | 2.3099 | 2.2107
3,1294 | 2.9931 | 2.8502 | 2.6993| 2.6203 | 2.5383 | 2.4530 | 2.3637 | 2.2695 | 2.1604
3,0941 | 2.6579 | 2.8150 | 2.6640 | 2.5848 | 2.5026 | 2.4170 | 2.3273 | 2.2325 | 2.1315
3.0618 | 2.9256 | 2.7827 | 2.6316 | 2.5522 | 2.4699 | 2.3840 | 2.2938 | 2.1984 | 2.0965
3.0320 | 2.8959 | 2.7530 | 2.6017 | 2.5223 | 2.4397 | 2.3535 | 2.2629 | 2.1670 | 2.0642
3.0045 | 2,8685 | 2.7256 2.5742 | 2.40L5 | «. 4118 | 2.3253 | 2.2344 | 2.1378 | 2.0342
2.9791 | 2.8431 | 2.7002 | 2.5487 | 2.4689 | 2.3860 | 2.2992 | 2.2079 | 2.1107 | 2.0062

2.8005 | 2,.6648 | 2.5216 | 2.3689 ] 2.2880 | 2.2034 | 2.1142 | 2.0194 | 1.9272 | 1.8047
2.6318 | 2.4961 | 2.3523 | 2.1978 2.1154 | 2.0285 | 1.9360 ! 1.8363 | 1.7263 | 1.6076
2.4721 12,3363 | 2.1915 | 2.0346| 1.9500 | 1.8600 | 1.7628 | 1.6557 | 1.5350 | 1.3805
2.3205 | 2.1848 | 2.0385 | 1.8783| 1.7908 | 1.6964 | 1.5923 | 1.4730 | 1,3246 | 1.000
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TABLE C-4 (continued)

AMCP 706-191

P Distridution:

Upper 2.5 Percent Points

Degrees of Freedom in Numerator v

e

1 2 3 4 5 6 7 8 9

1 | 647.79 | 799.50 | 804.16 ) 899.58 | 921.85 | §37.11 | 9u8.22 | 956.66 | 963.28

2 | 36.506 | 39.000 | 39.165 | 39.248 | 39.298 | 39.331 | 39.355 | 39.373 [ 39.387
3117443 ) 16,04k | 15.439 | 15.101 | 14.885 | 14.735 | 14.624 | 14,540 | ib.4T3

4| 12,218 | 10,689 | 9.9792 | 9.6045 | 9.3645 | 9.1973 | 9.0T41 | 8.9796 | 8.9047

5 | 10.007 | 8.4336 | 7.7636 | 7.3879 | 7.1464 | 6.9777 | 6.8531 | 6.7572 | 6.6810

6 18,8131 | 7.2598 | 6.5988 | 6.2272 | £.9876 | 5.8197 | 5.8055 | 5.5996 | 5.5234

7 | 8.0727 | 6.5415 | 5.8898 | 5.5226 | 5.2852 | 5.1186 | 4.9949 | 4.899k | 4.8232

8| 7.5709 | 6.0595 | 5.4160 | 5.0526 | 4,8173 | 4.651T | 4.5286 | 4.4332 | 4,3572

9 | 7.2093 | 5.7147 | 5.0781 | A4.T7iB1 | 4.4844 | 4.3197 | 4.1971 | 4.1020 | 4.0260

10 | 6.9367 | 5.4564 | 4.8256 | 4.46B3 ) 4.2361 | 4,0721 | 3.9498 | 3.8549 | 3.7790
N1 6.7241 | 5.2559 | 4.6300 | 4.2751 | 4.0h40 | 3.8807 | 3.7586 | 3.6638 | 3.5879
5 12 16,5538 | £.0959 | 4.4742 | 4.,1212 ] 3.8911 | 3.7283 | 3.6065 { 3.5116 | 3.4358
S |13 | 6.4143 | 4.9653 | 4.3472 | 3,9959 | 3.7667 | 3.6043 | 3.4827 | 3.3880 | 3.3120
8 11 | 6.2979 | 4.8567 | u.2u17 | 3.8919 | 3.663 | 3.5014 | 3.3799 | 3.2853 | 3.2003
8 |15 | 6.1995 | 4.7650 | 4.1528 | 3.8043 | 3.5764 | 3.4347 | 2.2934 | 3.1987 | 3.1227
£ {16 | 6.1151 | u.6867 | 4.0768 | 3.7294 | 3.5021 | 3.3006 | 3.2194 | 3.1248 | 3.0488
5| 6.0420 | 4.6189 | 4.0112 | 3.66M8 | 3.4379 | 3.2767 | 2.1556 | 3.0610 | 2.9849
8 18 | 5.9781 | 4.5597 | 3.9539 | 3.6083 1 3.3820 | 2.9209 | 3.0999 | 3.0053 | 2.9291
19 | 5.9216 | 4.5075 | 3.903% | 3.5587 | 3.3327 | 3.1718 | 3.0509 | 2.9563 | 2.8800

g 20 | 5.8715 ) 4.4613 | 3.8587 | 3.5147 | 3.2801 | 3.1283 | 3.0074 | 2.6128 | 2.8365
“ |2 5.8266 | 4.4199 | 3.8188 | 3.4754 | 3.2501 | 3.0895 | 2.9686 | 2.8740 | 2.797T
© |22 | 5.7863 | 4.3828 | 3.782% | 3.4401 | 3.2151 | 3.0546 | 2.9338 | 2.8392 | 2.7628
e |23 ! s.7u98 | 4.3492 | 3.7505 | 3 40B3 | 3.1835 | 3.0232 | 2.9024 | 2.8077 | 2.7313
g 24 | 5.7167 | 4.3187 | 3.7211 | 3.3794 | 3.1548 | 2.9946 | 2.873 | 2.7791 | 2.7027
& |25 |5.6864 | 4.2909 | 3.6943 | 3.3530 | 3.1267 | 2.9685 | 2.8478 | 2.7531 | 2.6766
26 | 5.6586 | 4,2655 | 3.6607 | 3.3209 | 3.1048 | 2.9u4T | 2.8240 | 2.7293 | 2.6528

27 | 5.6331 | 4,2421 | 3.6472 | 3.3067 | 3.0828 | 2.9228 | 2.8021 | 2.7074 | 2.6309

28 | 5.6096 | 4.2205 | 3.6264 | 3.2863 ! 2.0625 | 2.9027 | 2.7820 | 2.6872 | 2.6106

29 | 5.5878 | 4.2006 | 5.6072 | 3.2674 | 3.0438 | 2.8840 | 2,7633 | 2.6686 | 2.5919

| 5.5675 | 4.1821 | 3.5804 | 3.2499 | 3.0265 | 2.8667 | 2.7460 | 2.6513 | 2.57u46

bo | 5.%239 | 4.0500 | 3.4633 | 3.1261 | 2.9037 | 2.744k | 2.6238 | 2.5289 | 2.4519

60 | 5.2857 | 3.5253 | 3.3425 | 3.0077 | #.7863 | 2.6274 | 2.5068 | 2.4117 | 2.3344

120 | 5.1524 | 3.8046 | 3.2270 | 2.89%3 | 2.674C | 2.5154 | 2.3948 | 2.2994 | 2.2217

w | 5.0239 ] 3.6830 | 3.1161 | 2.7858 | 2.5665 | 2.4082 | 2.2875 | 2.1918 | 2.1136
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TABLE C-4 (continued) (W_ﬁ

P Diatribution: Upper 2.5 Percent Points

Degrees of Preedom in Numerator vq

e et St ekl i At

10 12 15 20 2h 30 4o 6o 120 -

1 | 968.63 | 976.71 | 984.87 | 993.10 | 997.25 | 1001.4 | 1005.5 | 1009.8 | 1014.0 | 1018. :
2 | 39.398 | 39.415 | 39.431 | 39.448 | 39.456 | 39.465 | 29.473 | 39.481 | 39.490 | 39.4 E
3 | 14,429 | 14.337 | 14.2%3 | 14,167 | 14,124 | 14,081 | 14.037 | 13.992 | 13.947 | 1T.902 .
y | 8.8449 | 8.7512 | 8.6565 | 8 5599 | 8.5109 | B.4613 | 8.4111 | 8.3604 | 6.3092 | 8.257
5 1 6.6192 | 6.52u6 | 6.4%277 | 6.3285 | 6.2780 | 6.2269 | €.1751 | 6.1225 | 6.0693 | 6.0153
6 | 5.u613 | 5.3662 | 5.2687 | 5.1684 | 5.1172 | 5.0652 | 5.0125 | 4.9589 | 4.9045 | 4.849)
7 | u.7611 | 4.6658 | 4,5678 | 4.k667 | 4.4150 | 4.3624 | 4.3089 | 4.2544 | 4,1589 | 4.1423
8 | 4.2951 | 4.1997 | 4.1002 | 3.9995 | 3.9472 | 3.8940 | 3.8398 | 3.7844 | 3.7279 | 3.6702
‘9 | 3.9639 { 3.8682 | 3.7694 | 3.6669 | 3.6142 | 3.5604 | 3.50%5 5.4893 | 3.3918 | 3.3329
10 | 3.7168 | 3.6209 | 3.5217  3.4186 | 3.3654 | 3.3110 | 3.2554 | 3,1984 | 3.1399 | 3.0798
o 3.5257 | 3.4296 | 3.3299 | 3.2261 | 3.1725 | 3.1176 | 3.0613 | 3.0035 | 2.9441 | 2.8828 f
o 112 | 3.3736 | 3.2773 | 3.1772 | 3.0728 | 3.0187 2.9633 | 2.9063 | 2.8478 | 2.7874 | 2.7249 ;
8 |13 | 3.2497 | 3.1532 | 3.0527 | 2.0477 | 2.8932 | 2.8373 | 2.7797 | 2.7204 | 2.6590 | 2.5955
8 1 | 3.1469 | 3.0501 | 2.9493 | 2.8437 | 2.7888 | 2.7324 | 2.67h2 | 2.6142 | 2.5519 | 2.4872
g 15 | 3.0602 | 2.9633 | 2.8621 | 2.7559 | 2.7006 | 2.6437 | 2.5850 | 2.5242 | 2.4611 | 2.3953
£ 116 | 2.9862 | 2.889¢ | 2.7875 | 2.6808 | 2.6252 | 2.5678 | 2.5085 2.4471 | 2.3831 | 2.3163
§ |17 | 2.9222 2.8249 | 2.7230 | 2.6158 | 2.5598 | 2.5021 | 2.44e2 | 2.3801 | 2.3153 | 2.247h
5 18 | 2.8664 | 2.7689 | 2.6667 } 2.5590 | 2.5027 | 2.kuk5 | 2.3842 | 2,3214 | 2.2558 | 2.1869)
3 |19 2.8173 | 2.7196 | 2.6171 | 2.5089 | 2.4523 | 2.3937 | 2.3329 | 2.2695 | 2.2032 | 2.1333
$ |20 |2.7737 | 2.6758 | 2.5731 | 2.4645 2.4076 1 2,3486 | 2.2873 | 2.2234 | 2.1562 | 2.0853
: 21 | 2.7u8 | 2.6368 | 2.5338 | 2.4247 | 2.3675 | 2.3082 | 2.2465 | 2.1819 | 2.1141 | 2.0422
5 | 22 | 2.6098 | 2.6017 | 2.u984 | 2.3890 | 2.3315 | 2.271C | 2.2097 | 2.1446 | 2.0760. | 2.0032 ~
® |23 |2,6682 | 2.5699 | 2.4665 | 2.3567 | 2.2989 | 2.2389 | 2.17€3 | 2.1107 | 2.0415 | 1.9677 |
5 o4 | 2.6396 | 2.5012 | 2.4374 | 2.3273 | 2.2693 | 2.2090 | 2.1460 | 2.0799 | 2.0095 | 1.9353 i
8 1as | 2.6135 | 2.5149 | 2.4110 | 2.3005 | 2.2422 | 2.1816 | 2.1183 | 2.0517 | 1.9811 | 1.9055
26 | 2.5805 | 2.4909 | 2.3867 | 2.2759 | 2.2174 | 2.1565 | 2.0928 | 2.0257 | 1.95k5 1.8781
27 | 2.5676 | 2.4688 | 2,364k | 2.2533 | 2.1946 | 2.1334 | 2.0693 | 2.0018 & 1.9299 | 1.8527
28 | 2.5u73 | 2.4484 | 2.3438 1 2.2324 | 2.1735 | 2.1121 | 2.0477 | 1.9796 | 1.5072 | 1.829)
29 | 2.5286 | 2.4295 ; 2.32u8 | 2.2131 | 2.1540 | 2.0923 | 2.0276 | 1.9591 | 1.8861 1.8072
30 | 2.5112 | 2.4220 | 2.3072 | 2.19%52 | 2.1359 | 2.0739 | 2.0083 | 1.9400 1.8664 | 1.7867]
40 | 2.3882 | 2.268z | 2.1819 | 2.0677 | 2.0069 | 1.9420 | 1.8752 | 1.8028 | 1.7242 1.6371
60 | 2.2702 | 2.1692 | 2.c603 | 1.0445 | 1.8817 | 1.8152 | 1.7440 | 1.6668 | 1.5810 | 1.4822
120 | 2.1670 | 2.9548 | 1.9450 | 1.8249 | 1.7597 | 1.6899 | 1.6141 | 1.5299 | 1.4327 | 1.310L
w | 2.0u83 | 1.0uu7 | 1.8326 | 1.7085 | 1.6802 | 1.5660 | 1.4835 | 1.3883 | 1.2684 | 1.00L0
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TABLE C-4 (continued)

AMCP 706-191

P Distrihuiion: Upper 5 Percer: Points

Degrees of Friedom in Numerator, vy

1

3 84 5 6 ! 17

8

)

Degress of FPreedom in Denominator, Yo

~NoOWnm EFEWN -

B2 B RN RSN EEEEERERE R @

161.45
18,513
10,126
7.7086
6.6079
5.9874
55914
5.3177
5.1174
4.9646
4.8043
b.7472
1.66T2
4.6001
&, 5431
44940
4.4515
4.8139
4.3603
~.3513
4.3248
£.3009
b.2793
£.2597
4.2817
5.2252
§.2100
4.1960
4.1830
81709

4.0848
4.0012
3.901

199.50
19.000
8.5521
6.9443
5.7861
5.1433
h.7374
4,4590
4,2565
54,1028
3.9823
3.8853
3.80%6
3.7”9
3.6823
3.6337
3.5915
3.3546
3.5219
3.4928
3.4668
3,434
3.4221
3.4028
3.3852
3.3690
3.3.4
3.340h
3.377
3.258
3.2a7
3.1504
3.omn8

3.841% | 2.9957

215.71 | 224.58 | 230.16 | 233.95 | 236.77
19.164 | 19.247 | 19.296 | 19.330 | 19.353
5.2766 | 9.11T2 | 9.0135 | B.9406 | 8.8868
6.5914 | 6,3883 | 6.2560 | 6.1631 | 6.0942
5.4095 | 5.1922 | 5.0503 | 4.95C3 | 4.8759
&.7571 | 4.5337 | 4.3874 | 4.2839 | 4.2066
4,268 | 4.3203 | 3.9715 | 3.8660 | 3.76870
4.0662 | 3.8378 | 3.6875 | 3.5806 | 3.5005
3.8626 | 3.6331 | 3.4817 | 3.3738 | 3.2927
3.7083 | 3.4780 | 3.3258 ; 3.2172 | 3.1355
3.5874 | 3.3507 | 3.2039 | 3.0046 | 3.0123
3.4903 | 3.2592 | 3.2059 | 2.9961 | 2.9134
3.4105 | 3.1793 | 3.0254 | 2.9153 | 2.8321
3.3439 | 3.1122 | 2.9582 | 2.8477 | 2.7642
3.287h | 3.0556 | 2.9013 | 2.7505 | 2.7066
3.2389 | 3.0069 | 2.8524 | 2.7413 | 2.65T2
3.1968 | 2.9647 | 2.8100 | 2.6987 | 2.6143
3.1599 | 2,977 | 2.7729 | 2.5613 | 2.5767
3.1274 | 2.8951 | 2.7401 | 2.6283 | 2.5435
3.0084 | 2.8661 | 2.7109 | 2.5990 | 2.5140
3.0/25 | 2,001 | 2.6848 | 2.5T27 | 2.4876
3.0491 | 2.8187 | 2.6613 | 2.5491 | 2.4638
3.0<80 | 2.7955 | 2.6400 | 2.52T7 | 2.4422
3.0088 | 2.7763 | 2.6207 | 2.5082 | 2.4226
2.9912 | 2.7587 | 2.6030 | 2.4ock | 2.4047
2.9751 | 2.7426 | 2.5868 | 2.4741 | 2.3883
2.9608 | 2.7278 | 2.5719 | 2.4591 | 2.3732
2.9467 | 2.7141 | 2.5581 | 2.4453 | 2.3593
2.9380 | 2,7014 | 2.5454 | 2.4324 | 2.3463
2.9023 | 2.0896 | 2.5336 | 2.4205 | 2.3343

2.8387 | 2.6060 | 2.4495 | 2.3359 | 2.2490
2.7581 | 2.5252 | 2.3683 | 2.2540 | 2.1665
2.6802 | 2.4472 | 2.2900 | 2.1750 | 2.0867
2.6049 | 2.3719 | 2.2181 | 2.0986 | 2.0096

238.88
19.37:
8.8452
6.0810
4,8183
4,1463
3.7257
3.4381
3.2296
3.0717
2.9480
2.8486
2.7669
2.6987
2.6408
2.5911
2,548¢0
2.5102
2.4768
2.4471
2. 4205
2.3965
2.3748
2.3551
2.3371
2.3205
2.3053
2.2913
2.o782
2,2662

2.180
2.C370
2.016L

240.54
19.385
8.8123
5.9588
4.7725%
4,0990
3.6767
3.3881
3.178%
3.020%
2.8662
2.7964
2.7144
2.6458
2.5876
2.53717
2,4943
2.4563
2.4227
2.3928
2.3661 |
2.3419
2.3201
2.3002
2.2821
2.2555
2.2501
2.2369
2.2229
2.2107

2.1240
2.0401
1.9488

1.9384 | 1.8799
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TABLE C-4 (continued)

e

¥ Distridution: Upper 5 Percent Points

Degrees of Preedom in Jumeretor, v

10

12

15

20

|

2h

30

ko

60

120

Degress of Preedom in Dsnominator, V2

OW O~ O & N =

)

241,88
19.396
£.7855
5.9644
5,7351
4,0600
3.6365
3.3472
3.1373
2.9782
2.8536
2.7534
2.6710
2.6021
2.5437
2.4935
2.5499
2.8117
2.37179
2.3479
2.3210
2.2967
2.2747
2.2547
2.2365
2.2197
2.2043
£.1900
2.1768
2.1646
2,07T2
1.9926
1.919%
1.8307

243.61
19.4813
R, 7446
5.9117
B.67TTT
3.9999
3.5747
3.2840
3.0729
2.9130
2.7876
2.6866
2.6037
2.5342
2.4753
2.4247
2.3807
2.3421
2.3080
2.2776
2.2504
2.22%8
2.2036
2.1834
2.16k9
2.1479
2.1323
2.1179
2.1045
2.0921

2.0035
1.917%
1.8337
1.78%22

245,95
19.429
8.7029
5.8578
5.6188
3.938
3.5108
3.2184
3.0061
2.8450
2.7186
2.6169
2.5
2.4630
2.503%
2.3522
2.3077
2.2686
2.23n
2.2033
2.1757
2,1508
2,1282
2,1077
2.0889
2.01m5
2.0558
2.0811
2.0275
2.0148

1.92k5
1.8364
1.750%
1.5664

248,01
10,446
8.6600
5.8008
§,5581
3.8742
3. 4445
3.1503
2.9365
2.77h0
2.6464
2.5436
2.4589
2.3879
2.3275
2.27%
2.2304
2.1906
2.1555
2.1242
2.0960
2.0101
2,0476
2.0267
2.0075
1.9898
1.973%
1.9%86
1.9846
1.9317
1.8389
1.7480
1.6587
1.5705

249.05
19.454
8.6385
5.7744
h,5272
3.8M15
3.8105
3.1152
2,9005
2.737T2
2.6090
2.5055

2.3202‘

2,3487
2.2878
2.2354
2.1898
2.1497
2.114
2.0825
2, 0540
2.0283
2.0050
1.9838
1.9543
1.9364
1.9299
1.9147
1.9005
1.6874%
1.7929
1.7001
1.6084
1.5173

250.0¢
19.462
8.6166
5.Th59
4, 4957
3.8082
3.37158
3.0794
2.86357
2.6996
2.5705
2.4663
2.3803
2,3082
2.2468
2.1938
2.1477
2.1¢7
2.0712
2.0391
2.0102
1.9842
1.9605
1.9390
1.91%2
1.901¢
1.8842
1.8687
1.8543
1.8409
1.7844
1.6
1.5%43
1.459)

251.14
19.471
8.5944
5.T173
4.4638
3.7743
3.3404
3.0428
2.8259
2.6609
2.5309
2.42%9
2.3392
2.2664
2.2043
2.1507
2.10h0
2,0620
2.0264
1.9938
1.9645
1.9380
1.91%90
1.8920
1.8718
1.8533
1.8361
1.8203
1.8055
1.7918

1.6928
1.5943

14982
1.3940

252.20
19.479
8.5720
5-6878
4.4314
3.73%8
3.3043
3.0053
2,7872
2.6211
2.4901
2.3842
2.2966
2.2230
2.1601
2,1058
£.0584
2,0166
1.9796
1.9464
1.9165
1.6895
1.8649
1.8%24
1.8217
1.8027
1.7852
1.7689
1.7537
1.7396

1.5373
1.5383
1.8g0¢C
1.3180

2%3.25
19.k87
C.5494
5. 5581
4.3984
3.7047
3.2674
2.9669
2.7473
2.5601
2.44830
2.3410
2.252%
2.1778
2.114
2.0589
2.0107
1.9681
1.9302
1.8963
1.8657
1.838v
1.8128
1.7897
1.7684
1.7488
.73
.T138
1.698)
1.6335
1.5766
1.4673
1.3%19

l.aelkJ

254,32
19.496
8.5265
5.62€1
4,3650
3.6688
3.2268
2,9276
2.7067
2.5379
2.4045
2.2962
2.2064
2.1307
2,0658
2.0096
1.5604
1.9168
1.8780
1.8432
1.8117
1,763
1.7570
1.7331
1.7110
1.6906
1.6n17
1.6541
1.6377
1.6223

1. 5080
1.3893
1.25%39
1.0000
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TABLE C-4 (contiiued)

P Distridution: Upper 10 Percent Points

Degrees of Presdom in Mumerator V

o b 2 3 ' 5 6 1 8 9
| 139.86 | 49.500 | 53.593 | 55.838 | 57.281 | 58.208 | 58.906 | 59.839 | 59.858
2 {08.5263 | 9.0000 | 5.1618 | 9.2034 | 9.2926 | 6.3255 | 9.3491 | 9.3668 | 9.3805

3 ] 5.5383 | 5.0624 | 5.3908 | 5.3827 | 5.3092 | 5.26%7 | 5.2662 | 5.2517 | 5.2800

b | w343 ! A,3286 | 4,1008 | 4.1073 ! 4,0506 | 4.0098 | 3.9790 | 3.9549 | 3.9357

5 | 8.0608 | 3.7797 | 3.6195 | 3.5202 | 3.4530 | 3.8085 | 3.3679 | 3.3393 | 3.3183

6 | 3.776n | 3.4633 | 3.26888 | 3.1808 | 3.1075 | 3.0586 | 3.0145 | 2.9830 [ 2.9577

7 | 3.5808 | 3.2574 | 3.07h1 | 2.9605 | 2.8833 | 2.827h ; 2.7089 | 2.7516 | 2.7287

8 |3.4579 ] 3.1131 | 2.9298 | 2.806h | 2.7265 | 2.6683 | 2.62%1 | 2.5893 | 2.5612

ol ? 3.3603 | 3.0065 | 2.8129 | 2.6027 | 2.6106 | 2.5509 | 2.5053 | 2.4604 | 2.4:03
> 110 | 3.2850 | 2.9245 | 2,7277 | 2.6053 | 2,5216 | 2.8606 | 2,430 | 2.3772 | 2.3473
§ 11 | 3.2782 | 2.8595 | 2.6602 | 2.5362 | 2.4512 | 2.3891 | 2.3816 | 2.3040 | 2.2735
8 |12 | 3.1765 | 2.%068 | 2.6085 1 2.4301 | 2.3940 | 2.3310 , 2.2828 | 2.2446 | 2.2135
13 | 3.1362 | 2.7632 | 2.5603 | 2.A387 | 2.3407 | 2.2830 | 2.2341 | 2.1953 | 2.1638

2 b | 3.1022 | 2.7265 | 2.85222 | 2,3047 | 2.3060 | 2.2826 | 2.1931 | 2.1539 | 2.1220
15 | 3.0m32 | 2.69%52 | 2.8898 | 2.36\ | 2.27%¢ | 2.2081 | 2.1582 | 2,1185 | 2.0862

S |16 | 3.0081 | 2.6682 | ».a618 | 2.3327 | 2.2438 | 2.1783 | 2.1280 | 2.0830 | 2.0853
17 | 3.0262 | 2.6855 | 2.8374 | 2.%3077 | 2.2183 | 2.1528 | 2.1017 | 2.0613 | 2.0284
18 | 3.0070 | 2.62%9 | 2.8160 | 2.2858 | 2.1958 | 2.i296 | 2.0785 @ 2.0379 | 2.0047

19 | 2.9899 | 2.6056 | 2.3970 | 2.2663 | 2.1769 | 2.1094 | 2.0580 | 2.3171 | 1.9836

% |20 | 2,977 | 2.5893 | 2.3801 | 2.2489 | 2.1582 | 2.0913 | 2.0397 | 1.9985 | 1.0649
w 120 12,9600 | 2.5786 | 2.3689 | 2.2333 | 2.18x3 | 2.07%. | 2.0¢32 | 1.9819 [ 1,9482
22 | 2.9086 | 2.5613 | 2.3512 | 2.2193 | 2,1279 | 2.0605 | 2.0084 | 1,9668 | 1.9327

23 | 2.987- | 2.5493 | 2.3387 | 2.206%5 | 2.1149 | 2.0872 | 1.9949 | 1.9531 | 1.9189
2% | 2.9271 | 2.5383 | 2.3278 | 2.19%9 | 2.1030 | 2.0351 | 1.9826 | 1.9807 | 1.9063
25 | 2.9ir7 | 2.5283 | 2.3:70 | 2,1843 | 2.99%2 | 2.0281 | 1,371k | 1.9292 | 1.8947
26 | 2.909) { 2.5191 | 2.3075 | 2.1745 | 2.0822 | 2.0139 | 1.9610 | 1.9188 | 1.8841
27 | 2.9012 | 2.5106 | 2.2087 | 2.1655 | 2.0730 | 2.0085 | 1,9515 | 1.9091 | 1.8743
28 | 2.8939 ] 2.5088 | 2.2006 | 2.1571 | 2.0085 | 1.99%9 | 1.9k27 | 1.9001 | 1.8652
29 | 2.8872 | 2.4985 | 2.2831 | 2.1408 | 2.0566 | 1.9878 | 1.93a5 | 1.8918 | 1.8560
20 | 2.8807 | 2.4887 | 2.2761 | o.a4ep | 2.0492 | 1.9803 | 1.02%69 ' 1.9851 | 1.8490

4O | 2.8354 | 2.0004 | 2.226)1 ] 2.0000 | 1.9968 | 1.9269 | 1.87.5 } 1.8283 | 1.792¢

60 | 2.7918 | 2.3932 | 2.1T7A | 2.0810 | 1.GM5T | 1.B74T | 1.8198 ; 1.7788 | ©.7380

120 | 2.7878 | 2.3473 | 2.1300 | 1.9923 | 1.89%9 | 1.823 . 1.767% | 1.7220 | 1.(%43

- | 2.705% | 2.3026 | 2.0838 1.9u9i 1.8073 | 1.1 [ 1.7067 | 1.6702 | 1.6315

c-11
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( P
TABLE C-4 (continued)
¥ Distridutica: Up, er 10 Nrueent Moints
Degrees of Freedom in Muerster ¢, n
10 12 15 20 L 3 s 60 1w | .
1 60,195 | 60,705 | 61.220 ; 61.740 | 62.002 | 62,265 | 6@.: 62.794 | 63.061 , 63.308
2 | 9.3016 | 9.4081 | 9.4287 | 9.4813 | 9.8896 | 9.4579 | 9.4668 [ 9.4TH6 | 9.4629 | 9.M913
3 |5.2908 | 5.2156 | 5.2003 | 5.1885 | 5.1768 | 5.1681 | 5.1597 | 5.151¢ | 5.1825 | 5.1337
8 | 3.9199 | 3.8955 | 3.868 | 3.84A3 | 3.8310 [ 3.8174 | 3.8036 | 3.7896 | 3.T733 3.7607
5 | 3.297% | 3.2682 | 3.2380 | 3.2067 | 3.1905 | 3.1931 | 3.1573 | 3.1h02 | 3.1228 | 2.1050
6 | 2.9%69 | 2.9087 | 2.8712 | 2.8363 | 2.8183 | 2.8000 | 2.781° | 2.7620 | 2.7423 | 2.7222
7 12.7005 | 2.6681 | 2.6322 | 2.5947 | 2.5753 | 2.5555 | 2.5351 | 2.5182 | 2.4928 | 2.4708
8 | 2.2380 | 2.5020 | 2.6642 | 2.4246 | 2.0081 | 2.3830 | 2.3614 | 2.3392 | 2.3162 | 2.2926
9 | 2.8163 | 2.37199 | 2.3396 | 2. 2.2768 | 2.2547 | 2.2320 | 2.200% | 2.1883 | 2.1592
o 10 | 2.3226 | 2,281 | 2.2835 | 2,2007 | 2.1788 | 2,1550 | 2.1317 | 2.1072 | 2,0818 | 2.0554
» 11 | 2.2082 | 2.2087 | 2.167" | 2.1230 | 2.1000 | 2.0762 | 2.0%186 | 2.006) | 1.9997 | 1.9722
§ 12 | 2,1878 | 2.1a78 | 2.10%9 | 2,0897 | 2.0360 | 2.0115 | 1.9861 | 1.9%97 | 1.9323 | 1,9036
13 | 2.1376 | 2.0066 | 2.0532 | 2.0070 | 1.9827 | 1.9576 | 1.9315 | 1.9083 | 1.8759 | 1.8A62
14 | 2.0958 | 2.0537 | 2.0095 | 1.9625 | 1.9377 | 1.9119 | 1.88%2 | 1.8572 | 1.8280 | 1.7973
15 | 2.0593 | 2.0071 | 1.9722 | 1.9243 | 1.8990 | 1.8728 | 1.8454 | 1.8168 | 1.7867 | 1.7%1
16 | 2.0081 | 1.9858 | 1.9399 | 2.8913 | 1.8656 | 1.8368 | 1.8108 | 1.7816 | 1.7507 | 1.7182
L 17 | 2.0009 | 1.9577 | 31.9117 | 1.8628 | 1.8362 | 1.8090 | 1.7805 , 1.7506 | 1.7191 1.3
) 18 ) 1.9770 | 1.9323 | 1.8868 | 1.8368 | 1.8103 | 1.7827 | 1.7537 | 1.7232 | 1.6910 | 1. ‘r1
< 19 | 1.9%57 | 1.0107 | 1.8687 | 1.8182 | 1.7873 | 1.7592 | 1.7298 | 1.6088 | 1,665 | 1.6308
2 20 | 1.9367 | 1.60eA | 1.8M%y | 1,7998 | 1.7607 | 1.7382 | 1.7083 | 1.6768 | 1.6833 | 1.607H
- 21| 1.9197 | 2.8750 | 1.8272 | 1.7796 | -.7883 | 1.7193 | 1.6800 | 1.6569 | 1.6208 | 1.5862
. 22 | 3.9003 | 1.8%93| 16111 | 1.7%90 | 1.7332 | 1.7021 | 1.6738 | 1.6389 | 1.6082 | 1.5668
23] 1.9903 | 1.8450 | 1.7968 | 1.7839 | 1.7159 | 1.686A | 1.6558 | 1.6224 | 1.5671 | 1.5890
§ 2¢ | 1.8775 | 1.8319] 1.7831 | 1.7302 | 1.7019 | 1.6721 | 1.6407 | 1.6073 | 1.5715 | 1.5327
25 | 1.8658 | 1.%200 | 1.7708 | 1.7175 | 1.6890 | 1.658% | 1.6272 | 1.5934 | 1.5570 | 1.5176
26 ] 1.8550 | 1.8090 ) 1.7996 | 1.7059 | 1.6771 | 1.6868 | 1.6147 | 1.5805 | 1.5437 | 1.5036
27 | 1.8081 | 1.7989 ; 1.7052 | 1.6951 | 1.6662 | 1.6356 ! 1.6032 | 1.5686 | 1.5313 | 1.M06
26| 1.8359 ] 1.7895 | 1.7395 | 1.68%2 | 1.6560 | 1.6252 | 1.59¢5 | 1.5575 | 1.5198 | 1.4784
29 ] 1.827% j 1.7808 | 1.7306 ) 1.57%9 | 1,665 | 1.,635% | 1.582% | 1.5872 | 1.5090 1.8870
30 | 1.8195 | 1.7727 | 1.722% | .6673 | 1.6377 | 1.5065 | 1.5732 | 1.5376 | 1.4989 | 1.4568
30 | 1.7627 | 1.7106 ] 1.6628 | 1.6082 | 1.5TA3 | 1.50i1 ) 1.5086 | 1.M672 | 1.8238 | 1.376%
60 | 1.7070 | 1.657TA| 1,603 | i.5835 | 1.5307 | 1.4785{ 1.4373 | 1.39%2 | 1.0A76 | 1.2%18
120 | 1.682% | 1.6012 ) 1.5050 | 1.8821 | 1.8472 | 1.4094 | 1.3676 | 1.3203 | 1.2646 | 1.1926
w | 1.5987 | 1.3058 ] 1.8871 | 1.A206 ] 1.38% 1.9191 1.2981 | 1.2000 | 1.1686 | 1.0000

c-12
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TABLE C-5
CKITICAL VALUKS da(n) OF THE MAXIMUM ABSOLUTE
DIFFERENCE BETWEEN SAMPLE AND POPULATION
RELIABILITY FUNCTIONS
Sample Level of Significance (a)
?§§, 0.20 0.15 0.10 0.05 0.01
3 0.565 | 0.597 | 0.642 | 0.708 | 0.828
N 0.h4o4 0.525 0.564 0.624 0.733
5 0,446 0.474 0.474 0.565 0.66S
10 0.322 | 0.342 | 0.368 | 0.410 | 0.490
15 0.266 | 0.285 ! o0.304 | 0.338 | O.4ok
20 0.231 | 0.246 | 0.264 | 0.294 | 0.356
2t 0.21 0.22 0.24 0.27 0.32
30 0.15 0.20 0.22 0.24 0.29
35 0.18 0.19 0.21 0.23 0.27
4o .17 2.18 0.19 0.21 0.25
L5 0.16 0.17 0.16 0.20 0.2k
50 0.15 0.16 0.17 0.19 0.23
overy | 1.07 | L4 | 1.2 | 1.36 | 1.63
50 J /M M M M M

[
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TABLE C-6

Neliability Exponential Punction (R = e ')

AMCP 708-191

£ e g A

785 983 PRsEP 23395 INASY BESER 983D i.
- £ 8 ..mmmmm 25 Sie%s ryved 83:%R
33327 35008 DEEEE ROBLY IZAGA ¥R 53053 35Ga8 S8
OOOOO 00030 COB00 OOOO6 COOOOC O0OCO OCO0VOo 0CO0CE OOCOO Geomm
-4 wy [ [ =] vl 08 " O N [l [ & AN’ 3 [ [and [ 8Ad q
.| 68608 B5R88 29938 83WES SOOSS SLBER EQFN8 ERET EEFIE SGRES
O0000 DOVOO0 OO0 020000 OO0 GO ONHOOO 00000 leXeRe o Nel ,00000 ¢0°OQ
.5 : ~ 4 N NO O Y S E\OD [+ X1\ WY e L Ch ot 2z T pap v O
RERY §ISTR 293B% HeBT DOREE foTie &e20% Semad
- w m FER ZpsA8 MRESR TpRte IRBER PSR rIRRL PIEEs
3% 96096 %5838 Lhbbh Lhbao 233%% 2RIRE RLERD HRERE
ooooo ooooo 0000 OO0 OO0ODOOD ODONO Gaoao QOQDD QOOUR DCLOCQ
.
ot Oy VWP N WO >~ ON -4 e d'a) mmmmo 4 O T ﬁm’m Ll Xa . i Al Mwlma;m
. |84838 8588S 55555 35E8% SREAE dMuy § 59895 36984 33TIX F4aX
ooooo SOoOVOL 00000 [eX e R oRel o] [« XsRoTvXe) [eXaXk-X-R ol oT OO0 [+ X e XoXr RS OOUDN DDODOOO




-

AMCP 708-191
TABLE C-6 (continued)

‘ Relisdility Exponential Punczion (K = ¢~ %) {Cont.)
A At R
otno ﬁ. °a 3“
o.no 017 o:?‘

Q. O.Q 0.4T2357
0.1 c. C. 349329
0.150 0.85 0.427015
o:i% 0. % 0386763
0.1 1.90 o 367k
0.190 P 034
0.200 1.10 0. 33287,
¢.210 1.1% 0.3186
0.220 1.20 0.3011
0.2 1.28 0.286505
0.2 1.30 0.272
0.2%0 1.35 0.2592
0.280 1.80 0.286597
0.270 1.8 0.234570
0.209 1.5 o.2231
0.290 1.22 0.2122
0.300 o ¢.2018¢T
0.310 1.70 0.182684
R | s
O-Jgg 1.90 0.139%49
0.3 2.00 &135;32
0.3% 2.10 0.1228&
0.369 2.29 0.110803
0.370 2.23 s.zo&sg
0. 2. e.ggr;.
0.%90 a.zg 0. 082
0.300 2. 0.07A27
0.410 Q.Lg 0.0672.6
C. 820 2. 0. 060810
o.hg 2.9 0. 055023
a.& 3.00 Q. 0y7 87
0.45%0 3.2% 0.038774
o2 15| seu
NS 38 6.2 ¥ne
2.430 h.25 0.014264
0. %00 k.50 G. 011109
c.%1 475 0.008652
Q.50 5.00 2.0067
o.2% g.so 0. 204587
3. sha .00 C. 00279
0.4s0 6.50 0.0G1503
0.560 . 571209 1.08 0.000912
0.570 « 1% 0.000%53
0. .00 0.00033%5
0. 59" z 9.0¢ 0.000:23
c. - 12 ! 10.0 0000085 |
. , ——
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TABLE C-8

REQUIREL NUMBER OF FAILURES FOR VARICUS VALUES
OF CONFIDEWCE AND PRECISION
(Exponentiel Distribution}

Confldence
Precision- &

85% 90% 95% 99%
5% 830 1082 1537 2655
10% 297 271 384 664
15% g2 120 171 295
20% 52 67 96 166
25% 33 43 61 106
30% 23 3¢ 43 Th
35% 17 20 31 54

Example: 43 failures are required to be 90%
conlident that the estimated MTBF is within 25% of

the true value,
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TABLE C-9
GAMMA PUNCTIOR
Values of I'(n) = /"e"‘ o-1 ax; r'(n + 1) = rI'(n)
40

n T (n) n r(n) n r{n) n r(n)
1,00 1.00000 1.25 0,90640 1.50 0.88623 1.7% 0.91908
1.01 0.99433 1,26 0.90440 1.5 0.88659 1.76 0.92137
1,02 0.98884 1.27 0.90250 1.52 0.88704 1.77 0.92376
1,03 0.98355 1.28 0.90072 1.53 0.88757 1.78 0.92623
1.04 0,97844 1.2¢ 0.89904 1.54 -.88818 1.79 0.92877
1,08 0,97350 1.3¢ 0.89747 1.55 0.88887 1.80 0.93138
1.06 | 0,96874 1.31 | 0.80600 1.56 | 0.83964 1.81 | 0.93408
1,07 0.36516 1.32 0.89464 1.57 0.89049 1.82 0.93685
1.08 0.97973 1.33 0.89338 1,58 0.80142 1.83 0.93969
1.09 0.95546 1.34 0.89222 1.5% 0.39243 1.84 0.94261
1.10 0.95135 1.35 0.89115 1,60 0.89352 1.65 0.94561
1,11 0.94739 1.36 0.89018 1.61 0.89468 1.86 0.94869
1.12 0.94359 1.37 ¢.88031 1,62 0.89592 1.87 0.95184
1.13 0,92992 1.38 0.88854 1.63 ¢.89724 1.88 0.95507
1.14 0.,93642 1.39 0,.88785 1.64 0.89864 1.89 0.95838
1.15 0.93304 1.40 0.,88726 1.65 0.90012 1,90 0,96177
1.16 9.92980 1.41 0.88676 1.66 0.90167 1.91 0.96523
1.37 0.92570 1.40 0.88636 1,67 0.90330 1.92 0,96878
1.18 0.92373 1.43 0.88604 ».68 0.90500 1.93 0.97240
i.1l0 0.32088 1.44 0.88580 1,69 0.90678 1,94 0.97610
1.20 | 0.91837 | 1.45 | 0.88565 | 1.70 | 0.90864 | 1.95 | 0.97988
1.8 0.91558 1.46 0.58560 1.71 0.91057 1.96 0.98374
1.22 0.91311 1.47 0.88563 1.72 0.91258 1.97 0.98768
1.23 0.91075 1.48 0.88575 1.73 0.91466 1.98 0.99171
1.24 0.90852 1,49 0.88595 1.74 0.91633 1.99 0.99581

\ 2,00 1,00000
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Sample Size n

AN
-\

/ .
Y

0.9 1.0

0.7 0.8

0.6
2

5
Point Estimate,

0.

FIgURE C-it
CONFIDENCE BELTS FOR PROPORTIONS

Coni'idence

0.3 0.4

0.2

0.1

0

0.95
0.975

Coefficients:

0-Sided Estimation,

Tw

for

Une~Sided Estimation

for
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APPENDIX D

GUIDE FOR REVIEWEAS OF STUDIES CONTAINING
COST-EFFECTIVENESS ANALYSIS *

AMCP 706-191

CHAPTER I
GENERAL BACKGROUND

Btroduction

To assist in the review of studies containing cost-efiectivenass analyses,

a series of key questions with axplanatory notes have been prepa.ed and are
contained in the nex: chapter. These questions, taken together, will not

necessarily cover all aspects of all cost-effectiveness aralyses, No one
ganora.ll!stetmutlm can do that, Raiher, the questicns are designed

to {ocus the attention of the reviewer on selected aspects 10 assisi him in
evaluating the analysis. All the questions are not applicable to all studies
and they are not necessarily of equai importanco to those studies where they
do apply. The reviewer must exercise his judgment on whether the questions
are applicable and the aegree of applirability tu the study being reviewed,
Those questions that are considered particlarly important and of widest
application have been underlined, and are also listed separately for conven-
fence in the beck as "SELECTED QUESTIONS, "** This document is intended
only as a gutde and not as a full and comprehensive treatment of all aspects-
of cost-effactiveness analysis.

Questions that do not bear on military cost-effectiveness analyses are
not included in the next chapter. Furthermora, no questions are addressed
to the subject of the intuitive judgment and other factors used in making
decisions to which cost-effectiveneas analyses contribute.

Cost-Effectiveness Apalysis and the Estimate of the Situation

Cost-effectiveness analysis is a method for studying how to make the
best of several choices., By cost-effectiveness is meant the re!~tion of the
resources required (cost) to achieve a certain ability to accomplish an
objective (effectiveness). The term cost-effectiveness is always used in
relation to the eftectiveness of alternative systems, organizations, or
activities,

Cost-effectiveness analysis is based on the economic cancept that &ll
military decisions involve the allocation (best use) of limited resources
among competing requirements. The allocation ia determined by studying
how to get the best use of the availatle resources. This sime coocept is
ombodied in Army decisica processes. Rt {s uzed by a combat ~ommander
when he determines (estimate of the situation) the allocati.~ of his resources

W Juestions I, 4, 12, 13, 14, 22, 23, 31, 37, 44, 46, 57, 80, 66, and T3.

®Reproducea by permission of the Research Analyslis Corporstion, MclLesn, Vs.,
Authored by Y. Heymont, 0. Bryk, M. Linstone, and J. Surmeler.
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(forces) amony the main and secondary eflorts and reserves in the ofiense
or between the fcrward and reserve forces in the defense. A G3 uses the
same concept in preparing his recommendations for resllocating amcag tive
elements of the command the ammunition available supply rate announced
Ly the higher headquarters. The company commander goss through the same
process in deciding how to spend his company funds,

Although cost-effectivensss analysis and the estimate of the sitmtion
are similar in concept, they differ in several aspects. The pwrpose of
an astimate of the situation is to arrive at a recommandad course of sation,
R is usually a process to arrive at decisions to solve "today's problems
today." It does not concen: itself, in a realistic sense, with problems,
operations, or systems of the future, sven though it is sometimes not
clear where the problem of tcday ends and the problem of tomorrow starts.
Because it deals with relatively immediate proviems, the formulation of
possible courses of action i an estimate of the situation is severely limited.
The resources (forces and weapons) available to the comminder are fixed
by what has been made available and there is no real floxibility in chenging

their composition or basic organisation. In practice, it is aiso usually
difficult to chtain additional resources from the rext higher communder.

Another severe coostraint on the estimate of the situation is the time
factor.. hxformatioa is usually incomplete and the time availabls tefore a
Jecisfon is required oftex does not permit filling in gaps--even {f it were
posaible. Often there s cnly sufficient time to analyse the mission, gather
staff estimates, formulate a few possible courses of action and quickly
weigh these courses of actirn against the enemy capabilities (or difficuities
to be overcome) and with each other, and select a course of aclion based on
some critaria--often called the governing factors. Time usumlly does not
permit testing the range of the dependence of ihe propoeed course cf action
on the staff estimates and planning assumptions.

Military cost-effectiveness analysis ic not & decision process bt an
aid in facilitating decisioms that must be made now in regard (o development,
force composition, and logistical and manpower palicy problems in arder
to be prepared for wars in the future. The analytical techaiques employed
in cost-effectiveness analysis are required to supplement those employed
in the estimate of the siluation because, as we look into the future, the
number of uncertainties multiply. These uncertatuties include such thingr
as planning factors, the enemy and his reactions, the strategic conospt,
technology, chaiige, and even the national objectives which can be expectad
to change in the future as alliances shift and new forces in the world devalon
Advances in technoiogy cres.e new opportunitiss that may require changes
" ip organizaticn and doctrire as well as bardware. Ail these uncertainties
lsad to a large number of variablos that must be considered. Soms of these
variables are subjoct to our cootrol, some to the enemy's and others io
nobody's control. But all are variables, and all are tsierdependent.

(.
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The increase in sumbers sad kinde of variahles associated with

problems of the Nuture oan be fllustrated, on & small scale, tn a hypothetical
s'udy of a future weapons system for a» infantry platoon--assuming that the

infsntry platoon will be present in the time frame under consideration. The
variables that would require study would inciude such payameters as alter-

antive weapius syntems that cas be availabls in the time frame under study,
oompositioa (mix) of kinds of weapons within the total system, the number of
individul wespons within Jach mix of weapons, lsvels of wariare, expected

significant paramotars have not boen listed. K the number of candidate -
weapons systems is ‘ncressed from three to six there are over 1400 cases
to be considered. ,

R is in this environment of uncertainties and flexibility in use and inter-
changeability of rescurces (people, dollars, and hardware) that cost~effective~
ness analysis i3 & useful aid. R assists in providing increasec insight into
the problem and 88 1zonh relsvant informaiton as possible in order ihat the
decision maker can comomntrato on those areas where juigment mus: be
applied, partioulariy in consideration of qualitative aspects and consistency
with higher echelon considerations. For examrle, in a hypothetical foroe
somposition problem where flexibility in force composition is possible, it
bas been datormined that the foroe must bave a capability to destroy certain
kinds of targets at certain expected ranges. Two possible alterrvatives are
artillery and tactioal air. The time required and the cost to destroy these
targets by use of each altermative <an be calculated However, the
ahmamwmmmuuymamayaﬁ'
regarc.ess of weather conditions, is a matter of judgment. ThHis judgment
can be better made when the cost-effectiveness of each alternative is known,
in other wards, the price to be paid for 2n all-weather capability stated in

; detail and accurscy to be useful for pianning.

;

his judgment is also found tn the estimate of the situstion process. For
«ample, & combat commandac can betier apply his judgment to seiection
Mm&m;dmﬂuhmwmm-“u

i the time partod covared by the estimmate of the situation.
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The basis of cost-effectiveness analysis is that thare are alternate ways
of reuching an objective and each alternative requirss certair resources and
produces certain results. This is the samo basia of ths estimate of the
situation which studies proposed courses of actions, each of which requirss
certain resources (forces and supplies) and produces certain expectec rssults
time to take the objective, casualtios incurred). A cost-effectivenc.s
analyais is designed to examine systematically and relato oosts, etfectiveness,
and risks of alternative ways of acoomplishing an objective and designing
additional alternatives (proposed courses of action) {f those examined are
found wanting. R (s an analysis of the cost sgd effertiveness of a system,
such a2 a forwvard area alr defense or an air mobile division, and all of the
system implications. B can be considered as a kind of “onsumers Research
to assist in getting the most for the resources to be expended and not as a
set; ch for the cheapect regardless of offectiveness.

A major mothodological difference between cost-effectiveness analyses
and other military stuties is the manner in which the resulls are preserted
A staff study or & staff estimate, like a cost-elfectivencss analysis, considers
soarces of action {siteroatives). However, the staff estimate and stafl
study usually embody a single recommendation with the other alternatives
sithar raraly meationed or oot as fully discussed as the recorumended course
of action. The commander {(lecision maker) is given the full reasoning behind
the recommended course ¢ action which is frequently presented so that the
only option open is a ""yes" or "no" decision.

In & cost-effectiveness analysic, the significan? alternatives, the
available facts, the romsoning process and the pertinent considerations per-
taining to each significant aiternative are prosented. All identifiaNe
assumptions and data are presented so that thotr validity can be guestioned.
n addition, ard this is & major goal of & cost-effectiveness analysis, the
dependence of the results of the analyses on these assumptions and data
are tested.

The statf estirnate and staff study do identify major assumptions.
However, &n implied assumption is often introduced when several different
courses of action are open and s decigion is made to proceed in one direction.
Such a deciston (8 thn acceptnd as & imown quantity when, in reaifty, it
resily is an sssumption. There are many reasons for such assumptions,
but frequently the result of ths study or estimate is not tected for sensitivity
to such hidden assumptions.

Cost~ Toctivensss analysis places great emphasis on use of numbers
and calculrtions in any effort to determine quantitative factors where possible.
Of coursa, thers ¥s many aspects o military activities that cannct be
reduced to & quantitat‘ve factor. There is now no valid way of assigaing a
number to morsie, the peyciological effects of a certain military operaticus,
or 8 host of ather jactors. However, it is possible to calculste the number
of 155-mm howitzer rounds and *atal cost required to desmroy a cerscin type
of target. The tmpact of iactors such as morsle, training, reiw-ility of

D~-a

(|

e "+t




© e ot—————

AMCP 706-191

allies cannot yet be calcw.ated and cre now matters of intuitive judgment.
A cost-effectiveness ana.ysis seeks to qulintify what can be logically
cslculated so that the decision maker knows the extent to which intuitive
judgment must be used in making a decision.

Essential Elemen;s
The e3sential slements of 2 cost-effectivenees analysis are:

I. Objective(s) (functions to be accomplisbed).

2. Alternatives (feasible ways of achieving the
desired military capability or sccomplishing
the fumction).

3. Cost of rerources required by eaca alternative.

4. A set of mithematical or logical relationsbh:ps
among the objectives, alternatives, enviroruaent
and resources (models).

3. A criterion for choosing the preferrad altcrnstive.

The Objective

The determinstion of the objective is often complex. h order to design
alternatives properly, the problem must be analy=ed to cetermine the rea!
functional need underlying the requirements for certain organizations and
bardware systems. Thorough examination cof the functional need usually
Yrings insight into the probizm and leacs to generating alternatives that
may accomplish the dasired geal. Close exarrination of objectives stated
2aly {n terms of specific organizations or systems often discloses that the
net result is not a stgnificantly new or improved capubility but a relatively
mincr product improvemant. This does not Liaply that product improvements
are not needed but rathar that a full wwderstanding of the true significunce
cf what is being prorosed for purchase is necessary. For example, in
stating ¢ requirement for an artillery system with a specified minimumn racge
capability, the real objective may be a2 capability to destroy certain kinds
of targ=ts under certatn conditions. Py examining the problem from the
functtonal basis, the plannsr is botter able to uaderstand the problem. This

" insight may lead to other alternatives that should be studied. The examina-

tica may show that the proposed new ariillery system is only cae alternative
1o accomplishing the cbjective and that another alteruative may b~ prefersable.

There are practical limits on the definition of the objective. Every
miiftary activit; is part of & iarger activity anc it is neceasary to draw the
Hns st some poirt, However, ths: objective shuuld rot be unduly restricted
by confurion with performance characteris'ics such as specds, weights,
muzzle velocities, hit-kill procbabi’ties, anu s0 forth.
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Aiternativeg

In military planning there is rarely only one exclusive way of achieving
a given objective. Each way has its own price tag of {ime, men, faciiities,
materiel, and money. Asswre, for example, that the planning problem ~-
admitiedly over-simplified--is to design a new type of division with certain
capabilities. In satisfying these capabilities, the TOE designer has many
alternatives. For the same capability, isit betier to have more mobility
(trucks, aircraft, and other vehicles) and less manpower, or perhaps more
mortayrs and fewer riflemen? The alternatives are limited only by creative
imagination and good military judgment. By exploring alternative ways of
using resources it is oftca possible to discover ways of achieving an ob-
lective with fewsr resources, or accomplisking more with the sarme resources.
Ali feasible and significant capabilities to accomplish the objective should
be considered, ircluding the capebilities of the Navy, Air Force, and Msrines.
Projudices, "party-line" and other forms of preconceived notiong should be
avoided in the design of alternatives.

Cost

Determ?ving the coat of each alta.native is based on incremental costs.
These are the net coats of adopting the alterrative. Such costs are deter-
mined after duec allowancee for those rescurces already paid for regardless
of whether ihe alternative is adopted, 2nd would be availabie for use under
the alternative if it were adopter. In determining the cost of an alternative
all the rescurce implications are coasidered., The alternative is treated in
a sy.tem context. For exampie, the cost, admittedly oversimplified, of
adopting a new radio would irciude not only the cost of the radio and its
develorment, hut alsc the costs of traiuing peopie to operatie it, the total
cost of meiniaining the racios, anc the cost of the additinaal radios required
for mainterance float, renlacemert, combat consumption, and so forth.

Costs need not be ziated in precise terms duwn to the last dollar or man,
However, the costs must be accurate enough to permic eveluating the
military worth (effectiveness) togeiher with the costs. Like everything else,
this rule must be applied with discretion. In dealing with systems way out
in the future he accuracy of the ::ost estimate, whether it is an absolute
figure or a range, probatly is inveres to the distance out in the future.
Usually cost estimates are tested by scasitivity analysis, These are re-
petitive analyses using different quantitative values to determwine if the
resulis ire sensitive to the valuus assigned. Such analvees give the
decision maker a better understanding of how much uncertainty is involved
if the .e are sigaificant ~rrors in the cost estimates, He can then better
judge if the investment is worth the payoif concidering ths uncertainiies
involved.

Modela

Models are used in cost-effectiveness analysis to cope with the host of
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. varisbles tha? are taherent in probilsms of the future. A medel is simply

i ) certain relationships agwressed in some way to simulate real or expected

conditions in crder to foresce, sves t6 a limited extant, the expected out-
come Of &4 course of action. Modals assist in simplifying the problem, in
identifying the significant componeats asd interrelations, in determining
which variables are sspecially important for the dectsion at issue, and which

i veriables can be supprocsed. I this manner, the decision proceaz can be

) more precisely focussed on those aress which require a judgment dacision.

Models range from simpie graphs to complex equations and can also take
the form of a wargame or field maneuver. The estimate of the situation and
staff estimates aiso vse mocels. The comparison of preposed courses of
action sgainst enemy capabilities or expected difficulties and the comparison
ainong the propoeed courses of action represent uses of models to foresee the
future outcome of an action.

All models, simple or complex, are abatractions of the real world and
their validity depands on the proper selection of assumptions and the
correctess of the relations portrayed, and ths pertinence of the factors
included in the modei. Two aspects of model building are particularly
] trecublesome, quantification and the trestment of uncertainty. Some variables
are difficult to cuantify, such ae the continued availability of cextain support
from an ally. Thia difficulty leads either to ths naglsct of such variables
by ignoring them or by a qualitative inocification f a solution derived from
the treatment of other .ariables that have bwen properly quantified. Such

: catment oflen resuits in the difficvit-to-quentify variables being lost within
3 f all the othev qualitative considerations that must be weighed when the time
; comes to recommend action on the basis of the geluticn from the model.

S The influence of the variable that cannot be quantified and all uncertain-
] ties must be specifically addressad in the model unless it can be demonstrated
by logic or analysis that they are trivial, affect all alternatives roughly the
same, or the results are insensitive to them. Guessing may lead to disaster.
For example, if there is uncertainty ahout 8 factors, a best guess might be
‘made on each of them. If there is a 60% probability that each best guess is
right, then the prohability that all guesses are right is less than 2%. Relying
on | st guesses, in this case, would be ignoring ali‘tke vuicomes with more

: - than 98% probebility of occurring. Uncertainties and the problem of the
S .. factors that cannot be quantified can be handled through various techniques
1 ; such as Monte Carlo sampling, contirgency analysis, (see Glossary) and

even wargaming for certain purposes.

Mode!s that portray reiations incorrectly also lead to false results.
For example, some models are based on the persistence principle which
states that what is happening or has happened will persist. This type of
modei 12 dangerous except for very short-term uses. For example, it is
wrong to assume that the enemy tactics used during the Kerean war will
continue to be used in the future against new tyges of equipment and tactics
that may be introduced. Scme models depend on extrapolation which assumes
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that trends will contiiue wiinterrupted. Such models lend themselves
readily to mathematical treatment but ar2 often erronecus because of
failure to connider what is called the Law of Diminishing Retwrns. For
example, & machine gun can fire at a certain high rate. However, this
high rate cannot be maintained for vary long (extrapolation) because the
barrel would soon be burned out.

Models can be classified into two general typsas--exact (deterministic)
or probabilistic. An exact model of warfare, of course, is imposiible in
peacetime. However, it is possible to create an aimost exact model of
some specific piece of hardware or activity and subject it to test. The
final product of the model will then closaiy approximate the results from
the actual hardware or activity. March graphs used for planning admiais-
trative movements are examples of deterministic models., Most military
problems are, by nature, made up of uncertainties. Consequently, they
are considered as probebilistic when the uncertainty is identified by a
probability factor. For example, a wargame using z cortain kill probability
for an air defense system is a probabilistic model.

The construction of models to evaluate effectiveness is ofton difficult.
The difficulties arise in selection of criteria of effectiveness. It is
relatively easy to measure the comparative effectivenecs of two similar
pieces of equipment designed to accomplish the same general objective as,
for example, in comparison of a tovied i05-mm and a self-propelled 105-mm
howitzer. Hocwever, it is more difficult to compare the effeciiveness of
general purpose force organizationz such as two different kinds of divisions
or even two equal-strength infantry battalions having the sa-ae general kinds
of weapons but one having three rifle companies and the other having four.
The impact on effectivenesa of intangibles such 28 morale and leadership
can hardly be calculated and requires the application of judgment. Each
study virtually requires a consideration of its own criteria of effectiveness.

Models used in cost-effectiveness analysis sometimes tend to become
mathematical and abstract. Consequently, they may be difficult to under-
stand. A good cost-effectiveness analyais strikes a balance in the use of
models between simplicity and retention of enough detail to ensure that
the expecied outcome of an expected action will be adequately portrayed.
In any case all models have certain common elements. These are broadly
stated as a definition of the problem,psincipal factors or constraints,
verification and the decision process--or application of criteria. TIhe
validity of conceptuzl or mathematical mocels cannot be verified in a cost-
effectiveness analysis by controlled experiments. At the best, they can be
tested by their workability. Questions 37 to 44 in the next chapter are
designed to assist a review to test the workanility of modsls used in cost-
effectiveness analyses.

Criteria

The most widely used criteria in Army studies for selecting the pre-
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ferred alternative are usually based on either equal cost or equal effective-
ness of the alternatives. Another method, known as incremental effectiveneas
at incremental cost, is used in special cases. In the « jual cost form it

is assumed that there is an arbitrary fixed budget or series of fixed budgets,
and the aualysis determines whic aiternative gives the groatest effectiveness
for the same expenditures or resources. In the equal effectivencss form, a
specified aud measurable military effectivancss (capability) is stated and

the analysis is to determine which alternative achieves this effectiveness

at least cost. The incremental effectivensss at incremeital cost msethod
relates the increase in effectiveness achieved to the associated increase in
resources involved. This methcd is normally uced only as » !ast resort
when neither costs nor effectiveness of alternatives can be made equal, e.g.,
when a capability based on a new technology is to be added to the force and
this new capability cannot he approximeated by any practicable combination

of existing materiel and men.,

Role of Judgment

Judgment is used throughout a cost-effectiveness analysis in the same
manner as in the making of an estimate of the situation or a staff estimate.
Judgment is used in analyzing the cbjective, deciding waich alternativas
{courses of action) to consider, which factors are relsvant and the inter-
relations among these factors, which numerical values are to be used, and
in analyzing and interpreting the results of the analysis. The goal of a
cost-effectiveness analysis is to keep all judgments in plain view and *o
make clear the logic used. It also shows the sensitivity of the resuits to
the significant judgmems made. The depth of a cost-effectiveness analysis
is tempered by the time and manpower available and the importance of the
subject matter. A cost-effectiveness analysis requires resources and it
must serve as an aid to the making of decisions and aot be a mere intelleciual
exercise.

Review of Studies
There are probably almost 2s many different ways of reviewing a study
containing cost-effectiveness analysis as there are reviewers. Furthermore,
the time available for review is variable and studies lack a common format.
It is suggested that the points listed below be checked specifically in the
early stages of a review.
a. Statement of criteria used to judge effectiveness.

b. Statement of criterion used tu select preferred
alternative.

¢. Use of incremental costs.

d. Explanation of logic of models.
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e. Presence or lack of analysis of sens{ivity of the
results to significant data and assumptions.

Without these eloements being present, the study '7ill probably be
of poor quality.

Army--conducted studies containing cost-effectivencss analysis
usually do not aave a uniform organizational pattern Hut many genserally
follow the Btaff Study format. On that basis, the key questions in the next
chapter have been grouped under these headings:

Statement cf the Problem
Assumptions

Alternatives

Documnentation

Cost

Relationships (Models)
Effectiveness

Criteria

Conclusions and Recommendations

The grouping unde~ the above headings inevitably leads tc some dupli-
cation of material, particularly on the use of analytical tools such as sen-
sitivity and contingency analysis. This duplication has been kept io a
minimum but full coverage has been retained under sach heading a3 a
convenience to the reviewer who wishes to refer to a specific heading.

The Glossary is designed to give a non-technical definition of terms
frequently used in cost-effectiveness analyses.

The annotated Bibliography has been designed for the reviewer who
desires to read further into the methodology of coat-effectiveness analysis.
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Chapte 1
KEY QUESTIONS*
STATEMENT OF THE PROBLEM

1. IS THE PROBLEM STATED THE REAL PROBLEM?

An improper statement nf the problem often results in either studying
the wrong problem or precluding consideration of worthy alternatives.
These defects are usually avoided by a statement ol the problem in terms
of a functional need--the job(r) to be done--without implying how it is (o be
done. A statement of the problem in terms of requirements for kinds of
forces, systems, or performance characteristics, except if it is a
follow-on to a previously approved study of a functicnal need, shouid be
critically examined to ensure that the wrong problem is not being studied
and that worthy alternatives are not automatically excluded from
consideration. For example, although the stated problem (no previous
study of functional need) may be to select a rifle to meet certain capabili~
ties (requirement statement), the real problem might be providing the
rifle squad with adequate firepower to accomplish certain functions (func-
tional need). In such a case, a rifle is only one possible alternative.

A word of caution is in order. There often is a practical limit on the
depth of the statement of the functional need or the study mey beccme
unmeanageable. For exar:ple, in the case cited the functional need could
be conceivably so stated :iat the rifle squad itself becomes only one altern-
ative to solving a larger problem. To avoid this difficulty, either certain
broader decisions musi be considered as made, thereby narrowing the
scope of the study, or the broader study undertakea. When the former
approach is taken, the study is known 23 a suboptimization. The reviewer,
based on his knowledge and judgment, must determine if the suboptimiza-
tion has so narrowed the scope of the problem that the real problem has
been missed or worthwhile alternatives excluded.

2. DOES 1HE STUDY IDENTIFY IMPLIED SIGNIFICANT COMPONENTS
gF THE PROBLEM THAT MUST BE FULLY TREATED IN THE
TUDY?

Like the mission stalement in an estimate of the situation, the problem
to be treated in a coat-effectiveness analysis must be analyzed to identify
a1l functions that must be performed Some of these implied tunctions are

*Those questions that are considered particularly imporiant and of widest
application have been underlined.

D~11




ANMCP 706-181

often not apparent at first. The reviewer should watch for implied signifi-
~ant component parts of the problem that are neither identified nor treated
fully in the study. The reviewer should also watch tor other problems
that ure opencd up or revealed by the study that should be further investi-

% gated.
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ASSUMPTIONS

3. ARE ALL ASSUMPTIONS IDENTIFIED?

The reviewar should watch for assumptions that are not identified as
such because sssumptions imply a limitation or & judgment. In order to
evaluate the study properly, it is neceasary to assess the impact of the
limitations and the validity of the judgments contained in all the assump-
tions. An example of a commcn assumption that is often not identified is
that a given unit operates by itself. As a result, in measuriig the
effectiveneus of & division, for example, inadequate cu. siderntion is
sometimes given to the support the division receives from non-divisional
units such as corps artillery or tactical air units. This failure to consider
non-divisional support may lead to erroneous conclusions and recoramen-
drtions. Another frequently hidden assumption iz that the enemy’ s doctrine
and tactics are rigid although ours are flexible.

4. ARE THE ASSUMPT:{'R5 UNDULY RESTRICTIVE ¢

Assumptions are properly used to narrow the scope of the study to
marnageable proportions. However, the assumptions should be examined
to determine whether they unduly restrict the study by elimimating possible
significant alternatives or by narrowing the acope of consideration to the
point that the corclusions and recommendations may be in error. This
examiration may be required throughout the -eview of the stidy and not
only during the review of the stated assumptions.

Assumptions covering the subjects listed Lelow often unduly restrict
the scope of the study and lead to questionable conclusions and recommen -
dations.

a. Non-availability or limited availability of
support from otlLer services (e.g.,
tactical air support or MATS effort).

b, Locale of operations.

¢. Duraticn and intensity of operations.

d. Enemy organization, operwuons, and
reactiona to our decisions.

e. Time period covered.
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5. DO ANY OI' THE MAJOR ASSUMPTIONS URJUSTIFIABLY TREAT
QUANTITATIVE UNCERTAINTIES A8 FYACTS?

An uncertainty can be defined as the lack of definitive knowledge for
ussigning values or probabilities to factors that influence decisions.
Uncertainties can be sither quantitative (risks) or qmlnmn. (See
UNCERTAINTY and RISK in Clossary.) Examples of quantitative uncertain-
ties are hit-kill probabilities, equipment availability rates, ammuniticn
expenditure rates, and relianility statements. The availability of base
rights in & {oreign country at some future time, or the start of aggression
by the poteutial enemy in a given year arc sxamples of a qualitative un-
certainty. (See next question.)

The reviewer should be alert for stated and {mplied major assump-
tions that assign fixed values to quantitative uncertninties and then treat
these estimates as facts. A common example is the agsumption that &
proposed weapon system will have a certain hit-kill probability. R is often
better to handle significant uncertainties by censitivity analysis. This is
8 repetitive analysis using different quantitative values to determine if the
resultz are sensitive to the values assigned. When significant uncertain-
ties are tresated as facts by assumption, the conclusions and recommenda-
tivas of the study may be no raore valid than the assumption ualess it can
be demonstrated that the conclusions and recommendaticas sre not
sensitive to plausible errors in the ' facts. "

The mimber of sensitivity sualvses required, and foasibls, iz a
matter of judgment. There are limits to the time and manpower available
for a given study. Sometimes an educated guess, considering all the
circumstances, will suffice. In effect. the reviewer must judge whether
the study agency has performed adequate sensitivity ansiyses considering
all the circumstances, the importance of the subject, and whether further
sensitivity analysis may significantly affect the conclusions and
recommendations.

6. DO ANY OF THE MAJOR ASS8UMPTIONS TREAT QUALITATIVE
UNCERTAINTIES A8 FACTS?

Major qualitative uncertainties treated as assumptions also tend to
dictate conclusions. A common qualitative uncerminty that may dictate
the conciusions concerns the estimate of the enemy. Many studies are
based on intelligence estimates, or targst arrays prepared or approved
by the Defense Intelligence Agency. However, these sstimates are jome-
times assumed to be facts. In such cases, this often resuits in the snemy
being conaidered t» be inflexible and no ailowances are made for him to
react ir different ways to our operations or to wr {mtroduction of new
capabilities. Wher it {s not dafinitely kncwn how we will ope.ste or be
equipped 10 years hence, It (s questionnble to assume that the eoer.y
operations and equipment in the future can be rredicted with certainty.

>14
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Other gaalitative uncertaintics, stated or implied, that should be
MMMm&:‘uvanbpdmo:‘lmrmum.
Examples sre avatlability of base rights, assurence of ove per~
mission, sad composition of palttical and military allinnces oa either side.

Treatment of the kinds of uncertainties discussed above in an analysis

easmy capabilities, to detcrmine their effacts for coraparison with the
results of the initial amalysis. The amount of contingercy analysis required
has to be a matter of judgment, as discussed ia ths previous gquestion.
7. ARE THE MAJOR ASSUMPTIONS REASCONABLE?

Major assumptions should also be tested to determine {f they ace
boonluudbytbrwunr. A useful technique for reviewers is to try

to think of othar najor azsumptions that are plausible. If these invalidate
the condlusions and mnr.hum, then the study is cuestiomable.
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ALTERNATIVES

8. ARE CURRENT CAPABILITIES ADEQUATELY CONBIDERED AMONG
THE ALTERNATIVES?

Current capabilities should not be omittyd from comsideration in
const>uctioa of altervatives exoept for valki reasons that are clearly
stated, Valid reasons may {nclude failure of the ourrest system to sooom-
plish the current mission, or a significant degiadation of cspability relative
to that of the potential enemy. Considesation of current capabilities is an
improveinent that is worth the expenditure of new rescurces. By consider-
ing current capabilities, much of whose costs are already paid for, as an
alternative, the study can show the differsnce in effectivenses and costs
that result {rom the adoption of the proposed new system or organization.
(Bee question 23.) Current capebilities sbould also be considered, where
appropriate, ~+ a component of an alternative.

9. ARE " TRADE-OFES'' WITH EXISTING SYSTEMS OR CRGANIZATIONS
ADEQUATELY CONSIDERED WITHIN THE ALTERNATIVES?

Where sppropriste, the design of altermatives should consider
" trade-offs'’ with existing systems or organizations. Possible examples
are: (1) in stuoyiag ths iasressed usa of Army transport sircraft an
alternstive might include reduction in other means of transport; (2; ina
study on ar improved fire control system =n sltermative might include a
reduction in ammunition stockage.

10. ARE THE APPROPRIATE CAPABILITIES OF THE AIR FORCE, NAVY,
OR MARINE CORPS CONSIDERED AMONG THE ALTERNATIVES?

The alteroatives should consider the capabilities of Alr Force, Navy,
or Marine Corps as sppropriate. The Army usually contucts combat
operations with the support of cns or more of the other Services and the
other Services are charged by law with furnishing certain support to the
Army. These types of supports are listed in cC8 Publication 2 (UNAAF).
For example, CONUS air defanse is not the exvlusive respoasibility of
either the Air Force or the Army. A CONUS air defense problem must
consider Army surface-to-eir missiles, Air Porre munned intsrceptors,
and Air Force surface-to-air misstiles.

Current and projected capabilities of the other Services can be
obtained from a nurcber of differest sources including the Five-Year Force
Structurs and Finencial Plan matainined by each Service. T reviessr
should begr in mind that functions such as sir defense, the attack of sur-
{ace targets, reconrmissance in the vicinity « the FEBA, and transportation
within 3 theater are aot the exclusive respoasibilities of the Army.
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11. ARE MIXT''RES OF SYSTEMS (ORGANJZATIONS) CONSIDERED
AMONG THE ALTERNATIVES?

The reviewer should watch for failure to consider appropricte alteipa-
ti-es that are based on mixtures of two or more vstems (organizations) to
combine the best features of sach. For exampl, in compuring certaiy
transportation systems oue aiternative for s face transportation might be
a combination of truck, rail and wuter systems rather than only a truck
systerd. In the same manner, ths study of a proposed new missile system
might consider as an alterrzative a suitable comiination of existing missile
and gun systems and serial fire support ruther than oaly an existing missiie
system.

12. ARE ANY FEASIBLE AND SIGNIFICAN, ALTERNATIVES OMITTED?

A major contribution that a reviewer can make is to poini ot signil -
car’ and feasible altermatives that the study may have fatled to consider.
If any of the answers to the previous questions on '* Alternatives'' are in
the negative then it is possible that some feasible and siguificant clterna-
tives were not considered. However, the reviewer muet exercise judgment
befnre ~riticizing a study for failure to consider all poszsible aiternatives.
There are practical limits on the time and manpower avz:lable for a given
study. The relative importance of the decision on the subject under study
will also irfluence the numb<r of alternatives examined. The reviewer
should consider these aspects in determining whether feasible and signi-
ficawt aiternatives have been omitted to the detriment of arriving 1t sound
recommendations.

On tha nther hand, a large number of alternatives may only indicate
that minor variations have bevn considered as new alternatives. Excessive
use of such minor variations as aliernatives often beclouds significant
choices.
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DOCUMENTATION AND DATA

13. I8 THE STUDY ADEQUATELY DUCL "ENTED?

A key element of systematic analysis s sufficient documentation of
methods and sources so that with the same material, othcr study groups
can arrive at substantially the same resulis. Without such documentation,
a study appeals for acceptance snleiy on faith in the authurity and expertise
of the study group and without critical examination of the sources and
methods used to arrive at the recommendstions.

The test of adequacy can be applied by examiniaz the miodels, data,
assumptions, etc., to determine if they are stated in such a way that
another study agency could trice through the steps of the study and arrive
at substantially the same resuits and conclugions. A siudy that is not,
adeguatelvy documented wiil vsually fare poorly when reviewed by agencies
!acking the dewiled knowledge of the pnoblera that can sometimes compei:~
sate {.r ncor docrmentation, Inadeguately dorumented studies may
rerquire only slight additions to be properly d-cumented,

14. ARE THE FACTS STAT "D CORRECT?

It is usuaily neicher possiblz nor recessary for a reviewer o verify
all the factual material precented in 2 study, but it is advisable to spot
chcek. Particular attention should be paid, where possible, to the factual
materia! on which conclusions and recommendations depend. I many
errors are involved then a thorough verification of the facts presented may
he in order.

In reviewing factual materizl, its source shouid be examined critically,
For example, frequent use is r:ade of data contained in FM 101-10,
" Organization, Technical, and Logistical Daiw.'" and similar pubiications.
The data contaired in ithese manuals are usvally averages of histcrical data
obtz.aed from certain kinds -of cperations in specific theaters. The un-
questioning use of these overage figures (nay lead to erioneous conclusions
berause the use of an average hides significant variacions that exist in the
real world. A tank battalion does not ailways cover the same number of
nules each day even over the same terrain. Further, the data contained
1t the referince manudls may not hive been computed for the purpuse re-
quired in the study :nd considerations important to the study may not be
included in the calculatioi.s. For ex:mple, arimunition expenditure rates
contained in FM 101-10 are based cn World ‘War II and Korean experience
and organszations, ‘The use of these rates for vrojeccted operations in the
1965-74 tiine {rame would be questinnabie.

Projection of current operational experiences in*o future tin.e irames
should alco Le examined critically, For example, a study usea as data
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that an armad helicopter' s missions are A% escort, B% casualiy production,
and the remaining missions for suppressive fire. These data were cbizined
from experience in Viet Nam operations. This urnguestioning projection of
such data into futurc operations in other areas fails to allow for possible
introduction of significantly new US and enemy tactics and may result in
conclusions and recommendations on how better to cope with the last war,

15. ARE THE FACTS STATED WITH PROPER QUALIFICATION?

In addition to chiecking the validity of the factual material, it is good
practice to check the factual material for completeness. Some material
may be factvally correct in isoiation hut may take on a different signifi-
cance when other facts are added. For example, it is true that infantry
units can inarch at an average rate of 2,5 miles per hour. However, this
rate is valid only on relatively level roads.

16. ARE FINDINGS AND DATA FROM FIELD EXERCISES AND FIELD
TESTS USED?

Field exercises and field tests can be excellent sources for effective-
nes® data. When used in a study, such data should be carefully examined,
The reviswer should determine whether the data were obtained by measure-
ments or by judgment of individuals and if similar data would likely be
obtained if the field test or fieid exercise were conducted again by another
agency or unit. The circumstances surrounding the field exercise or field
test should be reviewed, where possible, to determine if any artificialities
(there are always some in sny peacetime operation) were of sufficient in-
flusnce to affect the results of the study based on field data. Field
2xercises usually have manv parameters snd verv few runs, therefore
making it very difficu!t to singie oui cause and effect,

Common artificialities that may significantly affect data from {ield
exercises and field tests include:

a. Irability to assess effectiveness of air
defense fires ai--to-surface fires, and
ground-to~ground fires.

b. ULack of realistic levels of support
from the other Services or other
supporting units. Often this support
is either uot available or available
in abnormally large amounts.

¢. Use of administrative breaks for rests,

intensive resuuply, and msainienance
operations.
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d. Unrealistic maneuver and deploymont (
because of restricted maneuver areas. S ?

e. The units or quantities of materiel
tested are not a valid sample either '
because of inadequate size or of bies :
in composition.

f. Poor or inadequate reporting of events
of the exercise.

g. Effect on actions of participants caused
by use of only blank ammunition.

17. ARE THE DATA FROM SUPPORTING WARGAMES VALID?

Studies sometimes use the findings of wargames as facts. In eval-
uating such fac.c, the reviewer should bear in mind the nature of wargames.
Basically, a wargame involves a hypothetical situation in which two
opposing sides interact in accordance with a set of more or less deiinite
rules. In all forms of wargames, thc play i determined either by mech-
anistic ruies or judgments made by individuals or both, Theae ruiss and
judgments are based on assumed eituations and known or assumed facts
and system characteristics. Well planned and executed wargames are
excellent teaching devices and provide the participants with good inaights
into the prublem gamed. Such games, if well documented, usually provide
a body of synthetic cita which, when analyzed, provides clues to problem
areas that need further investigation.

In determining tie validity of the {indings of wargames, the reviewer
snould judge how well the game portrryed reality and should eatisfy him-~
self on the validity of the judgments and assumptions used in the conduct
of the game, The study should lay out for scrutiny the major judgments
and assuraptions used in the wargame. It i3 recognized that it is usually
not possible to lay out all judgments and assumptions used in the wargame.
In any case, the reviewer should weigh the dependence of the conclusions
and recommendations on the findings of the wargame and consider whether
other competent players playing the same game worid have arrived at
similar results.

18. ARE THE PERFORMANCE CHARACTERISTICS VALID?

Performance characteristice data are often the key elements in the
dctermination of the effectiveness of a system. In evaluating the validity
of performance characicristics, the source of the data shoutd be examined.
When the claimed perfv~mance characteristice are essential to -he con-
clusions and recommendations and the source of the data is not clearly
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stated, additional informstion may be required from the agen:y that pre-
pared the study. This may uot be necessary if the study contains 2
aensitivity analysis .Jf a reasonable range of values for the perfoomance
characteristics.

Performance characteristics based on & manufacturer' e claims are
often too optimistic. Performance characteristics derived from tests at
research installationc also require examination. Sometimes, such per-
formance characteristics are derived under controlled conditions that
neglect the man-machine relation that exists under field candition. Even
performance characteristics derived from field tests should be examined.
Such tests can, at times, produc: misleading results due to artificialities
caused by various peucetime restrictions such as safety regulations amd
choice of test areas,

i feced with questionable performance characteristics that are key
to the conclusions, the reviewer should consider: (1) performing a
sensitivity analvsis himself if his time and the dsta in the study permit;
(2) requesting validation of the performance characteristics and
seasitivity analysis.

19. ARE ANY OF THE DATA DERIVED FROM QUESTIONNAIREE?

The data obtained from questionmrires should be examined to determine
the validity of the questions, the adequacy of the sample and statistical
procedures, and the expertness of the personnel questioned. For example,
one study cited da‘s on the frequency of kinds of missions expected to be
flown by Army aircrait in a conventionzl war. The data were based on a
questionnaire completed by Army aviators at one Army post. There was
ro operational experience applicable to the study and an educated guess o.
subjective judgment was in order. However, in this case, the judgmeat of
those who order Army aviation n issions fiown (commanders, operatiors
and intelligence officers) should have been elicited rather than the ludgment
only of those who execute the missions.

20. ARE GUESSES AND INTUITIVE JUDGMENTS IDENTIFIED?

At times it is rnecessary to fill in data gaps with educated guesses and
intuitive judgment. These educated guesses and judgments should be
identified in the study and not " swept under the rug.” The reviewer
should evaluate these judgments and weigh their impact on the conclusions
and recommendations.
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21. IS THE COST MODEL IDENTIFIED?

Every cost-effectiveness analys!s contains a cost modei. A cost
model generates cost estimates by application of cost estimating relations
and cost factors to specified physical resources. (For a further discus-
g:on on models in general see question 37.) This model can be very
compiex and computer assisted or it may consist of a few relatively simple
equations readily computed by hand. The study should sufficiently identify
the cost mode! so that the reviewer can determine how the tclal system
cost estimates were derived from the material in the study. If the mater-
ia} in the study does not perm’t the reviewer to do this, then additionai
information is requiied fron. the agency that prepared the study.

The cost models are utilized to estimate the vrobable economic im-
pact on the Service (or Natiun) of introducing a new capability, For
planning, these costs are normaily stated in terms of research and de-
velcpment costs, investment costs, and operating costs. Rescarch and
development costa include those costs primarily associated with the
development of a new capsbilily to the point where it is ready fox opera-
tional use. Investment costs are those costs heyond the development phase
to introduce a new capability into operational use. Operating costs are
recurring costs requirud to operate and maintain the capability,

22. ARE THE COST ESTIMATES RELEVANT?

Cost estimates depend on the problem urder studv and can rarely be

estamating reiations (CERs) can sometimes be found in such booke. For
exaraple, a hypothetical study considers as an alternative a new kind of
light infantry division which s been designed to the extent of an outline
TOE. The answer to the seemingly simple question, ' What is the cost of
this new division?' depends on many factors .uciuding:

Will iz he an additional division to those already
in the force siructure?

Will it repiace ap exssting division? If so, what
kind?

Where wili it he staticned? e.g., in the CONUE,
Paciiic, Europe, etc,

Will it have new Standard A equipment, or will
existing ¢ ssets of Standard B type ~quipinen’ be
used?
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Are there aay existing Army units whose personnel,
equipment, and {a. .lities can be used by the new
division?

The determination of which costs are relevant requires considerable
anglysis and judgment. It is not possible to prepare 2 universal list of
costs that are always relevant. Ideally, a study should indicate why cer-
tain costs were considered relevant and cthers not. The questions that
follow are designed to help the reviewer determine whether the cost
estimates used in a study are relevant.

23. ARE INCREMENTAL COSTS CUNSIDERED?

Inherited assets are those resources such as installations, equipment,
and trained personnel inherited from earlicr systems which are phaging
out of the force structure and are usable ‘n one or more of the alternatives
under study. The coats which are usually pertinent for planning purposes
are those costs yet to be incurred. For exampile, a study considers as an
alternative the conversion of certain artillery units from tube to missile
weapons. In determir.ag the incremental costs consideration should be
given to the inherited aesets of trained personnel, equipment, and facili-
¢ies that are or can readily be made common to both units.

Sunk costs are those cosats already expended. These previously in-
curred costs are normally excluded from costs presented in cost-effective~
ness analysis. For example, a stndy considers as possible alternatives
weapons systems A, B, and C, each with an associated research and
development cosl{. Only al.ernative A is already under dev:lopment. The
cost already expended on Alternative A is a sunk ccst and the research and
development cost of Alternative A in the study should be only what must
yet be spent (to complete the research and developmen! of Alternative A).

An occasional erior is the failure to consider the research, deveiop-
ment and investment costs of existing systems as sunk costs. For example,
in a hypothetic~l stidy of the conversion of certain artillery units from tube
to missile weapons, one of the xlternatives is retention of all of the tube
weapuns units, The cost of thut alternative would not include the sunk costs
represented by the research and de relopment and investment costs already
expeiied in bringing thoee units into the force structure.

Including the costs of inherited assets and cther sunk costs leads to
distorted cost estimates with consequent effect ca the conclusions and
recommendstions,
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24, ARE DIRECTLY RELATED SUPPORT CO8'(8 INCLUDED?

Cost estimates of systems or organizatirns should inclvde the pro-
portionate cost of those other units or elements required in direct support.
For example, thc cost estimate of HAWK battalions should include the
costs of the associated HAWK direct and general support detachments. In
the same manner, the cost of aviation units should include a direct share
of the cost of aviation maintenance units. Failure to include directly re-
lated support costs may result in mislcading cost estimates of alternativer,

25. ARE COMBAT CONSUMPTION, REPLACEMENT/ CONSUMFTION,
AND MAINTENANCE FLOAT COSTS INCLUDED?

Cost estimates for the major eqi:ipment items should include not onl
the operational equipment assigned to organizations, but also the costs
for those zdditional items required for initial stockage as well as repiace-
ment items over the period in which the system ia to be in use. (See
question 32.) If the resource implications for procuring and maintaining
authorized maintenance float, replacement/ consumption, and combat con-
sumption stockage are excluded, the total costs of the system alternatives
may be significantly misleading. (These levels of stockage are, of course,
subject to logistics guidance.) For example, a common error is to i..-
clude only the cost of the basic load of ammunitioa and to neglect the cos:
of the additional ammunition requirements for support.of the weapon sys-
tem or organization. The total ammunitionrequired, to include peacetime
training requirements and expenditures in the first part of 2 war until
wartime production becomes available, must be parchased and stocked in
peacetime,

26. ARE ALL TRAINING COSTS INCLUDED?

The resource implications «f training military personnel can be
significant. Initial training costs represent the resources required for
the training of personnel necessary for introduction of the alternative into
the force structure., The availability of fully-trained personnel, as well
as the number of personnel requiring complete or transitional training,
are taken into consideration in determining the resources required,
Ainual ‘raining costs represent the resource implications for training re-
placements. These replacements are required because of normal
attrition,

Training costs usually include such items as: (1) procurement of
eguipment utilized for training purposes; (2) construction of any neces-
s&ry additiona! facilities; (3) oyperation and maintenance costa of the
facitiies; (4) the pay and allowances of the trainees. For example, the
cost implications of communications~electronic equipment utilized for
iraining yurooses could be highly significant.
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27. ARE CONSTRUCTION COSTS INCLUDED?

The costs for additional installations or facilities are often overlooked
yet these costs can be important, If the study does not include any con-
struction costs and does not state how the facilities were obtained, then
the reviewer must either satisfy himseli that no construction is required
or take necossary steps to have the study corrected.

28, ARF THE COST DATA REASONABLY ACCURATE?

——

Although it is not usuvally possible for a reviewer to check all cost

data for accuracy, Le should spot-check and examine the scurces of the
data,

% Cost data furnished by manufacturers should be viewed critically.
Experience has shown tha. such data are usually underatated, narticularly

for advanced systems, Advanced system costs stated as an exact figure

rather than as estimated lower and upper values are particularly suspect.

The basis of the cost data for advanced systems should be included in
the study. There are a number of ways for arriving at such estimates,

One commonly accepted method relates the cost data for the components
t of existing anslogous systems to the cost of the advanced system. Unsup-
i ported cost data are suspect.
1

! Great accuracy in cost estimates is not reg:ired and often i8 not
‘ feasible, Infact, in dealing with costs of advanced systems it is usually
more realistic to have a range of possible costs (upper and lower values)

: rather thap the pseuda-accuracy of one cost figure which assumes no
; uncertainties in arriving at that figure,

K- 28. ARE COST ASFECTS OF ALL ALTERNATIVES TREATED IN A
\ ; COMPARABLE MANNER?

NP

Invonsistency in handling the cost aspects of competing aiternatives
prevents an objective evaluation of their comparative or relstive costs
; and usually leads to er-oneous conciusions. It is not always possible to
- uge the same cost estimating technique for calculating a cost element such

g mamens

]

b

E

i as attrition replacements. ThLis i8 often the caae ir studies involving

| alternative syastems of other military services. For example, on2 service
E ? may calculate sircraft altrition replacemeni as a function of an activity

E rate (e.g., per 100,000 flying hours) while arother service may calculate
} it as a function cf the activity inventorv (3 percent of the active inventory
: per year). The reviewer should dete-mine that the final deilar estimate
is related 1o the actual resource requirements for the alternative and that
computational peculisiities do not distory the cost results.
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Treating alternatives in a comparable manner must not he carried to
the point that costs which may be ingignificant in one alternstive are
therefore not considered at all in other alternatives. For example,
civiliun personnel might not be used in 2ne alternative but may be required
hy another alternative {n significant numbers. To exclude this cost could
distort the results,

30. ARE THE COST ESTIMATING RELATIONE VALID?

Cost estimating relations may be crude factors, simple ex.-apolaticn
of recent experience, or complex equaiions with many variables, In all
cases, the purrose of a cost estimating relation is to translate a specifi-
cation of a physizal resource into a cest. The design of valid cest
estimating reiatiors is a complex subject beyond the scope of this publi-
cation. However, several common errors made in establicning cost
relations are discussed below.

Ccst estimating relations should be basad on current data or distorted
estimates may result. For example, the maintenarce cost per flying hour
for an Army helicopter has decreased signiticantly over the nast several
years as new helicopters have been introduced into the force structure. If
the cost estimating relatiuns used in a study were based on information for
early Army helicopters (e.g., 1948 through 1954 data) the maintenunce
cost per flving hour for a present system as well as for future systems
alternatives could be distorted.

At times a properly construrted cost estimating relation may he
inapplicable, If the system alternatives are very advanced developments,
the cost estimating relations based or the current technology may lead to
false results. For example, the V/STOL aircraft concept represents a
departure from ajrcraft currently in produciion. While many design
characteristics may be similar to present aircraft, there may be a number
of factors which could increase the complexity and hence, the cost of the
aircrafl: a cost estimating reistion baced on . 2 present state-of-the-art
may not be sppropriate,

31, IS AX AMORTIZED COST USED?

Amortized costs reduce the total program cost of the sysatem to an
annual cost by taking the ‘otal operating cost of the program, adding to it
the research and development and inveatment costg, and reducing the
total to an annua’ hasis by dividing by th» number of ycars of erpected
service life of the system. The same generai procecure may be utilized
to amortiZe the costs per month, per day, per sortie, etc. This approach
disguises the differences between annus! operating cosis resuiting from
shilting deployment patterns cver the i¥fz of the systein 3nd from a varying
set of inherited assets over time. This approach makes an arbitrary
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allocation of *“-e fixed costs of a systein over time, Thcre is no basis for
the assumption that the last year of system life must be charged with the
same amount of R&D cust as the first year. The first year gets the newest
technclogy; the last year, obsolete technology. Further, an amortized cost
does not present 2 true picture of the total resource implications, If the
system is to be in the force structure for say 10 years, the amo:tized
annucl costs may look relatively small, yet in reality there may be rela-
tively large dollar costs. It is the total cost of the altermatives which is of

primary concern.

The reviewer should attempt to convert amortized costs inte iotal
program costs anc use such costs for comparative purposes. I this czn-
not be done readily from the material contained in the study, then additicnal
informatior. is required from the study agency.

32, WERE PEACETIME OR WARTIME COSTS INCLURED?

The results of o cost-effectiveness sti'dy may be very sensitive to the
use made of peacetime and wartime costs. The use of peacetime costs
only may indicate that System A is preferred while the same study, if war-
time costs were used, may have concluded that Systom B is preferable.

Puacetime costa may be defined as the costs associated with develop-
ing, buying, and mainteining a cepability for potential war during p=acetime.
Such costs &lso include conbat conavmption stocks (war reserves) to cover
the period from the beginnirg of a war until wartime production is able to
replace battle lossce. wartime costs are the costs of procurement aiter
the war has begun, as is the cost of replacing the combat consumption
stocks if the war terminated during the useful life of the system.

In the case of ge.cral purpose forces there may be significant pro-
duction of weapons and expenditure >f resources after a iimited conflict
begins (ar in the Korean Conflict and the military assisiance rendered to
South Vietnam). In this case, wartinme costs could be significant. How-
ever, wartir e costs are difficult to determine because of uncertrinty
regarding the duration of the war, loss rates, and missions undertaken,

The reviewer should be guided in considering the pioper cost approach
(peacetime or wartime) by exiating policy or directive from the agency
directing that the studv be made,

33. WAS A WARTIME ORDNANCE COST PER MISSION USED?

The use of a wartime ordnance cost per mission shauld be reviewed
carefuily. ¥ariat.ons on this approach include ordnancc cost per {arget
kiiled, per casualty snd per sortie. Thia approach is usually deficient
because of failure to consider all the costs of putting into place and
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maintaining a8 capability for potential war throughout the projected life of
the system in the active force structure. Often, this approach {ucludes (
only the ammunition cogts expended during a trief battle, and ueglects the i .
bulk of the significant costs associated with developing. buying and opera- ! ]
ting the system in peacetime.

34. WAS AN AMORTIZED WARTIME-PEACETIME COST USED?

In thiz approach the total peacetime coat of the system is reduced to i
an annual basis as explained in question s1. To this amortized peacetime
cost is added the estimated annual wartime replacement/ consumption
costs, No distinction is made betwecen wartime and peacetime ¢ ats, Th'e
approach is deficient because: (1) ir assumes the war will comtinue over
the entire projected scryvice iife of the system; (2) the cost results use
weighted wartime coss; (3) waiilin¢ and peacetime costs may not he
cominensurabie; and (4) it does not present a true picture of tke total re-
source implications as discussed in question 31.

Adding amortized costs in one stream to anotner annuai cost strexm
infers that both cost streams represent the same total time duration. If
this is not the case, then the two cost streams should not be added together
because thev are inconimensurables. Adding the amoc-tized peacetime
costs to the annual wartime cost implicitly «ssumes that the war will con- 1
tinue over the entirve ' service life'" of che system. If the peacetime costs
had been amortized to a per day or per mission coct instead of a per year
basis, the same result would hold, the inference being that the war would
coniinue over the entire " service life"” of the system. The implied assump-
tion that tne war would tast for the ' service life'' of the weapon system is
questionable.

o

C.sts computed by this methor are weighted because wartine costs 1
do no- cover the same length of time as peacetime costs. Such weigh'ed
results {avor the shorter tiny: period--the wartime cnsts, It is waly when
the two onst streams are of equel lenat® that the costs results are not
distorted.

To sssunme that wartime and peacelime costly are commensur .ble may
he erronesus. This assumes a common measure hetween the values of
resodrces procured in wartime and those procured in peacetime, During
wartime, the sost of a resource may be guice different from that in peace-
time, Miditary b dyet constraiats during peacetime and physica: resource
constraints during wartime may produce entireiy didferent sets of couts for
the same nulitary resources. As a greater propartion of the natioenal bud-
st s shifted te mditory purposes during wartune, the scarcily of Joilars
or Mtarty resources nayv bevome relatively less or more than during
poacetime, Commensurabils v hetweer wartine and pracetime costs wiii
dopend e such uncertasnbies G the type and duration of war apd whether
Sowar wrib actually oecur,
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35. WAS A DOLLAR CQST ASSIGNED TO THE LOSS OF HUMAN LIFE?

Frequéntly, a study will assign a dollar cost to a human casualty. The
loss of huinan life is certainly impnrtant in sclection among alternatives.
However, the value of & umaa life is incommensuraple with the dollar
costs associnted with .n alternative. It is beiter to treat human losses as
a separate measure without ae.igning uollar valucs. Manpower availability
in both peace and war is very important but this problem cannot be properly
treated only in terms of Jollar costs. Men and dollars may not iw inter-

changed.

6. IS THEZ SEVNSITIVITY OF COST ASSUMYITIONS FXAMINED?

In comparing costs of alternative systeins, it is itaportant to determine
whethcr the resulls arc independent of the cost assuinptions. Feor examnle,
woudld ten yea- . of peacetime operations as opposed to {ive muae a signifi-
cant diflerence in the relative costs of the alternatives? Would it ke
sny difiercnce if the procurement ievels or number of units to be -, mnized
changed? Th= studv should make vlear the sensilivity of the cost estimaies
to the maior cost cssumptions. If th2 studv {ails to do this, the reviewer
should attrmpt o determine if there . - any such significant sensitivity by
rough calculation.
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RELATIONSHIPS (MALELS,

37, ARL THE MODELS ADEQUATELY IDENTIFIED AND EXPPLAINED?

The conclusions and recominendations o: 8 cest-effectiveness
analysis caan~t be evaluated properly unless the models are adeqaately
identified and explained, Eveiy model portrays the real or expected
world by abstraction and simplification in order to predict the outcoms
of a possible action (see Glossary). Therefore, the explanation of the
model should he sufficient to provide ready understanding ot which as-
pects of the real world are included in the model, which aspects have

‘been omitted, and the underlying assumptions for the abstraction. Basic-

ally, a good morlel emphasizes the specific areas in which decisions
are to be made by removing those relatively constant elements of the
real or expecled world that can be described with a great degree of
certainty,

The study should contain suff.cient explanation to permit tracing
thie operation of the model from input to output, The detail should be
sufficient to permit calculaticr of new results from ditferent input values
(sensitivity analysis), In céases wucic a model is machine-programmed,
sufficient explanation should be provided for following the general logic
of the program,

38. ARE COST AND EFFECTIVENESS LINKED LOGICALLY?

A properly structured cost-effectiveness unalysis coatains a number
of moddls that link effectiveness and cost through logical interrelations.
Usually there are some kinds of an effectiveness model, a system and
organization model, a coct model, and a cost-effectiveness model. The
exact nature ard number of these models will vary with the problem.

The study should provide sufficient information and explanation for the
reviewer to follow the logic by which the models relate cost and effect-
iveness.

An effectiveness model relates measures of effectiveness to measures
ot performance in an operationa’ context, For example, » stndy on com-
hat vehicle weabons systems used »-, a measure of effectiveness the
probubility of 1, 2, 3, ... friendiy tanks winning ar erngagement with
1,2,3, ... enemy tankz under different tactical situations. This was
related to performance measures such as muzzle velocity, warhead
specifics, turret slevrates, turret stability, hull characteristics, rate
of fire, target acquisition accuracy, and others, under various tactical
sitnations and rules for conduct of fire,

A system ard organization model describes the physical resources

required to pro':de the perfoi mance used in the effectiveness model,
Fur example, in the combat vehicle weapons system study referred to,
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this included th . physical aescription of each alternative, the complete
vehicle, ammunition, armament, fire control, communications, TOE
unit description, the support and maintenance requirements, and so
forth, consistent with the planned operaticnal concept.

A cost mocel relates dollar costs to the physical resources (and
their peacetime activity rates) described in the system/organization
12odel. The cost model applies cost estimating relations and factors.

For example, the came study used the total futuve cost of aquisition and
ownership (R&D, initial investment, annual operating) for various quan-
tities of systems., Included in these total costs were not only the develyp-
ment and procurement of the preferred item but aiso such additional
ccsts caused by training of personnel, peacetime ammuniton use, <quip-
ment maintenance, etc. (Bee question 22),

The cost-¢ffectiveness raodel finaily reiates the cests of each al-
terrative to its effectiveness under varyicg assumptions. Depending on
the criterion, the model ma;- compare effectiveness and costs of alter-
natives at equal cost, at equal effectixeness, or ut different cost and
different effectiveness (see page 9). The method and the techniques
used to achieve this cost and effectivenese relation should be logical and
expleined. For example, in one anti-tank weapons study the equal
effectiveness method (winning the duel - ail pertinent factors considered)
was employed, Effectiveness was related to cost by a numerical formuls /
for ca'culation of cost of achieving duel success at a given range under
specified conditions. This permitted plotting the following graph:

20,000
$ 20, v WpINGE
10,000
wpn © —
1,000 — :
%
10
500 1C30
Range

Figure 1. Equal Zffectiveness Method




AMCP 706-19!

The graph shi,ws the cost of winning a "duel", 1, e., killing the
target at various runges. (The graph portrayed above is highly simpli-
fied. In the actual study rather than a simple line, a hand was used to
portray th:: variance in costs for winning a due! at 2 given range. Cee
Bibliography Item No. 1, pages 13-17 for more complete descriptinn).

39. DOES THE MODEL TREAT THE PROBLEM IN A SYSTEM
CONTEXT?

Most military syste ms have many subsystems, sub-subsystems and
so forth. Liodels should provide for the proper relations among subsys-
tems so that the full implications of a change in one part of the system
will be reflected in the rest of the system., For example, a niodel in a
study of an airborne surveillance system must not only show the inter-
relations among the aircraft (or drones), the sensors and their main-
tenance, but also the interrelations with the information processing
functions to be performed oa the ground.

40. DOES THF MODEL ALLOW FOR ENEMY REACTION?

It normallv takes several years to implement fully a decision to
deploy a new system. Therefore, the enemy should be considered to
have time t0 adjust to our system decisions, A major aspect of the
effectiveness of our system is the degree to which it makes such adapt-
ation ior the enemy either technologically difficult or economically
unattractive,

For example, a study of a proposed system was based on its incor-
poration into ti.e current force structure. The model for judging the
effectiveness of the proposed system was dominated by current or
recent conflict situations (e.g., Vietram, Korea, Europe). In using the
model to evaluaie the effectiveness of the future system only in the lizht
of these current or recent conflict scenarios, the study failed to con-
sider the steps that the enemy could take to ~ounter the proposed sysiem,
(See question 6), :

41. ARE STRAIGHT EXTRAPOLATIONS USED WITHOUT PROOF ?

While straight extrapolations (linear relation) often do apply over
limited ranges of performance, consumption, or similar planning figures
based on averages of large numbers, they rarely apply to effectiveness
or cost data,

For example, the relation between the total weight of rations for
one infantry division-month and the weight for 10 divi-ion~-months is a
straight extrapolation. The relation between the total cost of the first
100 and that of the first 1,000 units of a new main battle tank is pot
linear or a straight extrapolation. If a missile system has 10 missiles,
costs $1,000,900, and is 50%  effective (on some valid measure), then
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a missile system with 20 missiles, costing $2,000.000, will not be 100%
effective but (at best) 75k,

42, ARE DETERMINISTIC AND DPROLABILISTIC MODELS USED
PROPERLY ?

A deterministic model (see Glossary) uses relations cf the type,
"If A is 5, then B is always 8", A probabilistic model (see Glossary)
uses relations of the type, "If A is 5, then B will be 6-10 in 50% of th~
casees, 4 or 5 in 25% of the cases, and 11 or 12 in 25% of the cases".

Cost-effectiveness analyses frequently require many intermediate
calcuiations involving data. The indiscrinunate use of specific values
often creates what is in effect a deterministic model. In reality, the
majority of the coefficients and planning factors used in modcls are
only averages with variances aid Jilfereat degrees of confidernce. The
reviewver should try to identify the probable range of variance about the
averages that are used 28 inputs and have at least an intuitive feeling
about the confidence of the numerical results,

Additionally, the reviewer should distinguish those cases in which
a probabilistic model is nceded to reflect the real world situation.
Deterministic models are usually approgriate (1) when the planning fac-
tor has an insignificant variance, such as weight of rations per day per
man for large forces, (2) if the uncertain factor is maultiplied by a point
value, such as cost of $8,000 to $12,000 per man for a force of 20,000
men, (3) a varying factor is multiplied by a linear function, such as an
uncertain flying hour rate (¢ g., 2 to 6 hours per day) multiplied by @
flying hour cost function of $20 a day plus $4C per flying hcnr, The deter-
ministic technique is correct in these three casec because it will give
the same most probable result as if probabilisiic techniques had been
applied. Of course, there may still be a problem if the most probable
result is not the only one of interest.

Probabilistic models are used where the variables in the problem
may assume, at any given time, any one value of a known range and
frequency of values, as opposed to deterministic models which use
fixed or average values all the time., There are two principal types of
probabilistic models: static models using probability statements instead
of other values, and dynamic (stochastic) mndels involving change.

Some stochastic models use random numbers, representing change,
to select values from frequency distributions for a given problem. For
example, an analysis of a maintenance support organization may include
a model which represents the demands for mainienarce éifort placed on
the support organization. Of any 100 jobs (demands), 20 will require
1 man-hour, 30 will require 2 manhours, 10 will require 3 manhours,
15 will require 4 manhours, 5 will require 5 inanhours, 10 will require
10 manhours, 5 will require 20 manhours, 2 will require 30 manhours,
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2 will require 4¢ m:anhours, and 1 will require 8¢ manhours. This
infocmation is a ~ranged into a cumulative distribution as shown below:

0-19 1 manhours 80-89 10 manhours
20-49 : 2 " 90-94 20 v
50-59 : 3 B 95-96 30 v
66-74 : 4 " 51-98 40 "
75-79 5 " 99 : 80 "

Fo represent requests for work, a two-digit random number, say,
37, is drawn (from a table of random numbers or a random number
generator); tne corresponding value is 2 manhours. The rext »andom
number is, eay 84, and the value is 10 manhours. This process con-
tinues at some rate (which 18 probabilistic) anc the requests for main-
tenance are arranged ‘queued) in the order of simulated requests: 2
manhours, 10 manhours, 4 manhours, and so forii. Available mainte-
nance men would be assigned to requests under various rules, e.g.,
1 man to jobs less than 4 hours, 2 men to jobs of 4 to 8 hours, etc. The
model would keep track of the iiine elapsed between generating and
completing a request for maintenance. In this manner, the relaiion of
number of maintenance personnel and delay can be determined for vavrious
assuriptions about demand for maintenance effurt.

The so-called Monte-Carlo model described avove requires, however,
a sufficient number of repetitions to obtain adequate information about
the range of values of the solution.

A static model using probabilily statements may, for example,
apply in a study on aircraft vulnerability. The probability of survival
for a specified time is given by the product resulting from the multipli-
cation of the following probsabilities:

Probability of aircraft being detected

Probability of aircraft being acquired by a weapon,
if detected

Probebility of being hit, if acquired by a weapon

Probability of kiil, if hit.

Probability data for =ach of the probabilities listed above are de-
rived from tests and experiments,

43. IS A ZERG-3UM GAME MODEL USED ‘“VHERE IT IS NOT
APPLICABLE?

A zero-sum two-person game 18 a conflict in which there are two
sides and the gains of cne side equal the losses of the other. Most con-
fli~{ situations do aot justify the use cf this type of model. For example,
i.. a hypothetical study, the =ffectiveness of alternative US tank systems
was based on a study of dueis between US tanks and enemy tanks. Duel
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results were bused on the losses incurved by each side. An enemy loas
of one tank was equated to & US gain of one tank. The net US gain wae
used to Jetermine tha effactiveneass for each alternative.

Our gain is not the enemy' s loss, The situation {s not always
symmetrical. The attacker must move, the defender must inhibit move-
ment. Hence, the objective of a US tank may differ from the objective
of the enemy trnk. In fact, other alternative concepts might inhibit
enemy tank movement more effectively than would a US tank similar to
an enemy teunk,

44. ARE THL MODELS INTUITIVELY ACCEPTABLE?

Models tend to become mathematical cnd many sre difficult to under-
stand even in their broad aspects. Yet, overly-simplified models tend
to become superficial by limitation in choice of detail and omission of
important variablea, The objective of a good model is to be near enough
to reslity so that the model outputs can be used to predict scme portions
of the future with an acceptable degrec of confidenca.

Models can be tested by determining if they represent correctly
known facts and situations not considered in the study. Converseiy, if
absurd facts and situations are introduced into the model, comparable
absurd answers should be produced by the model, If the reviewer is
aware of special cases in which there is some indication of the ouicome,
the model can be tested to determine if the results 2re in genersl agree-
ment with the indicated outcome. Another test that can be applied, at
times, is to vary some of the principal parameters and determine if the
model produces results that are consistent and plausible.
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EFFECTIVENESS

45. ARE TEE MEASURNES OF EFFECTIVENESS IDENTIFIED?

The study should cl:arly identify the standards or measures used
for evaluating the effectiveness of the system or organizatio. under siudy.
If not explicitly statec, the revie..ar should atterapt to identify these
measures from the materia) contained in the study. The ccaclusions
and recommendations cannoi be properly evaluated, particularly when
the study is based on enual cost alternatives, without prior evaluation
of the measures of effectiveness.

46. IS THE EFFECTIVFNESS MEASURE APPROPRIATE TO THE
FUNCTIOM OR MISSION?

The reviewer should satisfy himself that the measurcs used to eval-
uate effectiveness are appropriate to the function or mission of the
system or organizaton under study. Failure to use meaningful measurea
of effectiveness is a major contributing factor to unacceptable studies.
Examiration of the effectiveness measures requires analysis and sound
military judgment. The example below jllustrates one use of an effec-
tiveness measure that was not appropuiate.

In a study of selected infantry and ardllery weapons systems, the
measure of effectiveness was a divigion firepocwer score. This score
was the cum of the fronower 2 'cres cf $hc units within the division. The
firepower score of a unit was based on sustained rates of fire, effective
width of burst, and the fragmentation area of the weapon in comparison
with other weapons, Specifically, direct-fire weapens such as rifles
were assessed in terms of probable hits per minute against personnel in
the open. Mortars and artillery were assessed in terms of maximum
effective range and lethal area coverage per minute.

This use of a firepower score was wrong for a number of reasons.
Primarily, it failed to differentiate between the effectiveness of weapons
when used for neutralization and when used to produce casuaities. For
neutralizaticn. the effectiveness is st .ngly dependent on burst rate of
fire, incipient damage area preduced by the burst, and ability to main-
tain fire over the recuired time {the latter a furction of weapcn character-
istics and ammunriiicn requiremzpte'. C- the other Lind, casualty pro-
duction depends strongly on the prubauiliiy of hit, wh:ch 1n turn depends
on target acquisition and weapon guidance or accuracy. Thus,in this
case, several mcasures must be used to ha' - a valid analy.is.

The total di-ision firepower 3core useu 1n the study also assumed
an inexhaustible and uniform supply of ammunition regardless of whether
the weapon was a rifle company machine gun or a division general support
artillery cannon.
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47. DO THE EFFECTIVENESS MEASURES IGNORE SOM: OBJECTIVES
AND CONCENTRATE ATTENTION ON A SINGLE ONE?

In the measuremien: of effectiveness, the reviewer should watch for
any tendencies to concentrate on cnly one or two objectives. Such a
situation indicates an unstated assumption that other cbjcctives are
unimportant. The resuiting conclusions and recomn.endations, if irapie-~
mented, roay cause an imbalance and reduce the capability to achieve
other objectives.

For example, a study indicates that the moct vulnerable element in
a line of communications system are the bridges in a rai) network ard
measures effectiveness of deployment of given air defense units by
degree of protection afforded raiiway bridges. In evaluating tne overall
effectiveness of the air defense deployment, the study failes to conaider
that the vulnerability of other elements in ihelfi: >f commmunicaticas
system may be greatly increased by the redeployment of the air defenge.

A possible test for effectiveness measures suspected of concentrating
on a single objective is to evaluate them against a hypothetical obviously
absurd weapon or device that does only one jotc. Valid measures of
effectiveness should show an ahsurd hypothetical weapea or device in its
true light.

48. ARE PERFORMANCE MEASURES MISTAKEN FOR EFFECTIVENESS
MEASURES?

Measures of performance characteristice are sometimes miscon-
srued as measures of the ability of the system or organjzation to ac-
complish its functi~n. Performance clLaracteristics may contribute
one of the many inputs requircd to achieve the effectiveness of the system
or organization as a whole, For exampie, &~ speed of movement or
mobility of a vnit is only one aspect of the unit' 8 capabiiity 0 accomplish
its function. The speed at which a unit can attack the enemy is not in 1t-
self a measure of the ability of the unit to defeat the enemy. The weapon
with the smaller CEP {s not nocessarily the more effective weapon; the
relation of iethal radius to CEP may be more significart, Other factors
that must be also considered in weapon effectiveness include target ac-
quisition, weapon guidance, and target size.

4v. IS THE EFFLCTIVE.ESS CALCULATED ON THE BASIS OF EITHER
A CCOPERATIVE ENEMY OR AN OMNIPOTENT ENEMY?

Neithey basiz is valid. The enemy should b 2xpected to adjust
his decisions to our own planning as much as his resources permit. An
unstated assumption izt the cnemy is inflexible in the face of our changes
is a common error in cost-effectiveaess studies.

For example,. a counter-guerrilla stuay used a scenario in which the
hostiie guerrilla forces retreat to a meuntain redoub? to be surrounded
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by US troops air-lanaed bty helicopters. This gcenario makes cornvention-
al ti:tlics palatable in counter-guerrilia warfare, but is hardly realistic.

A capabie guerriila leader snhould not be expected to use such disartrous
tactics. Adapte.ion of enemy tactics {¢.g., rapid disg~rsal) in face of

the new U5 capability for air landing is -~ertainly feasible. A comparable
adaptation to the enemy capabilities was illustrated during Worid War II.
German air def :nde analyses prior w tha: war were based on the attack-
ing aircraft using certain altitudes that were optimum for the ajr defense
batteries. AllieC bomber aircraft did not oblige end avoiued the "optimam"
altitude range.

Some studies assume maximum future enemy capability in alli weapon
areas, The enemy rsnnot simultaneously maxi nize all of thi= capahili-
ties if constraints hysical resources and budgets are present, parti-
cularly in the case  peacetime budgete. If he maximizes his strategic
forces, he will kave io limit hie tactical capabilities, and vice versa.
Alternatives, where appropriate, should be pitted against a variety of
enemy postures and the choice should make none of these postures parti-
cularly attractive io the enemy.

In theory, the enemy can counter every systern we design and our
effectiveness will not be sufficiently high to warrant a positive decision.
The real question i{s: how much does it cost the enemy in time and
resources to elfect a direct counter? Ii the price is very high he will
probably seek other lesser alternatives, {See question 6).

50. IS THE EFFECTIVENESS MSASURED BY ANALYSIS OF WARGAMES?

When effectiveness is measured by analysis of wargames the review-
er should look to sensitivity analysis of the resulte. As a rule, wargames
are a questionable means for measuring effectivenecs because of the
difficulty of testing the sensitivity of the results. To do so means
challenging the effect ~f changes in players, referees, :cmmunications,
as well as pavolf furc*1255.  (Gee question 18.)

51. IS THE EVALUATION OF EFFECTIVENESS BASED ON STRAIGHT
EXTRAPOLATION?

Occastonully a study may evaluate effectiveness by straight (linear)
extrapolatior from the measuremeat of effectiveness of 1 small unit.
For example, a hypothetical study niay show that 6 rifiemen can destroy
10 targets. An extrapolation thit states 100 targets can be destroyed by
60 riflemen is not justified without sup,orting evidencz. ine varizbles
in target and iire distribution are not necessarily th- same in both
cases. Further, in a force of 60 riflemen the percentage who will
actually fi_ . at targeis may not be the same as for a force of 6 riflemen.

Another error in straight or linear extrapolvtion js disregard of the
element of dimin.shing returns or marginal utility, For example, 260
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miss: es do not ignify twice as much otiectivene o a2« (0 missiles {f
there are only 59 targets, iruardiermore. ail targets zre not of equal
valne or importance.

52. ARE THE CPERATIONS OF GTHE . S3EKVICES IGNORED®

In measuring thv etfectiveness ot & sy&tem or crganization, consid-
eration must be given o the operauons of othic. Services, where appro-
priate. Failure to do so i= the equivalent of rnaking the erruneous un-
stated assumption (1at oniy the Army will participate in the operction,
For exomple, tre messurement o] effectivenese of Army air aelense
operations mu:: consider the com.nunications, command ard contral,
and IFF aspects of operations w'th the U.S. Air F- rce and :'lied air
forces. Further, the effectiveness >{ certain Army cperat ons is ae-
p-o.lent upon the aegree of air supericrity ac. ieved by the Air Ferce.
The ability to achieve this air superiorit; and the degree of dependence
upon it should be examined. (See question 10.)

53. IS THE IMPACT ON OTHER ARMY OPERATIONS IGNOREL:?

in measuring the effectiveness of a system or orgamizaticn, the
uffects on other Army uperations should be considered. ror erample,
the use of *actical nuclear weapons 1.. a ceriain manner may accomplian
its function by stopping enemy ground moverv-nt. However, the judr-
men: of the effectiveners of the aystem should alsn exarnine the effect
on w.e ground movement of U, S. units. In the same manner certain
protective clothing may be effective against “nemy chemical agents.
However, the clothing may cause such body heating that it caa oniy b
worn for very short periods.

54. ARE SCME ASFECTS OF EFFECTIVENESS INCOMMENSURABILE
OR UNMEASURABLE”

The reviewer should examine carefully the treatment of incommen-
aurables axd unmeasurcile aspects of performance in the total measure-
meat ui 2ffectivencss, Mis'eading 1ieasures of effectiveness are now
often oblained by quantify.\g such aspecis as morsle, or leadership. At
times, > only practicable solutivn may be a qualitative ws-uasion of
taese factors,

GF A FUTURE SYSTEM TAKE INTO

55. DOES THE EFFECTIVENESS
ENSION?

ACCOUNT THE TiME DIM

The effectiven sz of proposed future systems is often deveadent
upon wheno they caa be availabice for vperational use and the total opera-
tional life span of the systems In examining the effect of the Ume
dimension upon eff2ctiveness, particular attenting shouid be given to
(1) the time betw: 1 the present and tne utial operational availabality
of the complete # e, and 20 the istter aart of the sy stem o »ratcasi
life span.
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For example, the effectivenesa of Weapor Y, deployable in 1972,

is compared with that of the current Weapon X. Weapon Y {s judged to
be more effective and requires entirely new support equipment not
compatible with that of Wearon X. This equipment canrnot be operation-
ally available until 1974, It is very possible that the changeover from
X to Y i.aplies a dip in effectiveness during the i970-74 interval, The
old weapon is becoming obsolete ard the new one is not fully effective.
A quick fix means may be needed ‘o bridge this gap and must be charged
to the cost of X and Y. "

In another case involving the time dimensicn, Weapon B, deployable
in 1972, replaccs Weapon A and is designed to perform the same mission
more effectively. It is stated to have an operational life of 15 years.
Effectiveness is cal~ulated on the basis of the 1972 environment. In the
1972 to 1987 peri~d (the operational life of B) the international environ-
ment, £nd hence the missions may underge major changes. In fact, the
mission for which A is designed may already be on the decline. Effective-
ness is not always coustant but often must be related to time.

It is necessary to recognize ihat missions do not remain fixed.
Effectiveness should not be evaluated on the basis of either a specific
probability of the continuity of the mission or of a specified new mission,
Rather, the system should he judged on its ability to adjust to such
chenges.

Similar comments apply with respect {0 changes in technology.
Brezkthroughs cannot be predicted very successfully. Nevertheless,
cer.ain trends are noticeable. For example, anti-tank weapons have
improved more rapidly than tanks since World War II. The sensitivity
of the system to jumps in technology is a vital input to effectiveness
evaluation of massive long lifetime systems.

56. ARE EXPECTED AND AVERAGE VALUES USED INCORRECTLY
TO MEASURE EFFETCTIVENESS?

It is an error to employ an expected . alue or average as part of
a measure of effcctiveness if the obiective really requires a specified
minimum. In such a case, the poscible variances, or dispersions about
the average, consitute an unaceeptable risk for any single event.
This risk is unacceptable even though over many events the results will
average out {0 the expected value,

For example, assume that at the same cost, air defense System A
destroys trom 0 to 99 of 100 approaching enemy aircraft but on the
average de: ‘roys 50. System B, on the other hand, destroys from 25 to
35 of 100 approaching aircraft with an average destruction of 30. The
risk associated with the possikility that, in any given individual attack
by 100 aircraft, System A may not destroy any aircraft at all, whereas
System B can be counted on tc destroy at least 25 aircraft, makes A an
unacceptable system, it thie objective is air defense, If the objective
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were destruction of as many encmy alircraf: as possible over some
period of time but without regard to their damage to us, (an unlikely
objective) System A would be preferred.

57. IF QUANTITATIVE MEASURES OF EFFECTIVENESS ARE UN-
ATTAINABLE, 1S A QUALITATIVE COMPARISON FEASIBLE?

There are tirres when the effoctiveness of a system or organization
cannot be presented acequately in quanttaidve terms. This situation is
common in comparigon of general purpose forces such as in studies of
alternadve divisiong, A study that assigns uumerical values to effec-
tiveness of general purpose forces should be examined carefully.

Ore study comy -=d alteruative divisious in terms of numerical
scores. Each o’ the . x basic faciors (firepower, intelligence, mobility,
commend/cuutrol /comm:mications, logistics, survivability) wus given
a numerical value and ther2 values were summed for esch aiternative.
The resultiag sums were compared as effectiveness measures. These
muaeric.. values are l’kely to be meaningless because the six basic
factors ars inputs anc not objectives. They combine in undetermined
ways to make up the effectivenesas of tactics. The tacticr, in turn, com-
bige to evolve strategies. For example, deception tactics strongly iz~
visive the basic building blocks of intelligence, command,'conirol/commu-
nications, and mobility. However, this does not mean that w2 can gimply
add up so-called sceres of these three basic factors and thereupon com-
pare the deception capability of varicus altematives.

A gqualitative comparison is possible, however. Various pertinent
aspects can be descriped and characterized by "yes-no' or ""good-fair-
poor." A tabular comparison can Lie useful in weeding out some slter~
natives. It may be justifiable to say that Alicrngtive A is more effective
than B (denoted %) in a certain characteristic, even if it is not known
whetger A iﬂ 1} times or twice as effective ar B. H it can be determined
that 3z and C e have a partial ordering ¢ 1.e., we cannot distin-
guish between B and C but either is inferior t¢' 5, w2 may obtain a
grouping as follows:

B, C, D

—
1.y

Let us reconsider the example of the deception tactic. Its key in-
gredients dre mobility, command/control fommunications, and intelit-
gence. , Suppose we know that Division A is .nore mobile than B, there-
fore, . If we shouid arrive at the Xame ranking for the other two
basic fgstm-s, then we conclude thyi ;+ i¢ also true foréhe deception tactic,
On the other hand, it may be that 1¥0r mobility and x for intelligence.
‘Then no statement can be made t‘upr the rclative ranking of A and B for the
deception tactic.
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In this manner, tzctics of iatercost caa be investigated and valid
partial orderings of alternatives obtained, We maay find dominant alter-
ratives. Sippese we obtain:

Command, Control,

Mobility Intelligence Communications
AR E,A E
C BC,D A,B,C
D,E D

We have now learned thet D is dominated by A for all three basic factors.
and hence for the deception function. So D can be eliminated if all al-
ternatives have equal cost. It should not be assumed that rankings of
alternatives with respect to the tactical level can only be derived by
buildup and integration from the basic level. There may be direct quali-
tative comparisons with reapect to, cay, decepiion effectiveness as a
result of wargames or fleld exercises. A combination of both buildup
and direct approaches wonld prebably prove most fruitiul.

The reviewer should recogrize that wvhile cost-effectiveness analysis
is performed preferably by quantitative analysis, there are limits to
suboptimizing or idealizing the problem to make it amenable to quantita-
tive analysis, When carrie! too far, the quuutitative results are often
only of academic interest and offer 1ittle or no relp to the decision maker.

58. IS THE EFFECTIVENESS SENSITIVE TO CHANGES IN ASSUMPTIONS ?

The effectiveness derived in most strdfes j# usually dependent to a
degree un the assumptions. The reviewer should isolate the degree of
dependence and Cetei mine If it is aoceptable, Generally,

a good study will isolate this dependerce, where it exists, and lay out
tae degree of dependence by various kinds of sensitivity or contingency
analysis., The essumptions .hai most commoaly influence effectiveness
and are often not subjected to contingency analyais concern the locale,
the time and level of warfare, and enemy forces and tactcs. ’

A slight change in any of these assumptions may produce significant
changes in the effectiveness measured. For example, additions of a new
ECM band width to the enemy’s capsbility may drastically degrade an
otherwise cutstanding U. 3. system. (See questions 5 and 6.)
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CRITERIA

59. ARE THE CRITERIA IDENTIFIED?

The criferia, or tests of preferredness, are the basis for the con-
clusions and recommendations. The criteria should be stated specifi-
cally and clearly. If this is not the case, the reviewer should attempt
to identify the criteria from the material contained in the study. When
this does not prove possible, consideration should be given to having the
study returned for futher clarification. This is particularly important
if the study is also to be reviewed by agencies outside the Army.

60. ARE THE CRITERIA CONSISTENT WITH HIGHER ECHELON
OBJECTIVES?

No matter what the concern of a study, the subject falls into a
larger framework. For example, probiems of air defense of the CONUS
are aspects of the larger problem of restricting possibie damage to the
CONUS to certain levels. The design of artillery systems is part of the
larger problem of design of land battle forces. Therefore, the reviewer
must determine if the criteria used in a study are consistent with higher
level objectives. This requires good military judgment and the necessity
tc examine the larger context of the problem. I the study criteria are
not consistent with the objectives at the higher level then the wrong
probiem may he solved. Overall Army objectives are contained in docu-
ments such as the Basic Army Strategic Estimate (BASE), Army Force
Development Plan (AFDP), Army Strategic Plan (ASP), and the Combat
Developments Objective Guide (CDOG).

An example of incorrectly chesen criteria is illustrated in the use
of mobility as the scle criterion in the seiectior among different organi-
zatione. A study could conceivably demonstrate that organization A can
be made more mobile than organizations B and C with a lesser exvendi-
ture of rcsources. Yet A may not be the preferred organization because
the mobility was achieved by degrading other factors that contribute to
tae higher objective of efficient control of conflict situations (e.g., fire-
power, sustainability, etc.).

61. ARE THE CRITERIA TOO GENERAL?

Generalized criteria are suspect. For ¢xample, a study may state
that the criterion is "the system with maximum military worth™ or the
"best system'. Such generalizations are meaningless and cannot be
related to the analysis as can a good criterion such as "the minimum
cost of maintaining a [ specified] level of transport capability over a
[ specified] time span."
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62. ARE THE CRITERIA OVERDETERMINED?

Overdetermined criteria lead tc erroneous conclusions. A criterion
that states '"to maximize the damage to the enemy while at the same time
minimizing the cost to the U.S." or '"causing the maximum amount of
casualties with the least expenditure of ammuniticn” suggests that some-
thing can be obtained for nothing. It is impossible to maximize gain and
eimultaneously minimjze cost. It is not possible to increase effectiveness
without some increase in resources (cost). The minimum cost is to do
aothing--and achieve no effectiveness. Occasionally it may turn out that
system A is both more effective than system B and cosis less, However,
system A will not be both more effective and cost less wher compared
with additional alternatives. The dager of using an overdetermined
criterion, such as the one described, is that it leads to invalid compro-
mise criteria by using some erroneous condtraint on effectiveness or
cost in an effort to make an impossible cest seem feasibie,

3. ARE GOOD CRITERIA APPLIED TO THE WRONG PROELEMS?

At times a valid criterion for cre element of the problem is incor-
rectly applied to the total problem. For example, a hypothetizal study
involving proposed surveillance aircrast shows that aircraft A offers
greater mission flexibility than aircraft B at the same cost and is there-
fore preferred. In this case, the choice of aircraft is not the real
problem. The subsystems carried by the aircraft are really more
crucial, The all-weather sensor effectiveness and aio.ics cost may
even determine whether there should even be an aircruft A or B,

64. IS THE ABSOLUTE SIZE OF GAIN OR COST INGNORED?

If the absolute size o the cost of a system alternative, or the
effectiveness to be achieved by it, is not given or is incorrect, the
analysis often leads to wrong conclusions and recommendations. For
example, cost-effectivenese curves for two hypothetical system alter-
natives are given below:

ENEMY TARGETS DESTROYED
(EFF ECTIVENESS)

Figure 2. Cost-Effectiveness Curves
D-44
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In this situation, at low levels of effectiveness, alternative A is
preferred {up to about 70 enemy targets destroyed); at larger levels
of sffectiveness alternative B is preferred (from about 70 to 110). If
the capability to destory more than 110 enemy targets is to be achieved,
then neither alternatives A or B is preferred or even acceptable, The
crucial ques*ior is how many enemy targets are required to be destroyed.
If the number of enemy targets to be destroyed or cost limits are not
indicated, there is no real basis to recommend either clternative A or
B, or some other alternative.

Either the study should be based on an absolute size of gain or cost
requirecd or the study should present s cost-effactiveness curve (or points)
from which decisions can be made. If the study presents a cornt-effective- -
ness curve as shown above, the envelope (indicated by line of X' s {a the -
graph) aloag the bottom says, '"This is a curve which gives the most for
the resources expended, and other things have to be taken into consider- ;
ation at higher levels to determine what the absolute gain (number of ,
targets destroyed) should b2 or the maximum resources {cost) that can be ;
made available."

At times, sldies ignore ebsolute size of gain or cost and use effec-
tiveness-to-cost ratios. The flaw in the use of such ratios is the absence
of aoy specified level of effectiveness required or resources available
as aiscussed above. If the level of activity is fixed, a ratio may be use-
ful in ranking among alternative systems. However, the effectiveness-
to-cost ratio criterion is often applied when the level of activity is not
fixed, For example, in the graph above alternative A destroys 10 enemy
targets for $1 million, 2nd alternative B destroys 100 enemy targets for
$25 million. If only this iuformatior were converted to effectiveness-to-
cost ratios, alternative A would have a ratio of 10:1 and altermative B,
4:1, Which 1s the preferred? If one did not look at the absolute level
of effectiveness required to achieve the military task but only at the
effectiveness-to-cost ratio, then alternative A would be preferred. The
selection of alternative A on this basis may be correct, but only by
coirvidence and 18 obviously wrong when the system must be capeble of
destroying more than 70 targets,

Until the abaolute level (mugnitude) of effectiveness or the absolute
level (magnitude) of the coat is specified the preferred alternative cannot
be determined. The effectiveness-to-cost ra‘ic can be misleading and,
at times, a dangerous criterion.
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CONCLUSIONS AND RECOMMENDATIONS

65. ARE THE CONCLUSIOMS AND RECOMMENDATIONS LOGICALLY
DERIVED FROM THE MATERIAL CONTAINED IN THE STUDY ?

The cenclusions and recommendations should be derived logically 2 -
from the material contained in the study. Some studies, unfortunately, : ]
draw conclusions based on previous studies and materials that are not
fully doenmented within the study (mention in a bibliography is hardly su?f-
ficlent). If input from another study is essentirl, it should be documented
and explained in detail. This requires, at least, a statement as to validity,
scope of application and uncertainty which is associated with the particular
input

The determination of whether the conclusions and recommendations
follow logically from the material in the study is & matter of judgment by
the reviewer. In making this judgment, the reviewer should consider
whether other prudent rtudy agencies would probably arrive at substan-
tially the same conclus’ons and recommendations given only the material
contained in the atudy.

86. HAVE ALL THE SIGNIFICANT RAMIFICATIONS BEEN CONSIDERED
IN ARRIVING AT THE CONCLUSIONS AND RECOMMENDATIONS ]
CONSIDERED? :

Sometimes a study fails io consider all the pertineat ramifications in
arriviLyg at the conclusions and recommendations. These unconsidered
ramifications may either influence the validity of the conclusions and
recommendations of the study or tic decisions toc be made as a result of
the study. TL=s<e ramifications are often referred to as " spillovers. "
For example, ii = hypothetical study recommended adoption of an engire
requiring a new type of fuel, the Army supply system to include supply,
storage and traasportation operations would be affected. Spillover effects
are not always negative. For example, the adoptior of dehydrated rations
to achieve greater shelf-life ma, also reduce construction and transporta-
tion coats becaise of the amalicr unit volume of dehydrated fnod.

Other ramifications that arec sometimes neglected are factors that
should be considered jointly with the problem under study. At timees, con-
sidevation of such ioint decisions could affeci the conclusions and
recommendations of the study. For examjp!le, a study may recommend
adoption of 2 new weapon system to fulfili a ceriain fun-tion, Huwever, the
study may neglact to examine the maintenance support and the maintenance
units that would have to be in existence concurrently with the praposeq
weapop system. The resources required to organize and maintain the
mainienarce system will influence decisions on the proprsed weapon system.
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If significant remifications are uncovered that are rot adequately con-
sideced, the reviewer should, if possible, determine tho effects of those
ramifications on the conclusions and recommendations. (See question 2. )

87, ARE THE CONCLUSIONS AND RECMITENDATIONS REALLY
FEASIBLE IN THE LIGHT OF FOLITICAL, CULTURAL, POLICY OR
OTHER CONSIDERATIONS?

In reviewi.ig the conclusions and recommendations of & study, it is
necessary to be cognizant of the real world in which the Army must operate.
A times some recommendations of a stvdr wmay apoear to be eminently
feasible from a strictly economic or military view, but really are not so
in the light of other considerttions that influence military operstions., For
example, a part.cular toxic chemical munitions system may be demon-
strated to be superior, considering cost and effoctiveness, to a high
explosive muniticns system for accomplishing a certain function. However,
because of national policies on employment of toxic chemicals, the adopiion
of the high explosive munitions system may be the only feasible solution.,

The reviewer should also vonsider the impact of policies that may not
have been known to the agency that prepared the atudy or were promul-
sated too late to influenve the study.

68. ARE THE CONCLUSIONS AND RECOMMENDATIONS RELATED TO
THE LIMITATIONS OF THE 8TUDY?

In evaluating conclusions and recommendaticns, the reviever should
bear in mind the limitations of the study. Studie- 1s a rule, have
varying degrees of liniitations. The more cor .o. _pes of limitatiors
iaclude inadequate data base, criticality of assumptions, criticality of
uncertainties and validity of cost and ef{c.!ivensss models. While the
limitations may be treated within the study, the dependence of the con-
clusions and recommendsations on the limitations is sometimes negleciad.
For example, the study conclusions and recommendations may depend
upon the validi‘y of particular sssumptions but this rslation may not be
pointed out.

It may be advisable for the reviewer to refresh his memory oe the
studv limitations, pariicularly when the study is voluminous, beiore
evaluatirg the conclusions and racommendations.

69. DO THE CONCLUSIONS AND RECOMMENUATIONS INDICATE ©'A87?

Studies soroetimes unwittingly reflect bias because of parocl  ~r
institutional interesta. To assial in detecting bias, the reviewer . '«uld
cunsider the relation of the agency thet prepared the study and tne ¢ ¢ :ie
of the lrmpiementation of the study recommendations. If such implec. .
tion does not appear to further what are generally conaidered to be the
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particular interests of the preparing agency, then one occzsional form of
bias is probably not present. Another test {or bias is to judge whether
substantially the same conclusions and ecommendaticns would be reached,
based on the mcterial in the study, by another study agency. Biis is

often displayed by arbitrarily exciuding certain reasomable alternatives,
maximizing selected enemy capabilities, treating significant uncertainties
as assumptions, and in selection of effectiveness criteris.

A reiatively minor form of bias is sometimes found in the use of
projudicial sdjectives. Unnecessarily referring to all Air Force fixad
wing aircraft as ' long take off and landing" aircraft iz an example. This
type of bias may be prejudicial to the interests of the Army when the study
is reviewed by non~-Army agencies.

70. ARE THE CONCLUSBIONS AMD RECOMMII‘OnTiIONS BASED ON
EXTERMAL CONSIDERATIONS?

At times, recommended selactions among alternativee must be made
in the face of great uncertainty. A study may find that several alterna-
tives exhibit similar cost-effectiveness, but the resuits are very sensitive
to the values assigned to the inputs. In this situation some studies arrive
at conclusions and recommendations besed on considerations other than
those studies. In other words, the study agency is stating that after
having made the analysis, the application of the criteria does not lead to
preference, but indifference, amorg the alternatives and therefore the
issue was decided on the basis of other unstudied criteria. Ia situations
of this kind, wher recommendation of an alternative is necessary, sensi-
tivity io new criteria must be {ully studied,

71. ARE THE CONCLUSIONS AND RECOMMENDATIONS BASED ON
INSIGNIFICANT DIFFERENCES?

At times a study will presert one alternative as haviny the highest
value of effectiveness of the measures applied to all alternatives. The
difference in effectiveneys among the ' optimum'' alternative and the
other alternatives should be examined. If the differeices are relatively
slight and probabiy no greater than the uncertainties in the data, then
other grounds should alsc be demonstrated for selecting among the alterna-
tives that are close in effectiveness.

72. IF PRIORITIES ARE LISTED, ARE THEY STATED MEANINGFULLY?

Conc!usions and recommendaiions often [ist items of equipment in
order of priority of recommendad procurement or adoption. The use of
this technique without explanatior., perticularly for mate:.c!. {s often
poor because it provides no basis for & decision. For example, a study
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vonclude that in order to accomplish ceriain functions, infantry units
be equipped with specified items of equipment that are listed in

of priority. Assume that the items found necessary by the stuly for
units {» accompiish the required funcijons are, in order of

B

14

(1) Seven League Boots

(2) Disintegrator Ray Pistol

(3) Universal Viewing Device

(4) Camonuflage Suit (makes the wearer invisible)

Although *he study voncluded that all of these items are reguired, the
listing of p1 srities without any quantitative considerations coull have any
of thess mennings:

8. Bbuy sl ¢f tie Seven League Boots required. Then, as resources
are available, buy all of the Disintegrator Ray Fistols recuired. Coatinue
down the list of priorities in this manner until the available resources are
exhnusted. This meaning aiso infers that even though all « items are re-
quired, the Army can do without the lower priority items if safficient
resources are not available to procure them ull. For emmple, with
limited resources it is better to have sll Seven League Boots and none of
the other items rather than some of each item.

b. Buy all 4 items at once but spend more moosy on Seven Leagus
Boots than on Disintegrator Ray Pistols and even less amounts on Universal
Viewing Devices and Camouflage Suits.

When faced with this kind of situation, corssideration should be given
to returning the study to the preparing agency for further recommendations
on how much should bu allocated to each item for various budget levels,
either given or assumed.

13. ARE TEF CONCLUSIONS AND RECOMMENDATIONS INTUITIVELY
SATBFYING?

When the conclusions and recommendations of the study are not
intuitively satisfying, the reviewer should attempt to isclate the cause lif
the study fails to deinonstratle by daia, models and other means that the
reviewer's intuition was wrong, thea further eamimtion is required to
determine if some subtle considerations have not been considered because
of oversimplification or other reasons which the roviewer intuitively knows
are pertinent.
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APPENMY §

AN EXAMPLE OF A RECENT COMMUMNCATIONS
COST-EFFECTIVEHESS AMALYSIS *

THE PROSLEM

Demu: steate the feasibility of the commmaication-system cosi-effec;ivness
method developed and reported previously is NEL report 1323.1

RESULT

{. The commusication-sysicm cosi-z{Tectiveness method has been comput-
erized and applied o the analysis of a shore-to-ship bf link.

4. Sewsitivity snalysis curves me develeped for the vasiable paraneiers
used in the anglysis.

b. Cost-esumatiag equations have been developed for the basic equip-
meats comprising an hi commonication link.

€. Trude-off carves iliustrating sysiem cost versus system parameters,
wuch as propagation loss, effective amlennn noise figwre, and crr - rates, are
Prosaded.

RCCOMMENDATIONS

1.  Establish a central Navy-wric data storage aod retrieval system to stand-
anlize and maintain Yistorical and current data 10 support iuture resou:ce-efiec-
tivencss analysis.

2. Extend the method 0 incinde the rommunication svsiem 19 the iperational
environment.

3.  Develop a local data storage and retrieval prog: an to sepport fuither
resowce-cifectivencss analysis.

ADMINISTRATIVE INFORMATION

Pork was pe-foraed wader XF 006 01 07 Task 7392 (NEL BZOBTE) My
mcmbers of the Comvamicatim Tec s (svision The repart covers waek
from jume 1963 10 September 1965 and was apruved {or publication ¢ January 1987

- -

I Sos raferartes in appandis

Woat-Pract Iveness Analysis Appiied to N 7 Communitations Link by ¥,
It ad X Y o January H PPOrl inle, Reproduces

afseion of U, 3. Navy K.ectronice Ladurelory, 8an Diego, Callf.

L}

R, Ulerung,
by per-
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INTRODUCTION

Historical Background

This report summarizes the continuesivn of the work in analysis of com-
munication-system effectiveness reported in NEL report 1323 1

Many reports such as the forcgoing are available to guide aralysts in
cvaluating and analyzing various sysiem coniigurations. Some of the reported
methods cal! for many judgment decisions on the part of the analyst, and in
some cases require cost data that are impossible tc obtain. Aiso, some mcthods
permit grouping all the system charscteristics into a siagle “figure of merit,"”
o measure of eifectiveness. The laiter method is often misleading and meaning-
fess to the system analyst and decision maker. Other methods ailow system
effectiveness 10 be specified in terms of multiple measures of effectiveness.
Several reasons for using multiple measures of effectiveness are contained in
reference 1, as well as in appendix A

Single methods are not used in this report, as they are considered un-
realistic in the evaluation of complex systems that have multiple objectives.

Another method for analysis of cost effectiveness is one that realistically
teprescnts the pertinent system characteristics and costs, is capable of being
implemented, and can be used in 2 meaningf:1 manner by the system analyst and
decision maker. (Unfortunately, the more realistic and representative a modei
is, the more difficult it is to implement, and often compromises have to be made
because of the time required for analysis.) It is this nethod that is being
developed.

Statement of Problem

The ultimate objective of the work in communication eifectiveness is
twofold - - to develop a communication-system resource-effectiveness method,
and to perforin resource-effectiveness analysis of communication systems.

The method is intended for use as a management tool and as a design
tool. As a management tool, the method can be used in the preparation of
Proposed Technica! Approaches (PTA), Technical Development Fians (TDP),
and Detailed Action Plans (DAP) to:

1. Determine resource effectiveness of a set of technical approaches,

2. Establish performance estimates, and

3. Conduct resource-eflectiveness trade-off studies.

As a Cesign tool, the method can be used to:

1.  Specify system characteristics,

2. Specify system effectiveness, and

3. Specify system resource requirements.

This report summarizes the work accomplished to cate in implementing the

cost-effectiveness method developed and documentes in NEL report 1323, The
method as develop=d to date was applied to a real communicaticn situation to

E~4
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determine its validity. An hf Fleet broadcasi link was selected because of the
availability of data pertaining 0 hf equipments and other studies concerning this
type of link. The performance model was used to evaiuate and analyze an hf
Fleet broadcast lirk with respect to performance and cost. The analysis illus-
trates the contribution of various system parameters to overall system perfor-
mance. A particular geographical hf link was selected for the analysis to provide
propagation losscs, noise levels, operating frequency, and antenna gain as
functions of radiation path.

Primary effort to date has been di.ected to the system performance model
and its cost analysis. During the course of this work, it became obvious that

the parameter “cost” as used in cost effectiveness should be more general and
_should include, in addition to dollar cost, such items 3s material, time, and

perscnnel. The more general descriptor “resource” will be used in place of

““cost” in order to consider these items in proper perspective. In most cases,

Jdoilars will still be involved in the analysis. - However, the limitation of assc-
ciating everything with dollars is removed.

METHODS

Problems in Cost-Effectiveness Analysis

The following comments on techniques for the analysis of cost effective-
ness draw from the content of related references 2 through 5 as well as from
experience gained during the course of this investigation. The uninitiated are
likely to think of cost effectiveness as a method that maximizes effcctiveness
whiie minimizing cost. This conception is overly optimistic. What cosi-
eflectiveness methods can do is to mipimize cost of a system while holding
effectiveness to some minimum acceptable Ievel or to maximize effectiveness
while holding cost to some maximum acceptable level. The possibility arises
that the analysis will be misleading if the wrong fixed levels are chosen for
cost or effectiveness. A way around this difficulty is to compare the results of
analvsis at seversl levels of cost and/or eftectiveness.

The optimization shou!d be execated for the system as a whole. [f the
subsystems are optimized individually (*s:boptimization'*), the result wil!
most likely not be true optimization. For instance, the best receiver for some
given cost might have high sensitivity and low stability, but the best system
might call for a receiver with moderately good values of each.

PROBABILITY LIMITATIONS

The single-link problem can be expresscd in terms of physical parameters
tather than probabilistic terms. This method avoids the problems associated

E-5
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with the usz ¢f unvetified probabilities. Solutions to the problems associated
with unverified probabilities will be sought during subsequent investigations.
An cxample of an unverified probability is in the answer to this question:
What is the probability thas two ships will be transnitting on the same frequency
simultancously? Sometimes questions like this one cannot be avoided. If
they cannot, the sensitivity of the analysis to the assumed probability should
be tested by analyzing the system for various values of the probability under
consideration. If the analysis turns out to be sensitive to the probability. the
tesults should be considered skeptically. One tempting way out ol the
mverified-probability impasse is to accept the word of some outside authority
on the matter; but this .s merely a way of avoiding the chore of reconciling tie
analysis to this problem, since it is obvious thas if the probability is unverifiable,
the expeit has no more assurance of its correctness than the 2nalyst does.
Again, in treating matters of probability, the anaiys: must realize that the
most likely event dces not always happen. Low-probability cventualities sho:ld
be inspected, too, for disastrous outcomes. When the real sitvation becomes so
complex that it cannot be analyzed directly, a simplified model 1s used, with
the danger that the analyst will become more interested in the model than in the
real situation. Game theory is deplored ty many because it is so often invoked
for simple models, but is so difficult to apply to complex real-life situations.

DATA LIMITATIONS

A poblem which this stucy encountered was the limited cost dats avail-
able. This is a warning that the cost equations obtained by the regression
analysis will not be as accurate as desitable. Under these citcumstances it is
especially dangerous to extrapolate the resuits to ranges of the variables for
which there ae no data.

In the same vein, it is a mistake to ignore a variable which cannot be
quantized; for example, ease of operation of equipment. It is always easier fot
the analyst to inseit the effect of a quantifiable variable into a performance
cquation than to philosophize upon the effect of an unquantitiable one, but the
tendency to ignore unquantifiable factors should be controlled.

When the present study is expanded to include more complex probems of
evaluating large comr.unication systems to he built in the future, the costing
methods will hav- to be madilied «nd extended. Some of the considerations which
will become important are the period over which the cost of new equipment is
amortized, the ditference beiween sunk costs (money already speat) and {uture
coss, the significance of cost differences, and ways to attach dotlar costs to
tra‘ning of personnel and other expenses not dircctly for equipment.

LIMITATIONS OF SINGLE-PARAMETER ARALYSIS

Most systems are a0t 8O simple that thewr effectivenes= can be expressec
as a single parameter. Il they were, rost-effectiveness wualyses would be much
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more straightforward thar they are. For example, if the effectiveness of a
comaunication system were zquated with information rate, all considerations vf
reliability and maintainsbility would be sacrificed.

Combining the effectiveness neasures of a system into a single “‘quality
factor” is also specious. For a time, this wes a popular practice, but now it is
discouraged by many practiced analysts. Appendix Alillustrates one problem
associated with defining effectiveness as . single measur<. A particularly
strong statement on the subject was made by E. S. Quade:? “‘One thing we
camot do is construct from a’l the indi*idual ohjectives some group objective
by appropriately weighing 2!i separate ones; this is a practica’ absurdity and it
has been theoretically dex:onstrated that there is no unijue aid satisiying way
to do it.”* For example, consider two systems with periormance factors, A, B,
and C of equal importance (weight) evaluated on a scale from {1 to 5:

Factor A B C Sum Product
Systeml 4 1 5 |10 0 Q
System 11 3 4 2 S 24 Qy

If the <ality factor Q= A+ B+ C, system | has the ugher Q- if 0= Ax B x(,
system i does. And there is no way of deciding which formila for Q (if eiwner)
is legitimale. Furthermue, deciding upon the relative impo.ince of the perfor-
mance factors is an arbitrary frocess wich serious conseguences. If the pro-
duct form of Q is used, weighting does not affect the ratio Q;/Qy;. However,
when the sum form of Q is used, giving factor B a relative weight of 2 gives
sys.em [1 the advantage of 13 10 11. Likewise, System | has a 15 to 11 advan-
tage il factor C is given a relative weight of 2. Finally, the evaluations are
sensitive to small changes in the values of the performance faciors. If these
are not specifically quantifiabie, the danger of upsetting the resclis is grest;
{or example, if factor B of system | is changed from 1 to 2, the product Q 18
dosbled and far outstrips the comparable Q of system 1I.

After all the abitrary nanipulations aze made, the probability 1s sur-
prisingly high that the (product) Q faciors of the 10 systems will be equal. as
shown in Appendix A.

System Effectiveness Model

If the description of 2 by pothetica! communication siiuatiox 15 given,
system requirements can be specified. The requirements determine the objec-
tives of the systel . Communication: system objectives ay be many and varieu.
Some typical commanication-system objectives are:
information reliablity
Infierastion rate
System reliability
System availability
Anti-DF
Anti-jam
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This report considers only the first two objectives. Subsequent work will inte-
grate other objectives into the overatl model. System objectives may in many
cases be considered as measures of system effectiveness. Cost as a resource
element is not considered a measure of effectiveness. Coet is a criterion for
choosing between altemnative systems at some specified effectiveness level.
The RESULTS section illustrates how cost can also be used to select betweeu
alternative systems tnat exceed the minimum requirements to different degrees.

Figure | illustrates the procedure followed in evalusting system resource
requirements and effectivenens.

The resousce-effectiveness analysis begins with a given set of system
requisements as shown in figure 1. From the requirements, mission objectives
are specified. The mission objectives indicate *he type of optimization to be
sought; that is, the most effective system for a given level of fnding or the
least expensive system for a specified level of effectiveness. The type of
objective is also reflected in the const.aints imposed on the optimization pro-
cedure. Thc sysiem model is an analytical mcdel of the system intended to ful-
fill the stated objectives. The system model interrelates system chayacteristice

REQUIREMENTS &
EFFECTIVENESS
OF DESIGN
ALTERNATIVES
EFFECTIVENESS
AND COST —p] OPTIMIZATION
CONSTRAINTS
MISSION ALTERNATIVE \
OBJECTIVES MR
4
SYSTEM > SYSTEM
REQUIREMENTS MODEL
A oSS
RIPT! .
DEsC INTERFACE

Frgore 1. Procedure verd m resnsuce sffectivonsts onelysis.




AMCP 708-19!

sad mission objectives. In some instances the system modél may be modified
10 evaluate an altemative soiution to the mission objectives. This altemnative
could require an entirely new system model. System characteristics are cate-
pvized by subwodels; each submodel s¥mbolizes a particalar type of communi-
cation equipment. The resowrce interface model (cost analysis) assigns cost
factors to system characteristics within each ssbmodel. The submodel cost
expressions are thea wsed in the optimization program as cither critaion or
constraint epressions, the use depending upon the type of optimization being
performed.

The optimization procedure provides tac anslysis outputs, 2 sealysis of
seasitivity of cost or effectiveness to changes in system charscteristics in addi-
tion to the optimized system coat or effecliveness configuration.

In RESULTS systea characteristics are shown againsi cost (o indicate the
type of trade-off analysis possible from the method.

la the previously developed method, 1 the cost (resomce) effectivencss
of a communication syaca iucleded system availability and system reliability
in addition to system performence ag measures of system ~flectiveness. Avail-
able time bas precluded the inclusion of system availability and system relia-
hility in this roport. Refer to appendix F for explanstions of the symbols used

throughout the report.

Performance

The effectiveness model which evaluates the performance of an bf shore-
to-ship communication link consists of several subr.odels. Each submodel
scrves as mn interface betweesn subsystem characteristics and subsystem cost.
The submodels are:

1. Transmitiing termina!

Transmitting

Tranrmitting waicnna coupler
Traasmitting antensa
Receiviag satenna

Receiving aatenna cowpler
Receiver

. Receiving terminal

Eucmcn of the aethod depeads wpon the ability to assiciate a cost
facior with & system paformance factor. The procedwre for detZrmimng cost
factors is described w Comt Asslysis. The procedure was used 1o determine
the cost factors listed i table 1. These items were shown © be critical in
the establishmant of cosd nd performance facios.

Subsystem performance facices are thoee mejor suhaystom characteristics
that directly influence the stininment of the systems objoctives. The system
performance fac: -3 e conbined by amlytical cxpeessions scconding to com-
smaication thecry to yie!l the measaes of system performance. The performance
w defmed here consists of information rehichility and informsuion mte.  Systes
cost mctors adified by systen prricemance factors e comden~d to give sysiem
cost for the predicied level o peviorssace.

PUR AR
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TABLE 1. SUBMODEL COST AND PERFORMANCE FACTORS.

Performance Submodel Cost
Factor Factor
Number of chamnels Trenswitting Number of chamnels
Bit dusation tarminal Quantity of wnits
Type mudulstion
Average power {ransmittey Average power
Stahility Frequency
Stat lity
VSWR Transmitting YSWR
atenaa Frrguency
conpler Number of inputs
Gain _ Trancmitting Cost per sntensa
Antenna pattemn » lens

Antenna orientation

Gain Receiving Cost per antenns
Antenna paltem antenpa
Antenna oricntation

Notse fhigure Receiving Noise figere
aatenna
coupler
Sensitivity Receiver Seasitivity
Subility Stability
Frequenacy
Quantity of wnits
Numbcr of channels Rece ving Number of channels
Bit duration termaal Quantity of units

Ivpe modulation

The mintmum-cost S)sicm may be defined for a spevific ievel of perfce-
mance by wtilizing optimization procedmes. Also, the maximum-petforssnce
s sters may be defincd for a fied wvesimens.

PROPAGATION MEDIUM

Propagation-rediction prograies proside & method of simulatag asalytr-
cally thonr geopraphical and environmcrtal Jactor. ahich sffect 2 sysiem’s
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effectiveness. There are sereral computerized provagation-prediction programs
available 0 \ke amalysi. The capabilities and limitations of e programs vary.

A sutvey of propagat ticm prograns known and available at NEL is
contained in appendix B. i1 is this type of computer program that will be vsed
in propagation modeling.

Fo: tis analysis, the NEL High- Frequency Radio Propagation Compwter
Progan® was used for modeling the propagation medism. The program calcw-
iates the following characteristics of the propagation path(s) as & fumction of
the time of day, month, swaspot sumber, transaitter location, and receiver

Noise voltage (receiver)
Propagation losaes
Skywave mode (sember of hops, reflecting layer)
Anteans gais as deicrmined by take-off angle and angic of arrival
Tkmahmbmmnmmmlmmnb:mu&wd
in the calculstions.

All calculations in this report were based on & share wmasmitter locaied
in Honolulu, and a alripboned receiver located at various distauces along a 00
uzimuth from Homoluls

The other characteristics of ihe commumications link are:
Sumspot namber 20

bvvrg

Yonth December
How 0600
INPFORMAT(ON RELIASILITY

A major objeciive in amy commmmications sysiem is the relizble transfer
of information. lniormation reliability may be measured in several ways; how-
erer, each method is depencent wpom the teceived encrgy pee bit and the noise
power deasity at the receiver. The more common meraures of informatrm
reliability are it error rate (BER), charscier enor rate, and word etror nate.
Each messwre of aformation reliadé’ios 13 & 1w tio of the BER, which i
depende upon the pormalized S/ N nitio (R)

The cuncnt computericed mnadel Sor mfarmation reliadility does not convert
the probebility of Mt eyroe (P, ) t© the comespondwmg somalized €N ratio.

This conversion is mede onside th: progam and is sciected froa the appro-
priate equation listed in reforence (1) Equction (1) relates the 5/N ratio im-
provement poasible in the deteutm mode|, fom the predeteciion 5/N st
(RPRE) 10 the postoeiection $/N rstic 5y/N2. Th2 analysss of FSK Jetection
which iullows i for 5 aoalicess reveiver with & sragle hiter and Hnear discrim-
aator.

?PRF-cuxﬁ’. nfﬂ
OMB!“_ No
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whers
So/Ng = RTB,
fo 2B,/2 = 3/(4T,)
B, = 3/(2T,)
(B,)p=8,22D+B,
thea

3/(4Tp) ‘ 3RT,

PRE = c1.8 .
AR = Y SmaDry/aTe | T, - 5

4}

RPRE is & fmction of modulation type, receiver fiering, puise iength,
guard time, snd sumber of chamnels.

Equation (2) equates RPRZ 0 the propagation medium characteristics and
petformance parameters of the system submodels.

r
R
10 log, (RPRE) = 10 log, P, + 304 G,;# G, + ‘°'°“°la+“‘f“',:] ?
et
-L,-F-C,~ |o|ogm‘l+{*,,(s,+s,)léxn

where
Fo=E,~20l0g;g f1g/y +63.5+ 10008,y b
F10togoff, - 14114,
¥iu=134 - 10 log,q b

The lollowing propagation factors sre obta.aed as ugtput data from the
NEL propagation-prediction program 8

Fropagation ioss (L,)
Transm:t anienna gein (Gy)
Reccive antemas gain {G,)
Effeciive aatenns noise {Ea)
Frequency of operation Fiaess)

The freegoing propagation factors permil 2 systes’s parfomance o be
analyzed for a specific geopraghical locaion, time, and range.

INFORMATION RATE

I the design of commen - Mion Systems. there are certain trade~oils that
can be eade betweer wfomsiion rehiabulity and wiormetion re. A compater
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subrostine has beea writicn that eanbles these trade-offs to be taken into
accoust. Examples of the trade -offs possibie are as follows:

The greater the duratcon (slow rate) of the puise clement, the greater the
probability (high teliability) of receiviag dhe clement correctly. The converse
is also trwe. Also, the more errors there arc in 2 message, the less information
can be transferred from soarce 10 user.

When two sysieme that wse diffevent coding techaiques are compared, a
detailed analysis is requred 10 determine the ate at which information is
tmmsferred. la teletype sysiems, the start and swp bits, as vell as error detec-
tion asd comvection bits, sust be comsidered in the determinatyon of information
retc. When two systems that use the same coding techmique are compared, it
is st difficult w0 determine ticit relative information raies. However, coding
techmiques and iaformation rate mest be relsted 10 some consreon factor for in-
corpoeation withia the method. This common f20tor is gives by equation (3)
Equation (3) stases that the channel informztion rate is equa’ 10 the soarce raic
reduced by the chame! quivocation.

Igc® H(x) - Htx) (3

Igc = Rate at which information is transferred

‘H(x)= Source {ra:amission mte
H,(x)= Equivocaion '

The sowcce infarmation rate (H, ) is modified 10 considc. both sterg aad
stop bits as well as crror-detectioa bits 1 facilitate calculations. That is.'the
sowrce data rate is reduced by the effect of start and stop bits and ciror-detection
bits. In the £nai measare ol information transferied ty the wource, informagion

rate is further reddced by the chanmel equivocation. For the binar. system the _
channel informating mate ix

11
e 34+ T {(l—P,»loh(l -p,, +P,log,P, 4)
0 e

The overal] systew informa:ion rate is Qrectly proportional o the number of
channels ¢ and inversely proporticnal to the arder of diversity m a8 @iven in
equatior (5)

lgr=cmxig. ‘%)

BataBase

Qe of the mobleme associated with cust-effectivencss emalverx is the
vollection of reliable daia. Standardized sousces of sysiom Charad terisiivs and
cont we definitely lacking. Sicps have Deen taken to estabiesh » data sircape
and retricval svsiem at NEL w0 sepport e resomice-effeciivencss prograr. Ths
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data basc will ke continually undated to provide a sliding bistorical dzts base.
The storage and retricval program will provide dats from which cost factors can
he determined. in order for cost effectiveneas to becotie & continuing pert of
the Navy procurement process, a complete data base of Navy equipizent is
required. The bent time 10 acquire equipmen: daw is in the initial stsges of &
system's life cycle, The types of data that ase ;equired (0 support resouce-effective-
Hess analysm are as follows:
i. Standardized listing of equipmeni characteristics by type [ equipment
2. MTEF
a. Spedtfication value
b. Predicted value
c. Actual valge
3. MTTR
a. Specification value
b. Predicted va.ue
c. Actual value
4. Unit cost
a. Guantity procured
b. Date procured
¢. Spares
Tranting cost
Installation cost
Personnel requirements
. Developient cests
T‘he data sources used o support we resomce—effectweneSa analysis of
the if link contained in this cepet are listed in appendiz C ‘with wyp of daza.

% o

Cost Rnalysis

The cost analysis applied ha:e assizns a cost factes to each specific
equipment characteristic so that cquipmen’ cosis an be predicted as 3 fur<tion
of equipment charactezistics. A cou,atenized statistical multipie-zegression pro-
eram 1s uscd 1o determine each cost function {rom historical cost data and equip-
ment Characteristics. A brief 2xplaration »f the theory and anzlytical process
involved in curve fitting via multiple regression ix contained in appendix !

Total equipment cosis can be considered to cons.st of fixed costs and
variable costs Fixed costs are independeat of the performance expressions
(METHODS. equations 2 ard 5). Variabie costs vary with level of performance.

“Fixed costs here also includ= performance factors that fai! to curelate with cosi.

Total cost = fixed cost 4 variable cost.

On the {i7st try at determ.ning a cost expression for a particulay type of
equipment -- for example, a raceiver - all equipment characteristics (all on
which there are sufficient data) are submitted to the ;vgression program at once.
If the equipinent cost fails  comelate with the pertmient equipment character-
istics, the equipmznts arc further categorized by frequency range, tvpe Lastalla-
tion . or other diif2rences. Graph ploiting of equipment characieristics veesus
cost may be employed to heip determine the snalytical form of the cost expres-
sion.

Yt
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In some instances the equipment characteristics required to evaluate a
systen.’s effecriveness may not comelate with equipment cost. Such pertinent
equipment characienstics as modulation 3 pes, number of types of modulation,
tranzistorized equipment, number of channeis and isclation did not correlate at
a significant level with equipment cost. It is not implied that they will not
correiate, but only that infoimation in extreme depth was not availahle. Also,
equipment characteristics may corvelate negatively with (ost (that is, receiver
cost decreases with a decrease in seasitivity). In lower-cost equipments
($3000 or less) the quantity of units procured affecss the unit cost significantly.
Ia this price area, as weli as with the more expensive equibments, the quantity
of units procured is considered when this type of information is available.

If the data on a particular type of equipment are insufficient to permit
cweve fitting, the equipment should be treated as a discretc entry in the perfor-
mance and cosi equations. This approach was taken in the following analysis
with respect to shipboard and shore anteanas.

The computer program used in the cuxve-fitting process provides several
statistical tests to evalnate the *‘goodness® of the nited curve. These tests
are the ¢ test und F ratio test that are described in appendix D The muitiple-
correlation coefficient and standard ervor of estimate are also calculated.

cptiizatié Technique

One of the main tools of the resource-effectiveness method is the Systems
Optimization Program (SOP).7 Several minor modifications have been made to
the SOP, some as adaptations to the current problem . and some for compatibility
wiit NEL computing quipment. The SOP minimizes a given function, called
the criterion, while satisfying two types of constraints. The constraints can b¢
in (e form o1 equations or bounds on the individual variables. These constraints
are always satisfied during the optimization procedure.

In connectior. with the present evaluations of communication systems, the
cost is written as a {unction of system parameters, and this expression becomes
the criterion equation in the SOP. Only one consiraint equation is used; in it
the gairs (power, antenna gain) are halanced against the losses (path loss,
noiss, §'N ratio). Some of the arizbles are also constrained within preset
limits.

The tolcs of the cost and gain-loss equations can be interchanged; that
is, the cost can be held less than or equal to a certain amount. The gain-loss
eysation can be used as the criterion by writing S/N ratio in terms of the gains
and losses. Then the SOP will maximize S/N ratio by iripimizing its negative.

The SOP has four major subroutines, called Mode !, Mode 2, Mode 3, and
Mode 5. Mode 1 is the most important, as it executes the optimization. The
technique used is thc method of steepest descent, mod: fied to work with con-
straints (see appendix E). The cost and criterion equations are written as
functions of the sysiem parameters. Some of the parameers are variables and
may be periurbied in the procese of minimizing the critenion. These parameters
currently arc transmitter coupler VSWR, transmitter and receiver stability,
teceiver sensitivity, transmitter power, and receiver coupler VSWR. A greater
number of tire system parameters are held fixed, but may be changed for each
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rm of the program. They include tkansmitter operation time, aumber of traus-
mitters purchased, path loss, and environmental mnise.

Mode 2 evaluates chosen functions and their derivatives while varying
one parameter. It can also plot these renuits, & capability which allows the
analyst a convenient way to judge the cifects of individual parameters upon the
complete system.

Mcde 3 evaluates chosen functions while varying sev~ral parameters simnl-
taneously.

Mode 5 is 2 sophisticated output routine that lixts the results of Mode ]
in a complete and readable form. 1i can 2is0 convert units from those convenient
for calculation in Mode 1 to these appealiag to persons using the results.

Confidence Level of Predicted Performance

The performance equation contains, ot is dependent upon, several para-
meters fc: waich one cannot specify a *“true’* value but only the most likely
value. Hence, these parameters are represented in the performance equations
by their most likely, or mean, values. A statistical confidence factor is used
to conipensate for the effect of parameter w.certainty upon gystem performance,
thereby assuring a specified lcvel of performance with a given degree of coafi-

dence. The confidence factor is included in the performance expression (METHODS,

equation 2) as additional system loss. The confidence factor is determined
from system paiameter uncertainties® and the desired level of confidence.
The uncertainties are:
51 = uncertainty in predicting signal strength over (onospheric path.
ora = noise variation about the mean.
TANT = uncertainty in receiver antenna sain due to receiver antenna
characteristics.
Op, = uncertainty in mean value of noise.

ONF =uncertainty in receivey noise figure valuve.
The total uncertainty o is

ve
_ 2 2 2 2 2
op=|oant  YosicT Yopa©tops Yong

Confidence factor (Cf) =Kor

Confidence lmervai, Petcent K
50 V]
90 1.282
9s 1.645
9.9 3.09

The confidence factor us:d in these calculations were obtained from the
followiig system wncertainties.

o816 = 8 dB
gAY T = 8dB

E-16
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oTA = 5dB

opa =3dB

eNp =3d4B

The total system uncertainty (o) is found to be 13.675 dB. The confi-
dence factor for & 93-percent confidence is then:

C; =Koy = 1.643 x 13.675 dB = 22.495 dB

RESULTS

@

The resuits of analysis of hf-link effectiveness are presented in various
forms to illustrate the capability and versatility of the method su far developed
under this program. Pexformance and cost equations utilized in the optimiza-
tion program are discucsed with respect to contributing factors and their inter-
relationships. Denending upon the form of the optimization process, the per-
formance equation may be either the criterion or the .onstraint equation. Cor-
respondingly, the cost eguation will then be the constraint or the criterion
egnation.

In the optimization program a local minimum is sometimes found rather
than the global minimum. In this case the starting values for the variable para-
meters are changed to determine if the optimization process can locate a new
minimum for the criterion expression.

The optimization p:ogram uses 26 parameters (fig. 2), of which only six
are allowed to vary (variable parameters). Other parameters could be selected
as variable parameters; however the six selected (fig. 2B) are believed to be
the most significant with respect v system cost-performance trade-offs. Figure
213 a typical SOP output page. It was taken from a computer run in which system
cost, parameter 12, was used as a constraint on system effectivencss.

E~-17
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Submedel Cost Prediction

The method of analysis required that cost expressions be gemerated fr
cach submodel of the communications system. The expressions were developed
for all but the two antenna systems, shipboard receiving and shore transmitting.
The data available on Diese types of antennas were insufficient 1o permit cost
expressions o be deveioped by regresaion analysis. The costs and character-
istics used for the antennas were taken from vendor literature.

The cost expression for each submodel aloag with the multiple-correlation
coefficient and standard error of cost estimate (o) are included in the summary
that follows. The mnge for each parameter used in the regression amlysis is
also indicated.

The symbol Q is used to denote where applicable the quentity of mits 1o
be considered in predicting the cost of a suhwodel. Each of the submodei cost-
prediction expressions was genersted by means of the techniques described in
the Cost Analysis section of METRODS. Fo: an explanstion of the symiols
used 1n the cost expressicn, see appeadix .

Consider 2 typical exampie of wmit-cost prediction using the following
teceiver characteristics and the receiver cost-prediction expression (ME THODS,
equation 3).

Receiver Characieristics

Q = 10 = Quanuty of units to be procured

Fg = 16.250 Mc/s = Receiver center frequeacy
Sn = 1.5uv = Receiver sensitivity

S; = | PPM = Receiver stability

Receiver cost ($) = ¢ $5,382.216 — $2,48269 (30) ~ $659,2069 log;q(16.25x 108)

fixed cost  variable cost variable cost
due to quantity due 1o frequency
- $1.186.0931 |fog. (10 x 1.5)|+ $2.016.81387 log, (100/1)

variablz cost variable cost
due to sensitivity due to stability

Receiver Cost ($) = $2,481 when bought in quaatitics of 3.

The range for c2ch vanable ustd w the receiver cost analysis is as
follows:

4. Qs 2217 Quantity

225 fo s 323.37%kers Frequency
basy 3 100 Sensitivity

01 .8, 1 PPV Stalulsty

Fredicted costs can be obtained far the other equipments comprisiag the
system trom the appropriate ssbmodel equation n the summary which follows.
The cocihicients assigned each cost factor are the performance factors and arc
determined by the opamizat: o program. The total i system co8t 18 (he sulm
of the imdividual subacde! costs.

E-20
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Swamary of submode! cost prediction equations.
1. Terminal Equipment
8. Receive or Tramamit Terminal Cost ($)
= ~$43.239335 + 1091.553361 (¢)
~69.0892% (Q)
155
1Scg 16
Muitiple Correlation 0.99909
o T $535.46389
b. Reteive and Transmit Terminal Cost ($)
7 .803.299336 + 2183.000722 (¢)
~138.17352(Q)
15Qg3
1£¢g16
Multipie Correlation 0.99909
o = $633.46589

2 Receiver Couplet Cost ($) =

J014.239379 - 746 R68745 (F.) + 85.119%6 (F )2 - 3.181748 (F.)?
& F 518

Maltiple Correlstion 0.99003

o = $40.797290

3. Receiver Cost ($) = 5,382.916

-2.486267 (Q)

-659.2069 log,fo
~1786.0931 {log,5(10s,,)]
+2016.81387 log, (100/5,J
s Qg 2.217

225 fo < 323.37%¢

g <10

0.01<5,< L PPN

Multipie Correlation 0.980429
o = $368.48309!

4. Timsmitter Cost ($) = ~154,342.190818

+7216.0810 log,5p,
+1.7039107 »,

+71683.2036 (S, /fo)
+5205.3072 log, o{100/S,)
0.0155,5 LOPPM

2 < fhes B M/
Bshslow/s

0 p,s 20.070 watts
Multiple Conteration 0997449
o = $1052.2097%

3. Tramamit Cowpler Cost § =

14,957.59] 461

~20%7.6831 logp [o - 349.12247,,
+1188.842182 ¢,

L1, 2.000

1L15s b s 2.3 Mc/s

tr
L ]
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I1Sc,s 4
itiple Comrelation 0.913099
o = $242.653032
6. Anteanas
a. Teansmit Aatenna - Comical Monopoie Cost ($) = $8,275
b. Receive Antenrs - Vertical Whip Cost ($) = $300

The Effect of Primary-Power Requirements
Upen System Design

Table 2 illustrates the cost of an b commumication link as a fmction
of a receiver removed {rom the transmitier in a fixed direction with range as a
variable parameter. The variables (hat affect the sysiem cost aie frequency of
operation fy. o, external noise power (E,) available at the snteara, and pro-
pagation Wss (L,). The vakies for these vatiables aze determined by the pro-
pagation-prediction program for cach specific iange. Also, the ftequency of
operation sclested 18 the optimum i"equency for that range and receiver lo-ation.
The S/N ratio & a specific receiving location 13 a fimction of the effective
mtenta noise figwe and unnsmission patn loss. The received noise field
saength and operating frequency cause the effective antenna noise figure to
vary iregulacly with mnge. The variation causes system prce 1o thuctace
aloag the selected path miher than being monotonic with distance. The first
theee liae entnies in tabic 2 iliestrate this situation. The path loss (Lp)is
monotonic with raage, increasing rom 64.7 d8 at 240 n.m. to 74.7 dB st 960
A.m. However, the ellective noise at the receiver ar'emna (E,) decreases {rom
43 uvat 240 n.m. (0 3.4 v at 960 5.m. This decrease in E, combiied with
an ncrease in operating frequeacy mure than compensates foc the 10-dB in-
crease in path loss, resulting in a less expensive system for 960 n.m. than for
240 n.m.

In the last two columns the effect of primary power (or commercial power)
1S shown. The prumary -power cost fx a Yyear period was included in the cost
{cnterion) equation. The equipment was considered o be in operation 720
hGuis pei Bonih. in most cases, e eiiect of considering primary power and
tts associated cost was to reduce the amount of the ransmitier puwer output
reauired, causing the system to seck additional gain from other system para-
meters al less cost 10 the system.

The cxpression foc prmary-power cost vses the rate structwe of the

~ San Dicge Gas & Electric Co., as tus miormation was readily available. The
amouni of prumasy power tequired is dependent upon the efficiency of the gans-
migcr, plus other ilemy.  The efisciency of shore transmitters was fuund o
devivase as tans.ilict powe? i3 iacrcased, and ths relaionship was included
mn the cxpresswon far pumary-poser cost.  The effect of transmtice efficiency
w 3vstcm cost become s significant as the commenication-link range 15 increased
from. ! 9RO n.m. 0 304 u m. The commmnicaton link analyzed consisted of
cashi dital chasacls. cach opaaueg wi a bat ervor rate (BER) of 10 errors
o it Ihe hak was neumized tor cach rarve consdered. The comindenc e
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TABLE 2. SYSTEM COST AND POWE.R REQUIREMENTS,

-

\ 1
Range, L,. E, frcrs Without [Yisary- With Primary-
am dB av Power Costs Power Costs
Cost, Power, Cost, Power,
Dollars Wults Dollars Waits
1 240 64.7 143 4 46,318 2,283 5.8 119
480 68.6 14.8 4 49,298 2,267 61,599 1,589
960 74.7 34 0 35.7% 1,000 17.663 250
1,980 802 | -3 | 2% 33,321 300 16,081 500
3,000 84.1 ~3.4 2 31117 1,000 4,114 500
4,980 90.8 ~1.0 16 4729, 1,952 %6.60% 31y
5,040 96.0 82 8 166,088 86,55 1,400,773 5,293
;
-
level as3ociated with the error rate is 95 percent. The BER was detemmined
for noncoherent FSK modulation subjected to Rayleigh fading snd Gaussian
i ooise. in addition to ransmifter power, the optimization program vaned other
] systew: characteristics. The other system variabley that were pemitied to vary
we;
1 Tmasuitier stabelity
2 Receiver stabslity
3 Receiver seasitivity
4 Reveiver coupler noise figare
5 Trassmutier coupler VSLR
Because of the intemction of variables L. €,. a0d f,,_,,. the worst-
case comligeration may a0t occur ot the maximum rasge over which Communica-
3 Uons are desued. latermedialz tanges, geographica! locations, and time
i should all de comsidered in actermining the design requirrments or the adequacy

of a commumcations system. Also of importance 1a the denign of 2 system i
the tramsmiter efMicioncy with iis associated primary -power cost.
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System Cost Versus Rangs for Various Valuss
of F,

Figure 3 illustrates the effect of coamunication-link range 7 system
cost  The curves are for effective anieana noise (igures (Fg) of 40, 0, and 60
dB. The link performance for these calculations is constrained to an cight-
channe! sysiem operating with a2 BER of 10°3 errors per bit with a 95-perceat
conlidence factor. Each point plotted in ligwe 3 refresests an optimized
{minimum cost) system.
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Specific commmication-link characteristics are:

Link location 0° azimup from Homolulu, Hawaii

Moduletion Noncohereat FSK

Senmpot aumber 20

Moath December

Howr - 0600

Tonsmit Avtenns Conical Monopole

Reccive Antennn Verticat W.ip

Tle cutves illustrare the cost increase associated with a 10-dB increase
in the elfective antemna noive figwe. For s 2,000-n.m. link, an increate 1 the
tliective mmtenna noise figare from 30 dB 0 60 dB would require an additionz!
$21,000 investment (39 percent increase) in the system.

System Cost Vi:sus BER as 2 Function of F,

Fipate 43 a graph of Sysiem Cost versus BER as a function of F,
(efcctive antenna noise figure) for valees of 40, 50, and 60 dB. Each poiat
plottel represents ar opimized system (that is, minicum cost) evaluated to
provide a specified level of po formamce. 1!l calcuisticas are for g fived ringe
10 eliminai~ varistions 12 S/N mtio due to patn loss and receiver lo~stion.

The charactenistics of the link age as follows:

Range 3.000 n.m.
Confidence 95 percent
Channels 8

Modalation Nomcoberest FSK
Location 0° azismth (Hawaii)
Senspnt numbes 0

Month December

Hews n§00

The graph illustraies the cost axsociated with designing a system for
diffcrent effective antenna coise figwes. The cwrves indicate hat for a very
shight increase in system cast tve BER can be improved from 5 x 10°4 v S x 1004
Twors per hit.

Thes type ¢f cwrve com De used 1o compare the BFR improvoment with
cod'ag #ilh thai obtained from a diflerent system design.

Figete 5 illurmice the mprvoment 1a informaton rehiabiitty obtamable
with an mcrease in system cost.  The calcniations have been made for path
loases of 0. 80, aad 50 dB. The rffexuive aateras norse higare wsed in the
optimization calculations was cosswarmed at 0 dB.  [he optmamm Togeoncy of
aperation was determioed by the h{ propegaine - pred:ction progyam, and was
wscd 1 cach cakuiaton Sor the 1ange mudved. I tRes type of aptimization,
colt 13 3 constramt and wformai:oa reliability 1§ the cniterwon.
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10.000 v { ;
SYSTEM CHARACTERISTICS .
CHANNELS 8 N
RANGE 3,000 N.M- 1
MODULA.TION FSK _
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Figure 4. System cost versus BER as o function of Fg,
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Figure 5. System cost v rsus P, for varisus path losses.
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Figure 6 shows receiver cost versus recciver center frequency for three
values of sensitivity. The average mtio of teceiver range to cenier fequency
was 1.58. The ratin seems to hold in most cases rogardiess of receiver ceuter

(reguency.

Figure 7 illustrates the relaticnship of hf trans&tm cost and average
transmitter pcwer cutput. The curves have been plotted for three levels of

trangmiiter stability.

AA

s 5UVOLTS
P
| 10K VOLTS —-—ﬂ—-ﬁ—#ﬂ;—
a l
0 4 8 12 16 20 2% 28 32

RECEIVER CENTER FREQUENCY (MEGACYCLES)

Figura 6. Receivur cost varsus center frequency for various values of receoiver

sensitivity.
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1 PARTS PER MILLION

15

10

0 5 0 15 20 25 20 35 40

TRANSMITTEP POWER (KILOWATTS)

Figure 7. Hf shore tronsmitter cost versus power for various values
of tronsmitter stabilisy.
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Sensitivity Analysis

The hf link configuzation was evaluzted to determine the sensitivity of
system cost to edch of the six variable parameters. The system was first
optimized in terms of cost (minimum cost) to provive an eight-chanrel link with
each channel operating at 2 bit error rate of 10-3 errors per bit. The confidence
level over the 3,000-n.m. link is 95 percent. Figures 8 through 13 illustrate
ihe efiecic of the variable parameters on system cost.

The opiimum system cost was determined to ke 55,%39 and is indicated on
each parameter curve. Figure 9 and 12 indicate that system cost is most sensi-
tive to the characteristics of the transmitter, specifically, wansmitter stability
and power. The transmitter cost analysis should be reviewed to verify the cost-
prediction expressions before finalizing the analysis.

70r—'

55 ‘ et

45

40

0 .5 1 1.5 2 2.5 3
TRANSMITTER ANTENNA COUPLER VSWR

Figure 8. System cost versus transmitter antenna coupier VSWR.
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TRANSMITTER STABILITY (PARTS PER MILLION)

Figure 9. System cost versus fransmitter stability.
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0 2 4 8 8 i
ReCEIVER STABILITY (PARTS PER MILLION)

Figure 10. System cast .ersus mceiver srability.
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Figure 11. System cost versus receivar sensitivity.
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70

0 2 4 é 8 10 12 4
RECEIVER ANTENNA COUPL ER NOISE FIGURE (dB)

Figawve 13 System cest versus receiver ontenns coupler neise figuce.

System Comparison

The following, technique provides onc method of compating two 0r more
sysiems with muiti~le measures of effecliveness. The effectiveness of cach
system is determined for a specific commuaicativns hak. The particular eaviron:
w.nta! conditions used jor the comparison are a 3,000-a.m. link with an effective
anicnna noisc figure of 50 dB. In the cxample sclected cach measure of effective
ness exceeds the sysiem requiremerts.  The techaique 1S to cust out the increasad
effectivensss of cach measure and sybitact the increased efiectiveness cost
{rom the oial sysiem cost. The lowest measue of efkclivencss in cech arca
13 uscd AS tae basis for the <ost companson.

n this cxample, the coat of system | with mformaion rehability of 2x 104
was reduced 10 the coat of sysiem 2 with iaformation tehablity of 83104 The
dilference 1 3. <tem cost ix $195,89], or the cxoss performance cost of 5y stem
1 over sysiem 213 $15.891.

A simlar companiaon caa be Z.de X system cliabthty.  The reselt of
determimieg the excess cffectivencss cost 13 ¢ nomalize the performance of
cach systex fir comparison. The chart o tabic J exdicates that systvm 2 s
the beiter buy of e (o 3y siems.
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TABLE 3. SYSTEM COMPARISON.

Systew System System
1 2 Requirements
Performance
In‘o Reliabituy 2x 104 Rx 1074 ix103
nfo Rme
Requized 75 haud 7S bawd 75 baud
Actual 26.712 76.201 76.05
System 1900 hrs 230 ws 1700 brs
Reliallity
(MTBF)
System
Availability ¢0.99717% *0.9978 0.9
System cos! €80.42° $65.000 —_—
Excess Puilormance
Comt $15.89] % _— -_—
Excess
Retiabitity Cost — 54,000
—
Cost of ***
Normahized System $%64.516 1,000

* MTTR =1 houst

**  Results from €76,427 - $60,5%. Sce figure 4
ses Noymalized 10 the same level of cffectivoness.

CONCLUSIONS

‘- The icasibaliny of implemcnting the mothod developed i NEL icmont 1323

has bren desonsirsted

2. There 13 a defmiie noed for 3 standardized Navi-wide data bank if cosy
cflectiveness analvsis is 1o continue as 4 Navy desiy aad managrment 00!,

L Detarled costing of cqupment cMractetisics such as kind of Jetec tion,
type of modulavion, and awe . traasisiors by statistcal muluple regession may
o be possible, bevause of other equipment charactenisics which mask these
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(me-grs n characteristics in the regression analysis. This commg may reguire
the acquisition of mcre detailed cost data or the deveiopment of new cost-predic-
tion technigues.

4. The mxiels developed provide s hase ¥ more detziled and comgprehensive
link amalvsis.

3. The method and tex “niques developed can be used in the amiysis and

evalmtira of h equipmer; and systems. They can also be useful i the pre-

pacaticy of PTA, TDP, and DAP.

RECOMMENDATIONS

{.  Istegrate equipment reliability and maintainadility 1o the existing method.
2. bxorporsie the etfects of unening sad micrience i future refinements

of resomrce-effectiveness malysis. ‘

3. Extend the method 0 inclade the commeuaicstions system i the operational
AviromELA.

4. Establish a ceatmlized collection and distribation service conceming

data on Navy equipments.

S.  Extend resource-cifectivencss models to caompuss other {requency tanges.
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APPENDIX A: A SINGLE MEASURE OF EFFECTIVENESS

Several recent publications have recommendec 2 sii:gie measure of effece
tiveness, or figure of merit, as ¢ means of rating ard comparing xysiems. The
single measute of effectiveness is generally the product of several probabiliies
or rank designators that repiesent some of the ~haracteristics of the systems ieing
evaluaseds. The probabilities can represent systzm fuctors, such 2s reliabiiity,
system availability, or probability of mission euccess. The ranking scheme
invosves rating these 3ystem characteristics oi a scale of g 10 b {b>¢). The
purpose of thus appendix is t¢ demonuiozic some of the more basic limitations
asseciaied with s'ngle measures of effeciiveness.

To determine whether a single measuie of v{fectiveness is appropriaie, we
must firsy kook to the purpose of a resource-effectiveness analysis. An analysis
of system etfectiveniess is designed io present all significant ai*ernatives in
system configuration with their inherent ramifications of resource requirements
ard miszion folfillment in perspective. Where a single measure of system effec-
tiveress is used, it :s Sifficult, if not impossible, to relate trade-offs 1o the
overall sysiem objective(s), patticolarly in these cascs in which the 'system
factors are weighted on some arhitrary basis. Large systems with multiple
objjectives are definitely - ore sutied to t-¢ use of multiple measures of effec-
tiveness than to the use of a single mea~ure. Decision makers quite fequently
requesi 2 single measure of effectiveness, as it 1acilitaies decision 'naking and
Jecreases the adniaistrative problems associated with it. A resource-effective-
ness zaalysis should present an unbiased anay of possible trade-offs. 1t should
not force a specific decision through previous decisions i the ~cur<e of analysis.
2s a single measure of effectiveness would.

The case in which a sysiem’s maior characterisiics are ranked from 1 to
v and then combined a3 a product inic 2 single measure of effectiveness is
examined n de..:il in the following paragraphs.

Assume the situadon ir which sy atem effectiveness is the produci of four
system characteristic g, B, y, and 8
or effectiveness = aRy<C
where

i<agy
1<Bso
15 ys Y
1<659

fee. B.'y, & are integers.

Tigure Y graphically illusirates the cumelative density of available pro
dicis. Therc are 6.561 possible different ordered crmbinations of =, 8, v, ond &
yieldis ¢ 275 wiffezent preducts. Consider the silyation in which a Svatem rating
s 3024 There are 24 different sysiem sinfligurations defined by the rating system
that wiil provide the product of 1024. A system with eflicctiveness parameid.s
98+6+7 is different from a system with parometers 6¢47+9+8. However, whatever
difference the systems have is masked by tae single measure of eifeciiveness.
if e elfectiveness rating is 144, there are 132 possible ditferent system con-
figurations.

E-38

i




™ Gaso T eI T VLT

(552U 4s g0 dunsraw 2jBuis) sidnpoid jo Apist ap dAniopnwny |y #indiy
’

LDAaoYd
000°0t 000’1 001 ot l
a (T[T . T : ~ 0
$ _ “
~ Ty 1
S
-4 oz
: N I
SNOLLYNIGWNOD ¥T ! >
vZo¢ T qor &
(8]
™
T X
(@]
i
¢y =
=z
HA o
4 o o ..‘_J
__ 2 =
- | 08 &
i _ (@
] -4
o
;)
N
[ oy
_ 00l 2
|
4 { 124!
[
SNOILVNIGWOD Z81 vpL =+ m
it i1 1 _ -

Al o i PEVOTRN TN Ay ek i




! AMCP 708-121

Table A‘l indicates the number of ordered combinations that give a pasticular
product. An ordered combiration would consider the permutations possible vith a
specific combination of numbers.

TABLE Aol. 4-NUMBER ORDERED COMBINATIONS AND THEIR PRODUCTS

,f {1< each number ¢ 91 {Continued through page E-42)
Number Ordered Number Ordered Number (xdered
Combinations Combinations Combinations
Product Giving Product | Product  Giving Product | Product Giving Product
I 1 50 12 168 84
2 4 54 52 75 12
¥ 4 54 40 180 84
4 10 6l 60 189 28
5 4 63 24 192 88
6 16 64 4 196 18
7 7 70 4 200 24
8 20 72 i12 210 48
9 10 75 12 216 116
10 12 80 48 224 48
12 36 81 19 225 18
14 12 84 60 240 84
15 12 *)) 60 243 16
16 31 %6 9% 245 12
18 36 98 12 250 4
; 20 24 100 18 25 84
‘ 21 12 105 24 2% 31
24 64 108 88 270 60
25 6 112 438 <80 48
2] 15 120 84 288 120
] 28 24 125 4 29 24
30 3 126 60 300 24
12 40 128 40 315 36
1 35 12 135 28 320 40
36 72 140 36 124 32
40 40 Ty 132 3136 a4
42 36 {47 H 143 4
5 24 BERE 24 150 13
38 8d 160 48 160 96
4° 6 162 52 175 4
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'
TABLE Al. {Continued),
Number Ocdered Number Ordered Number Orderad
Combinatin.a Combinations Combinations
Product Civing Product | Product  Giving Product | Product Giving Product
378 60 756 60 1372 4
384 64 768 3% 1400 12
392 24 784 18 1440 36
400 18 800 i2 1456 16
45 24 810 36 1470 12
4V 48 840 48 1512 52
432 1 864 6 1536 16
441 18 875 4 1568 12
448 4 882 24 1575 12
450 24 896 24 1600 6
480 £0 900 18 1620 24
486 36 845 24 1680 24
4% 12 960 36 1701 12
500 4 972 36 1715 4
504 9 980 12 1728 40
512 20 1069 4 1764 18
525 12 1008 72 1792 2
540 60 1024 10 1800 2
560 36 1029 4 1890 4
567 24 1050 12 1920 12
576 88 1080 52 1944 p1]
588 24 1020 24 1960 12
600 24 1025 4 2016 36
625 1 1134 36 2025 6
630 48 1152 48 2044 4
040 24 117%€ 24 2058 4
648 76 1200 12 2106 24
672 60 1215 i2 2187 4
675 12 1228 6 2205 12
686 4 1260 36 2240 12
700 12 1280 12 2268 24
720 n 129 53 2304 18
729 10 1323 1: 235% 12
735 12 1344 3& 240} i
50 4 1350 12 2430 12
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’ -
TABLE Al. (Continued). (
. i
Number Ordered Number Ordered Number Ordered
Combinations Combinations Combinations
Product Giving Product | Product Giving Product | Product  Giving Praduct
]
2520 24 3072 4 3969 6 :
2360 4 308, 4 4032 12
2592 24 3136 6 409§ 1
2046 12 3240 12 434 4
2688 12 3402 12 4536 12
2744 4 3456 12 4608 4
2835 12 3528 12 5103 4
2830 12 3784 4 5184 6
§ 2916 10 3645 4 5832 4
é 3024 24 3888 12 6561 1
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APPENPIX B SURVEY OF PROPAGATION-
PREDICTION PROGRAMS®

Introduction

Use of digital computers for propagation calculations has grown with the
computer development. Thus a step-at-a-time adyance in this use has occurred
with initial applications in the hf spectral region. No comprehensive programs
adapred to the entire spactrum exist. Various groups have produced programs
resuricted to use in appropriate spectral regions. -

In the spectial range from vif to microwaves the most intense effort Loward
computer solutions has been made in the hf and vif regions. Nearly every hf
solution in existznce can trace its origia to the procedures developed at Central
Radio Propagation Laboratory CRPL). The progzams provide estimates of
maximum yaable frequencies {MUF), field strength, signal-to-ncise ratio, and hop
structure. The vif programs depend generally upon solutions of the modal equa-
tions for the carii-ionosphere wave guide.

Less effort hae been devoted to generating pregrams for frequencies above
hf, mostly beczuse adejuate solutions for system Jdesign are available rather
directly by non-machine procedures. A general exception to this siatement are
the ray-trace programs, which have been adapted to machine programs extensively.
These programs provide a picture of the energy distribution on the space illumi-
nated by the antenna. Programs of this kind exist for hf ionospheric scatter from
30 to 100 megacycles, and for tropospheric ducting in the microwave region.
Most provide some kind of estimate of signal loss as well as the primary ray-
Jajectory output.

Propagation-predi ction programs have been generated at the following
fac ilities:

ITSA, ESSA, U.S. D.O.C. (CRPL)
NRL

-Stanfosd University

Stanford Resear-h institute
DECO Elecuonics, Inc.

Collins Radio Corporation
Raytheon Corporation

NEL

AVCO Corporation

RCA

11. USRPA, Ft. Monmouth

12. DRTE, Canada

i3. Radio Rescarch Laboratories, Tokyo, japan

Po@ IR ps =

*The survey o/ popagation prediction pragroms wes generoted rpacifica''y for this sreblen
by porsonnel of the MEL Nedic ¢hysics Divisian under the direction of C. M, F- -3,
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14. Radio Resexrch Station, Sloagh, England
15. lon Prediction Service, Sydney, Australia
In addition both DCA and NAVCOSSACT empioy a wide range of computer
prediction programs,
Brief summa.ies of programs about which NEL's Radio Physics Division
has more than superficial knowledge follow. They are intended to do no more

than indicate rae scope and intended use of the programs. A program-characteris-

tic matrix that provides some comparicon det. :i iz appended.

NEL High-Frequency Propagation-Predictien
Computer Program

Redio system parameters are combined with geophysical and ionospheric
characteristics to predict the performance of high-frequency sky-wave communi-
cation circuits. The program computes Maximum Usable Frequencies (MUF),
probable modes of propagation, [ layer MUF and cutoff frequencies, angles of
amrival, ground losses, total losses, field sirength, antenna gains, absorption
losses, signal strength, noise strength, and signai-to-noise ratios. In contrast
to the CRPL program, the program utilizes hf characteristic charis for critical
frequencies and 2tmospheric noise (CCIR report 65). The sclution is divided
into two parts - an estimation of the field strength independent of equipment
parameters, and an estimation of signal-to-noise ratio using antenna gains. The
program was written for the CDC 1604 computer and is in NELIAC 5m. There
is an output for every operational mode, whereas the CRPL. outputs only for the
optimum mode. {omputer time is less than for the CRPL program.

AVCO Polar HF Prediction Program

This program determines the highest and lowest frequencies available
heiween two partic:lar stations as a function of time, and the geophysical and
ionospheric parameters. Propagation losses ave determined for specific fre-
quencies within this calculated range. The calculatin 1s evtended o 10n0s-
phericaily disturbed conditions, bat all calcvlations are valid only for high
sunspot aumber  The computer pregram is written in standard Fortran and :n-
ciudes 19 modes of propagation. Frequencics frum 3110 36 Mc 's in intervais of
3 Mo s are considered. The program priats mode, tiansission angle, and
avaiiable freguency range. 11 addition, 1t punts space, absorition, sporadic F,
and tota! losses (or cach test frequency within the available frequency range.
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CRPL Propagation - Prediction Program

Radio system parametess are combined with geophysical and .onospheric
characteristics to predict the performance of high-frequency sky-wave communi-
cation circuits. The program computes maximum usable frequencies, optimum
traffic frequencies, lowesi usef-l irequencies, probable modes of propagation,
angles of arrival, circuit reliability, system loss, available signal-to-noise
ratios, and field strength. Numerical representation is used for all parameters
not expressed in closed mathematical form, such as world maps of critica! fre-
quency and atmospheric noise. The solution of the problem is divided into two
parts - an estimation of the availahle signal, and an estimation of the required
signal. The program was initially written for {BM 7090-class computers and was
transiated at NEL to Fortran 63 for the CDC 1604. At a later date, NEL added
CCIR report "2 noise data to the program. In the 322 version the calculations of
circuit reliability cannot be made.

Collins Radio HF Program

The program is similar to that used by NBS and yields comparable data.
Tne differences are in the calculaticn of Lowest Usable Frequency (LUF) and
auroral absorption. At present, the median oise levels are used to calculate the
frequency that satisfies the loss equation; this frequency is called the LUF. In
the NBS program for LUF, the loss equation is solved by trial and eror for a
reliability of 9 percent, taking into account changes of mode with a two-dimen-
siona! anienna gain function. In the NBS program, the additional loss is deiei-
mined by the F2-layer control point location. In the Collins method, the average
of two absorption indices is celculatzd from geomagnetic coordinatss of the rays.

Input insertion of links 1s nnique. As many as 150 staiioos are permitted
with as inany as z00 combinations ot stations as links.

Canada DRTE HF Program

This progsam computes the maximum usable frequency (MUF) and lowest
usable frequency du to E laver cur-off of the F laver for a given mode or
modes. The basic icnospheric Jata used for the prediction of the F2 and £
layer MUF are obtained trom DRTE's manval prediction system.

VLF Program (Pappert)- NELIAC MOB 7 (1604)

The program solves th- carth-ionosphers wave-geide mode equatton. In
pencial, Budden’s formahism s employed. Solutiens 0 Stohes'  equation in
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terms of third-order modified Hankel functions are cmployed to determine the

reflection mateix solution to the problem of the three-layer boundary value.

Gossard’s solution for the upgoing wave is incorporated in the Pappert soiution.
Required program inputs are the initial admittance matrix (Gossard-Smith

program), profile increment, integration limits, path data, geophysical data,

and control ps ameters. ,
The program output lists the characteristic mode angles, phase velocity,

attenuation. cxcitation factor, and modulus of the polarization vector.

VLF Program (Smith/Gossard)

A full-wave soluiion iz made for electromagnetic propagation in a con-
tinuvous ionosphere with arbitrary parameters (electron density and collisin
frcquency). Budden®s solution is the basis.

Inpuis are initial conditivas a: high altitude, heigh:. complex angle ot
incidence, propagation angle, dip angle and magretic field strength, frequency,
coilision freqoency, and vertica! profile of electron density.

The basic program output is the reflection coeff:cient matrix expressed tn
polar coordinates as a function of height.

The program employs a proceduze for finding an apprcpriate initial valce
for the reflection coefficient prior to performing the real tonosphere .ntegration.

DECO Program

This program predicts the mcan intensity of atmospheric noise for any
frequency for which a wave-guide model of earth-ionosphere is acceptablz. The
wave-guide m<de equation is used. The program assumes thzt the mean noise
intensity at a receiver may be simulaied by properly combining ficlds produced
by a numher of uansmitters that replace the actual thunderstorm sources

The program vutput is the summed field intensities for given locabions and
tanes. With an appropriate pictter worldwide contour maps of noise in‘ensities
can be produced.

DECG Frogram (NEL Variation)

The tasic DECO progam will be modificd o provide predictions for the
phase ard amplitude of given transmitiers fur any location on the earth
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Kift-Feoks Ray Trace (Stanford/NEL Vession)

This program employs a simplified sapproximate procedure for tracing rays
betweer a teminal peic. It provides an assessment of possible hop structures,
using a zeroiag-in procedure iv reject all mys not within £100 km of the receiving
point. The icnospheric model is keyed to the CRPL predictions, bu. represents
the layers as parabolic and concentric. The magnetic field effects are not
included.

The output includes the path mades, frequency, take-off angles, grtal-
circle path length, wavel time aloug the ray path, ionospaeric absorption ioss
(ouly) along route, and the maximum usable frequency.

The inputs required are the terminal coordinates, the appropriate CRPL
predicted ionosphere or a measured set of vertical soundings, declinatinn of sun,
frequencies, range (uke-off angle aperture, and ume. E, layers may be included
“after the (ect.”

Separate auxiliary programs provide {or tape-loading the CRPL tonosphere,
and for plotting the ~utputs on the 160-A pnnter.

Ray Trace Pregram 'Shaddy)

The Haselgrove equations are used to trace ray paths in three dimensions
in a model ionosphere. The ionospheric model is a three-dimensional combina-
tion of parabolic layers and CRFL (Callet-Joncs) world maps. 1t traces both
ovdinary and extraordinary rays. Nc special provision has been made to use
values of frequency below the gyro frequency.

Input parameters are (ciminal coordinates or azimuth and maximum dis-
tance, elevarion angle, frequency, ycar, month, and hour.

Outputs wnclude great-circie path length, ray angle, ray ucight, and
geographic coordinates at each compuscd point.

The progam permits ready subsiitution of alteinate ionospheric models.

AMCP 708-191
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APPENDIX C- BATA TYPE AND SOURCE

Data Type Daia Source

Average Prices Bureau of Ships MavShips 92,56 B),

of Navy Electionic Equipment Index to Burezu of Ships Controlled Elec-
tronics Equipment (F Cognizance), 15
March 1963

General Characteristics Bureau of Ships NavShips 900,123(D),

of AN type Electronic Equipment Nomenclature Assigned ‘o Naval Elec-

by AN designation tronic Equipment, CONFIDENTIAL,
August 1963

Equipment Characteristics Bureau of Ships Nav©hips 94,200.01,

and some price information Directory of Communication Equipment,

SECRET, April 1964

Bureau of Ships NavShips 94,200.0100,
Directory of Classified Electronics Major
Units, CONFIDENTIAL, January 1964

Bureau of Ships NavShips 94,200.1,
Section 1, Directory of Communication
Equipment, n.d.

Bureau of Ships NavShips 94,200.1, Section
2, Directory of Communication Equipment,
n.d.

Bureau of Ships NavShips 94,200 1, Sec-
tion 3, Directery of Communication Equip-
ment, n.d.

Bureau of Ships NzvShips 94,200.1, Sec-
tion ¢, Directory of Comiunication Egu_ig:
ment, n.d.

Bureau of Ships NavShips 94,200.1, Sec-
tion 5, Directory of Communication Equip-
ment, n.d.

Bureau of Ships NavShips 94,200.1,
Section 6, Directory of Communication
Equipment, n.d.

Bureat ot Ships NavShips 94,200.1,
Section 7, Dizectory of Communication
E‘.’“_'.Efﬂ_ ol
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Equipment Characteristics
and specification MTB* valye

Equipment Cost,
Quantity and Date of procurement

Electron’c Equipment
MTBF and MTTR values

E-52

buicau of Ships NavShips 94,200.1
Section 8, Dircctory of Communication

£quipment, n.d.

Bureau of Ships NavShips 94,200.1,
Section 9, Directory of Communication
Eguimnent, n.d.

Ships Specifications

F Cognizaace
Material Control Branch
(Code 6627)

Fleet Electronic Effectiveness Branch
(Code 6678)




APPENDIX D: MULTIPLE-REGRESSION ANALYSIS ¥

Regression analysis presupposes that some relationship exists 'etween &
dependent variable Y and one or more independent vaciables Xy, X- Y5, - X,
The simplest case is appioximated by the linear equation of the jorn

n
Y:ﬁo+z B;X;t¢
izl

Bi are the parameters i  a one-dimensional space generated by the regression
plane. The quantity ¢’ represenis the random or simple error in the variation of
Y not accounted for in the segression plane. General wansformations such as
X;' = 1/X; o Xo' = X,2 will yield an equivalent form of the foregoing equation.
The true values of constants 8y, B;. 8. - - - B8, can never be determined.
However, estimates of these constants can be dbtained from m observations of
Y and corresponding X; values. A simple way of writing the m observations is
in the form of a table as shown below:

Xy Xgeoeeernn- X,
Y, By Rygreccnnc- 1n
Yo 31 App-cceccs 2
Ym Amy dpg---=c-c- Amn

The linear estimating equation then has the form
n
2, + z 8;X;te
i=1

Y=

where

a; is the regression coefficient and is an estimate of the irue but unknown
coefficient 8;

¢ is the tesidual of the true Y about the regression plane
X; is the independent variable

Several assumptions arc made about the indeperdent and dependent variables
that permit significance tesis and confidence interval estimates to be made.
These assumptions also lend themselves to the least-squares method of esti-
mating the value of a;,
These assumptions e

1. AllX;'s are fixed variables (that is, there are no probability distributions).

E-53
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2. Th= ¥'s are all normally and iné pendently distributed about the mean

n
(a, + Z 2, X, )with vanance o,
i=1

The least-squares method minimizes the sum of squares of Jleviation (G) from the

estimated regression plane.
m
6= ) <

:n n 2
/ *
G- Z [Y -(ao a,.xu)] (D)

Graphical pmcedures are uscd to determine the form and -ansformations re-
quiced in the linear regression equation.

Multiple-regression analysis makes use of several statistical tests to
deiermine the significance of cuefficients and equations. The F-test determines
whether the fwin vi 1he cyaation is staiistically sigaificant. The t-test checks
the significance of the partial-regression coefficients. The multiple-comrelation
coefficient R gives the degree of corrciation between the cependent variable

Y and the independent variables X;, X5, X3 -~X,. A more detailed discussion
of these tests foilows.

s

-

Maltiple-Correiation Coefficient R

The square of the mdhipic-cone!alion coefficient is defined as the frac-
tion of the totai variance of Y which is contzibuted by its regression upon the
variables X;, X;. -~X,.

Tl

PP

—

a
]
n

43

a3
[X]

i=1

The foreguing is obtained by expending equation D1 and grouping into total sum

of eguars; (der~minater) and the cym of ennares due 1o regression (numerator).
A value of zero gives no comelation between Y and X,, Xg, -~ X,,, where-

as a value of 1 means all sample points lie on the regression dlane.

F Ratio Tes:

The F-test determinzs whether the form of the regression equation is
stati=.cally significant by comparing a calculated F value with a ciitical [ for
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{n) nd(mn-1 degices ot treedom at a preselected significance level of «lpha

pz(uvu-l\
Fz——g——
(i-R*) (n)
If the calculated value of F 18 greuter than the critical value of F, then the null
hypothesis that all a; = 0 is rejected and the overall regression is judged to be
significant for the aipha significance isvel.

The F-test compares the sum of the squares due to regression witk the sum
of squares due to error.

Student f Distribution

The variablc ¢ has the Student ¢ distribution.

X- X - X -
AT LTI 1
s s/\/; s

where o
X = is the arithmetic mean of the data selected for a random sample

of site n . o . .
s = is the standard deviation of this random sample, and s/ﬁ is the

standard emor, s' of X
u = is the arithmetic mean of all the values composing a normal popula-
tion that has 4 swaudard deviation ;.

If the calculated value of t exceeds the critical value of t, for'the signi-
ficance level selected and m-n-" legrees of freedom, it can be said there is
probability o that the actual divergence of the sample mean occui.cd simply by
chance.

For n greater than 30, the normai distribution gives a sufficiently precise
approximaticn; for n< 30 the t distribution should be used.

The level of significance indicates the probability of obtaining a value of
t outside the range of £ ¢ (critical), for the degrees of freedom from 1 to 30, purely
as a result of random sampling variation.
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APPENDIX £: METHOD OF STEEPEST DESCENT

The muthod of stecpest descert is an optimization proccdure that will
locate an extreme value (in this case a minimum) of a critesion function. [he
method can be extended to functions with consiraints. Changing the 3ign of the
criterion fwiction inteschanges the roles of the extrer = values. For example,
the minimum of F (x,y,2) is the maximum of - F(x,y,z).

The method of steepest descent uses successive approximations to find an
extreme value of the criterion {unction. Each new point P; 4, is dete:mined
f . the expression

Py S0 1y ey Lia )5 (5720 - A ff Qf aF\ '
oy o ey
oF OF oF

In this expression{—~ — — ] is the gradient of F (denotrd VF)and is a
dx dy 92
vector i the direction of greatest increase oi F.
That the gradieat is in the direction of greatest increase can be seen
from the following argunient:

F oF F
uF = — dux +g—d»+§-dz
x Jy :
= VF-dP

IVFndB!cos 4

This expression (or the diffecential or increment in F is greatest when §i8 0;
that t1s. when the gradient and the increment in the parameter vector are co-
directional.

The constant A (A>0) is a scalar indicating the step size for the next set
of courdinates in the direction of the gradient. The use of ~AVF indicates that
the path P P, ..., P, leads ir the stecpest direction to a maximum of ~F-
that o, i aminine = of £ Thee e =0 o omethod of steepest descent.**

Following the selection of a new point, the criterion function is evaluated.
WF (x4 y Yier2iv )< F (x,.¥; z;) and the variables remain vithin present
bounds, the joint f’}, y becomes the new point of departure for (inding Ple 2-

If aot, 2 new A s chasen. Tuere 2re several ways of choosing A, giving rise
to variations of the method

#hea the magnitude of the gradient becomes zero, 1 is concluded that F
has rcached 3 mimmum. However, thiee things can happoe to contrave: ¢ a valid
soluton:

1. the mmimum may be a local minimum,

2. the point may be o a ledge, or

3. the pomt may be a saddle point.

In erther of cases 2 or 3, fusther vatiation of the vinables would produce
a further decrease in F.
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The method of steepest descent is adaptable 1o problems witt constraints
of two types:

f(x,y.2)=a (i)
8(r.y.2)<b (ii*

A constraint of type (i) can be wiitten f{x, y, z) ~c = 0 50 that z i3 defined as an
implicit function of x and y,

zZ ¢ (xy)
Then F(x, y, &(x.y)) = G(x,y), and
VF= 59,?_6-
ar Jy
where
3G JF OFgr . oG GF  OF g
ax dx 3z Ix dy dy dz oy

The partial dexintives;a-z- and g—i are evaluated with the aid of a theorem on
x y

the differesitiation of #n implicit function that states that
9

(-2 S if 9 ¢ 0. and similasly for 32
gt T~ Z‘ dz y dy
9z

Each constraint equation has the eifect of climinating one variable from the
peoblem. In the case discussed, the variatie eliminated is :z, since the function
f specifics it as dependent upon x and y. This is the key to the problem with
constraints of type (ii). As long as the constraint is satisfied. the problen s
treated as one withno ¢ u '~*~ .. -20n as the constraint is v.olaied ty some
+ it (x4, 4, 2;), the equanty sign i; assumed to hold, and the problem is ‘reated
as vne with a type (i) constraint.

The mewod of steepest descent has one major liability; namely, the local
minimum nearest the initial point (x, y,, 2;) will be found. If the functix nas
morc than one local minimum, the true (globel) minimum may be missed. The
peogrammer should bave some idea of what answer (o expect in order (0 climinare
pcssible spurious answers by a wise choice of the initial valuez of 1, y, ard 2.
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APPEMDIX F: LIST OF SYMBOLS

In most cases in this report the
relationship between capitzl and lower-
cae symbols is: F = 10 log, of

B = Baruwidth relative to 1 ke/s
c = Number of channels
C; - :lonfidence factor
D = Frequency shift = ...5¢/8
E, = Equivalent vertical'y polar-
ized ground-wave root-mean-
squarz noise ficid strength
~ ia dB above 1,V/m for 1-kc/s

bandwidth
F = Effective recciver noise
figure
- F, = Effective antenna nroise
figure

F. = Effective 1cceiver antenna
coupler noise figure

fo = Center frequency of frequency
range fb(')

fm = Band width of low-pass filter

fr = Receiver noise figure
f; = Transmisgion line noise figure
fxr = Operating frequency in x units
of ¢/s
fow = Frequency range
G,  =Receive antenna gain
G, = Transmit antenna gain
kf = High frequency
K = Boltzmann constant 1.38
x108B wrK of/s
L, = Propagation path loss
m = Order of frequency diversity
Nn = Noise power per'l-c/s band-
width
P, = Bit error rate
P, = Average transmitter power
Q = Quantity of units
R =STy/Ng = normalized pust:
detection S/N ratio
et = Transmit ant<nns coupler
VSWR
RPRE= Praietection S/N ratio
S. = Receiver stal ility, PPM
o = Transmitter siability, PPM
T = Temperature ('K)
Ty = Baud length (pulse length)
‘vif = Very bow frequency
o = Standard ermror

r
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Alternative Systems
Identify Basic Altsrnatives, 2-12 to 2-15
Synthesize Alternative Systems, 2-10 to 2-17

Alternatives, 1-5

Application of SA/CE, 1-12 t» 1-16
Analytic Models, 3-2, 3-28 to 3-30
Army Porce Development Flan {(AFDP), 2-1
Assumptions, 2-6, 2-26, 2-69

Availability, 2-21
Calculation of, 2-13, 2-40, C-41

Calculuas of Variatiors, 3-30

Capability, #-23
Calculation oF, 2-34, 2-39

Churacteristiss
Develop Hardware Characteristics, 2-17 to 2-18

Combat Development Objoctive Guide (CDOG), 2-3

Concept Formulation
Applicaiion or SA/CE during, 1-14 to 1-16

Contrast Definition
Applicstion of JA/CE during, 1-14 to 1-16
Prersquisites to, 1-14 to 1-15
Requirements for, 1-1%5

Cost Analysis, 1-9, 2-43 to 2-54
Cost Analysis Problem, 2-51 to 2-54
Coat Categorization, 2-U44
Cost Commensurabhility, 2-49
Cost Estimating Relatlunship, Z-48, 3.31 td 3-3y
Cest of Maintenance Manpower, 2-53
Cost of Supply Manpower, 2-5&
Coast Model, 2-25
Cost incertainty, 2-49
Experience Curves, 3-39
Incremental Costing, 2-43, 2-47
Investment Costs, 2-hi, 2-Lk%, 2-46
Material Costs at Supply, 2-53
Operating Costsf 2-dl, 2-46
R & D Coste, 2-44, 2.b5
Sensitivity Aralysis, 2-L4, 3-4] to 3-45
The RAND Method, 2-43
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INDEX (continued)

Coat-RfTectiveness
Avrray of CB Charectaristics, 2-T1
Application of, 1-12 te 1-16
Aprlication of, to Ccnco{t Pormulation and Contract

Definition, 1-14 to 1-18

Be:kground and Kistory of, 1-5 to 1.7
Ccabination with Systems Analysis, 1-7
Lafinition of, l1l-2
Pxaaples of CE Curves, 2-72
1imitetions of, 1l-1T7 to 1-19 .
Methodology of {Dctulod) s Chaptaer 2
Nethodology of mnralh 1-7 to 1-12
Reguirement for During Life Cycle, 1-12 tc 1-13
dee alio, Cost
See also, Effectivensss

Coat Sensitivity Analysis, 3-41 %o 3-45
Criteria, 1-9

Data
~ellection of, 2-50
Statistical Analysia of Test Data, 4-28 to 4-7

Dacisicn Theory, 3.2, 3-30, 3-3°
Dafinitione of c«:-t-xfrcctivcmul? 1-2
Definitions of Systews ‘nalysis, 1l-1, l-%

Depsndedility, 2-22
Salculaticn of, 2-33, 2-40

Dynami: Prograrirg, 3-2, 2-16 to 2-17

XZconomic Welfare Theorv
&8 it Relates to Cost-Effoctivensss, 1-6

EfZectiveness
Availadbility, 2-21
basis for Bvaiuating, 2-18 to 2-24
Capability, 2-23 )
Define Mescurss of, 2-2%
Dependadbility, 2-22
RBffectiveness Bquetions, 2-29 to 2-30
Eftectiveness Model, 2-25
Elemc.its of Bflectiv: .sse, 2-.0
System Bffectiveness, 2-20
Systom EfCasctivenass Problem, 2-31 to 2-42

Exparience Cusves. 3-39 to -\
Qame Theory, 3-2, 3-17 to 3-22
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INDEX (continued)

History of Cost-Effectivensss » 15 to 1.7
History of Bystems Analysis, 1-2 to 1-5
Incremental Costing, 2-43, 2.47
Informetion Theory, 3.2, 3-22 to 3-28
Inventory and Replacement, 3-2, 2.9 to 3-21
Investzent Coat, 244
Kolmogorov-gmirnov Test, Y-4o
Lanchester's Bquations, 3-28 to 3-30
Leverags BEffects, 2-56 to 2-67
Linitations of 8A/CR, 1-17 to 1-19
Linear Programuing, 3-2, 3-12 to 3-16
Malntainability
Confidsnce Limits for Maintainability Punctions, 4-136
Fotnt and Taternes oitontes 2. 430

Methodology of sa/ce
General, 1-7 to 1-12
Detailed, Chapter 2

Mission Profiles, 2-7 to 2-S

Models, 1-9
Antlytic Models, 3-2, 3-28 to 3-30
Cost Model, 2.25
Decision Model, 2-62 to 2-69
Bffectivenass Medel, 2-25
Exercise of, 2-55 te 2.62
Formulate, 2-25 to 2-28
Gaming Models, 2-28
Mathematical, 2.27
Operationai Bxercise, 2-28
Simustion Models, 2-28
Types of, 2-27

ObJectives, 1-8
Operating Costs, 2-44
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: INDEX (continued) ‘u»,

Optimization
Criterion, 2-62
List of Techniques, 266

Output Results, 2-70 to 2-73

Performance Param~rters, 2-9 to 2-10

USSP

Prerequisites to Contract Definition, 1-14 to 1-15

Probability ]
Basic Laws, 4-4 to U4-9
Definition, 4-2
Distributions, 4-9 to 4-27

Qualitative Material Development Objiective (QMDO), 1-12, 2-3
Qualitative Materia. Requirements (QMR), 1-12, 2-3, 2-5
Queueing Theory, 3-2, 3-3 to 3-7

Reliability
Applications of, 4-25 to 4-28
Confidence Limits for Rellability Punctions, 4-36
Point and Internal Bstimates of, 4-30

Requirements
Defining, 2.5 to 2-7

Research and Development Costs, 2-U4l4, 2-45
Sensitivity Analyvsis, 2-43, 2-62, 3-41 to 3-45
Sequencing and Markov Processes, 3-2, 3-7 to 3-9 f

Simulation, 3-2, 3-3
Models, 2-28

Small Development Requirements (SDR), 2-3

e baiaath sl

State-of-the-Art Analysis, 2-16

System
Total System, 2-10 tn 2-11 ]
See also, Alternative Systenms ¥

Systems Anslysis i
Application of, 1-12 to l-lu
Application of, to Concept Formulation and Contract Definition,
1-14 to 1-16
Background and Hiestory of, 1-2 to 1-5 i
Combination with Cost Effectiveness, 1-7 '
Dafinition of, 1-1, 1-4
Limitations of 1-17 to 1-19

y




A

RtV 4

[

AMCP 706-191

INDEX (continued)

Systems Analysis (continued
Methodology of (Detailed » Chapter 2
Me“hodology of (General), 1.7 %o 1-12
Nonmilitary use of, 1-5
Requirement for during Life Cyzle, 1-12 to 1-13

Trade-Off Analyses, 2-57 to 2-62
Interdependence Batween Trade-0ff Studies and Project Cbjectives, 2-61
Performance Parameter Jrade-0ffs, 2-59
Parformance vs., Cost Trade-Ofts, 2.56

Uncertainty, 2-25, 2-69
Contidence Intervals 3~32 to 3.35
Cost Uncertainty, 2-49 to 2-50
Expressions of, 2-57
Risk and Uncertainty, 2-64, 2-65

Weibull Distribution, 4-€0

WSEIAC, 2-19
Availebility, 2-21
Capability, 2-23
Dependability, 2-22
Effectivcness Equations, 2-29 to 2-30
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ENGINEERING DESIGN

Listed below ama the Mendbooks which have been publiished or are currenti
dates prior t0 1 August 1962 were published as 20-series Ordnance Corps

HANDBOOKS

; under preparation. Handbooks with pubiication
fets.  ANC Circular 310-38, 19 July 1963,

redesignated those pud'fcations as J06-series AMC Pampiiiets (e.g.. ORDP 20-138 was redestgnated AMCP 705-138). A1) new,
reprinted, or revised Handbooks are being p.blished as J06-series AMC Pymphlets.

. Title f
ﬁr 708~ &P 706~
100 *Des{wn Guidance for Producibtlity 201
104 “Yalue Enginesring
106 Elements of Armemant Engineering, Part One, 202

Sources of Ensrgy
107 Elements of Armament Engineering, Part Two, 203
Sallistics Y
1o Zlements of Armpment Enginzering, Part Three, 205
Wespon Systems and ts Q0
109 Tables of the Cumulative Binomial Probairilities 2n§c
110 Experimental Statisiics, Section 1, Basic Con- 22(s
cepts and Analysis of Measurement Dats 213(s
m Experiments? Statistics, Section 2, Analysis of 214(S
tumerative and Classificatory Data 215(C
W2 Exper imental Statistics, Section 3, Planning 238
and Analysis of Comparative Experimcnts 239(S)
13 Experimental Statistics, Section &, Special 2805
Topics an
114 Experimental Statistics. Sectivn 5, Tables 242
s Environmental Series, Part One, Basic Environ-
mental Concepts 244
116 *Environmental Series, Part Two, Basic Eaviron-
mental Factors
120 *Criteris for Environmental Controi of Mobile 245(C)
Systess
N4 **Packaging and Pack Enginzering 246
13 dydraulic Fluids
125 Electrical Wire and Cable 47
127 Infrared Miditary Systess, Part One u48
128(S)  *Infrared Military Systems, Part Two (V)
1¢ Design for Air Transport and Airdrop of 249
Materiel
1 “Mpintainability Enginesring Theory and Practice 250
134 Maintainability Guide for Design 251
135 Invertions, Patents, and Related Metters P
136 Servcmechantsms, Section 1, Thiory 255
3 Servomechanisms, Section 2, Measurement and 240
Sigral Converters 270
118 Servomgchanisme, Section 3, Amplification 280
139 Servomechanisms, Saction 4, Power Elemsnts and
System Design 201{SRD)
14 Trajactories, Differential Effects, and Data 282
for Projectiles 283
185 *Dynamics of > Tracking Gizbel System 284(C)
150 Interior P21.  ~ics of Guns 285

160{5) Eloments of Ters: z' Sallistics, Part One, K1V

Mechanisms ond Yulnerability {U) 286

161 (%) Elemants of Terming) Baiiistics, Part Two, 90(¢)
Collection and Analysis of Data Concerning 9
Targets ()

162(SRD) Elemants of Termingl Ballistics, Part Three, 292
Application to Misstle and Space Tergets (V)

165 Ligutd-Ftlled Fro\gouih Castgn 29

170(C)  **Armor and Its Application (V) 294(%)

1% Soltd Propellants, Part One

176(C) Solta Propeliants, Part Two (U) 294¢8)

137 Properties of Explosives of Rilitary Interest

1784C) +Properties of Explosives of Militery Interest, %
section 2 (U} (REPLACED 8Y -177)

119 Sxplosive Traing 337(s)

190 eprinciples of Usplosive Senavior

18% Rititary Pyrotechuics, Pert Goe, Theory and p¥34
Applicition pred

196 Wilitary Pyrotechaics, Part Tem:, Safety, n
Proceduret and Glossary 138(580)

187 mititary Pyrotechnic,, Part Three, Propertits
of Matertals Used tn Syrotechnic (ompositions I3e(540)

188 *niittary Pyrotechnrcs, Pert Four, Qetign of
Ammynition for Pyrotachnic [ffects )

189 nilstary 'ywtxhnicl“hr( Five, Bidliegraphy 337380}

19¢ 4 veapih Syrtes Miinis

19 's;?u- mln{: and Coat-[ffectivemnss 33380}

19% *Vevelopment Cuide for hnnvu\‘. Fart Ome,
Introguction, Backjround, end Plamntng for M2
Arey Rgterie! Pequirements M1

196 “Development wise for Metiaditiiy, Pert Twe, w
Owsign for Reltadtiity n3

197 *Development Gulde for Reliability. Part Theve, »e
Reliaditity Presiction Ms

198 *Developeent Guige tor Melishility, Part Fowr, e
feltabt Hity Masturement W

199 “Onve lopment Quide ‘or Reliadility, Part Five, 0
(ontrectisg fer Baitability ;)

0o “Develsgmunt Guige far Meilabtlity, Part $fa, »e
Wthengtics’ Appendis ond sioetary »?

wOCR PAEPARATION. .m0t avatisble *uIvISIOn VIR PEEPARATION

SOFSQLETE--aut of 1tecd

Title

*Rotorcraft Engineering, Part One, I"-eliminary
sign

‘Io;:'rcuft Engineering, Part Two, Netatl
1

L

*Rotorcraft Engineering, Part Three, Qualifics-
tion Assurance

*Timing Systems and Componants

Fuzes

Fuzes, Proximity, Electrical, Part One (U

Fuzes, Proximity, Electriral, Part Two (U

Fuzes, Proxieity, Electricsl, Part Three (U)

Fuzes, Proximity, Electrical, Part Four {U)

Fuzes, Proximity, Elect=ical, Part Five (U}

*Hardening Weapon Systems Against RF Energy

*Small Arms Ammunition (V)

Grenades (V)

*Land Mines (U)

Design for Control of Project!le Flight
Charpcteristies (REPLACES -246)

Asmunition, Section 1, Artillesy Assunition--
Genara), with Tablr o Contents, Glosséry,
and Index for Series

Asunition, Section 2, Jesign for Terminai
Etfects (V)

+Ammunition, Section 3, Design for Control of
Tlight Characteristics (REPLACED 8Y -242;

Awunition, Section &, Design for Projcction

+Amunition, Sectic'. 5, Inspection Aspects of
Artilizry Amewcitior Design

Ammuniticn, Section 6, Manyfacture of Merallic
Components of Artillery Ammuniticn

Guns--General

Muzile Devices

Gun Tubes

Spectral Characteristics of Muzzle Flash

Automatic Wespons

Propetlant Actuated Devices

Design of Aerodynamically Stabiliced Frre
Rockets

Weapon System Effectiveness (i)

+Propulision and Propellants (REPLACED BY -285)

Aerodynanics

Trajectories {4}

Elemants of Aircreft and Missile Propy'ston
(REPLACES -282)

Structures

Warheads--Ganeral (V)

Surface-to-Afr Nisgiles, Part One, Systes
Integration

Surface-to-Afir Wigsiles, ®art Two, Neapon
Contro!

Surface-to-Air (Hysiles, Pare Three, Computars

Surface-to-Alr Missiies, Part Four, Misstle
Arvgaant (U)

Surface-to-Alr Wiggilas, Part Five, Counter-
s res (U)

Surface-to-Atr Misziles, Part Sis, Structures
snd Power Sources

Surface-to-Atr Misyilos, Part Seven, Sampl:
Prodies (1)

Fire Contro} So 'om--Gengrs!

Firg Control (omputine Syiless

Compansatieg £ )oments

D03 fgn Engtasers’ Nucleer Lffectt Menual,
volume |, Mentten 42 wpapon System {7}

*Dntign (nginsers  Muclear Effects Merval,
volume 11, Clectronic Syitess and Logiatical
Sestoms (U}

Setign tn,!mn' Wclear Effacts Manuael,
fahwme 11D, Maclesr Enviroamnt {(U)

Vesign Ingineers’ Ruclear (ffexts Farval,
volum IV, Sucleer E7fects 14}

Corriages and Mounls.-Sant 3!

Cradlas

A3coil Syttem

Tep Carriagm

Sattam Corriagm

foutlidrators

Cleveting Mectipntirm

Traversing Meckonim

Duaiod Mughistiem

The Avtemmtive Asielly

Mytawtive Suspersiony

utomgtive Secion oné Mylly
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