Conference Proceedings of the Society for Experimental Mechanics Series

Tom Proulx Editor

Experimental and
Applied Mechanics,
Volume 6

Proceedings of the 2010 Annual Conference on
Experimental and Applied Mechanics

@ Springer



Conference Proceedings of the Society for Experimental Mechanics Series

For other titles published in this series, go to
www.springer.com/series/8922






Tom Proulx
Editor

Experimental and Applied Mechanics,
Volume 6

Proceedings of the 2010 Annual Conference on Experimental
and Applied Mechanics

@ Springer



Editor

Tom Proulx

Society for Experimental Mechanics, Inc.
7 School Street

Bethel, CT 06801-1405

USA

tom@sem1.com

ISSN 2191-5644 e-ISSN 2191-5652

ISBN 978-1-4419-9497-4 e-ISBN 978-1-4419-9792-0
DOI 10.1007/978-1-4419-9792-0

Springer New York Dordrecht Heidelberg London

Library of Congress Control Number: 2011928691

© The Society for Experimental Mechanics, Inc. 2011

All rights reserved. This work may not be translated or copied in whole or in part without the written permission of the publisher (Springer Science+Business
Media, LLC, 233 Spring Street, New York, NY 10013, USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in connection
with any form of information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known or
hereafter developed is forbidden.

The use in this publication of trade names, trademarks, service marks, and similar terms, even if they are not identified as such, is not to be taken as an
expression of opinion as to whether or not they are subject to proprietary rights.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

Experimental and Applied Mechanics represents the largest of six tracks of technical papers
presented at the Society for Experimental Mechanics Annual Conference & Exposition on
Experimental and Applied Mechanics, held at Indianapolis, Indiana, June 7-10, 2010. The full
proceedings also include volumes on Dynamic Behavior of Materials, Role of Experimental
Mechanics on Emerging Energy Systems and Materials, Application of Imaging Techniques to
Mechanics of Materials and Structures, along with the 11" International Symposium on MEMS
and Nanotechnology, and the Symposium on Time Dependent Constitutive Behavior and
Failure/Fracture Processes.

Each collection presents early findings from experimental and computational investigations on
an important area within Experimental Mechanics. The current volume on the Experimental
and Applied Mechanics includes studies on Nano-Engineering, Micro-Nano Mechanics,
Measurements and Modeling, Applied Photoelasticity Residual Stress Measurement
Techniques, Thermal Methods, Bio-Composites Cell Mechanics, Interfacial Fracture
Phenomena, Mechanics and Mechanobiology of Soft Tissues and Hydrogels, Fatigue,
Fracture, Structural Dynamics/Acoustics Residual Stress and Fatigue in Fracture, Recent
Progress in DIC Methodology Design and Processing of Composites, Inverse Problems, and
Characterization of Materials

Experimental and Applied Mechanics covers the wide variety of subjects that are related to the
broad field of experimental or applied mechanics. It is SEM’s mission to disseminate
information on a good selection of subjects. To this end, research and application papers
relate to the broad field of experimental mechanics.

The organizers would like to thank the authors, presenters, session organizers and session
chairs for their participation in this track

The Society would like to thank the organizers of the track, Ryszard J. Pryputniewicz,
Worcester Polytechnic Institute; John Lambros, University of lllinois at Urbana-Champaign;
Hugh A. Bruck, University of Maryland, College Park for their efforts.

Bethel, Connecticut Dr. Thomas Proulx
Society for Experimental Mechanics, Inc
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Abstract

Surface characterization is a very important aspect of industrial manufacturing. All engineering parts are
strongly affected in their performance by properties depending on surface topography. For this reason
methodologies able to provide a functional representation of surface topography are of paramount
importance. Among the many techniques available to get surface topography optical techniques play a
fundamental role. A digital moiré contouring technique recently proposed by the authors provides a new
approach to the study of surface topography. This paper presents further developments in surface topography
analysis particularly with respect to the resolution that can be currently obtained. The validity of the proposed
approach is checked by analyzing existing standards for surface roughness determination. Optical results are
compared with NIST certified standard specimen.

1. INTRODUCTION

Surface characterization is a very important aspect of industrial manufacturing because structural behavior of
all engineering parts is strictly related with surface topography. For example, fatigue strength decreases
dramatically as surface roughness increases. Another example of the deep relationships between mechanical
behavior and surface properties occurs in contact problems where distribution of strains and stresses can be
determined at different scales each of which corresponds to a specified level of roughness.

Surface topography can be reconstructed by means of mechanical probes or non contact optical
techniques. The latter approach is certainly preferable as optical methods provide full-field information at high
vertical and lateral resolution. Ref. [1] illustrated the successful application of a new measurement technique
based on the use of non conventional illumination to the analysis of the contact between rough surfaces. The
methodology proposed in [1] is based on the emission of coherent light from the same surface that is under
analysis through the phenomenon of the generation of plasmons.

This paper presents further developments in surface topography analysis particularly with respect to the
resolution that can be currently obtained. The validity of the proposed approach is checked by analyzing
existing standards for surface roughness determination. Optical results are compared with NIST certified
standard specimen. The paper is structured as follows. After the introduction section, Section 2 describes the
methodology prescribed by standards for roughness determination. Section 3 outlines the theoretical basis of
the measurement technique. The experimental setup is described in Section 4. Results are presented and
discussed in Section 5. Finally, the main findings of the study are summarized in Section 6.

2. MEASUREMENTS OF SURFACE ROUGHNESS ACCORDING TO ANSI B46.1 STANDARDS
Figure 1a shows the HQC226 precision standard (Holts, Dambury, CT) analyzed in this paper. The specimen
geometry is sketched in Figure 1b: the standard is shaped as a saw tooth pattern. The specimen is realized
by molding. The nominal distance from peak to peak is 100 um. The nominal height of the peak is 6 um.
Accordingly to the ANSI B46.1 standard [2], the value of roughness Ra is defined as the area of a triangle
divided by width (also mean of height, area in blue in Figure 1b). In the NIST procedure, the profile of the
standard is measured by a stylus with radius of curvature of 2 um. A region of 4 mm is assessed. The stylus
follows the precision standard surface and records the waviness of the surface. The point coordinates
describing the profile are filtered. Since the nominal wavelength of asperities is 100 um, anything larger than
that is removed by the filter. The wavelength corresponding to the lowest frequency filter to be used in the
analysis of experimental data is defined as the sampling length. Most standards recommend the
measurement length be at least 7 times longer than the sampling length. The Nyquist—-Shannon’s sampling
theorem states that the measurement length should be at least ten times longer than the wavelength of

T. Proulx (ed.), Experimental and Applied Mechanics, Volume 6, Conference Proceedings of the Society for Experimental Mechanics Series 17, 1
DOI 10.1007/978-1-4419-9792-0_1, © The Society for Experimental Mechanics, Inc. 2011



interesting features. The assessment length or evaluation length is the length containing the data used for the
analysis. One sampling length is usually discarded from each end of measurement length.

Figure 1c shows the five locations on the standard where traces were run. The measured values for Ra are
also indicated in the figure: the mean value of Ra is 3.03276 microns (i.e. 119.4 microinches).
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Figure 1. a) HQC226 standard; b) Schematic of the standard; c) Roughness values measured by NIST in the target area

3. DESCRIPTION OF THE CONTOURING MODEL

The theoretical foundation of the measurement method was explained in [1]. The experimental set up includes
a double interface creating a cavity. This cavity then acts as a passive optical resonator so that resonances
can be observed from the emitted light. In order to utilize this information three aspects should be considered:
(i) direction of the emerging wave vectors; (ii) changes of the gap depth; (iii) polarization of the light. [1]

In the experimental setup of [1] the cavity was represented as a Fabry-Perot resonator. The illumination
system consisted of a beam going through a glass plate and impinging in the surface of the glass plate at an
angle with respect to the normal to the plate larger than the limit angle. The system of fringes thus generated
is equivalent to the first diffraction order of a sinusoidal grating of pitch [1]:

A

= 1
P ASHCH "




where 6, is the angle that the beam forms with the surface.

The illumination process of the surface was modified in this research by introducing an actual grating on
top of the surface to be measured. The actual process of fringe formation is very complex because the
illumination of the surface is obtained through evanescent fields. In the limited context of this article it is not
possible to present all the derivations but results can be summarized as follows. For single illumination, it
holds:

- P
2-nsin0,

()

where p is the pitch of the utilized grating, n is the diffraction order observed and ¢, is the angle of illumination
with respect to the normal to the surface of the grating. The value of 6, is computed with the following
equation:

T (1A
0, = ——arcsin| —-— (3)
2 2 p

That is, the inclination of the beam with respect to the normal to the surface is larger than that of the limit
angle of total reflection. Consequently, the illumination of the surface is done through the evanescent field. In

the applications presented in this paper the utilized values are: p=2.5 pm; A=0.635 um. With the above
values, for n=1, it follows:

0.635
2.5

6, =90 ° — arcsin (% j =82.704 ° (4)

The resulting sensitivity is:

= 25 =2.520pm (®)
sin (82.704°)
In the case of double illumination, the corresponding equation is:
N 6)
2-2nsin,
while sensitivity is:
= . 2.5 =1.260 um (7)
2 -2sin (82.704°)
From Eq. (2), we obtain:
h(x,y) =525 ®)
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where h is the height of the surface with respect to the reference plane that must be defined: in this case, the
glass surface is utilized as the reference plane; S is the sensitivity computed using Eq. (7) with n=1; the factor

d(x,y)
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is the order n. ¢(X,y) is obtained by the usual procedure applied in the moiré method when the

4. EXPERIMENTAL SET UP
The experimental setup is very similar to that described in [1] when a NIST traceable standard was used to
successfully validate the method. Figure 2 shows the experimental setup. Details on the laser source and the



viewing system are presented in Table 1. By using double illumination it is possible to increase the sensitivity
of the measurements, which was calculated in Section 3 as 1.27 um.

Laser

Reflected orders

Figure 2. View of experimental setup

Table 1. Details of the experimental setup used in profile measurements

Illumination
Microscope Mitutoyo — Measuring Microscope — 176-847A
Objective Mitutoyo; Magnification: 10X, NA: 0.3; WD: 16 mm;
Depth-of-field: 8.5 pm
Laser Stocker Yale Lasiris; He-Ne (A=660 nm), 50 mW
Imaging
CCD camera | Bassler A640f; 16241236 pixels

Figure 3a shows the view of 119.5 uin rough side of the HQC226 sample illuminated with white light. The
bright lines correspond to the top of each tooth. Figure 3b shows the same specimen with the 2.5 um pitch
grating superimposed on it. The field of view represented in the image covered 16 peaks/valleys for a nominal
length of 1.5 mm.

a) b)

Figure 3. (a) View of the HQC226 standard illuminated with white light; b) View of the standard with superimposed grating



Figure 4 shows the image of the standard specimen with the superimposed grating obtained by illuminating
the specimen itself with coherent light. Besides the grating lines there is a system of fringes resulting from the
complex interaction between the diffraction pattern coming from the grating and the wavefront coming from
the standard surface. These orders become modulated by the depth of the surface. From the region limited by
the rectangular mask marked in red on the image, a square area was extracted and then re-pixelated to
2048x2048 in order to precisely reconstruct the profile of one tooth.

Figure 4. View of the standard with the superimposed grating when coherent illumination is used

All image patterns recorded were processed with the Holo-Moiré Strain AnalyzerTM (HMSA) Version 2.0 [3]
fringe analysis software package developed by Sciammarella and his collaborators and supplied by General
Stress Optics Inc. (Chicago, IL USA). The HMSA package includes a very detailed library of state-of-the-art
fringe processing tools based on Fourier analysis (Fast Fourier Transform, filtering, carrier modulation, fringe
extension, edge detection and masking operations, removal of discontinuities, etc.). The software has been
continuously developed over the years and can deal practically with any kind of interferometric pattern. All
experimental results are presented and discussed in the next section.

5. RESULTS AND DISCUSSION

By simply counting moiré fringes it is possible to reconstruct the profile of the specimen surface. The moiré
pattern results from subtracting the frequency of the reference grating from the modulated frequency. The
roughness can then be measured by multiplying the total depth thus obtained by one half of the tooth width.
Although very simple, this approach allowed surface roughness to be estimated at a good level of accuracy.
For example, the computed value for Ra was 2.99 pum vs. 3.03276 um measured by NIST (see Figure 1c).

A more detailed analysis of the specimen profile is shown in Figure 5a. The size of the region of interest
shown in the figure is 700 um. The average measured pitch is 101.24 um with a standard deviation of +0.322
um. The average measured depth is 6.078 um. Consequently, the average value of Ra is 3.039 um which is
within the range of NIST’s measurements.

Figure 5b shows the detailed view of the tooth included in the 2048x2048 re-pixelated region. It can be
seen that the local height of the tooth profile is 6.0645 um, practically the same as the nominal height of 6 um,
while the local length of the tooth is 101.3 um that is very close to the nominal length of 100 um.

The 3D map of the reconstructed surface is shown in Figure 6. The average Ra of the standard is 3.05054
um and oscillates between 3.0175 um and 3.07848 um. By extracting different profiles it was possible to make
an estimate of the average surface finish of the standard. The average depth thus determined is
6.035+0.1367 um. Therefore, the finish of surface standard can be estimated as 0.1367/0.635, that is about
AJ5.
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Figure 6. 3D MATLAB representation of the reconstructed surface of half of one tooth

6. CONCLUSION

This paper presented an advanced optical method for digital moiré contouring. The method was tested on
HQC226 precision standards. Experimental results were within the range of measurement of the standard. It
appears that the optical method presented here is a very powerful tool that can be used for the determination
of surface roughness values for any kind of material and to analyze relationships between surface properties
and mechanical behavior (see for example the study on flexural strength of ceramic materials presented in [4])
The fact that this technique can be extended to a traditional far field microscope opens the possibilities to
many other kinds of analysis.
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Abstract

The mechanical properties of ceramic materials are influenced by surface finishing procedures. This paper
presents a brief introduction to an advanced methodology of digital moiré contouring utilized to get surface
information in the micro-range that is a generalization of a method developed for metallic surfaces [1]. Five
types of surface treatments are considered. Two of the finishes utilize diamond grinding with a rough grit (100)
and a smoother grit (800). The third type is laser assisted machining of the ceramic. The fourth type is simply
applying the laser without machining. The final type is the as received ceramic resulting from the process of
fabrication. A total of 63 specimens, nine of each kind were tested in four-point-bending. The strength of the
specimens was statistically analyzed using the Gaussian and the Weibull distributions. The statistical strength
values are correlated with the statistical distributions of surface properties obtained using this advanced digital
moiré contouring method. The paper illustrates the practical application of this method that was developed to
analyze surfaces at micro level and beyond.

1. INTRODUCTION

Ceramics more specifically SisNi, are known to have very high coefficient of friction, excellent compression
strength and resistance to corrosion especially at elevated temperatures. These qualities make them great
candidates for a variety of engine components as well as for bearings [2,3]. There are two major factors
however that currently limits the use of ceramics for these types of applications. The first has to do with
control of surface defects, due to their brittle nature a reduction or elimination of flaws that can prove critical in
the failure of ceramics is required. The second factor has to do with cost. The manufacturing costs to diamond
grind can be as much as 70% to 90% of the total component cost for complex components [4]. The wide
application of advanced ceramics has been restrained largely because of the difficulty and high cost
associated with shaping these hard and brittle materials into products. Laser assisted machining (LAM) of
ceramics is proving to be a viable alternative to conventional manufacturing methods in terms of cost.
Machining time can be cut down drastically and with proper arrangement other more complex machining
operations may be possible. Information on the development of a commercially viable system for LAM of
ceramics is presented in [5]. One of the main issues now is ensuring that the surface finish of these ceramics
be good enough or better than the conventional diamond grind process. Therefore, in order to carry out
measurements in the micro range and beyond one must have a very robust yet accurate non contact method.
This paper describes the experimental procedures and measurements made on the ceramic samples that
were utilized for the bending tests. With this advanced digital moiré contouring method a spatial resolution on
the order of a micron was achieved. This level of accuracy enables the micro/nano contouring of the surfaces
which can then be represented by a variety of surface roughness measurements such as Ra. These values
are then compared to the four-point-bending tests where it does show an experimental relationship between
the surface roughness and its bending strength.

2. ADVANCED DIGITAL MOIRE CONTOURING METHOD

Most of the information on how this method was developed and why it works were explained in [1]. While this
work was described for metallic surfaces we can only assume at this point that there must be similar
conditions with the ceramic material that enabled us to obtain the experimental results presented in this paper.
In other words we must assume that there is some photonic absorption by the ceramic that enables a similar
effect to take place. That is why the focus in this section lies on extracting the necessary information from the
experimental measurements of the ceramic test pieces.

It is important to remember that the experimental set up should have a double interface creating a cavity. This
cavity then acts as a passive optical resonator so that resonances can be observed from the emitted light. For
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this information to be used successfully there are three factors that must be defined. The first relates to the
direction of the emerging wave vectors, second is the effect of the changes of the gap depth and the third
deals with polarization of the light. Again we can refer to [1] to see the detailed solutions and equations.

This approach will provide the necessary equations to reproduce the topography of the ceramic surface at the
micron and sub-micron level. The derivation of these equations given in [1] assimilates the cavity that was
represented to a Fabry-Perot resonator. For this contouring method the illumination system consisted of a
beam going through a glass plate and impinging to the surface of the glass plate at an angle with respect to
the normal to the plate larger than the limit angle. In this way a system of fringes was generated. This system
of fringes was equivalent to the first diffraction order of a sinusoidal grating of pitch [1]:

A
P 2sin 6,

(1)

where 6 is the angle that the beam forms with the surface. In the present case, the illumination process of the
surface was modified by introducing an actual grating on top of the surface to be measured. The actual
process of fringe formation is very complex because the illumination of the surface is obtained through
evanescent fields. In the limited context of this paper it is not possible to present all the derivations but the
result is the following for single illumination:

- P
2-nsin0@

()

where p is the pitch of the utilized grating, n is the diffraction order observed and 6, is the angle of illumination
with respect to the normal to the surface of the grating. The value of 6, is computed with the following

equation:
0, =E—arcsin l& (3)
2 2

That is, the inclination of the beam with respect to the normal to the surface is larger than that of the limit
angle of total reflection. Consequently, the illumination of the surface is done through the evanescent field. In
the applications presented in this paper the utilized values are:p=2.5um, A=.653um. With the above

values, for n=1, it follows:

0, =90° — arcsin 1.0:635 3 _ 82.704 ° 4)
2 25
The resulting sensitivity is:
2.5 =2.520 um (5)

~ sin(82.704°)
In the case of double illumination, the corresponding equation is:

__p (6)
2-2nsin0,
while sensitivity is:

_ 2.5 1)
2-2sin (82.704°)

60 um (7)

From Eq. (2), we obtain:

h(x,y) = s 2&Y) ®)
27



where h is the height of the surface with respect to the reference plane that must be defined: in this case, the
glass surface is utilized as the reference plane; S is the sensitivity computed using Eq. (7) with n=1; the factor

d(x,y)

27
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is the order n. ¢(X,y) is obtained by the usual procedure applied in the moiré method when the

3. EXPERIMENTAL SET UP

There were two different providers of ceramic rods (length=6", diameter=1") with a total of five different
surface conditions. For ceramic rod K the treatments were: As Received, Diamond Grind (100 grit), and
LAMC. For ceramic rod B the treatments were: As Received, Diamond Grind (800 grit), Laser Glazed, and
LAMC. Once the samples were made each rod was sectioned into three arc segments with a smaller size (19
mm thick, 19 mm wide, and 50 mm long (Figure 1a). These arc segment specimens were tested under flexure
(Figure 1b) with the machined surface in tension at loads less than 4000 N (880 pounds); this geometry gave
three test bars from each 25-mm diameter silicon nitride rod. This arc segment specimen geometry was used
for other ceramics [6]. The complete testing procedure (specimens, fixturing, calculations) is described in
detail by Quinn [7].

Arc Segment Flexure Specimen
Cut from Ceramic Rod

Actual thickness can range from 3.5- 5.0 mm
depending on kerf loss. and starting diameter (a)

(b)

Figure 1. (a) Schematic of arc samples used for 4-point-bending tests; (b) view of experimental setup.

Prior to having samples subject to the four-point-bending test, samples were analyzed using the advanced
digital moiré contouring method with the set up shown in Figure 2a. This set up is very similar to that
described in [1] when a NIST traceable standard was used to successfully validate the method. For these
measurements a special fixture (Figure 2b) was designed to hold these sliced specimens along with the
grating, ensuring proper contact. It was important to maintain the total internal reflection at the interface of the
grating and the ceramic; for this purpose an angle of illumination computed with equation (4) was utilized. By
using double illumination it is possible to increase the sensitivity of the measurements, which was calculated
in Section 2 as 1.27 microns.

Figure 2. (a) View of entire set up for advanced digital moiré contouring method; (b) close up view of fixture.

For the first set of data taken from the K samples the field of view was 450x450 microns. There was one
image that was recorded per sample with a total of 9 samples per condition: there were provided 27 separate
images to be analyzed. For the second set of data taken from the B samples the field of view was 325x325

11
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microns. This time three images were recorded per sample giving a total of 27 images to analyze per
condition.

Two procedures were utilized depending on the actual roughness of the surface. If the roughness of the
surface is larger than the sensitivity of the set up the standard processing with fringe unwrapping is applied. If
the roughness is less than the grating pitch the two images taken (left and right) are subtracted from each
other. Since there is less then a fringe between the two patterns, we are dealing with fractional orders.
Consequently, there is no need to perform any fringe unwrapping and the results obtained from the
subtraction give us the surface profile of the ceramic directly.

All image patterns recorded were processed with the Holo-Moiré Strain Analyzer™ (HMSA) Version 2.0 [8]
fringe analysis software package developed by Sciammarella and his collaborators and supplied by General
Stress Optics Inc. (Chicago, IL USA). The HMSA package includes a very detailed library of state-of-the-art
fringe processing tools based on Fourier analysis (Fast Fourier Transform, filtering, carrier modulation, fringe
extension, edge detection and masking operations, removal of discontinuities, etc.). The software has been
continuously developed over the years and can deal practically with any kind of interferometric pattern. Figure
3a shows the ceramic surface for the diamond grind condition (800 grit). Figure 3b shows the final result
obtained after subtraction and processing using HMSA™ software. All the results are provided in the next
section.

b)

Figure 3. (a) View of diamond grind surface from microscope; (b) view of final result after processing.

4. EXPERIMENTAL RESULTS

There were two types of measurements performed on the ceramic samples: 1) Mechanical and 2) Optical.
Prior to the mechanical testing, the samples were placed into the advanced digital moiré contouring system to
obtain full field images of the ceramic surface so that surface roughness (Ra) measurement could be made.
After the images were taken, the samples were put into a four-point-bending test to determine the bend
strength. This section provides the results obtained from testing.

4.1 Mechanical Testing
Tables | & Il show the results obtained from the four-point-bending test. Specimens were tested at room

temperature in an Instron testing machine, using an articulated fixture (40 mm-20 mm spans) with rolling tool
steel bearings (Figure 1b). The cross head rate was 0.125 mm/min. Each specimen was tested with the
curved face in tension (down).

Table . Experimental results from four-point-bending tests for ceramic K

Diamond Grind Laser-Assisted Machine As-Received
Bar ID Strength (MPa) | BarID Strength (MPa) | Bar ID Strength (MPa)
1A 433.2 4A 447.2 7A 475.7
1B 419.8 4B 300.2 7B 604.0
1C 464.2 4C 422.6 7C 544.2
2A 408.3 5A 622.6 8A 588.3
2B 452.6 5B 606.6 8B 552.9
2C 496.2 5C 615.6 8C 540.8
3A 530.9 6A 600.3 9A 528.1
3B 505.3 6B 609.1 9B 468.6
3C 510.9 6C 540.9 9C 414.8
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Table Il. Experimental results from four-point-bending tests for ceramic B

As-Received 800 Grit Dia. Grind Laser Glaze LAM Turned
Bar # | Stress (MPa) | Bar | Stress (MPa) | Bar # | Stress(MPa) | Bar # | Stress (MPa)
1B1 | 410 1A1 | 456 15B1 | 524 18A1 | 624
1B2 | 401 1A2 | 434 15B2 | 541 18A2 | 618
1B3 | 388 1A3 | 625 15B3 | 494 18A3 | 523
2B1 | 476 2A1 | 559 15A1 | 570 16B1 | 543
2B2 | 445 2A2 | 502 15A2 | 511 16B2 | 469
2B3 | 499 2A3 | 457 15A3 | 488 16B3 | 571
3B1 | 429 3A1 | 474 16A1 | 580 18B1 | 605
3B2 | 441 3A2 | 544 16A2 | 459 18B2 | 561
3B3 | 437 3A3 | 430 16A3 | 588 18B3 | 531

Because ceramics fail in a brittle fashion statistical analysis for determining bend strength must be
implemented. In this particular case, a two parameter Weibull Analysis was performed on bend stress results.
Despite the low number of measurements this was done to give some statistical meaning to the experimental
data. The scale parameter determines the most probable location where (in this case) the bend strength
would be and the shape parameter (m) indicates the distribution. A high m value means that there is almost
no spread in the data and that most values should fall within the most probable range (95%), a low m value
means there is a lot of spread in the data. In addition to obtaining the 95% confidence value, the upper and
lower bounds are also determined.

All data were obtained directly through MATLAB which include canned functions to perform these
calculations. Tables IIl & IV provide the results obtained using the Weibull Analysis from MATLAB.

Table Ill. Results from Weibull Analysis of Bend Strength for ceramic K

Flexural Strength (MPa) m values
Lower Upper Lower Upper
Bound 95% Bound Bound 95% Bound
LAM 4 360.69 416.35 480.60 3.01 8.24 22.55
Diamond (100) 462.91 487.99 514.42 7.78 13.09 22.02
As Received 516.50 549.00 583.54 6.66 11.27 19.08
LAM 5&6 596.79 609.77 623.04 18.81 38.37 78.26

Table IV. Results from Weibull Analysis of Bend Strength for ceramic B

Flexural Strength (MPa) m values
Lower Upper Lower Upper
Bound 95% Bound Bound 95% Bound
As Received 429.27 452.10 476.14 4.94 7.97 12.85
Diamond (800) 482.55 526.53 574.51 8.26 13.39 21.72
LASER Only 522.05 547.88 574.99 8.52 14.31 24.01
LAM 554.10 581.97 611.25 8.33 14.05 23.67

4.2 Image Analysis
The images recorded using the HMSA™ software provided the full field view of the ceramic surface. Figure 4a

shows the 3-D view of the diamond grind surface (100 grit). Figure 4b shows the 3-D view of the LAM surface.
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Figure 4. (a) 3-D view of diamond grind (100 grit) surface (b) 3-D view of LAM surface.

A dedicated MATLAB program was created to take the output file from the HMSA™ software which contains
(1024 x 1024) the actual surface information to calculate the Ra value. Then for each sample this value was
stored and then placed into the Weibull Analysis program that was used for the bend strength. Table V & VI
shows the data in terms of Ra (microns) and its corresponding m value.

Table V. Results from Weibull Analysis of Ra for ceramic K

Ra (microns) m values
Lower Upper Lower Upper
Bound 95% Bound Bound 95% Bound
LAM 4 0.951 1.376 1.991 1.11 1.63 2.40
Diamond (100) 1.156 1.336 1.544 1.93 2.44 3.08
As Received 0.981 1.260 1.619 1.15 1.47 1.88
LAM 5&6 0.856 0.956 1.067 2.88 4.00 5.57

Table VI. Results from Weibull Analysis of Ra for ceramic B

Ra (microns) m values
Lower Upper Lower Upper
Bound 95% Bound Bound 95% Bound
As Received 0.968 1.088 1.223 5.61 7.55 10.15
Diamond (800) 1.170 1.332 1.517 4.29 5.37 6.71
LASER Only 0.966 1.063 1.171 5.22 6.53 8.16
LAM 0.846 0.912 0.983 6.35 8.23 10.65

5. DISCUSSION AND CONCLUSIONS

Looking through Tables IlI-VI it is clear that the LAM process provides the best results in terms of bending
strength and surface roughness. For each table the LAM holds among the highest m value meaning that it
creates a high confidence in terms of repeatability. One other interesting outcome from the first round was that
sample #4 from the LAM trial experienced much lower bend strength values than #s 5 and 6. At first it was not
clear why but after analyzing the Ra we can see that #4 values are much higher than those of #s 5 and 6. In
this first run the LAM parameters were not controlled and therefore it is possible that some other factor may
have influenced the higher Ra value (i.e. cutting tool, force of tool, etc.). During the second ftrials all possible
factors were controlled and observed. This is evidenced by the data from Table Il being more consistent.
Figure 5 is a plot of all the data obtained from the Weibull Analysis that shows Bend Strength (MPa) vs. Ra
(microns). We can clearly see that in fact there is a correlation between the values measured for bend
strength and those measured for surface roughness. Further investigation will be carried out to see if a
determination can be made into why this relationship exists.
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Figure 5. Relationship between roughness and bend strength for different specimens

The correlation is an experimental fact that needs to be explained. The correlation indicates that as the Ra
values increase the strength decreases. It can also be seen that variations of Ra of few hundreds nanometers
have a sizable effect on the strength. Figure 5 shows that from Ra=900 nm to Ra=1400 a considerable
change of the strength occurs. Further investigations will be carried out to see the factors that can explain the
reason for the observed correlation. It appears that the optical method presented here is a very powerful tool
that can be used for the determination of surface roughness values for any kind of material. The fact that this
technique can be extended to a traditional far field microscope opens the possibilities to many other kinds of
analysis.
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Abstract

Constitutive behavior of living cells is in deep relationship with their biological properties. For that reason
gathering the most detailed information on cell mechanical behavior as it is feasible becomes extremely
useful in assessing therapeutic protocols. However, investigation of elastic properties of living cells is a fairly
complicated process that requires the use of advanced sensing devices. For example, Atomic Force
Microscopy (AFM) is a research tool largely used by biomedical engineers and biophysicists for studying cell
mechanics. Experimental data can be given in input to finite element models to predict cell behavior and to
simulate the tissue response to biophysical, chemical or pharmacological stimuli of different nature. The
paper analyzes different aspects involved in the numerical simulation of AFM measurements on living cells
focusing in particular on the effect of constitutive behavior.

1. INTRODUCTION

Nanoindentation is a widely used technique to measure the mechanical properties of films with thickness
ranging from nanometers to micrometers. In case of biological samples, a convenient tool to probe living
cells at the nanometer scale is the Atomic Force Microscope (AFM) because it enables measurements of
samples in a physiologic aqueous cell culture environment [1-5].

The AFM was designed primarily to provide high resolution images of non-conductive samples and,
among the plethora of application subsequently developed, the instrument can also be operated as a
nanoindenter to gather information about the mechanical properties of the sample. AFM is based on the
following principle: a nanometer sized sharp tip placed at the free end of a cantilever is put into contact with
the surface of the sample [6]. The building block of the instrument is shown in Figure 1.
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Figure 1. Schematic diagram of Atomic Force Microscopy (AFM). Deflection of the AFM cantilever probe is sensed from
the reflection of a laser onto a four-quadrant photodetector, and the position of the probe is controlled by a piezoelectric
ceramic actuator (PZT).

When the tip scans, indents or otherwise interacts with the sample, it determines a deflection of the
microscopic sized cantilever probe which is tracked by a laser based optical method. The cantilever is
rectangular or “V”-shaped, 100 to 300 micron long and about half a micron thick, microfabricated of silicon or
silicon-nitride. The tip actually comes in contact with the sample while the cantilever act as a soft spring to
measure the contact force. The spring constant K of the cantilever is determined by its physical and
geometric properties and the value of k typically ranges from 0.01N/m to 1N/m for biomechanics application.
Then, deflection h of the cantilever is converted into a contact force with the standard equation of the spring:
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F=Kh. The tip dimension determines the spatial resolution of the instrument: sharpened pyramids, etched
silicon cones, carbon nanotubes and other high aspect ratio tip have been developed for scanning samples
with ultra high resolution. [6]

When AFM is used as a nanoindenter, elasticity measurements are performed by pushing a tip onto the
sample of interest and monitoring force versus distance curves. This results in a deformation which is the
sum of the deformation of the tip and the deformation of the investigated sample (indentation) under the tip.
The relationship between force and indentation depends upon the tip geometry and the mechanical
properties of the specimen. In indentation experiments, usage of ultra-sharp tip is avoided because such tips
have been shown to penetrate the cell membrane and cause damage to living cells. In this case pyramid
shaped or conical tip are preferred.

In order to determine reliably the mechanical properties of the samples with AFM technology, it is
important to identify accurately the influence on the indentation problem of the methodological issues related
with the shape and the size of the probe tip. In particular, when indenting a soft material, the contact area of
the probe increases with indentation. It follows that the resulting force depth relationship is non linear and it
is difficult to distinguish the contribution of the intrinsic properties of the sample and of the tip geometry.

In literature, classical infinitesimal strain theory is mostly applied to extract a Young’'s modulus for the
material as non-linearity of the indentation response is usually attributed solely to the tip geometry. This
approach is appealing due to the rather simple form of the theoretical equation. However, when studying
AFM indentation of biological samples, the application of the Hertz theory [7,8] is questionable [4]. In fact, the
key assumptions of the Hertz theory are that the sample is a homogeneous, isotropic, linear elastic half
space subject to infinitesimally small strains while most biological materials are heterogeneous, anisotropic
and exhibit non linear constitutive behavior. Besides this, AFM indentation of soft material is typically 20-
500nm which cannot be considered infinitesimal compared to the thickness of the sample (often < 10pm) or
to the size of the indenter tip (~10-50nm radius of curvature).

Analyses of AFM indentation based on infinitesimal strain theory may be inappropriate and a much better
understanding of contact mechanics between the AFM tip and the soft biological material is obtained by finite
element modeling. The aim of this study is to analyze AFM indentation data in case of soft specimens.
Results of finite element analyses carried out on a 5um thick membrane indented by a silicon nitride sharp
tip are presented in the paper. The indentation process is simulated for two different constitutive behaviors of
the membrane: linear elasticity and hyper-elasticity.

2. FINITE ELEMENT ANALYSIS

Finite element modelling and analysis were carried out with the ANSYS® Version 11.0 general purpose FEM
software developed by ANSYS Inc., Canonsburg (PA), USA. The FE model of the biological membrane is
shown in Figure 2. The mesh of the conical tip included 3040 PLANE42 4-node elements and 3300 nodes.
The membrane was modelled as a linearly elastic material or a two-parameter Mooney Rivlin hyperelastic
material: in the former case the mesh included 7500 PLANE42 4-node elements and 7500 nodes while in the
latter case the mesh included 7500 PLANE182 4-node elements (the PLANE182 element supports
hyperelasticity) and the same number of nodes. The surface of the membrane is covered by a layer including
1001 target elements TARGE169 while the indenter tip is covered by a layer including 509 contact elements
CONTACT175.
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Figure 2. Finite element model of the nanoindentation experiment



The tip considered in the study was shaped as a blunt cone. This geometry is commonly used in AFM
experiments on biological samples. Figure 3 summarizes the main geometric parameters of the tip.

Force F

5
mdentation
depth

Figure 3. Schematic of the geometry of the blunt conical tip

Two different constitutive models were hypothesized for the biological membrane: (i) linearly elastic; (ii)
hyperelastic, following the two-parameter Mooney-Rivlin (MR) law [9-11]. The former model is described by

the Hooke’s law o =Ee. The strain energy density function for the Mooney-Rivlin model is:

W:aw(ﬂ—3)+am(ﬂ—3) 1)

where ajp and ag; are the Mooney-Rivlin constants given in input to ANSYS as material properties. Strain

invariants are defined, respectively, as I, =tr[C] and I, ={tr2[C]- trz[C]z} where [C] is the Cauchy-Green strain
tensor.

In most of the AFM studies presented in literature, the indentation problem is analyzed on the basis of
infinitesimal strain theory. In order to assess the accuracy in the estimation of the material properties when
applying the so called “Hertz model” [7,8] to extract the Young’s modulus of the material, finite element
results were compared with the theoretical predictions provided by the Hertzian model. When a rigid
axisymmetric probe indents an homogeneous, semi-infinite elastic material, infinitesimal theory predicts the
following relationship between force F and indentation depth &:

F=2nEf(5) 2)

AN

The generalized elastic modulus E is equivalent to:

E
< — for linear elastic material;
2(1-v7)

< 4(a,, +a,,) for an hyperlastic material;

and f(3) is a function depending on the indenter geometry which determines the relationship between the
depth and the indentation response. For a blunt cone indenter with tip angle o, contact radius a and
transition radius b into spherical tip of radius R (see nomenclature in Figure 3), the f(8) function can be
expressed as [12]:

f(d) = 2{218 - @ (E - arcsin(ED - i + (a2 -b’ )”2( b + (a2 - bz)ﬂ} (3)
T 2tg(a)\ 2 a 3R 2tg(a) 3R
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In the finite element model developed in this paper the nanoindentation process was simulated by
increasing progressively the force F applied to the indenter. This is actually the axial component of the
reaction force exercised on the indenter tip. The axial displacement of the indenter computed by ANSYS as
the tip surface elements come into contact with the membrane target layer is the indentation depth 5. We
were interested in the relationship between F and 6 as those are the output parameters measured by AFM.

In order to reproduce experimental conditions usually encountered in AFM measurements on biological
samples, membrane displacements were not constrained in the direction orthogonal to the tip movement.
The augmented Lagrangian model available as default in ANSYS was utilized in the computation. Finite
element analyses accounted for the large deformations experienced by the hyper-elastic membrane: the
geometric non-linearity option was activated by switching on the NLGEOM command in ANSYS.
Convergence analysis was carried out in order to obtain mesh independent solutions. All finite element
analyses were run on a standard personal computer.

4. RESULTS AND DISCUSSION

The following parameters were given in input to the FE program:

- tip angle o equal to 20°;

- blunt cone tip radius of curvature equal to 10nm;

- membrane thickness equal to 5um;

- Young’s modulus of the tip (silicon nitride) equal to 150 GPa;

- Young’s modulus of the membrane modeled as linearly elastic equal to 50 kPa;

- Mooney-Rivlin constants aig and ag; of the membrane modeled as hyperelastic equal to 10 kPa and 2.5
kPa, respectively: these value yield the same equivalent Young’s modulus of 50 KPa.

Figure 4 shows the F-6 curve predicted by ANSYS for the indentation of a blunt conical tip onto a linearly
elastic membrane. As expected in view of the Hertzian model depicted by Eq. (4), numerical values were
fitted very precisely by a linear regression.
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Figure 4. Force-indentation curve (blue dots) computed by ANSYS for a blunt cone tip and linearly elastic membrane
compared with the Hertzian theoretical model (dashed red line)

From the slope of the linear fitting, the value of the equivalent Young’'s modulus can be determined by
combining equations (2) and (4). One can obtain the value 69.9 kPa which is fairly close to the value of 50
kPa given in input to the model. The obtained results confirm that in the case of linear elasticity and in
presence of very small indentations the Hertzian model describes well the contact problem.



In the case of hyperlastic membrane the F-5 curve was again well fitted by a linear regression but the
slope resulted much smaller than in the previous case of linear elasticity. The Young’s modulus derived from
data fitting is 0.835 kPa, about 85 times lower than the value included in the FE model. This indicates that
the Hertzian model should not be applied to hyperelastic membranes to derive reliably the value of
equivalent Young’s modulus and confirms that the indentation response results from the combination of
geometric and material nonlinearities.

5. CONCLUDING REMARKS

This paper analyzed the suitability of Hertzian model in nano-indentation of soft materials. It was found that
the classical theory does not work well. However, a deeper analysis should be carried out in order to
understand better this complicated phenomenon. The main limitation of this study is the fact that the stiffness
value was derived from a closed form relationship. The best approach to material characterization is to
formulate the identification problem in fashion of an optimization problem where the unknown material
properties are included as design variables. The cost function to be minimized is the error functional Q
. defined by summing over the differences between displacements measured experimentally and those
predicted numerically by a finite element model. Each time the optimizer perturbs material properties, the
finite element model is updated and a new analysis is executed until the process converges. The
identification problem for a material with NMP unknown properties can be stated as follows:

2
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where the design vector X (X;,Xa,...,Xyuwp) includes the NMP unknown material parameters to be determined
in the identification process. The constraint functions G,(X) may be introduced in the optimization in order to
ensure that the hypothesized constitutive behavior is physically reliable and may satisfy constraints on
numerical stability especially in case of high non-linearity.

In the above equation, &' and &' denote, respectively, the values of indentation at the jth loading step
predicted by the finite element model and their counterpart measured experimentally. Experimental values
are taken as target in the identification process since AFM measurements do not require values of material
properties to be known a priori. Conversely, correct values for material properties must be given in input to
the finite element program in order to calculate the value of indentation at a given load.

The above mentioned approach is currently being utilized in order to reproduce experimental tests
involving AFM measurements carried out on biological specimens having the same material properties
considered in this study.
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ABSTRACT

A reference material and a series of standardized tests have already been developed for respectively calibrating
and evaluating optical systems employed for measuring in-plane static strain (for draft standard see:
www.twa26.org). New work has commenced on the design of a reference material (RM) for use with instruments
or systems capable of measuring three-dimensional displacements and strains during dynamic events. The
rational decision-making process is being utilized and the initial stages have been completed, i.e. the identification
and weighting of attributes for the design, brain-storming candidate designs and evaluation of candidate designs
against the attributes. Twenty-five attributes have been identified and seven selected as being essential in any
successful design, namely: the boundary conditions must be reproducible; a range of in-plane and out-of-plane
displacement values must be present inside the field of view; the RM must be robust and portable; there is a
means of verifying the performance in situ; and for cyclic loading it must be possible to extract data throughout the
cycle. More than thirty candidate designs were generated and have been reduced to nine viable designs for
further evaluation. In parallel with this effort to design a reference material, work is also in progress to optimize
methodologies for conducting analyses via both simulations and experiments. Image decomposition methods are
being explored as a means to making quantitative comparisons full-field data maps from simulations and
experiments in order to provide a comprehensive validation procedure.

1. INTRODUCTION
1.1 Engineering context

The Olympic motto is "Citius, Altius, Fortius" which translates as "Faster, Higher, Stronger"; for the modern design
engineer this could be modified only slightly to “Faster, Lighter, Stronger”. In an era where global competition
dominates industry, everyone wants everything to be faster so that you can gain edge on your competitors and
generally speaking it is easier to achieve swiftness with lighter designs while the dangers inherent in great speed
imply the need for greater strength. Lighter and stronger also provide advantages in terms of environmental
footprint since lighter usually implies more energy efficient both in terms of service and manufacturing resources,
and stronger offers the potential for a longer life cycle. In the quest for “Faster, Lighter, Stronger” structural
analysis plays a crucial part in optimizing the performance of devices, machines and vehicles of all types and
ensuring that safety requirements are achieved. In most design processes, computational modeling is the
dominant form of structural analysis and so the reliability of the model becomes a critical issue for engineers
involved in making design decisions. Schwer [1] has described in outline a ‘Guide for verification and validation in
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computational solid mechanics’ [2]. In this context verification is defined as being two processes: first, identifying
and eliminating errors of logic and programming from the code used for modeling; and second, quantifying the
errors arising from the code as a consequence of discretizations required for the modeling. So verification can be
largely performed without reference to the real-world whereas validation is concerned with establishing how well
the model represents the real-world, at least in the context of the anticipated use of the model for solid mechanics
or more particularly, design. It is recommended that validation should be achieved by reference to experiments
conducted specifically for this purpose but the guide provides no insight or guidelines for the conduct of such
experiments. This is not surprising since the computational mechanics community was responsible for the guide’s
preparation; however, the experimental mechanics community has not been idle in this regard and made a first
step with a draft proposed standard for the calibration and evaluation of optical system for in-plane, static strain
measurement in 2007 [3]. An outline description of this proposed standard is provided below and then work in
progress to extend it to include three-dimensional measurements in dynamic loading cases is reported.

1.2 Calibration and evaluation of measurement systems for in-plane, static strain

Technical Working Area 26: Full-field Optical Stress and Strain Measurement [4] of VAMAS [5] was formed in
1999 with the aim of bringing together those concerned with the use of optical techniques for full field
measurements of stress and strain in order to develop internationally accepted standards. In 2002 a consortium
of European organisations embracing universities, research laboratories, instrument manufacturers, end users
and national laboratories was formed to pursue SPOTS (Standardisation Project for Optical Techniques for Strain
measurement) [6]. SPOTS was an EC shared cost RTD contract (no. GGRD-CT-2002-00856 (SPOTS)) which
lasted for three years and in 2006 issued a proposed standard for calibration and assessment of optical strain
measurement systems [4, 6]. This document has been endorsed by VAMAS TWAZ26 following independent
international review and is currently awaiting recommendation by VAMAS to 1SO.

The SPOTS standard relates to optical systems designed for making measurements of static strain over a field of
view which can be approximated to a plane. A reference material, shown in figure 1, and accompanying
experimental protocol are provided for the calibration of such instruments at any scale. Indeed the standard
recommends that the calibration should be conducted at the same scale as the planned experiment and for the
same range of strain values.

Figure 1: Three-dimensional view of the physical reference material (EU Community Design Registration 000213467) which is
scalable to any size and can be manufactured in any material. (©SPOTS consortium)
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Briefly, the reference material consists of a monolithic frame surrounding a beam subject to four-point bending.
The gauge section of the reference material is the central portion of the beam. The beam is connected to the
frame by a series of whiffle-trees which are designed to minimize the constraints applied to the beam. The frame
ensures that the boundary and loading conditions are easily reproducible which earlier round-robins had
demonstrated were a limiting issue in making comparisons between datasets [7]. The load can be applied in
compression by placing the reference material on a platen and loading the nipple on the top surface, or in tension
using the two circular holes along its center-line. The load is monitored as a relative displacement of the upper
and lower portions of the frame which can be measured via a calibrated displacement transducer at the top left
and top right corners. The use of calibrated displacement transducers provides the first link in the chain of
traceability to the length standard. The importance of traceability in this context has been discussed by Hack et al
[8]. The flowchart in figure 2 illustrates the experimental protocol for the use of the reference material and an
exemplar of its use is provided by Whelan et al [9]. The values to be reported from the calibration process are
highlighted in a box on the right of the flow chart and include the uncertainties in the calibration which are the
minimum uncertainties that would be obtained in any subsequent experiment using the calibrated instrument.
These uncertainties allow confidence limits to be defined for measured strain data which significantly improves the
quality of data provided for the validation process.

Select material for RM
& estimate uncertainty in v

Manufacture RM

Measure dimensions of RM
& estimate their uncertainty (see figure 5)
Select ¥
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Figure 2: Flow-chart for performing a calibration of an optical system for full-field strain measurementusmgthe SPOTS
reference material where u is uncertainty, W, a and ¢ are characteristic dimensions, v is Poisson ratio and « and g are fit
parameters relating to the correlation of the experimental and analytical strain distribution for the gauge section of the beam.

References to figures and equations relate to the SPOTS standard found in [6] (© SPOTS consortium)

The SPOTS consortium also provided the design and protocol for a standardised test material [6, 10] for use in
evaluating an optical system against its design specification or other instruments. The strain distribution in the
gauge section of the standardised test material is significantly more complicated than the simple linear distribution
in the reference material and is designed to be a challenge to the capabilities of the most sophisticated instrument.
As shown in figure 3, the gauge section consists of a disc in contact with a semi-infinite half-plane and is
surrounded by a monolithic frame as in the reference material. The standardised test material can only be loaded
in compression and contains the same feature for protecting the gauge section from overload and for monitoring
the displacement load although in this case traceability to the length standard is not required. The rigid motion
implicit in the contact loading presents difficulties for many strain measurement techniques and can be reduced
substantially by loading the test material upside down as shown in figure 3. However, it should be noted that
many real-world scenarios will involve significant rigid body motion.
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Figure 3: A physical standardised test material (EU Community Design Registration 000299094) manufactured from
aluminium having a disc diameter of 50mm being tested using an ESPI system (Dantec Dynamics Q300) with typical results
shown inset. (© SPOTS consortium)

2. VALIDATION OF DYNAMIC ANALYSES
2.1 The ADVISE Project

The SPOTS project was completed in early 2006 and a new consortium was formed during 2008 under the title of
ADVISE (Advanced Dynamic Validations using Integrated Simulation and Experimentation) [11] with the purpose
of extending the work into three dimensions and dynamic loading. ADVISE is a three-year program partly funded
by the EU 7" Framework Programme. The members were selected to provide continuity from the SPOTS project,
to create an international collaboration and to span the innovation process from concept through product
development and manufacture to end-use. The partners in ADVISE are: Airbus (UK), Centro Ricerche Fiat (ltaly),
Dantec Dynamics GmbH (Germany), EC Joint Research Centre, EMPA Swiss Federal Laboratories for Materials
Testing and Research (Switzerland), High Performance Space Structure Systems GmbH (Germany), Michigan
State University (USA), University of Liverpool (UK) and the University of Patras (Greece).

The goals of the ADVISE project are: to develop a reference material and associated protocol for the calibration of
optical systems capable of measuring displacements in a wide range of dynamic applications so that a system
can be certified and the measurement uncertainties quantified; and to develop a methodology for making
quantitative comparisons between full-field data sets from such systems and computational models. Composite
structures used in the transport industry are being used as a vehicle for testing these capabilities.

2.2 Design of a reference material

The rational decision making model [12] is being employed to guide the design of the new reference material
following its successful use in the SPOTS project and because it has the considerable advantage of providing
clear opportunities for input by the wider experimental mechanics community. In outline, this model involves the
definition and subsequent weighting, in terms of importance, of attributes that the design either must (essential
attributes) or should (desirable attributes) possess. Candidate designs are then developed, often through
brainstorming, and then evaluated on the extent to which they possess the attributes. Designs that do not or
could not be modified to possess all of the essential attributes are discarded and the remainder are ranked based
on the weighted sum of the degree of possession of each attribute. The top ranked designs are taken forward for
detailed embodiment and further evaluation.



27

a. range of displacement inside FOV
b. out-of-plane & in-plane displacements

c. RM can be operated up to kHz

d. operational at any frequency
e. displacement field predictable
f. in situ verifying the performance
g. for cyclic loading: no hysteresis
h. cyclic loading: data extracted thro' cycle

i. defined start & end conditions

j. NDT for large displacements

Figure 4: Attributes and their weightings for the displacement field in the dynamic reference material. The weightings
(1 - unimportant, 2 - preferred, 3 - important, 4 - highly desirable, or 5 — essential) assigned by individual partners in the
project were averaged (green) and the same exercise repeated for the wider community (blue). Some attributes were
suggested by the community during the weighting process (white) and so were not weighted by a significant number of
participants. (© ADVISE consortium)

The ADVISE consortium developed a set of attributes in early 2009 which were presented to the community at a
VAMAS TWAZ26 workshop held at the Society for Experimental Mechanics Conference in Albuquerque, NM in
June 2009. Participants at the workshop and members of the Society were invited by email to suggest additional
attributes and to weight them. The results are presented in figures 4 and 5 together with the weightings based on
input from the ADVISE partners. The essential attributes were chosen as those for which the sum of the mean
and a standard deviation was greater than 4.0 when the data from the ADVISE consortium was merged with that
from the community. The essential attributes are listed below:

o there is a range of displacement values inside the field of view

« in-plane and out-of-plane displacements available

« there is a means of verifying the performance in situ

« for cyclic loading: data can be extracted throughout the cycle

« the boundary conditions are reproducible

o itis portable

o itis robust

k. surface texture is defined
|. completely self-contained
m. incorporates a source of excitation
n. design is scaleable
o. manufacturing is easy —
p. fabrication from different materials
q. low material & fabrication costs — 1
r. easy to set up
s. easy to operate
t. boundary conditions are reproducible
u. operational at different temperature —
v. portable

w. robust

x. disp. sensitivity adjustable at different scales

y. excitation of viscoelastic, elastic, plastic

Figure 5: Attributes and their weightings for the physical embodiment of the dynamic reference material. The weightings (1 -
unimportant, 2 - preferred, 3 - important, 4 - highly desirable, or 5 — essential) assigned by individual partners in the project
were averaged (green) and the same exercise repeated for the wider community (blue). Some attributes were suggested by
the community during the weighting process (white) and so were not weighted by a significant number of participants.

(© ADVISE consortium)
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The ADVISE consortium met in Fall 2009 to brainstorm candidate designs for the reference material that would be
appropriate for cyclic loading, single high-speed loading events that result in deformations that vary linearly with
load and single high-speed loading events that result in deformations that vary non-linearly with load. More than
thirty candidate designs were generated but after assessment for the possession of the essential attributes only
nine designs have been retained for further evaluation. At the time of writing these designs are undergoing
evaluation involving both experimentation and computational modeling in order to gain a full understanding of their
potential, prior to selecting a final design for detailed development and preparation of an accompanying protocol
for its use.

3. DISCUSSION AND CONCLUSIONS

A guide for the verification and validation of computational solid mechanics was published in 2006 [1, 2] and has
been complemented by a proposed standard for the calibration and evaluation of optical systems for full-field
strain measurement [3, 4, 6]. The latter is applicable only to in-plane, static strain distributions but nevertheless
represented a substantial effort that included one of the first attempts to quantify the uncertainties involved in
measuring strain over a wide field of view.

A new project was launched in late 2008 to extend the proposed standard to include three-dimensional strain
analysis in dynamic cases. A single reference material is being sought that would allow calibration of optical
systems capable of measuring displacement and, or strain in three dimensional components subject to dynamic
loading which might or might not be cyclical and that may or may not induce non-linear responses. This is wide
and challenging design brief which is being tackled with the aid of the rational decision making model and with
input from the community. The consortium undertaking the development has an international membership with
representation from across the innovation process and appears to be broadly representative of the wider
experimental mechanics community as indicated by the excellent correlation of the weighting of design attributes
shown in figure 6.

The new design of reference material is due for completion in late 2011 and following a period of testing within the
ADVISE consortium will be available via a round-robin for more comprehensive tests within the wider community.
A protocol for its use and the reporting of results will also be produced. In parallel, research is underway to
establish viable methods for making quantitative comparisons of large data fields generated from computational
and experimental approaches to structural analysis. Ultimately it is expected that this new work will be
incorporated into a revised draft standard by VAMAS TWAZ26.
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the attributes required or desired in the dynamic reference material. (© ADVISE consortium)



29

ACKNOWLEDGEMENTS

The authors cheerfully acknowledge the inputs of the following persons in the ADVISE project: Richard Burguete,
Mara Feligiotti, Alexander Ihle, George Lampeas, John Mottershead, Andrea Pipino, Hans Reinhard Schubach,
Thorsten Siebert, and Victor Wang. The ADVISE project is a Seventh Framework Programme Collaborative
Project within Theme 7: Transportation including Aeronautics (Grant no. 218595) funding of which is gratefully
acknowledged.

REFERENCES

1. L.E. Schwer, An overview of the PTC 60/V&V 10: guide for verification and validation in computation solid
mechanics’, Engineering with Computers, 23:245-252 (2007)

2. ASME V&V 10-2006, Guide for verification and validation in computational solid mechanics, American Society
of Mechanical Engineers, New York, 2006.

3. E.A. Patterson, E. Hack, P. Brailly, R.L. Burguete, Q. Saleem, T. Siebert, R.A. Tomlinson, M.P. Whelan,

‘Calibration and evaluation of optical systems for full-field strain measurement’, Optics and Lasers in

Engineering, 45(5):550-564, 2007.

www.twa26.org

WWWw.vamas.org
www.opticalstrain.org

D. —-A. Mendels, E. Hack, P. Siegmann, E.A. Patterson, L. Salbut, M. Kujawinska, H.R. Schubach, M. Dugand,

L. Kehoe, C. Stochmil, P. Brailly, M.P. Whelan, ‘Round robin exercise for optical strain measurement’, Proc.

12™ Int. Conf. Exptl. Mechanics, Advances in Experimental Mechanics edited by C. Pappalettere, McGraw-Hill,

Milano, pp.695-6, 2004.

8. E. Hack, R.L. Burguete, E.A. Patterson, ‘Traceability of optical techniques for strain measurement’, Proc.
BSSM Int. Conf. on Advanced Experimental Mechanics, Southampton, UK, published as Applied Mechanics
& Materials, vols.3-4, pp.391-396, 2005.

9. M.P. Whelan, D. Albrecht, E. Hack, E.A. Patterson, ‘Calibration of a speckle interferometry full-field strain
measurement system’, Strain, 44(2):180-190, 2008.

10. E.A. Patterson, P. Brailly, R.L. Burguete, E. Hack, T. Siebert, M.P.Whelan, ‘A challenge for high performance
full-field strain measurement systems’, Strain, 43(3):167-180, 2007.

11. www.dynamicvalidation.org

12. N. Cross, Engineering Design Methods (John Wiley & Sons, London, 1989)

No ok







Proceedings of the SEM Annual Conference
June 7-10, 2010 Indianapolis, Indiana USA
©2010 Society for Experimental Mechanics Inc.

Avalanche Behavior of Minute Deformation Around Yield Point of Poly-

crystalline Pure Ti

G. Murasawa®, T. Morimoto*, S. Yoneyama**, A. Nishioka*, K. Miyata* and T. Koda*

*Department of Mechanical Engineering, Yamagata University, 4-3-16, Jonan, Yonezawa,
Yamagata 992-8510, Japan, Japan. murasawa@yz.yamagata-u.ac.jp
**Department of Mechanical Engineering, Aoyama Gakuin University, 5-10-1 Fuchinobe, Sa-
gamihara, Kanagawa 229-8558, Japan.

ABSTRACT

The aim of present study is to investigate the avalanche behavior of minute deformation around vyield point of
polycrystalline pure Ti. Firstly, we prepare commercial polycrystalline pure Ti (99.5%) thin plate, and investigate
the pole figures and inverse pole figure distribution for rolling direction on the surface of specimen, which is ob-
tained from Electron Backscatter Diffraction Patterns (EBSD). Secondarily, tensile specimens are cut out from 0°,
30°, 45° and 90° relative to rolling direction of thin plate. Then, we attempt to measure macroscopic stress-strain
curve, local strain distribution and minute deformation arising in specimens under tensile loading. In this time, the
in-house measurement system integrated with tensile machine control system, local strain distribution measure-
ment system and minute deformation measurement system is constructed suited on a LabVIEW platform. Local
strain distribution is measured by in-house system on the basis of Digital Image Correlation (DIC). Also, minute
deformation behavior is measured by in-house other one on the basis of acoustic emission (AE). Finally, we dis-
cuss about the mechanism of avalanche behavior of minute deformation around yield point of polycrystalline pure
Ti on the basis of results in present study.

1. INTRODUCTION

Macroscopic deformation behavior, such as stress-strain curve, is subject to the minute deformation behavior like
the motion of slip or twinning deformation. Such minute deformation behavior reveals the phenomena of “Inter-
mittent deformation behavior”, “Spatial clustering and avalanche behavior” and “Self-similar or scale free”. These
phenomena are not continuous deformation, but discontinuous deformation. Although continuum approaches are
selectively useful for describing deformation, they completely fail to account for well-known discontinuous defor-
mation phenomena.

Steel and Aluminum alloys usually show local deformation behavior such as the propagation of Luders band,
Portevin Le Chatelier effect and necking. Recently, some researchers began to study about the nucleation and
propagation of shear band for some metal materials (Kuroda et al., 2007; Tong et al., 2005; Zhang et al., 2004;
Cheong et al., 2006; Tang et al., 2005; Hoc et al., 2001; Louche et al., 2001). These studies are that predicting
macroscopic deformation is tried by continuum approaches, but it is difficult to describe the detailed behavior
based on the mechanism of deformation for solid materials.

In recent years, Weiss and Uchic are aggressively studying about the minute deformation behavior for solid mate-
rials. Weiss measured the motion of slip under creep deformation for single- and poly- crystalline ice by using
Acoustic Emission (AE) technique. They reported that minute deformation shows avalanche behavior and its be-
havior is different between single- and poly- crystalline. Also, Uchic fabricated the micro-order specimen of pure Ni
by focused ion beam process. Then, they conducted uniaxial compression test for the micro-order specimen.
They reported that minute deformation shows the phenomenon of scale free.

The aim of present study is to investigate the avalanche behavior of minute deformation around yield point of
polycrystalline pure Ti. Firstly, we prepare commercial polycrystalline pure Ti (99.5%) thin plate, and investigate

T. Proulx (ed.), Experimental and Applied Mechanics, Volume 6, Conference Proceedings of the Society for Experimental Mechanics Series 17, 31
DOI 10.1007/978-1-4419-9792-0 5, © The Society for Experimental Mechanics, Inc. 2011



32

the pole figures and inverse pole figure distribution for rolling direction on the surface of specimen, which is ob-
tained from Electron Backscatter Diffraction Patterns (EBSD). Secondarily, tensile specimens are cut out from 0°,
30°, 45° and 90° relative to rolling direction of thin plate. Then, we attempt to measure macroscopic stress-strain
curve, local strain distribution and minute deformation arising in specimens under tensile loading. In this time, the
in-house measurement system integrated with tensile machine control system, local strain distribution measure-
ment system and minute deformation measurement system is constructed suited on a LabVIEW platform. Local
strain distribution is measured by in-house system on the basis of Digital Image Correlation (DIC). Also, minute
deformation behavior is measured by in-house other one on the basis of acoustic emission (AE). Finally, we dis-
cuss about the mechanism of avalanche behavior of minute deformation around yield point of polycrystalline pure
Ti on the basis of results in present study.

2. MATERIAL AND METHODS

2.1 Materials

Material is commercial polycrystalline pure Ti (99.5%) thin plate (Nilaco co.). Pure Ti shows hexagonal
close-packed structure. The deformation mode is mainly twinning deformation. Figure 1(a) shows an optical im-
age of microstructure for present Ti. Also, Fig. 1(b) shows pole figures, (0001), (1012) and (1011) planes, of pre-
sent Ti plate. Figure 1(c) demonstrates the inverse pole figure distribution for rolling direction on the surface of
specimen, which is obtained from Electron Backscatter Diffraction Patterns (EBSD). Tensile specimens are cut out
from 0°, 30°, 45° and 90° relative to rolling direction of thin plate as shown in Fig. 2(a). Figure 2(b) shows speci-
men configuration. The stainless steel tabs are attached to the specimen by epoxy resin. Also, random pattern is
created on the surface of specimen by spraying black and white paint for measuring strain distribution by Digital
Image Correlation (DIC) method.

(a) Microstructure (b) pole figures (c) inverse pole figure distribution
Figure 1. Microstructure, pole figures and inverse pole figure distribution for polycrystalline pure Ti
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2.2 Measurement Method of Local Deformation Behavior (LDB)

Digital Image Correlation (DIC) software is in-house software, and the details of DIC are presented in the refer-
ences. In these references, Yoneyama et al. proposed the principal method and its algorism of DIC to calculate
displacement field from two pictures (i.e., undeformed image and deformed image). Also, they have applied this
method to the measurement of stress intensity factor around crack tip and bridge deflection.

A test system, local deformation behavior (LDB) measurement system, is also constructed on the basis of DIC as
an in-house software suited on a LabVIEW platform. We can semi-automatically measure strain distribution by
using the test system. The test system consists of three parts as follows: (A) Image acquisition, (B) Digital image
correlation, (C) Calculation of local strain distribution. Firstly, the images used in DIC are taken at an interval
during the deformation of specimen. Secondary, two images (i.e., undeformed image and deformed image) are
selected from whole images, and the displacement all over the surface of specimen can be calculated by com-
paring these two images in DIC. Thirdly, the local strain all over the surface of specimen is calculated from the
distribution of displacement. Its details of test system, especially in the calculation method of strain field obtained
from displacement field, are presented in the references.

2.3 Measurement Method of Minute Deformation Behavior and Data Analysis Method

Acoustic emission (AE) is a powerful technique for studies about minute deformation behavior that arise from the
motion of dislocation and twinning deformation. Acoustic waves are generated by dislocation and twinning glide,
and many information of deformation can be obtained from detected acoustic waves.

2.3.1 Measurement of AE

In present study, the AE signals generated from twinning deformation are monitored by four small AE sensors,
which are mounted on the surface of the specimen. Four small AE sensors are aligned on a center straight line of
the surface of the specimen as shown in Fig. 2(c). In present experiment, we use No.1 and No.4 sensors as guard
sensor, and No.2 and No.3 sensors as effective sensor in order to get AE signals only from effective area. A
method to distinguish the AE signals from effective area with that from other area, is as follows; (1) Four AE signals
are monitored for a event during deformation, (2) Arrival times (No.1 sensor: t;, No.2 sensor: t;, No.3 sensor: {3,
No.4 sensor: t4) are recorded from the AE signals, (3) If t;< t, or ;< t3, then AE signals are regarded as a signal out
of effective area. In other case, AE signals are regarded as a signal from effective area. These processes are
automatically conducted during deformation of materials by in-house software suited on a LabVIEW platform.
2.3.2 Analysis of AE-count data

Also, we can obtain the relationship between cumulative AE counts and time from detected AE signals. Further-
more, we can calculate the AE-count speed-time relation from the cumulative AE counts-time curves. AE-count
speed is the slope of cumulative AE counts-time curves at each time. Avalanche behavior can be seen from these
curves. Calculation method of AE-count speed is shown in Fig. 3. Firstly, an arbitrary point on the cumulative AE
counts-time curve is selected, and its before and after points, 50 points, are pointed as shown in Fig. 3(a). Sec-
ondarily, these 51 points are approximated by quadratic least squares method. Thirdly, the slope of approximated
quadratic curve is obtained at the point x, as shown in Fig. 3(b). The value of slope is AE-count speed at the point
Xo. This calculation is conducted at all points on cumulative AE counts-time curve. Obtained AE-count speed-time
relation is shown in Fig. 3(c). Calculation is automatically conducted for all data by in-house data analysis software
suited on a LabVIEW platform.
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2.3.3 Wave analysis of AE

Figure 4 shows a typical AE signal monitored from No.2 and No.3 sensors. For each event, wave analysis allows
us to record two parameters, the arrival time t, (the time at which the signal reaches threshold value A,,;,) and the
maximum amplitude A,. Recording is automatically conducted for all data by in-house wave analysis software
suited on a LabVIEW platform.
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Figure 4. Detected AE wave
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2.4 Experimental Setup of System Integrated with LDB and AE Measurement

The integrated experimental setup is shown in Fig. 5(a). Uniaxial tensile loading is performed for specimens at
room temperature (21°C). Autograph (AGS- 5KNG, Shimazdu) is used in present tensile loading test, and it is
controlled by in-house software suited on a LabVIEW platform. Tests are performed at strain rate, 0.08%/min. A
CCD camera (HC-HR70, Sony) is set in front of the specimen as shown in Fig. 5(b). A 50mm lens (VCL-50Y-M,
Sony) is attached to the CCD camera. The images of specimen are taken into computer every 120 second during
tensile loading. Four small AE sensors with frequency bandwidth of 300kHz-2MHz (AE-900M, NF corporation) are
mounted on another surface of the specimen like Fig. 5(c). The output signals are amplified 40 dB by the
pre-amplifier (9916, NF corporation) and then 20 dB by the discriminator (AE9922, NF corporation), and fed to
oscilloscope and computer. We set the proper threshold value (about 1mV) of AE signal. Data are sampled at an
interval of 100 ns. We use the computer with a GPIB interface (NI GPIB-USB-HS, National Instrument) to control
tensile machine, a monochrome PCI frame grabber (mvTITAN-G1, Matrix Vision) to acquire 1024x768 8-bit
grayscale digital image from the CCD camera and two 12-bit AD converters (PCI-3163, Interface) to acquire AE
signals from the AE sensors. Then, the in-house software integrated with tensile machine control system, LDB
measurement system and AE measurement system is constructed suited on a LabVIEW platform as shown in Fig.
5(d).

(a) Whole view of experimental setup (c) AE sensors attached with specimen

(b) CCD camera and specimen attached (d) Integrated in-house software
with tensile machine

Figure 5. Experimental setup
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3. RESULTS

3.1 Macroscopic Stress-strain Curves of Polycrystalline Pure Ti

Figure 6 shows macroscopic stress-strain (and stress-time) curves at room temperature (21°C) for different
specimens which are cut out from 0°, 30°, 45° and 90° relative to rolling direction of pure Ti thin plate. From these
results, it is seen that the results of 0° and 30° specimens show the same behavior. On the other hand, 45°
specimen shows a little larger stress-strain curve than that of 0° and 30° specimens, and 90° specimen shows
more larger one than others, around yield point.

Time [s]
0 500 1000 1500 2000
300 — T T T T
250 |
& 200 g
=
150 |
12}
172}
o
& 100 |- o
—30°
[ —a5°
50 - o
O / . Il . M| Il L 1

0 0005 001 0015 002 0025 0.03
Strain

Figure 6. Macroscopic stress-strain (-time) curves for polycrystalline pure Ti

3.2 Local Deformation Behavior Around Yield Point of Polycrystalline Pure Ti

Figures 7(a)~(d) demonstrate stress-time curve and longitudinal local strain distribution for 0°, 30°, 45° and 90°
specimens of polycrystalline pure Ti under uniaxial tensile loading at room temperature (21°C). Local strain dis-
tribution is measured at the points indicated as (1)~(10) or (12) in Figs. 7(a)~(d). Also, local strain distributions are
acquired every 120s, which is corresponding to the nominal strain of 0.16%. The value of strain is shown in right
hand scale level in Fig. 7. The longitudinal and transversal axes of the results for local strain distribution in Figs.
7(a)~(d) show the position on picture used in DIC, which are along to x (horizontal axis) direction and y (vertical
axis) direction in picture. From even a cursory examination of Fig. 7(a)~(d), it is seen that all specimens reveal
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Figure 7. Longitudinal strain distribution under uniaxial tensile loading for polycrystalline pure Ti

inhomogeneous deformation behavior, and the cluster of local strain gradually increase around yield point of
stress-strain curve. Also, the initiation for the cluster of local strain depends on the cut direction of specimen, and it
becomes late from 0° to 90°.

3.3 Minute Deformation Behavior Around Yield Point of Polycrystalline Pure Ti

Figure 8 gives stress-time curve, cumulative AE counts-time curve and AE-count speed-time curve around yield
point for all specimens during tensile loading. As shown in these figures, it can be seen that these curves depend
on the cut direction of specimen. Also, from the results of AE-count speed-time curves, 0° and 30° specimens
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suddenly show the phenomenon such as avalanche of minute deformation around the early stage of yield point,
and especially 0° specimen demonstrates large avalanche behavior. AE-count speed becomes equilibrium state
after showing avalanche behavior during tensile loading. On the other hand, minute deformation does not appear
around the early stage of yield point for 45° and 90° specimens. Then, their specimens show slow avalanche
behavior at the latter stage of yield point or the beginning stage of plastic flow, as compared with former ones.

4. DISCUSSION

4.1 Multi-scale Deformation Structure

We could measure the macroscopic inhomogeneity of local strain and the avalanche behavior of minute deforma-
tion for polycrystalline pure Ti under uniaxial loading by using digital image correlation and acoustic emission
techniques. From these results, following deformation structure can be supposed. Figure 9 shows the schematic
illustration of macroscopic inhomogeneity arising in polycrystalline pure Ti under uniaxial loading. Firstly, the
clusters of local strain appear during the elastic deformation for macroscopic stress — strain curve. Secondarily,
the regions of cluster drastically increase around yield point. Thirdly, the increase of clusters becomes constant
under plastic deformation. Figure 10 illustrates the mechanism of deformation for polycrystalline pure Ti under
uniaxial loading. As shown in this figure, a cluster consists of a lot of twinning deformation regions. A twinning
deformation region consists of some grains at which are appeared twinning bands (Fig.10(b)). Also, some re-
searchers reported that the amplitudes of the acoustic signals are related to the area swept by the fast-moving
dislocations and hence to the energy dissipated during deformation events. In present study, AE count is meas-
ured as the number of twinning deformation region. The amplitudes of the acoustic signals are related to the size
of twinning deformation region. Also, a twinning band in a grain is illustrated as zigzag shape of crystal structures
(Fig.10(c)).

It is well known that polycrystalline pure Ti shows anisotropic characteristics in macroscopic stress — strain curve.
Then, the key points of mechanism of deformation are “initiation behavior” and “avalanche behavior” of minute
deformation.

The neighborhood of yield point
to the beginning of plastic flaw Plastic region

% ‘% @ @ @ Twinning deformation

region

Cluster

(b) Cluster of twining
deformation region

@ *@ @' @ % (a) Macroscopic inhomogeneity of (c) A twining band in a grain

local strain on a specimen

Figure 9. Increase of macroscopic inhomogeneity  Figure 10. Schematic illustration of multi-scale deformation for
local strain structure for polycrystalline pure Ti

4.2 Mechanism of Initiation for Minute Deformation

Initiation of minute deformation is governed by the direction of grains in polycrystalline. Texture data is much im-
portant information to obtain the direction of grains for polycrystalline. In present study, texture data of polycrys-
talline pure Ti is obtained by EBSD equipment. Figure 1(b) shows pole figures, (0001), (1012) and (1011) planes,
of present Ti plate. Figure 1(c) demonstrates the inverse pole figure distribution for rolling direction on the surface
of specimen
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In general, it is well known that (1012) or (1011) twin boundary in deformed polycrystalline pure Ti can be observed
by high-resolution electron microscopy. It has been also reported that its structure has essentially a pure mirror
symmetry. The structure is characterized by a mirror plane which corresponds to the coalescence of two separate
atomic planes (0001) into a single plane (1012) or (1011). The angle of misorientation is close to 87°.

From the results of Fig.1, it is seen that (1012) and (1011) planes randomly exist for the in-plane direction. On the
other hand, the result of (0001) plane strongly shows anisotropy and its direction is parallel to rolling direction of
specimen. Macroscopic experimental results show the anisotropic characteristics in macroscopic stress — strain
curve and in initiation of the cluster of local strain, and in minute deformation behavior. That is to say, (0001) plane
is something to do with the mechanism for the initiation of minute deformation. Twinning deformation occurs in a
grain in polycrystalline under shear deformation for metal materials with hexagonal close-packed structure. Figure
11 shows the schematic illustration of the mechanism for the initiation of twinning band. In this time, it is assumed
that the twinning plane is parallel to habit plane under applied load. Also, lattice transformation due to applied load
occurs around habit plane (Fig.11(a)). Then, twinning deformation instantaneously develops as shown in Fig.11(b).
In this time, we can see that the degree of initiation of twinning is strongly caused by the direction of plane which is
firstly transformed lattice in a grain region by applied load. In other words, (0001) plane is initiation-related direc-
tion of plane. The closer (0001) plane before deformation is to plane which is firstly transformed lattice around
habit plane, the easier occurrence of twinning is. In present study, (0001) plane is parallel to the rolling direction.
The twinning deformation becomes hard to occur if the longitudinal direction of tensile specimen leaves from the
rolling direction.

(a) First lattice transformation
due to applied load (b) Final twinning band

Figure 11. Schematic illustration of the mechanism for initiation of twinning deformation due to applied load

4.3 Mechanism of Avalanche Behavior for Minute Deformation

In present study, avalanche behavior can be investigated by evaluating AE counts. Furthermore, it is assumed
that the amplitudes of the acoustic signals are related to the size of twinning deformation region, and the avalanche
behavior can be connected with the size of twinning deformation region. Also, from the results of local strain dis-
tribution measurement and such an AE measurement, we can lead the mechanism of avalanche behaviors, such
as the avalanche behavior of minute deformation causes the macroscopic inhomogeneity of local strain and so on.
From the results of Fig.8, 0° and 30° specimens show strong avalanche behavior around yield point. On the other
hand, 45° and 90° specimens show slow avalanche behavior at the latter stage of yield point or the beginning
stage of plastic flow, as compared with former ones. This can imply that twinning deformation regions actively
increase at the timing between the neighborhood of yielding point and the beginning stage of plastic flow.

Next, we take the size of twinning deformation region around yield point under uniaxial tensile loading into con-
sideration for polycrystalline pure Ti. Figure 12 displays the cumulative number of event — amplitude relation ob-
tained from AE signals for different specimens which are cut out from 0°, 30°, 45° and 90° relative to rolling direc-
tion of pure Ti thin plate. The cumulative number of event — amplitude relation is obtained by following ways.
Firstly, 2000 AE signals during measurement are prepared, and maximum voltage is detected for each AE signal.
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This maximum voltage is corresponding to the size of twinning deformation region for each event. Secondarily,
these maximum voltages are listed in order of amplitude. Thirdly, listed voltages are numbered from highest one to
lowest one. The number and voltage are the cumulative number of event and amplitude in Fig. 12. As shown in
Fig.12, the cumulative number of events — amplitude relation for 90° specimen is the same as 45° specimen. On
the other hand, it seems that the relation tends to shift to high amplitude with decreasing of the cut orientation.
This implies that larger size of twinning deformation regions exist with decreasing of the cut orientation during
measurement. Therefore, we try arranging the size of twinning deformation regions with the number of counts.
Figure 13 demonstrates the cumulative number of events — amplitude relations for each 250 events during meas-
urement, for 0°, 30°, 45° and 90° specimens. From these figures, we can see the dependency of the specimen
orientation on the cumulative number of events — amplitude relations. In other words, as considered with results of
Figs.7 and 8 during measurement, twinning deformation regions of smaller size nucleate for 90° specimens. On
the other hand, those of larger size nucleate for 0° specimens during measurement.

Figure 14 shows the schematic illustration of the mechanism for the initiation of twinning deformation region and its

@ : Cluster of local strain

Figure 14. Schematic illustration of the mechanism for avalanche of minute deformation
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cluster arising in polycrystalline pure Ti. As illustrated in this figure, firstly, twinning deformation regions nucleate
with a certain space under mechanical deformation. Then, larger twinning deformation regions increase at the
space between initiated smaller twinning deformation regions. The size of twinning deformation regions grow up
under mechanical deformation, and it becomes the cluster of local strain which we can confirm from the results of
local strain behavior measurements. While the size of twinning deformation regions is growing up under
mechanical deformation, AE counts show the avalanche behavior. Then, it is much important for us to study “how
do the twinning deformation regions behave in polycrystalline pure Ti during mechanical loading”. The study about
the information for the initiated location of twinning deformation region, is future work.

5. CONCLUSIONS

Firstly, we prepare commercial polycrystalline pure Ti thin plate, and investigate the pole figures and inverse pole
figure distribution for rolling direction on the surface of specimen. Secondarily, tensile specimens are cut out from
0°, 30°, 45° and 90° relative to rolling direction of thin plate. Then, we measure macroscopic stress-strain curve,
local strain distribution and minute deformation arising in specimens under tensile loading. Local deformation
behavior measurement system is constructed on the basis of DIC and minute deformation behavior measurement
system is constructed on the basis of AE. Then, we developed both of their in-house software suited on a
LabVIEW platform. Obtained results are as followings.

(1) From the results of macroscopic stress-strain curves, the results of 0° and 30° specimens show the same be-
havior. On the other hand, 45° specimen shows a little larger stress-strain curve than that of 0° and 30° specimens,
and 90° specimen shows more larger one than others, around yield point.

(2) From the results of local strain distribution, all specimens reveal inhomogeneous deformation behavior, and the
cluster of local strain gradually increase around yield point of stress-strain curve. Also, the initiation for the cluster
of local strain depends on the cut direction of specimen, and it becomes late from 0° to 90°.

(3) From the results of minute deformation behavior, 0° and 30° specimens suddenly show the phenomenon such
as avalanche of minute deformation around the early stage of yield point, and especially 0° specimen demon-
strates large avalanche behavior. AE-count speed becomes equilibrium state after showing avalanche behavior
during tensile loading. On the other hand, minute deformation does not appear around the early stage of yield
point for 45° and 90° specimens. Then, their specimens show slow avalanche behavior at the latter stage of yield
point or the beginning stage of plastic flow, as compared with former ones.
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ABSTRACT

Small variations in the geometry of Micro Electro Mechanical Systems (MEMS) can yield very large variations in
performance. Variations in geometry are a consequence of the MEMS fabrication process, and are unavoidable
with current fabrication technology. To achieve quick, accurate, and precise measurements of MEMS geometry,
we have previously reported on our pioneering use of capacitance to measure MEMS geometry. The ability to
capacitively probe MEMS geometries has the potential to more precisely obtain geometric uncertainties, and to
realize autonomous on-chip measurements in-the-field. The precision of measurement method depends on the
precision of the capacitance meter, which is subject to various sources of noise. In this paper, we examine the
effect of this noise using our off-chip capacitive measurement method. In our present approach, we consider four
sources of noise and analyze how they individually contribute to the uncertainty in the extraction of MEMS
geometry. The four sources of noise are: noise from the voltage source, internal noise of the capacitance meter,
noise from external electromagnetic fields, and thermal noise. We verify our analytical results with simulation and
validate our results with experiment. With off-chip capacitive probing, we find that the uncertainty in geometric
extraction is most strongly affected by external electromagnetic fields, moderately affected by noise from the
measurement equipment and thermal noise, and least affect by the applied voltage. We measure the uncertainty
in geometry due to shielded and unshielded conditions, and we predict the uncertainty in geometry due to the
voltage source and thermal noises.

1 INTRODUCTION

Although Micro Electro Mechanical Systems (MEMS) have been used in a wide variety of application areas,
intrinsic variations in the structural dimensions of each fabricated device impedes technological advancement.
These structural variations are primarily caused by the totality of natural variations within a fabrication process [1-
3]. It is because of these variations that the predicted geometry from layout does not match fabrication. In addition
to variations in geometry, there are variations in material properties for each MEMS device on a chip. The change
in geometry overcut in going from layout to fabricated device is often small, on the order of a tenth of a micron.
However, small changes in geometry can translate to large changes in performance. For instance, Clark [4]
showed that a 0.25 micron (10%) variation in overcut of the width of a commonly-used folded flexure results in a
change in spring stiffness of 100%. And the change in stiffness is exacerbated if the uncertainty of Young's
modulus (typically 10%) is taken into account.

An overview of several conventional tools used to characterize MEMS geometry is provided by Novak [5]. The
tools include: optical microscopy, contact stylus profilometry, electron microscopy, interferometry microscopy,
scanning confocal microscopy, atomic force microscopy, atomic force microscopy, laser Doppler vibrometers, and
digital holography. Although these tools are adequately suited for individualized laboratory investigations, they are
not well-suited for batch-fabricated industrial scale measurements, or for post-packaged measurements in the in-
the-field. Such abilities may be achieved with electronically-probed measurements of MEMS geometries. Work in
this area has been pioneered by Gupta [11] and Clark [4]. In Gupta’s method, electrical measurements of static
deflections and resonance frequencies are fed into a 3D computer modeling and simulation tool to determine
geometry. In Gupta’s method, it is assumed that material properties of the process are known. In Clark’s method,
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electrical measurements of static deflections are fed into analytical equations to determine geometry, independent
of material properties. In one version Clark’s method, MEMS fabricated within close proximity of each other are
assumed to share the same unknown variations. The latter metrology method is called electro micro metrology
(EMM). We chose to use EMM in this work to avoid having to measure material properties, which would create
additional uncertainties in our analyses.

We developed an EMM test bed to capacitively measure the planar geometry of our MEMS structure in [6]. Our
test bed has a geometric resolution of ~60 nanometers (nm) which corresponds to our measured capacitance
uncertainty of ~1 femtofarads (fF). We expect that this resolution can be improved by lowering the magnitude of
the uncertainty in capacitance to the zeptofarad (zF) regime [7,12] or by improving the sensitivity through design
optimization [4]. In this paper, we use our test bed to study how noise affects the extracted uncertainty in
geometry due to the uncertainty in measured capacitance. We consider four sources of noises: Noise from our
voltage source, form our capacitance meter, from external electromagnetic fields, and from thermal noise. We
measure how each source of noise affects geometric uncertainty using an EMM model.

Following the introduction, the rest of this paper is organized as follows. In Section 2 we describe how EMM
theory is used to extract geometric uncertainty in terms of noise. In Section 3 we describe our EMM test bed
which we use to obtain measurement parameters for the theoretical equations discussed in the previous section.
In Section 4, we describe our noise models and determine the effect of such noise or our EMM measurement of
geometry. Last, in Section 5 we summarize what we learn from this work.

2 THEORY
2.1 ELECTRO MICRO METROLOGY (EMM)

EMM exploits the strong and sensitive electrical to mechanical coupling at the microscale to expresses
mechanical properties as functions of electrical measurands. We express planar geometry as a function of

changes in capacitance as follows. Consider two test structures a and b. One of our structures is shown in
Figure 1. The difference between structures a ‘

and b is that the layout widths w,,, of the V

flexures of b are slightly larger than those of a '

| ,lillflllllll
due to a layout parameter n chosen by the mw' l I" "
We

lllilll'lli I|I|W|I|I|I ilililillillfll I-I

MEMS designer; that is, Wy tavour =W,

a,layout *

assume that structures a and b are fabricated
within close proximity to each other such they
share the same unknown material properties and

geometrical errors. The fabricated widths (w, and

w,) are related to layout widths (w,,,, and ~

et [

Wy =W, 1o AW (1) Purdue 10.0kV x25 SE(L) 2.0 mm
Figure 1: Folded flexure comb drive resonator. The four
and large square anchors are each attached to a flexure. There
are 4 flexures of equal length and width. The 2 inner-most
Wy =W, o T AW, () beams of both folded flexures attach to a backbone with

comb drives. The device is composed of nickel for our
where Aw is the geometrical difference in going related RF investigations. The flexure lengths are 2000um,
from layout to fabrication, which is to be flexure widths of a are 7um and of b are 8 ym, thickness
determined. It is important to understand that is 20um, distance between flexures are 500um, comb drive
although the true width of a MEMS fabricated  9aps are 8um, there are 42 fingers on each drive, and the
flexure varies along the length of its flexure due to  layout parameter (see Equation 2)is n=8/7.
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the coarse sidewalls, the expressions in (1) and (2) correspond to the effective width that a smooth sidewalled
flexure (i.e. that of an analytical model) needs to be such that its performance matches that of a true flexure with
coarse sidewalls.

In the electrical domain, the electrostatic force that is generated on a comb drive is F' = %Vz 6C/6y . Applying a
voltage V' across a comb drive produces an electrostatic force /' and corresponding deflection y , which results
in a change in capacitance AC . So for each of our structures a and b, we have

e~ (3)
2 Ay,

and

F, = l & ﬁ i (4)
2 Ay,

where partial derivative symbols have been replaced with difference symbols due to the linearity of comb drives;
that is ac/ay - AC/Ay. Equations (3) and (4) account for fringing field effects, asymmetry in comb fingers, and
planar residual strain gradients as long as the deflection is only in the y direction. Since the comb drives in a

and b are assumed to share the same geometric errors, then a voltage V' applied across the comb drives
generates the same electrostatic forces. That is,

F,(V)=F,(V). (5)

Hence, equating (3) and (4) yields a ratio between unknown displacements and measured capacitances,

A, _AC,

Ay, AC,

(6)

And from the mechanical domain, using Hooke’s law for small deflections, we have

F, =k, Ay, (7)
and
F, =k, Ay,, (8)

Due to (5) we are able to equate (7) and (8), which yields a ratio between unknown displacements and unknown
stiffnesses,

Ay, _ K

b
=—=. (9)
Ayb ka
Since (6) and (9) correspond to the same displacement ratios Ay, /Ayb , equating (6) and (9) yields a ratio in
stiffenss in terms of capacitance,

k, AC,

k, AC,’

a

(10)
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Now the stiffnesses k, and k, are proportional to unknown flexure widths cubed (w’ and w; ), Young’s modulus

E | layer thickness %, and inversely proportional to beam length cubed L. Since we are assuming that the two

structures share the same unknown geometric and material properties, then the unknown quantities £, 4, L
cancel each other out in the ratio. And (10) reduces to

AC, w,
AC, W
11
(n Wa,layaut + AW)3 ( )

3
(Wu,luyout + AW)

where we have substituted (1) and (2) for the fabricated widths on the second line. Equation (11) has one
unknown, Aw, which the difference between layout and fabrication. Solving (11) for Aw we find

n (AC,/AC,)" -1
(AC,/AC,)" -1

Aw=w

a,layout

(12)

In essence, by using EMM we are able to express in (12) the change in geometry in going from layout to
fabrication (Aw ) in terms of precisely measured changes in capacitance (AC, and AC, ), and exactly known

layout parameters (w, and n).

Jayout

2.2 GEOMETRIC UNCERTAINTY IN TERMS OF CAPACITIVE UNCERTAINTY

In Section 2.1 we determined the change in geometry as a function of change in capacitance, Equation (12).
According to our EMM modeling assumptions, uncertainty in geometry is attributed to uncertainty in capacitance.
A measurement of capacitance is has the form

Cxto6C (13)

where various sources of noise is lumped into capacitance uncertainty 6 C . Depending on analysis, 6C may be

taken as the last flickering digit on a capacitance meter of a single measurement, or 6C may be taken as the
standard deviation resulting from a multitude of repeated measurements. Substituting (13) for the capacitance
quantities in (12) we have

AC, +5C )"
n(b_ J -1

AC, £6C
Awt 5W = Wa,layout 1/3 ’ (1 4)
AGx0C )
AC, +5C

where we have assumed that each measurement of capacitance contains the same order of uncertainty.
Expanding (14) in a Taylor series about 6 C' vyields to first order
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1/3
AC,
n -1 w n—1)(AC -AC
(AC‘J j \/E a,layout ( ) ( a b ) (
AW iéw = Wa,layout —1/3 + 5C
Ml : AC, AC, | A%
ACa a b A

13
j o
c

2

; (15)

where the second term on the right hand side is the uncertainty in geometry dw, and the square-bracketed
quantity in this term is the sensitivity in geometry Aw as a function of change in capacitance 6C . That is

13
AC
Wa,layout (7’1 - 1) (ACa - ACb ) ( ’ J
AC
5w=5c{‘%—w}=5c V2 e
00C 3 AC /3
AC, AC, || 252 |
AC,

(16)

In practice, the order of the square-bracketed expression (the sensitivity) can be quite large, say, 0(108). It is

therefore necessary that the uncertainty in
capacitance 6C be much smaller than the sensitivity,

such that the product §C [0Aw/dSC] achieves the

desired uncertainty in geometry. Techniques to
reduce the uncertainty in geometry include: reducing

the uncertainty in capacitance 6C by using a

capacitance meter with better precision; reducing 6C
by reducing the magnitude of noise contributions from
various sources (see below); or reducing the

sensitivity [8Aw/85C ] by modifying the geometric

configuration a priori. That is, geometry affects
stiffness and or capacitance, which affects the change
in capacitance due to a given applied voltage. For
instance, in Figure 2 we show the dependence of
sensitivity of our test structure (shown in Figure 1) as
a function the number of comb drive fingers and comb
drive gap. We use such analysis to improve EMM
measurement for a given capacitance meter’s
uncertainty.

3 EMM TEST BED

A salient attribute of EMM is its ease of use for MEMS
metrology by electrical probing of capacitance. In our
present test bed we use an off-the-self capacitance
meter for $15. Typically, capacitance meters are
available in most laboratories. This attribute of EMM is
in stark contrast to most other metrology methods that
required expensive equipment not readily available in
most labs, and that require specialized training due to
the intricacy in using such equipment.
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Figure 2: Sensitivity as a function of geometry.
(Top): Sensitivity 0Aw/05C as a function of the
number of comb fingers N . The sensitivity at N =45 is
5.81E8 m/F . (Bottom): Sensitivity dAw/05C as a
function of comb finger gap g. The sensitivity at

g=3um is 5.5E6 m/F . The circle on the curve
indicates the sensitivity with respect to Figure 1.
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We have developed a test bed especially designed to characterize EMM. Our test bed is shown in Figure 3. The
test bed comprises the following low-noise features: a Faraday cage to reduce noise interference from external
electro-magnetic fields; an air-damped table to reduce the noise due to building vibrations; low-reflective interior
cage walls to reduce the noise due to light; and low-parasitic shielded capacitance probes. Other components of
the test bed include a MEMS wafer is held in place by a vacuum chuck; micromanipulators for positioning the

electrical probes; a small 200x digital
microscope camera mounted onto a boom
stand; shielded probe leads; and an
inexpensive capacitance meter chip with 4
attofarad resolution, by Analog Devices
AD7746 [8]. However, our current test bed
configuration shown in Figure 3 vyields a
capacitance noise floor of 1.2 femtofarads,
leaving much room for further improvement.
Measurement using our present test bed yields
a difference between layout to fabrication of
2.5 uym with an uncertainty of +0.062um. We
validated our measurement against scanning
electron microscope in [6]. Analysis for various
sources of noise contributions to the
uncertainty in our measurement follows.

4 NOISE MODELS

In our noise model we assume to have four
source of noise: noise from the power supply
voltage source; noise from internal electronics;
noise from external electromagnetic radiation;
and thermal noise. In Equation (13) we lump
the totality of noise into the uncertainty in
capacitance 6C. In Figure 4 we provide our
computational noise model, which we used to
better understand our experimental results.
Our computational model comprises an
experimentally-fitted finite element model of
our device modeled in COMSOL [10], coupled
to a various sources of noise inputs to the
model by using SIMULINK [9]. Our computer
model is displayed graphically in Figure 5.

4.1 NOISE DUE TO VOLTAGE SUPPLY

As discussed in Section 1, we obtain a change
in capacitance by applying a voltage across the
comb drive. The voltage produces an
electrostatic force which deflects the comb
drive to vyield a change in capacitance.
However, if the applied voltage is perturbed,
then so too is the corresponding comb drive
force. This disturbance in force changes the
comb drive deflection, which affects the
magnitude of measured capacitance.

The voltage supply used in our present

Figure 3: EMM
the testing apparatus are enclosed within a Faraday cage to
reduce the noise due to external electromagnetic interference.
Major components of the test bed are: (i) a 7.6 cm wafer
comprising a several folded flexure comb drive structures; (ii) a
vacuum chuck to hold the wafer in place; (iii)
micromanipulators to position electronic probes; (iv) a digital
microscope camera mounted on a boom stand; and (v) the
Faraday cage.

Voltage Input \'

1

2’ Voltage
»

Internal electronic noise

External EM noise

X Proof Mass
External thermal noise Ew Force Displacement
COMSOL
model

Figure 4: SIMULINK schematic our noise model. Using
SIMULINK, we explore various types and combinations of
noise sources to our finite element model of our MEMS (see
Figure 1). Sources of noise contributions include the power
supply, system electronics, external electromagnetic fields, and
thermal noise. Although the output of our model is
displacement, we show in Section 5 that deflection is directly
related to EMM geometry. See Figure 5 for COMSOL model.
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analysis is the Agilent 6645A High Voltage Power Supply. We selected this voltage source due to its wide voltage
range, which is necessary for our related RF investigations. The 170V range is able to actuate our MEMS
structure 200um. At the nominal 25°C operating condition, the power supply has a DC noise voltage of 0.06% of
programmed voltage plus an additional 51mV, and an AC noise voltage of 7mV peak-to-peak. With the voltage
supply acting alone in our computational model, we apply the maximal voltage plus and then minus the
uncertainty in voltage. The model yields an uncertainty in deflection that corresponds to an uncertainty in
geometry of 4nm. That is, the change in geometry (Aw) from layout to fabrication that is due to error in the

applied voltage supply alone is Aw +4nm.

4.2 NOISE FROM INTERNAL ELECTRONICS AND FROM EXTERNAL ELECTROMAGNETIC RADIATION

Our present test bed yields an uncertainty in
capacitance of 1.2fF. We obtain this value by
enclosing our MEMS in a Faraday cage,
connecting it to our capacitance meter, and
determining the standard deviation of our
measured capacitance distribution curve. For
each measurement, we disconnected the
electrical probes from the electrode pads,
which create a slightly different contact
parasitic capacitance upon each trial. After 90
trials, we compute the uncertainty as the
standard deviation of our distribution curve.
We apply this 1.2fF uncertainty in capacitance
alone to our computational model (Figure 4)
as a change in capacitance to determine the
equivalent deflection. In doing so, we
compute an 800nm displacement, which
corresponds to an equivalent geometric
uncertainty of 62nm.

By opening the Faraday cage to expose our
MEMS to radio, light, and other forms of
electromagnetic radiation, we measure an
uncertainty in capacitance of 5.1fF. Similarly,
this value of uncertainty was obtained by
taking a multitude of measurements of
capacitance and calculating the standard
deviation of the distribution data. Upon
applying the 5.1fF uncertainty due to external

electromagnetic (EM) radiation to our
computational model (Figure 4) we compute a
deflection of 4.9um, which corresponds to an
uncertainty in geometry of 263.5nn. Figure 6
shows the two states of our test bed: shielded
external EM radiation versus exposed to
external EM radiation.

4.3 THERMAL NOISE

MEMS are susceptible to thermally-induced
vibration due to small stiffness values. Since
stiffness scales by a factor of length-scale L,
then as the size of the device decreases, then
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Figure 5: Finite element model. For computational efficiency,
we model half of the symmetric folded flexure of our
microdevice and do not show the comb drives. To produce the
correct performance, we double its stiffness and we apply a
resultant electrostatic comb drive force instead of including
electrostatic physics about a multitude of comb drive fingers.
Not including the field calculations saves a lot of computational
time. We configure the geometry of the models to match the
true geometries. The color map corresponds to total
deflection. l.e., blue for zero deflection to red for maximum
deflection. The length and width of the flexures are 2497.5um
and 9.5um. The layer thickness and Young's modulus are
20um, and 215GPa\+14.59%, where the 14.59% adjustment is
used to match simulation to the measured deflection.

R e —
Figure 5: Test bed states for external radiation. With the

Faraday cage open to EM exposure (left), the uncertainty in
capacitance is 5.1fF. And with experiment shielded from EM
radiation (right) the uncertainty in capacitance is 1.2 fF.
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so to dose the stiffness. As given in [13] by
Hutter and Bechhoefer, the relationship
between the expected amplitude of deflection
and temperature is

1 1
Ek<y2>=5kBT, (17)

where k, is Boltzmann constant and 7' is the

absolute temperature. Solving (17) for the
expected amplitude due to thermally-induced
vibrations, we have

k,T
=

y= (18)

The stiffness & of our computational model is
0.267N/m. From (18), a temperature of 300K is
expected to yield an amplitude of motion of
0.12nm. This corresponds to an uncertainty
contribution in geometry of 0.014nm. We plot
the expected relationship between deflection
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0.14}

0.12

0.10
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0.06[ 1

100 150 200 250 300 350 400 450 500 550 600
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Figure 4: Displacement amplitude versus temperature.

The stiffness used for this plot is extracted from our MEMS

shown in (Figure 5). Using three flexure changes in widths of

2.4um, 2.5um, and 2.6um, the corresponding stiffnesses are

0.276N/m, 0.267N/m, and 0.259N/m. For temperatures

ranging from 100K to 600K, the thermally-induced
displacement amplitude ranges from ~7nm to ~18nm.

and temperature for our device Figure 7.
Measuring thermal noise is beyond the
resolution of our present device and
capacitance meter. Improvements to our experiment are underway.

5. CONCLUSION

Since small variations in geometry can yield very large variations in performance in many MEMS, measurement
of geometry of each device may be required. Electro Micro Metrology (EMM) offers a quick and practical way to
measure geometry by using off-the-shelf equipment that is readily available in most laboratories. Depending on
the analyst’s desired precision in measurement, an understanding the effect of various sources of noise on EMM
can be used to reduce the uncertainty in EMM measurements of geometry. In this paper we examined the effect
of four sources of noise on geometric measurement: noise from the voltage source, internal noise of the
capacitance meter, noise from external electromagnetic fields, and thermal noise. By applying our experimental
measurements of noise to our EMM analytical model and computer model, we determined the effect of noise on
capacitive measurements of geometry. With our test bed equipment and MEMS sample, we found the following.
By not shielding our experiment from external electromagnetic fields from the environment, we found that this
condition resulted in the largest uncertainty in measurement of geometry, dw= 263nm. By shielding our
experiment, the effect on geometric uncertainty due to noise within the capacitance meter (i.e. meter precision)
was found to be 6w = 62nm. And predicted geometric uncertainties due to variation in voltage from the voltage

source and due to thermally-induced vibrations had the smallest effect, 6w= 4nm and Sw= 0.12nm
respectively. The next step in this effort is to use the results found in this work to further reduce the uncertainty in
EMM measurement of geometry for both unshielded and shielded measurements. We expect this can be done by
modifying our MEMS design to improve its sensitivity to such measurement, and by improving the resolution of
capacitance measurement. We are also examining the case of variation mismatch by relaxing our assumption
that both structures share the same variations in geometry.
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Effects of Clearance on Thick, Single-Lap Bolted Joints Using Through-the-
Thickness Measuring Techniques
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Abstract

Composite materials have increasingly become more common in ground transportation. As this occured
thicker panels, as compared to composite panels used in aviation, become necessary in order to withstand high
impact loads and day to day degradation. The effectiveness of these panels was often limited by the strength of
the joint in which the panel was attached to the frame of the vehicle. Investigating methods of reducing strain
concentrations within these joints would increase the effectiveness in using composite materials in ground
transportation applications by increasing the load necessary for joint failure to occur.

In this study, fiber optic strain gages were embedded in a composite panel along the bearing plane of a
thick, single-lap, bolted joint. The gages allow for the strain profile above the hole to be determined
experimentally. Several clearance values were then implemented in the bolt to determine their effect on the strain
concentrations. Strain increased at every gage, by nearly the same proportion, when clearance was increased
from zero to three percent. When clearance was further increased to five percent strain only continued to
increase at gages three and four, with one and two remaining similar in value to what was seen at three percent
clearance. Ultimately, like in thin composite panels, the zero percent clearance condition was the stiffest.

Introduction

Large advancements have occurred in the field of composite materials for use in automotive and aerospace
application. Advancements have been generated by demands for “greener”, more fuel efficient vehicles that also
maintained or increased in overall safety capabilities. In order to maintain the safety aspects of a ground
transportation vehicle, thicker panels were developed. Panels were made thicker in order to provide a safe ride in
a more hazardous environment. Such an environment would include heavy day to day wear and tear, as well as
the prospect of collisions with other objects or vehicles. Other hazards, such as projectiles, have been included in
this environment when composite panels were used in military vehicles. Failure of the composite panel by impact
with these objects has been a real possibility.

The location where the composite panel is fastened to the metallic frame is of great importance. At this location
stress concentrations develop upon impact with objects in the course of the vehicle’s journey. And stress
concentrations may cause the panel to fail. If a composite panel is to be utilized to its full potential, then the load
transfer between the composite panel and the aluminum frame of the vehicle has to be further developed. A
single-lap, bolted joint has typically been used to represent the fastening of the composite panel to the aluminum
frame vehicle for experimental purposes. The test setup typically consists of a single composite plate bolted to an
aluminum plate of equal dimensions. Bolting is chosen as the means of fastening since it provides the fastest
method of securing or removing a panel from a vehicle frame, while still providing a strong connection. The
single-lap bolted joint is a standard test setup for composite fastening.

Clearance between the bolt and the hole of the composite panel has been an important factor in the strength of
the joint. When the lap joint is pulled in tension, the bolt tilts, which provides a variation in the contact surface
area between the bolt and the hole surface. The larger the contact surface area that is maintained during testing
the better the load distribution between the bolt and the hole surface. Initial clearance between the bolt and the
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hole has a significant effect on the ability to maintain the maximum surface area contact and the strength of the
joint.

In order to properly develop the single-lap, bolted joint, a literature review was conducted. Papers were compiled
and reviewed in order to determine what was currently known about clearance in thick composite panels. Studies
reviewed included many numerical and experimental techniques.

A study was performed with a thin single-lap joint with an 8 mm diameter hole, which was tested for small
clearance values [1]. It was seen that as clearance increased, the contact surface area decreased, from 160 —
170 degrees around the hole for a zero percent clearance condition, to 105 — 110 degrees at the largest
clearance value of three percent. The same author performed another study which had shown the effects of
clearance on stiffness and how bearing strength was affected [2]. In this study, increased clearance showed a
decrease in joint stiffness. However ultimate bearing strength was not affected by clearance. Other numerical
studies have found similar results when clearance is tested to determine its effects [3]. One such study concluded
that clearance decreased the load capacity of the joint and was overall a negative design characteristic. This was
a very general statement, but in line with other research groups findings.

Interest in further analyzing clearance effects on the lap joint has led to developments in measuring techniques.
Fiber optic strain gages of various types have been considered for use in taking through-the-thickness
measurements within the composite panel. These gages have the advantage of being very small in size, are
immune to electromagnetic interference and they can be embedded non-invasively into a composite panel [5].
The material properties in the region of the gage do not change and point measurements of strain are available.
Measurements can then be used to experimentally validate finite element models.

One study exists as an attempt at developing an understanding of the strain profile at low loads [6]. In this study,
fiber optic strain gages were embedded within a thick 12.7mm (0.5”) composite panel of the single-lap joint at
regular intervals through-the-thickness above the hole. Numerical analyses were performed using ANSYS as pre-
processor and LS-DYNA as solver. The overall goal was to evaluate the magnitude of contact strains around the
hole and through the thickness of the composite. The values were analyzed and compared with the FEM results:
the finite element analysis correlated reasonably well with the experiments. An investigation of error causes was
also carried out, in particular to evaluate the influence of incorrect gage positioning and the effect of friction
coefficients.

The next logical step in the development of the lap-joint was then to use embedded fiber optic strain gage
technology to understand the effects of clearance. Creating a specimen similar to [6] provided a more thorough
understanding of the actual strain profile when tested through a higher loading range. Also, changes in the strain
profile above the hole when clearance is present were experimentally determined.

Composite Manufacturing

A composite specimen for testing was constructed using a hand layup process with vacuum bagging. The
process included attaching the Bragg grating fiber optic strain gages to the plies prior to creating the specimen.
Then, once the gages are secured and their location marked, the layup process began. The plies were inserted
with the attached gages in the proper order to know their location in the thickness direction of the final specimen.
Finally a vacuum bag was used to pull out any unnecessary resin and obtain a higher fiber volume fraction in the
specimen.

The specimen tested was constructed from a plain weave S-Glass material and an epoxy resin. The S-Glass was
chosen due to having superior tensile strength than the E-glass. The epoxy resin is 635 Epoxy and uses a 3:1
ratio of Epoxy to hardener. The epoxy, hardener and fiber are supplied by US Composites.

The actual dimensions of the panel are chosen as ratios of the hole diameter. The hole diameter was known to
be 12.7mm (0.5 inches) for this panel. A thickness to hole diameter ratio of 1:1 was used. Also, the ratio of edge
distance to hole diameter was 4:1 moving laterally from the hole, and 3:1 from the top of the plate to the center of
the hole. The locations of the gages within the composite plate are shown in Figure (1).
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Figure 1: Dimensions of the FOS gage locations within the composite panel

The two fiber optic strain gages to be used in this experiment are provided by Technica SA and are located at the
places designated as 3 and 4 on the above diagram. In order to obtain data for the 1 and 2 locations the
specimen was simply reversed. The gages are Bragg grating fiber optic strain gages and have a gage length of
2mm with a maximum strain output of approximately 12,000 microstrain. The 2mm gage length was chosen since
it is small, and works accurately for taking strain readings at specified points in the presence of a large strain
gradient. Also, a 3mm protective armor cable was used to protect the internal fiber optic cable from shearing off
at the ingress/egress point after construction. Further protection was provided at the adapter, where the cable
connects to the interrogator.

The gages were applied to a ply prior to the hand layup process. This was done by first marking the edges of the
specimen and the location of the center of the gage with a thin black cotton string as shown in Figure (2).
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Figure 2: Location of the gage and edges of specimen

String was used so that during the layup process the plies with gages can be aligned via the string. Lastly, the
gage was glued in place using the same epoxy and hardener that will be used during the hand layup process and
is shown in Figure (3).

Figure 3: Gages are glued in place with epoxy resin

The composite panel was created large enough so that specimens for tensile tests could be cut from the same
panel that the test specimen would be made from. Tensile tests were used to determine the material properties of
the composite panel for use in a finite element model. By cutting tensile test specimens from the same panel the
lap joint specimen was made from there is a high degree of accuracy in determining the material properties of the
lap joint test specimen itself.

The hand layup process was performed by inserting the plies with the gages at the desired interval. Overall, 60
plies were used including the two with gages attached. Since the gages were inserted at locations 0.1 inches and
0.2 inches in from the front surface, this meant they were located as plies 12 and 24. A vacuum bag system was
used to pull extra resin out of the specimen after the layup process was completed. The setup for the panel
construction can be viewed in Figure (4).
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Figure 4: Vacuum bag setup for hand layup process.

Experimental Setup

The specimen was tested using a tensile testing machine. Wedge grips were used to hold in place a mounting
device created to hold the specimen. A mounting device was used since the lap joint specimen was too thick to
fit into the wedge grips of the MTS machine. The device mentioned is pictured in Figure (5).

(B)

Figure 5: (A) Mechanical mounting device, (B) Specimen loaded into MTS

Displacement was set to 1.0 mm per minute and the specimen was loaded from 0 — 10,500 N. This loading range
was sufficient to develop a linear trend for stiffness data. Fiber optic strain gage data was compiled by Labview
software. Testing was performed to determine the optimum bolt to hole clearance condition. For these tests the
hole size would remain constant while the bolt would be varied in diameter to reflect clearance values of 0,1,2,3,4
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and five percent. As a precaution, testing was first performed on gage locations three and four since lower strains
were expected at the gages. After these tests were successfully concluded, tests were carried out for gage
locations one and two.

Experimental Results

As mentioned, tensile tests were first performed to determine material properties for use in FEA. Young’s
modulus for the through the thickness direction was specified as that of the matrix material. Table (1) shows the
material properties. A completed FEA analysis was not available at the time of submission of the paper but will be
shown during the presentation.

Embedded Specimen
Ex (GPa) 19.56
vi2 -0.12133

Table 1: Material properties of the composite specimen

Stiffness testing on the specimen provided results that are similar to what was seen in tests on much thinner
panels. The stiffest condition was seen when there was no clearance between the bolt and the bolt hole. All
clearance results can be seen in Table (2). The zero clearance condition was seen to be the optimal
configuration of the joint, with the five percent clearance the poorest performing configuration.

Embedded Specimen Stiffness Results (N/mm)

Test # 0% 1% 2% 3% 4% 5%

1 8296 7610 8182 7438 | 9517 8317

2 10564 7628 7602 8945 | 8252 9213

3 10858 8438 7859 9133 | 8977 8273

4 9970 9806 10003 10209 | 9014 8638

5 10359 10334 10160 9376 | 9179 8772

6 10387 9947 9973 8963 | 9621 9040
Average 10072 8961 8963 9011 | 9093 8709

A from 0 (%) N/A -11.04 | -11.01 -10.54 | -9.72 -13.54

Table 2: Stiffness characteristics of each test configuration.

Fiber optic strain gages have provided very interesting data of the strain profile through the thickness of the
specimen as shown in Figure (7). Gage two had higher strains than gage one for all tests. Increased clearance
from zero to three percent increased the strain seen at all gage by similar proportions to the values at zero
percent. However, once clearance was further increased to five percent only the strains at the gages furthest
from the interface between the aluminum plate and the composite panel continued to see increased strain.
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Load vs. F.O.S. Strain: 5 Percent Clearance
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(©)
Figure 7: (A) 0 percent clearance, (B) 3 percent clearance, (C) 5 percent clearance

Discussion

During the fabrication of the specimen there was a slight misalignment of the Bragg grating fiber optic strain
gages. Although less then a millimeter of horizontal misalignment was determined from visual inspection after
construction, there was still error in strain readings associated with the misalignment. The cause of the
misalignment was the hand-rolling process of applying the resin.

Experimentation has shown the optimal value of clearance as well as interesting data on the strain profile during
loading for the thick, single, lap-bolted joint. There is much alignment between the stiffness data created in these
tests and what has been seen for similar research projects on joints that were constructed of mainly thinner
panels. In the embedded specimen, stiffness was seen to be optimized when clearance does not exist at all.
There was an 11 percent decrease in stiffness from the zero percent to the one percent conditions. Such a large
decrease in stiffness has shown the importance of maintaining a tight tolerance on the bolt-hole clearance for use
of such a composite plate when used in field applications.

The strain profile through the thickness at the two gage locations was very revealing. Past numerical studies
have all shown that the highest strain values are at the interface of the composite plate and the aluminum plate
and decrease substantially away from the interface of the two plates. Experimental evidence provided by the
embedded Bragg grating fiber optic strain gages has revealed that the highest strain values are located a little
further in from this interface at the location of gage two. However, gages one and two did both read substantially
higher than gages three and four. The difference in what was seen in experimentation and other numerical
studies was largely due to the sliding of the gages during the embedding process.

Conclusions
The focal point of this study was to determine the effects of clearance on the strain profile through the thickness of

the specimen and the optimal stiffness value for a thick composite panel. The composite specimen contained 60
layers of S-glass in an Epoxy resin resulting in a 12.7mm (0.5 inch) thick composite panel. Point measurements
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for strain in the bearing plane of the composite specimen were determined experimentally using Bragg grating
fiber optic strain gages embedded into the specimen.

Analysis of the data provided conclusions regarding the effects of clearance on strain concentrations and on the
stiffness of the joint. The concentration was highest at gage two, which was toward the front of the specimen, but
further into the thickness than gage 1. Also, strain seen under three percent of clearance was increased from the
zero percent clearance conditions at all gages by approximately the same proportion. A further increase in strain
to five percent only resulted in an increase in strain at gages three and four, the gages furthest from the interface
between the two plates.

Stiffness was seen to follow similar trends to thin composite panels. Any increase in clearance beyond the zero
clearance condition lead to a decrease in stiffness. Zero clearance was then the optimum condition at 10.02 KN /
mm and five percent was the least stiff at 8.7 KN / mm.
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Deformation and Performance Measurements of MAV Flapping Wings

Wu, Pin. University of Florida, MAE-A #231, Gainesville, FL, 32611

INTRODUCTION

If bumblebees and hummingbirds could speak to us, could they tell us how they fly? Probably not. “How they
fly” has been a fascinating question to biologists and aerodynamicists. Recently, attention is directed to micro air
vehicle (MAV) research, which is aimed to develop sub 150 mm wingspan aircraft for reconnaissance and
surveillance. The hummingbird poses as a perfect emulation target: they can dash like a jet fighter, hover like a
helicopter, and they are on the MAV length scale. Warrick et al." examined the aerodynamics of hummingbird
hovering with digital particle image correlation to capture the airflow structure. The authors found that the
hummingbird’s upstroke and downstroke are not symmetrical in producing lift (thrust): the downstroke responsible
for about 75% of the body weight and the upstroke about 25%. This is very different from insects, which have a
more symmetrical load distribution. The differences are results of wing kinematics and structure. If a robotic
hummingbird or insect is to be developed, understanding the causal relationship between kinematics, deformation
and aerodynamics is essential. On the other hand, Tobalske et al.? documented the kinematics of hummingbirds
in forward flight at different speeds. The authors used a few parameters to described wing trajectories and angles.
However such description may be considered insufficient for reconstructing the same kinematics. Therefore, in
order to facilitate the research of flapping wing MAVs, an experimental method that can describe the complete
wing kinematics and deformation, and correlate with aerodynamic loads, is called for. This paper presents an
experimental technique for studying hummingbird-size flapping wings in MAV research. A sophisticated
experimental setup featuring a customized digital image correlation system is described; several anisotropic
flexible membranous wings are tested and post processed results are presented.

EXPERIMENTAL SETUP

The experimental setup consists of a flapping mechanism, a force and torque sensor, a digital image
correlation (DIC) system, a vacuum chamber, composite wings and computer user interface, shown in Figure 1.
The flapping mechanism actuates the wings in a frequency range of 0~40 Hz at £35°. It can be adjusted for
different amplitudes. A force and torque sensor (load cell) Nano 17 is mounted underneath the mechanism.

r" a Vacuum

Chamber

Stroboscope

Flapping
Mechanism

DIC Cameras User

Interface

Tested Wing

Figure 1. The experimental setup for flapping wing kinematics and deformation measurements.

The Nano17 (0.3 gram sensitivity) is used to measure the aerodynamic loads produced by the flapping wings. For
measuring wing kinematics and deformation, a four-camera DIC system with stroboscope is used. The use of two
pairs of cameras allows capturing wing surface at large flapping and rotation angles. A vacuum chamber is used
to isolate inertial deformation from aerodynamic effects. The user interface allows the computer to control all
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instruments simultaneously. The measurement procedure is shown in Figure 2, including input, operation, data

acquisition and analysis. On the right, data correlation results between average thrust and deformation is plotted.
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Figure 2. Measurement procedure on the left, correlation results on the right.

Results are shown in Figure 2 and Figure 3. In Figure 2, the average thrust data correlates well with maximal

RESULTS AND CONCLUSIONS

wing tip deflection and twist. In Figure 3, upstroke and downstroke kinematics are shown with color contour

describing the out of surface deformation (w/c, normalized to the chord length 25 mm). The grey line indicates the

30

rigid body kinematics without any deformation. Comparison between the results in air and vacuum identifies the
deformation caused by aerodynamic effects. In conclusion, an experimental technique is developed to measure
the kinematics, deformation and performance of flapping wings for micro air vehicle research.

Air

Vacuum

5}

Figure 3. Wing kinematics and deformation measurement at 25 Hz in both air and vacuum.
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Dynamic Constitutive Behavior of Aluminum Alloys: Experimental & Numerical
Studies

Sandeep Abotula
Department of Mechanical, Industrial and Systems Engineering
University of Rhode Island, Kingston, Rl 02881, USA

ABSTRACT

Split Hopkinson pressure bar (SHPB) setup was used to investigate dynamic constitutive behavior of aerospace
Aluminum alloys both experimentally and numerically. The study was conducted in the strain rate regime of 500/s
-10000/s. Both regular solid and modified hollow transmission bars were employed in realizing this strain rate
regime. Four different Aluminum alloys namely 7075-T4, 2024-T3, 6061-T6 and 5182-O were considered for
investigation. Copper-110 alloy pulse shaper was used to obtain better force equilibrium conditions at the bar-
specimen interfaces. Plastic kinematic model was used to model rate dependent behavior of Aluminum alloys
using commercially available LS-DYNA software. It was identified from the final results that experimentally
determined dynamic constitutive behavior matches very well with that of numerical in the strain rate regime of
2000/s- 5000/s.

INTRODUCTION

The growing requirement for fuel efficient vehicles has made a renewed interest in aluminum alloys as a
replacement for other metals in aerospace and automobile bodies due to their high strength-to-weight ratio. When
studying the crashworthiness of these vehicles, dynamic behavior of these alloys must be well understood in
developing numerical models. For the first time, Campbell [1] reported dynamic constitutive behavior of Aluminum
alloy by subjecting long rods to compression impact and showed significant difference in the flow stress when it
was compared with quasi-static case. Maiden and Green [2] conducted experiments using Hopkinson pressure
bar setup to and found out that Aluminum 6061-T651 and 7075-T6 alloys showed no strain rate sensitivity in that
strain range. Based on above literature search, it was identified that there exists no consistency in the results of
high-strain rate constitutive behavior of aluminum alloys. Hence, for the first time, this paper discuss about both
experimental and numerical investigation of high-strain rate behavior of four different aerospace aluminum alloys
7075-T4, 2024-T3, 6061-T6 and 5182-O under above said range.

EXPERIMENTAL DETAILS

Quasi-static Characterization

The quasi-static compression tests were performed using Instron materials testing system-5585 as per ASTM
standard E9. Experiments were performed at 10mm/min extension rate and the tests were continued until
crosshead extension reaches a value of 2.5mm. Since AA 5182-O was received as a sheet material, a dog bone
specimen configuration as per ASTM standard E8M was tested using Instron materials testing system 5582.

Dynamic Characterization

Traditional Split Hopkinson Pressure Bar (SHPB) was used to study the dynamic behavior of aluminum alloys.
Incident and transmission bars (Maraging steel) have the diameter of 12.5mm and length up to 1220mm. Copper
110 alloy was used as a pulse shaper to generate force equilibrium conditions. Since the AA5182-O has
thickness of 1.70mm, a diameter of 3.22mm hollow transmission bar was used. Due to brevity of space, the
description and theory of SHPB is not explained here and it can be referred in Kolsky[3] paper.

NUMERICAL MODELING DETAILS

To study the dynamic behavior of these aluminum alloys, three dimensional axi-symmetric split Hopkinson
pressure bar setup was modeled using the commercially available LS-DYNA software package for strain rates
ranging from 1700/s to 7000/s. All components were modeled using 3D Solid 164 element type. Cowper-
Symonds model based on plastic kinematic material model available in LS-DYNA was used to model strain rate
constitutive material behavior of all four aluminum alloys.
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RESULTS AND DISCUSSION
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Dynamic Constitutive Response

The typical real-time strain pulses obtained for Al 6061-T6 alloy for an average strain rate of 3025/s is shown in
Fig. 1. The dynamic true stress- strain curves for different strain rates are plotted against the quasi-static true
stress-strain curves for Al 7075-T4 in Fig. 2. It can be noticed from the figure that Al 7075-T4 shows no significant
rate sensitivity and there is no change in the yield strength as the strain rate increases. Force equilibrium
conditions of Al 7075-T4 is shown in Fig. 3. and it can be seen that good equilibrium can be achieved by using
C110 alloy as a pulse shaper. Comparison of experimental and numerical true stress strain behavior is plotted in
Fig. 4. Figure shows that the experimental results match very well with the numerical results.
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Estimating surface coverage of gold nanoparticles deposited on MEMS
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Introduction

Commercialization of a whole spectrum of useful MEMS is still hindered by surface phenomena that dominate at
the micron scale. Altering the roughness and surface chemistry of MEMS surfaces by depositing nanoparticles on
them is being considered by the MEMS community as a useful strategy to address tribological issues. Although,
gold nanoparticle monolayer is reported to reduce adhesion in MEMS, determining its surface coverage still
remains a challenge [1]. A technique to determine the surface coverage of deposited gold nanoparticles is
needed, so that its effect on the tribology of MEMS surfaces can be studied.

Design, Fabrication and Testing Procedure of the Test Structure
The design of our test structure (referred to as Resonator) is based on a single mask scheme, thereby making its
fabrication facile and inexpensive. The Resonator is fabricated using the standard surface micromachining

technology on a SOI wafer. The resonating structure is fabricated in a 1.84 um thin film of Si(100) and is
suspended 2 uym above the substrate, which is 500 ym thick. Fig. 1 is an optical image of a fabricated and

] —
e

——— |

Figure 1: Optical image of a released Resonator.

The Resonator is actuated electrostatically. Electrical contacts are made by touching the structure with sharp
tungsten probe tips. The resonating structure, ground plane and one set of comb electrodes are grounded and an
AC voltage with a DC offset is applied to the other set of comb electrodes. The resonator is observed under high
magnification as the frequency of the driving signal is gradually increased. Resonance is determined optically
using the pattern etched on the resonating structure.

Estimation of Surface Coverage

The resonance frequency (fr) of the resonator is given by eq.1, where k, is the stiffness of the folded beams
supporting the suspended structure and M is the effective mass of the resonating structure. The stiffness of the
folded beams as given by eq.2 depends on the Young’s modulus (E) and the thickness (t) of the structural film as
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_1 /&
fR—2_n_ Mo (1]

well as the width (w) and length (L) of the folded beams. The deposition of gold nanoparticles on the resonating
structure increases the mass of the resonating structure, which in turn decreases its resonance frequency
according to eq.1. By comparing the resonance frequency of gold nanoparticle coated and uncoated resonators,
the increase in the mass of the coated resonator, which is the mass of deposited gold nanoparticles can be
determined using eq.3. This increase in the mass of the coated resonator is then used to determine the coverage
of gold nanoparticle monolayer deposited on the resonator.

3

ke = 2Et(%) 2]

—4mME2 AfR

Jke (3]

AMeff =

Deposition of Gold Nanopaticles

After fabrication, the Resonator is released by etching it in conc. (49 wt.%) HF. The etchant is completely
displaced by deionized (DI) water, after which the Resonator is placed in hot H,O, (Temp. = 75°C) for 10 mins.
H.O, is further displaced by DI water, which in turn is displaced by isopropanol (IPA). After completely rinsing
away the IPA with anhydrous hexane, gold nanoparticles are deposited on the Resonator using the CO, gas-
expanded liquid technique reported by Hurst et. al. [1].

Results and Discussion

Length Resonance Frequency, fr +/- std.dev. (KHz) | AMx 10" (Kg) | Coverage of Au nanoparticles
(um) Uncoated Coated (%)
300 8.34 +/- 0.01 8.28 +/- 0.01 4.0 +/-0.31 61 +/-4.7
350 6.14 +/- 0.01 6.09 +/- 0.01 3.7 +/-0.36 59 +/- 5.6
400 4.72 +/- 0.01 4.68 +/- 0.01 4.1 +/-0.45 63 +/- 6.9
450 3.92 +/- 0.01 3.88 +/- 0.01 4.5 +/- 0.55 68 +/- 8.3
500 3.64 +/- 0.01 3.61 +/- 0.01 4.2 +/-0.71 61 +/- 10.1

Table 1: Surface coverage of gold nanoparticles deposited using the CO, gas-expanded liquid technique on a
MEMS chip.

Resonators from different regions of the chip coated with gold nanoparticles are tested to determine the uniformity
of coating. Table 1 above lists the resonance frequencies of both uncoated and gold nanoparticle coated
resonators along with the lengths of their folded suspension beams. The results reported in table 1 indicate that
the coating is uniform throughout the chip and it has a coverage of 64 +/- 4 %.

Conclusions

We have demonstrated a simple technique based on optically determined resonance to determine the coverage
and uniformity of a gold nanoparticle monolayer deposited on a MEMS chip using the CO, gas-expanded liquid
technique. This technique can also be used to compare the number densities of gold nanoparticle solutions, since
the coverage of gold nanoparticle monolayer depends strongly on the number density of the starting gold
nanoparticle solution.
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Functionally Graded Metallic Structure for Bone Replacement

S. Bender
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ABSTRACT

Processes for the creation and characterization of functionally graded metallic structures for use as artificial bone
tissue were investigated. The metallic structure consists of a solid surface layer, a graded porosity layer and a
homogeneous porous core. Porous compacts with varied densities were created using traditional powder
metallurgy techniques. The surfaces of the compacts were subjected to a densification process with the use of a
specially designed indentation tool. Investigations on the effect of the initial density of the compact and the depth
of indentation during the deification process on the densified layer and graded porosity region were studied.
Compacts with an initial density of 86 % of the true density were indented to depths of approximately 1.8, 1.25, 1,
and 0.65 mm. Compacts with initial densities of 67, 70, and 73% were indented to a depth of 1 mm. Optical
microscopy and scanning electron microscopy (SEM) were implemented to characterize the morphology of the
porous structure. Results show that deeper indentation during the densification process yielded a larger densified
layer. The variation of Young’'s modulus along the porosity gradation is investigated using micro-indentation. The
graded structures are also investigated for fracture parameters and crack growth behavior using digital image
correlation techniques.

INTRODUCTION

Bone tissue replication is a rapidly evolving field of study. Many methods and materials are used to create artificial
bone structures with porosity distributions. Pelletier et al. [1] tested poly(methyl methacrylate) cured at different
temperatures and found at higher temperatures they could obtain a solid structure with a porous core. Tape
casting of alumina ceramics has also been used to create a porous region in a solid structure and was show to
have enhanced toughness values by Zeming et al [2]. Most of the research involving metallic structures has been
focused on purely porous structures, such as the work by Gradzka-Dahlke et al. [3]. This paper suggests a
method for creating a metallic structure with a porous core, a graded porosity layer, and a solid surface layer.

EXPERIMENTAL METHODS

Iron compacts were created using traditional powder metallurgy techniques. The powder was compacted in a die
and later sintered in an argon atmosphere. An initial density of the sintered compact of 86% of the true density of
iron was obtained. Since stainless steel powder does not posses the favorable compactability similar to iron,
loose sintering techniques, similar to those described by EI Wakil [4], were used to produce the porous stainless
steel substrates. To achieve a variety of substrate densities the sintering temperature was varied. Sintering
temperatures of 1300, 1350, and 1400°C produced initial densities of 67, 70, and 73% respectively. The surface
densification of the porous substrate was achieved through the use of a specially designed indentation tool. The
tool consists of a ball-point which is used to penetrate into surface of the substrate. Iron substrates with an initial
density of 86% were densified to depths of 1.78, 1.27, 1, and 0.64 mm. The stainless steel substrates of initial
densities of 67, 70, and 73 % were all densified to a depth of 1 mm.

RESULTS

Cut and polished cross sections of the densified surface were imaged using optical microscopy. Image analysis
using MATLAB tools, was performed to determine the morphology of the porous structure from the solid surface
to the porous core. Figure 1 shows the image analysis for the maximum and minimum densification depths (1.78
and .64 mm). The length of the solid region is observed to increase as the depth of indentation increases. The
corresponding solid region lengths are 0.3, 0.65, 0.75 and 0.85 mm for densification depths of 0.64, 1, 1.27, and
1.78 mm respectively. The density of the solid region also appeared to increase about 1% for each of the
densification depths. Figure 2 shows the results of the stainless steel substrates of varied initial densities that
were densified to a depth of 1 mm. It was observed that the difference in the initial density had a negligible effect
on the length of the solid surface. An increase in initial density did show a decrease in slope of the change in
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Figure 1. Image analysis of density distribution for densified iron samples. a) 1.78 mm indentation depth, b) .64
mm indentation depth

porosity in the graded porous region. SEM images of the 1.78 mm densification depth on an iron substrate were
taken at increasing depth below the surface of densification. In the region of the solid surface it was observed
that the pores were mostly collapsed. While images toward the core region reveled a decreased ratio of
collapsed pores to rounded pores. The SEM images at 0.5 mm intervals below the densified surface are shown

in figure 3.
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EXPERIMENTS IN PROGRESS

Micro indentation experiments using a Vickers indentation tip are in progress to determine the mechanical
properties of the solid surface and the graded porous region. Quasi-static fracture and flexure tests are also in
progress. Both homogenously porous and densified samples are used to determine the porosity gradient’s effect
on fracture toughness and flexure strength. The results of these experiments will be presented at the conference.
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1. Introduction

Rapid fatigue limit estimation methods are of strong interest to industry. Some authors proposed rapid
experimental methods to estimate the fatigue limit based on the material temperature increase under cyclic
loading [1,2]. Yet, heat dissipation phenomena need to be more thoroughly studied in order to give better physical
grounds to such methods.

Usually, the dissipative energy is explained by internal friction phenomena and is mainly attributed to dislocation
movements [3]. The dissipative energy should thus depend on the material dislocation characteristics. Yet, these
characteristics are usually modified during the loading history [4-6].

In this work, it was thus chosen to experimentally study the correlation between the dissipative energy and the
cold work of a dual phase steel (DP600, Yield limit at 0.02% of 220 MPa), both phenomena being related to the
microstructural dislocation structure.

2. Experimental procedure and results

A specimen has been machined from a 2 mm thick DP600 steel plate and has been uniaxially loaded. The applied
harmonic load has been defined by R;=6min/Omax=0.1 Where 6 and Gy are respectively the minimal and
maximal stresses. For each loading sequence, as the plastic strain is monotonic with these loading
characteristics, the solicitation has been maintained during a high enough number of cycles so that the material
reached a steady state (stabilized mean strain). The material cold work has then been characterized after each
test: the residual plastic strain €” has been measured while no loading was applied to the specimen by using a
strain gauge.

During each loading sequence, the specimen temperature variation has also been measured with an infrared
camera. The dissipative energy per cycle E" has then been estimated by solving the heat balance equation [7]

and by using the experimental method described in [8]. As this measurement has been performed in steady state
condition and with a positive loading ratio, no alternate plastic strain occurred during the thermal acquisition: here,
the dissipated energy is only due to internal friction phenomena and has not been influenced by the yield limit
variation due to cold work (if the loading ratio R, were negative, the alternate plastic strain could have been
modified with the cold work).

Therefore, this experimental setup provides the plastic strain €’ measurement while the specimen is not loaded
and the dissipative energy g measurement under cyclic loading and in steady state behaviour.

Four measurements sequences (Phase | to IV) have been developed in this study to monitor the correlation
between dissipative energy and plastic strain. These test sequences have been sketched in the upper graph of
Figure 1(a). In this representation, each point represents three successive tests:
e a cyclic loading at the maximal stress o« (represented by the point ordinate) applied until a steady behaviour
is reached,
o then a dissipative energy measurement in the same loading conditions,
e and eventually a residual plastic strain measurement €” after unloading.

The cumulated plastic strain ” at the end of each test is presented in the bottom graph of Figure 1(a).

The four measurement sequences have been designed to reach different goals: the material initial behaviour is
analyzed during Phase | where small plastic stains occurred. The material is then plastically strained during
Phase Il and its dissipative energy evolution is analyzed. Phase Il and IV are then performed to monitor the
changes in the material dissipative energy due to the previous two phases.
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The dissipative energy per cycle is presented for each phase versus the alternate stress ¢, and the maximal
stress o« IN Figure 1(b). The dissipative energy per cycle increases with the alternate stress, which can be
explained with a simple Kelvin-Voigt model. The dissipative energies during Phase | and the first steps of Phase I
(Tests up to D) are identical. Thus, the plastic strain occurring during Phase | does not change the dissipative
energy behaviour; the dissipative energy measurement is reproducible if the material is not plastically strained (ie,
no change in the dislocation density).

The dissipative energies of the tests Dy to D4, which have all been performed at the same maximal stress
omax=240 MPa and in steady state behaviour, increase gradually along with the material cumulated plastic strain
(sub graph in Figure 1(b)). The material microstructural changes occurring during Phase Il have thus
progressively increased the dissipated energy. Moreover, the dissipative energy during Phase Il is always greater
than the dissipative energy during Phase Il. These results confirm that the dissipated energy is an indicator of the
material microstructural state.

Eventually, the measurements achieved during Phase IV point out a good reproducibility of the dissipative energy
measurements on the same specimen. Phase Ill and IV are thus the characterization of the material dissipative
energy stabilized behaviour and this curve could be seen as the "signature" of this material dislocation structure.
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Fig 1. Experimental sequence and results

3. Conclusion

The dissipative energy of a dual phase steel has been proved to increase with the material cold work. The
dissipative energy is thus an indicator of the material state. As this measurement has been achieved during a few
hundreds of cycles at R;=0.1, correlation between the material dissipative energy and its microstructure evolution
during fatigue tests still need to be studied and will be addressed in future work.
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Temporal Phase Stepping Photoelasticity by Load or Wavelength
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ABSTRACT

Phase-stepping techniques in photoelasticity own the isoclinic-isochromatic interaction problem, which causes
phase ambiguity zone on the photoelastic phase map and bothers engineers of this field very much. Temporal
phase unwrapping is an effective method for circumventing the above problem. In this work, the load stepping and
wavelength stepping approaches are applied both but individually on photoelastic samples to compare the different
characteristics of them including in accuracy of results, ease of applied technologies, and automation of stepping
etc. Load stepping approach is not applicable for stress frozen sample while wavelength stepping is. The constant
increment of loading percentage is not easy to be controlled under complex loading conditions. The control of
wavelength stepping if integrated with electro-optic components is very flexible and versatile. However, the
birefringence error of optical wave plate for different wavelength should be carefully calibrated to minimize the
errors. Experimental works are studied to practically verify the differences and limitation of these two approaches.

Keywords: Photoelasticity, temporal phase unwrapping, load stepping, Isoclinic, Isochromatic.

1. Introduction

Phase unwrapping (PU) consists of retrieval of the true phase field from wrapped format data, which is restricted in
a [-mr, 1] for 21T modulo. This problem is encountered in the phase stepping digital photoelasticity [1-4]. However,
the interaction between the isoclinic parameter and relative retardation makes the phase retrieval work very difficult.
Many papers [5-19] had been published to solve the related problems. Wang and Patterson [5] used signal
analysis and fuzzy sets theory to investigate these difficulties. The ambiguity existing problem can be also
overcome with the development of load stepping. Ramesh and Tamrakar [6] proposed a new methodology for data
reduction in load stepping to remove the noise points in the model domain. However, the methodology requires
three times the number of images required for normal phase stepping method. Ramesh et. al. [7, 8] proposed a
new interactive methodology to remove the ambiguity.

Temporal phase unwrapping is an effective way to circumvent this problem. It is usually implemented by the load
stepping method [9, 10] but however, this technique can not be applicable for stress frozen sample. An alternative
is to change the wavelength of the light source to generate phase stepping. Chen [11] successfully utilized this
technique by two different wavelengths and checked the phase changes between them that had successfully
solved the isoclinic-isochromatic interaction problem. In this work, some comparisons are further investigated.

2. PHASE STEPPING PHOTOELASTICITY

A general optical arrangement of a plane polariscope and a circular polariscope are shown in Fig. 1 and Fig. 2,
respectively. White light is used as the light source and a general digital camera with RGB filters is used as the
fringes recorder. Table 1 summarizes the used phase stepping parameters and their corresponding intensity
results. The isoclinic ¢, and isochromatic ¢, parameters can be obtained as follows.

T. Proulx (ed.), Experimental and Applied Mechanics, Volume 6, Conference Proceedings of the Society for Experimental Mechanics Series 17, 73
DOI 10.1007/978-1-4419-9792-0 13, © The Society for Experimental Mechanics, Inc. 2011



74

(1)

4
¢=W7{4,}, ()
(I, =1, )sin2¢ + (1, —l10)0032¢}

s, =tan™
Is - Ie

3)
4 I, sind
- I 0035}
where
=3I+ 2415 1), )
19 =2(La+16+15) forj=1...4, ®)

W’1{ } represents the unwrapping operator, and n( ) means normalization operator to eliminate any effect
caused by isochromatic parameter. tan™ { } of Eq. (1) and Eq. (3) is arctan2 function with their results ranging
between -7z/4~x/4 and -z ~ x, respectively. Since the isochromatic data is dependent on the isoclinic data,
the isoclinic data should be correctly unwrapped and ranged in the range of —z/2 ~ z/2 before substituting into
Eq. (3). Provided the substituted isoclinic data are correct, the isochomatic calculation is ambiguity free and that

makes the following retrieval work of the isochromatic data extremely easy.

White Light
Source

' Analyzer

Fig. 1. The optical arrangement of plane polariscope
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White Light
Source

1 -~ Polarizer
(o)) 3] :

o i 1" Quarter
i Wave plate

1 Specimen

| 2" Quarter
i P8 Wave plate

Analyzer
Color Filter

Fig. 2. The optical arrangement of circular polariscope

Table 1 Polariscope arrangement and the intensity results for phase stepping algorithm

£ n B Intensity equation

- - 0 I, =1y, +3%1,,sin” 15, (1-cos4a)
- - 718 L, =1y, +%1,,sin* 15 (1-sinda)
- - nl4 Iy, =1y, +31,,sin’ 15, (1+ cosda)
- - 37/8 Iy, =1y, +31,,sin* 16 (1+sinda)
3zl4 zl4 ml2 ls =1, +%1,(1+cos o)

3zl4 zl4 0 le =1, +%1,(1-cos?)

3zl4 0 0 I, =1, +%1,(1-sin2¢sin &)

3rl4 zl4 rl4 ly =1, +%1,(1+cos2¢sin o)

wl4 0 0 ly =1, +%1,(1+sin2¢sin &)

zl4 3rl4 rl4 Lo =1, +31,(1-cos2¢sin5)

3. LOAD STEPPING AND WAVELENGTH STEPPING

In this work, the load stepping work of Ref. 9 is used. Two isochromatic fringes of loading stages with and without
load increment are checked. Compare the isochromatic phases of the sample with load increment with that of
same sample without load increment. Whenever its isochromatic phases of the load increment one is less than that
of the one without load increment, that means its corresponding isoclinic data should be added or subtracted by 7
/2 depending on its isoclinic data is negative or positive, respectively. This restored isoclinic data is then further
substituted into the isochromatic formulation to eliminate the original (wrapped) isoclinic induced phase ambiguities
of the isochromatic fringes. Since the load increment percentage is known, which should be accurately controlled
by the photoelastic engineer to ensure the percentage of the load increment, and the isochromatic data differences
of the tested sample before and after load increment implementation are also collected experimentally, their
division vyields the correct isochomatic phase of the tested sample. It is simple and effective. However, this
technique is not applicable for the stress frozen sample because the loading condition has been frozen into the
sample which can not be loaded any further.

It is known that the isochromatic data is proportional to the applying loading but inversely proportional to the
wavelength of the light source. Therefore, similarly as load stepping, an alternative way to shift the isochromatic
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phase is to keep loading fixed but to change the wavelength of the photoelastic experiment. And because it is
implemented by different color filtering which is not done mechanically, sometimes it is much easier to be
implemented digitally like using color camera filtering technique. The fast growing digital camera market makes the
color filtering technique remarkable progress.

4. EXPERIMENT RESULTS

A curve beam under tension is tested here. Fig. 3(a) shows the wrapped isoclinic. Fig. 3(b) is the isochomatic
fringes under the substitution of Fig. 3(a) into isochromatic formulation. Using load stepping technique, the
wrapped isoclinic can be restored into Fig. 3(c) and its corrected isochromatic result is shown as Fig. 3(d). It is
clearly shown that the results are with certain degree of noise, which very probably is due to the point detection
between two different loading isochromatics. The result is not as good as that from spatial photoelastic
unwrapping.

The sample is also unwrapped using wavelength stepping technique and the results are shown as Fig. 4(a) and Fig.
4(b). It is also shown that since the temporal (wavelength) unwrapping is done by checking individual isochromatic
data in correspondence. Therefore, isoclinic and isochromatic results are very easily influenced by any local noise
and thus lead to the results of Fig. 4(a) and Fig. 4(b). It is very clear that these results are not as good as those
unwrapped by the newly-developed regional phase unwrapping algorithm [12] for photoelastic data.
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Fig. 3. The isoclinic and isochromatic of curve beam under tension (a) wrapped isoclinic (b) isochromatic derived
from wrapped isoclinic (¢) unwrapped isoclinic (d) isochromatic data derived from unwrapped isoclinic
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5. DISCUSSION AND CONCLUSION

Two approaches, load stepping and wavelength stepping, of temporal photoelastic phase unwrapping are
discussed in this study. It is found that temporal phase unwrapping is very easy to unwrap its isoclinic and
isochromatic data by the comparison of data of any point between the two different temporal conditions. It is also
because this kind of data comparison way that unwrapped results are full of noise than those from spatial
unwrapping algorithm.

In addition, data obtain from wavelength stepping are much better than those from loading stepping technique. It
can be give reasons from the difficulty of accurate control of the loading condition and is a difficult task which
should be carefully done by the photoelastic engineers.
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ABSTRACT

Most of the existing algorithms used for processing phase-shifted photoelastic data attempt to compute the
unambiguous or demodulated isoclinic map in order to obtain the unambiguous or continuous isochromatic map.
However, in some cases experiments on engineering components yield isoclinic maps that are severely corrupted
due to the interaction between isoclinics and isochromatic. The result is that some of these algorithms fail in the
direct demodulation of isoclinic maps from phase-shifted photoelastic data. An indirect way to obtain the isoclinic
map by computing first the unambiguous isochromatic map is presented. The employed approach is based on a
regularisation process that, by minimising a cost function, selects the appropriate value of the relative retardation
angle at each pixel. In this way, an unambiguous map can be straightforwardly unwrapped and calibrated to
generate an isochromatic map. The unambiguous isoclinic angle map is then calculated using the regularized
isochromatic map. The process has been demonstrated to be robust and reasonably quick for crack tip fringe
patterns.

Keywords: Photoelasticity, isoclinics, isochromatics, cost function.

1. INTRODUCTION

Photoelastic stress analysis is based on the temporary birefringence exhibited by all transparent materials when
subjected to stress [1]. In a few incidences, such as in the glass industry, this property is used directly to evaluate
stresses however in most cases either a photoelastic model is made or a transparent coating is bonded to an
opaque part using a reflective adhesive. Two-dimensional models can be viewed directly while subject to load
whereas stress must be ‘frozen’ into three-dimensional models that can be subsequently sliced physically or
optically. Coatings act as strain witnesses and reproduce the surface strains in the component, and are
considered to be locally planar. In all cases, a planar section or slice is viewed in polarised light using a
polariscope, revealing fringes of constant color known as isochromatics, which are contours of constant principal
stress difference, and black fringes known as isoclinics which are loci of points where the directions of the
principal stresses are aligned to the polarising axes of the polariscope.

Traditionally, photoelastic analysis has involved the tedious manual analysis (counting) of fringes however, in the
last twenty years a wide range of digital methods have been developed for photoelasticity and have been
reviewed in detail elsewhere [2]. Among these methods phase-stepping or phase-shifting has gained in popularity
since it was first applied to photoelasticity by amongst others, Hecker and Morche [3]. Phase-stepping is usually
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conducted in monochromatic light conditions and involves the stepped or incremental rotations of a polariser and
quarter waveplate of the polariscope, usually the output pair of optical elements are employed. Digital images are
captured at each increment or step as illustrated in Figure 1; and then the set of images are combined to generate
maps of the relative retardation or phase difference, which is related to the isochromatic fringe order, and of the
isoclinic angle (shown in Figure 2). The relative retardation is directly proportional to the principal stress
difference but when generated with these techniques its sign is ambiguous or undetermined, i.e. it is unclear
whether the value relates to the maximum minus the minimum principal stress or the minimum minus the
maximum principal stress. In most phase-stepping techniques, the calculation of the relative retardation requires
the use of the evaluated isoclinic angle which is related to the direction of either the maximum or minimum
principal stress but which, i.e. maximum or minimum, is unknown. Indeed, left uncorrected most phase-stepping
methods will generate a map of interlocking areas in which the relative retardation alternates between the two
possible definitions, i.e. proportional to maximum minus minimum principal stress and minimum minus maximum.

90mm

! 67mm

Fig.1 Geometry and dimensions of the 2 mm thick polycarbonate CT specimen with a 7.9 mm
long fatigue crack [13] (fop left) and the corresponding six phase-shifted fringe patterns [14]
(bottom left and right) from obtained with an applied load of 90N. Note that I; corresponds to a
dark-field circular polariscope.

Much effort has been expended on developing robust methods of processing phase-stepped photoelastic data
that eliminate the ambiguity described above. One possible option is to collect images at several wavelengths;
however, this significantly increases the required number of images and makes real-time data capture almost
impossible. In ambient conditions, using monochromatic light a theoretical minimum of four images are required
to solve for the relative retardation and isoclinic angle and can be collected simultaneously [5]. Hence, it is
desirable to restrict the number of images required to as close to four as possible. In 1993 Wang and Patterson
[4] developed a method of resolving the ambiguity based on six phase-stepped images combined with fuzzy set
classification. This technique and its derivatives [6, 7] are fast and almost completely automatic in that very little
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user interaction is required however, they fail when the fringe density is high or the shape of the fringes becomes
very complex. Two approaches to creating more robust, automatic techniques for resolving the ambiguity have
been taken recently. Ramiji and Ramesh [8] have used ten images combined with a pixel by pixel application of
the quality map proposed by Siegmann et al [7] which yields a more robust approach at the expense of complexity
and time required for data collection and processing. The second approach proposed by Quiroga and Gonzalez-
Cano [9] utilises regularised phase-tracking (RPT) using five phase-shifted images [10] to obtain the relative
retardation and the isoclinic angle [11]. Recently, this second approach has been combined with methods derived
from the earlier work of Wang and Patterson [4] to generate a fast, robust and essentially automatic algorithm
[12]. The motivation for the study reported here is the solution of problems associated with processing the stress
field around a fatigue crack propagating in polycarbonate compact tension specimens (Figure 1). The corrupted
isoclinic map (Figure 2) does not allow the use of most of the up-to-date existing techniques [4, 6 - 8] and only

those based on regularised phase-tracking [9, 12] have been found to be successful with that due to Siegmann et
al [12] being much faster.

a) b)
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Fig. 2. a) The ambiguous (without demodulation) isoclinic phase map obtained from the data
in figure 1 using equation (2) and b) the vertical and c) the horizontal profiles along the lines
shown in (a)with changes in the principal stress directions indicated by green arrows and
ellipses.

2. PHASE-STEPPING ALGORITHM

The six-step photoelastic phase-stepping approach is selected here because it is employed in industrial and
research laboratories although other phase-stepping methods can be used. The six steps are chosen such that
the combination of the intensity levels are related to the isoclinic angle, 8 and the relative retardation Jas follows:

I,—1, =21 sinJsin 20,
I,—1,=2I sindcos26, (1)
I,—1, =21 coso,
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where I, accounts for stray light. A number of combinations of the optical elements of the polariscope will
generate appropriate images however in this work those proposed by Patterson and Wang [14] were employed
and are illustrated for a fatigue crack in Figure 1. From these intensity patterns, the ambiguous isoclinic angle
and the wrapped and ambiguous relative retardation can be obtained using:

I. -1

o, =larctan =3 2
2 1,1,

5. - arctan{(15 —1,)sin 29; +(II4 —1,)cos26, } , 3)
1702

Grey scale images for 8, and ¢, , in the CT specimen are shown in Figures 2(a) and 3(a) and, as can be seen,

their values are ambiguous and the modulo of retardation is between 0 and 2x. It should be pointed out that in
equation (3), the four quadrant arctan function [15] is used to obtain Figure 3(a) and, as has been highlighted
before the form of equation (3) guarantees a high modulation over the field [16] thereby reducing the isoclinic-
isochromatic interaction [12]. An unambiguous isoclinic angle would allow an unambiguous relative retardation
map to be obtained since both are related through equation (3). However, it is not always possible to retrieve an
unambiguous or demodulated isoclinic angle. This is the case in the CT specimen, where strong variations of
both the isoclinic angle and relative retardation or isochromatic fringe order create large areas with isoclinic-
isochromatic interactions.

a) b)

3
2
% w
1
0s
n

Fig. 3. a) Ambiguous and wrapped isochromatic phase map (in radians) obtained using the
data in Fig.2a.; b) Inverse of (a); ¢) Quality map ; d) Regularized and wrapped isochromatic
phase map (in degrees)

3. REGULARIZATION ALGORITHM
3.1 Regularization process

The method chosen to process the photoelastic fringe patterns associated with the fatigue crack in the CT
specimen is based on the one proposed by Siegmann et al [12]. The ambiguity problem is solved by processing
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the information directly from &8 provided by equation (3). From the experimental data there are for each pixel in

w.a

the image of the sample two possible values of the wrapped relative retardation, namely 6, 6=6,, and
6, ,=-0,,,depending on the sign given to the isoclinic angle. The two maps &, and ¢, , are shown in Figure

3(a) and (b), and were obtained using the four quadrant arctangent function (arctan2) in equation (3) [15] as
mentioned previously. In order to select at each pixel the correct value of ¢, ,, a path guided algorithm is followed

through all of the pixels of the image and at each new pixel, the selection of the correct value of the relative
retardation ( J,, ) is performed by taking the one that minimizes a cost function (U,.):

U (8,)=min|U(5],).U(5..)], (4)

This cost function ensures the continuity of either the value of the relative retardation or the gradient of the value
of the relative retardation with respect to the already processed pixels, and is defined as:

uAuth&mhg%mm, ©)

where i=(x,y) is the pixel position, /" is a window around i used to consider the spatial dependence, 1 is a
regularization parameter, Q is a quality map, and the two terms A, and B, account for the continuity in the value

and the gradient of the selected relative retardation respectively, and are defined as:

1

A, ()= 510, ()-8, (0,
2 > (6)
o\ _ ah§w (j) ahaai,w (i) ahéw (j) ahé‘ai,w (i) .
P T NPT ATy

where s is equal to 1 if the pixel has already been processed and 0 otherwise. The partial derivatives are
computed over a distance % in the x-direction as follows:

9,0(x.y) _J(x+h,y)-6(x—h.y) @)
ox 2h+1 ’

and in a corresponding manner for the y-direction. A quality map is employed to perform two fundamental
functions: to select the path followed by the process; and to act as the weighting factor between A, and B,..
Thus, the quality map is defined as:

0(i) =sin? (5W’a (i)) . (8)

Figure 3(c) shows the quality map for the data in Figure 1, and Figure 3(d) shows the computed unambiguous
relative retardation obtained by following this quality map and using expression (5) as the cost function in the
regularization process. The parameters used to process these data were A=1, I'=7x7, and h=3.

The regularization process described above requires a relative long processing time, which is strongly dependent
on the size of the images. For the data in Figure 1, 150 s were required to regularize 177x154 pixels using a
Pentium 4 with CPU speed of 3.20 GHz and with the algorithm programmed in Matlab. However, it is much faster
than the one proposed in [9], because it eliminates the need to perform a minimization process at each pixel;
instead the new cost function has only to be evaluated for the two values of the relative retardation.



84

3.2 Determination of the isoclinic angle

The demodulation of the isoclinic angle can be performed at the same time as the regularization process is
applied to the relative retardation using the same cost function. As for the retardation, there are two possible

values of the isoclinic angle at each pixel: 8" =68, and 8~ =6, + /2. The selection of the unambiguous
isoclinic angle at each pixel is performed in a similar manner: if 5, =5, then =6, elseif &, =0, then

w,a

6 =6 . Figure 5 shows the resultant demodulated isoclinic map superimposed with a mesh of arrows at
equidistant points, aligned with the directions of the corresponding principal stresses.
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Fig. 4. Unwrapped and regularized isochromatic phase map
(units: calibrated fringe order).

4. DISCUSSION AND CONCLUSIONS

A robust and fast algorithm for processing phase-stepped photoelastic data has been demonstrated for a
specimen geometry that has proven troublesome in the past as consequence of the large amount of interaction
between the isoclinic and isochromatic parameters, and the density and complexity of the fringes in the vicinity of
the crack tip. Most existing algorithms employing a small number of phase-stepped images failed to produce
satisfactory results or required an excessively long time for processing. In the past, such issues tended to be
avoided by masking out a large area around the crack tip because it was not relevant to the analysis of fatigue
cracks based on linear elastic fracture mechanics; however, in this case, the strains associated with the plastic
enclave and wake generated around the crack during fatigue were of primary interest, and hence it was
necessary to process the photoelastic fringe patterns as close to the crack as possible. The problem could have
been resolved by using a much larger number of phase-steps and corresponding number of images captured at a
single monochromatic wavelength or a number of wavelengths; however since a propagating fatigue crack was
the subject of interest increasing the complexity and time required for data capture was not an appropriate option.
Similarly long processing times were unattractive so combining the robustness of earlier work by Quiroga and
Gonzalex-Cano [9] with the speed of algorithms produced by Patterson and his co-workers [4, 7] was a good
proposition. The resultant algorithm works with almost no user intervention after defining the area of interest and
the selection of the three parameters A, I"and h. The algorithm appears to be more robust when there is a large
variation of relative retardation and tends to introduce noise when the relative retardation is near constant in
magnitude. The algorithm is straightforward to implement and the elimination from the algorithm of the need to
perform a minimization of a cost function at each pixel, as in the method of Quiroga and Gonzalex-Cano [9],
renders it significantly faster.
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Fig. 5. a) Demodulated isoclinic phase map; b) and c) shows respectively the vertical and
horizontal profiles of the demodulated (solid line) and not demodulated (dashed line) isoclinic
angle along the same lines as shown in Fig. 2a
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ABSTRACT
Rubber O-rings have been used as packing elements for high pressure vessels, oil pressure parts, air-plane parts
and nuclear generator parts. The design criterion of an O-ring can be determined through analysis of stresses and
deformation behavior of O-ring for various loading conditions, which are dependant on the internal pressure and
the fitting conditions of the O-ring. The shape of the O-ring under uniform squeeze rates and internal pressures is
changed with squeeze rates, internal pressures and time. Therefore the stresses of O-rings under the uniform
squeeze rates and internal pressures should be studied with real time. To achieve this, a loading device for
transparent type photoelastic experiment through which various squeeze rates and internal pressures are applied
was developed in this research. The validity of the loading device was verified. It was established through this
research that the lower corner space of O-ring was filled with the changes of O-ring after the forcing out of O-ring
was produced. The stresses of O-ring under uniform squeeze rates and internal pressures were analyzed with the

forcing out procedures of O-ring.
Key words: Behaviour of O-ring, Internal Pressures, Forcing Out, Loading Device, Photoelastic Experiment

INTRODUCTION
The O-ring is applied to protect against leakage of oil or air from vessels and structures under high or low
pressure. Therefore the O-ring plays a significant role in pressurized vessels and structures and many
researchers have analyzed the stress condition of the O-ring [1-6]. It is known that leaking conditions of O-rings
are dependant on the contact lengths of O-rings, contact pressures of O-rings and the O-ring behavior of under

various loading conditions [7-8].

Contact lengths of the O-ring as well as the behavior of the O-ring under various loading conditions are very
important for protection of pressure vessels against leakage. In order to estimate their performance, O-rings
should be analyzed to determine the contact lengths and their behaviors under various loading conditions. The
main purpose of this research is to analyze the behavior of the O-ring under uniform squeeze rates and internal

pressures. A loading device with which the stress distributions and behavior of the O-ring under uniform squeeze

T. Proulx (ed.), Experimental and Applied Mechanics, Volume 6, Conference Proceedings of the Society for Experimental Mechanics Series 17, 87
DOI 10.1007/978-1-4419-9792-0 15, © The Society for Experimental Mechanics, Inc. 2011



88

rates and internal pressures can be studied was developed in this study. Results from application of this device

together with the photoelastic experimental hybrid method are reported in this paper

2. BASIC THEORY
2.1 Hertz Contact Theory

Equation (1) is the stress components of plane stresses using potential function ¢ and  of Muskhelishvilli [9].
o, = Re[2¢(z) - 2¢'(z) - (2]
o, =Re2¢(z)+2¢'(z) + y(2)] (1)
7, =Im[z¢'(z) +y/(2)]

As shown in equation (1), stress components are composed of two complex functions ¢(z) and y(z) .

Therefore if the two complex functions are known, stress components are determined.

In general, the contact problems are half plane problems. If the upper portion of a body (z>0) is half plane,
complex functions ¢@(z) and y(z) are involved in the region. Therefore in the half plane of lower portion of the

body (z<0), the analytic complex function is defined as equation (2) [10].

w(z)=—¢(z)-9(z)- z¢/(2) )

As stress functions are analytic functions, they can be represented as power series.

#z)=3Cz>, ¥(z)=).D,z* (3)

n=0 n=0

Substituting equation (3) in equation (2), the relative equation between the complex coefficients of complex

function is determined as shown in equation (4).

n

p,=-2¢,-C, @
2
Substituting ¢5'(z), l//'(Z) and ¢"(z) in equation (1), equation (5) is determined

o, z) = gRe{C,l [2F(n,z)— G(n,z)]+ aF(n,z)}
o, (z) = gRe{Cn [2F(n,z)+ G(n,z)]— EHF(n,Z)} (5)

e (2)= Y Im{C,Gln,z)-C.F(n,2)

n=l

Where F(n,z) = gzzl , G(n, z) = %Kg - 1)5 - gz}zzz
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2.2 Photoelastic Experimental Hybrid Method

Equation (6.a) is a stress optic law for isotropic material [11].

P

; = (o, —O'y)2 +(22'xy)2 (6a)

2
fo’ 'Nf‘ 2 v
(f —(o,~0,F (27, ) =D(s) (6.b)
Substituting stress fringe value (f;), fringe order (Ny), thickness of specimen (t), position coordinates of fringe
orders in equation (6.a), then equation (6.a) becomes a function of a, and b, only. Substituting the precise
experimental data for equation (6.a), errors are produced as shown in (6.b). Therefore D(¢) cannot be zero. In
order to minimize the errors, Hook-Jeeves numerical method is used in this research [12] with the limiting

condition being D(g) < 10°°. Substituting equation (5) in equation (6.b), equation (7) is obtained.

Dle)- (f_ij . {z ReQF(n,2)-26(n, ¢ 3, T2 (2 )+ za(n,z)]}z

t n=l1 n=l1

(S m(0e)- 20 S Rz (12) 2610 )]

n=l1 n=1

When values of measured fringe orders (Ns), position coordinates of fringe orders (z = x + iy), specimen thickness
(t) and stress fringe value (f;) are substituted in equation (7), it becomes a function of a,, and b,, only. Applying the
Hook-Jeeves numerical method to equation (7) with experimental data, a, and b, are determined when the limit of
errors is satisfied. Substituting a, and b, in the corresponding equation, the stress functions ®(z) and w(z) are
determined. Substituting @#(z) and w(z) ineq. (1), stress components o, 0, and T, produced in the structure

under the arbitrary load are determined. These procedures are called photoelastic experimental hybrid method.

3 EXPERIMENT AND EXPERIMENTAL METHOD
Fig. 1-(a) shows the schematic of transmission photoelastic experimental device used in this research while Fig.
1-(b) shows the developed loading device. Both the squeeze rates and internal pressures can be controlled using
this device. This made it possible to study the deformation behaviors of the O-ring under uniform squeeze rate
and internal pressures using the transmission photoelastic device. The material used in this research was epoxy
resin XN 1019 whose mechanical properties are: f; = 0.2352 kN/m, E = 2.94MPa and v =0.42.

The cross-sectional diameter of O-ring used in this study was 6.98 £ 0.15 mm with a thickness of 6.0 £ 0.02 mm.
When the O-ring was assembled, gap widths equal to 0.2mm, 0.3mm and 0.5mm could be obtained. The gap
widths were made by electronic spark machining. Glass sheets of 10mm were affixed to the front and back side of

the frame with the O-ring. Using the loading device in Fig. 1(b), uniform squeeze rate of 20% and internal
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pressures were applied to the specimen. Qil pressures were controlled by hand pump from 0 (zero) MPa to the
forcing out pressure of O-ring at which point the same pressure was maintained by the check valve. The model
specimen was an infinitesimal part of the O-ring hereafter referred to as disk with a height of 6 £ 0.02 mm made
from XN 1019 epoxy resin. When the disk was subjected to a uniform squeeze rate of 20% and various internal
pressures, its behavior could be monitored and the isochromatic fringes continuously recorded at intervals of
0.125 sec.

Light Source
P4: Polarizer i Py

Hydraulic System Q

Loading Device

Q1 & Q2: Quarter wave-plate 5 T "
i ]

I‘qu] Digital Camera

P2: Analyzer (a) Schematic (b) Loading device

Fig. 1. Transparent photoelastic experimental device

4 EXPERIMENTAL RESULTS AND DISCUSSIONS
Fig. 2 shows the actual isochromatic fringe patterns of the O-ring obtained from high temperature epoxy resin
when the squeeze rate is 20% and assembly gap 0.1mm. These isochromatic fringe patterns were obtained from
sliced specimens of the O-ring to which stress freezing was done. When the internal pressure (P;) was 7.84 MPa,
forcing out occurred on the O-ring as shown in Fig. 2(a). Forcing out of the O-ring may be defined as the situation
when the portion of the O-ring is forced out of the continued boundary of the front side. After forcing out of the O-
ring was done, it was observed that the corner space between the contact portion of lower side and the contact
portion of the front side was not filled up. Studies from X-ray tomography and finite element method have
indicated that the corner space between the contact portion of the lower side and the contact portion of the front

side was filled up before forcing out of the O-ring made of rubber was done.

(a) P =7.84MPa (b) P =9.81MPa (c) P =19.6MPa (d) P, =29.4MPa
Fig. 2. Isochromatic fringe patterns from stress freezing method for O-ring made from high temperature epoxy resin (squeeze

rate = 20%, gap = 0.1mm)

(a) P =0MPa (b) P =1.96MPa (c) P =2.45MPa (d) P =3.92MPa

Fig. 3. Isochromatic fringe patterns from the transparent type photoelastic experiment for O-ring made from XN1019 (squeeze

rate = 20%, gap = 0.3mm)
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(a) P =0.48MPa (b) P =1.47MPa (c) P =1.96MPa (d) P =3.92MPa

Fig. 4. Isochromatic fringe patterns from the transparent type photoelastic experiment for O-ring made from XN1019 (squeeze

rate = 20%, gap = 0.5mm)

Fig. 3 and Fig. 4 are isochromatic fringe patterns of the O-ring made from XN 1019 when assembly gaps are
0.3mm and 0.5 mm respectively with squeeze rate of 20%. The isochromatic fringe patterns were continuously
obtained when disk was subjected to uniform squeeze rates and various pressures. It is observed that the forcing
out of the O-ring occurred when the internal pressures were 2.45MPa and 1.47MPa and the assembly gaps of the
O-ring were 0.3mm and 0.5mm respectively. It should be noted that the smaller the gap of the O-ring, the later the
forcing out occurred. It was also found that the corner space between the contact portion of the lower side and the
contact portion of the front side was not filled up before and after the forcing out of O-ring was done. Fig. 4(d)
however shows that the corner space between the contact portion of the lower side and contact portion of front
side was filled up after the forcing out of O-ring was done for a while. Fig. 3(c) and Fig. 4(b) showed that the
closing patterns of isochromatics near the front wall were transformed to the opening patterns when forcing out
occurred. Therefore, it can known whether the forcing out is done or not through the transformation of
isochromatic patterns. The isochromatic fringe patterns with various assembly gaps of O-ring and internal

pressures are almost similar to each other except for the regions to which stress concentrations occurred.

It is demonstrated from Fig. 2, Fig. 3 and Fig. 4 that the fringe patterns obtained from the stress freezing method
are similar to those from the transparent type photoelastic technique. However, the isochromatics obtained from
the stress freezing method are tilted towards the assembly gap of the O-ring. Moreover, the corner space between
the contact portion of the lower side of the O-ring and the contact portion of the front side of the O-ring is not filled
up (not realistic) after forcing out of the O-ring occurred and continued for a while. Comparing Fig. 2(d) and Fig.
4(d) it is observed that the isochromatic fringe patterns of Fig. 2(d) are almost identical to those of Fig. 4(d) even
though the O-ring of Fig. 2(d) was taken away from the assembly gap. On the basis of these results, it can be
deduced that the actual behaviors of the O-ring can be analyzed using the loading device developed in this

research instead of the 3-dimensional stress analysis of the O-ring.

Fig. 5 shows the actual and graphic isochromatics of obtained from photoelastic hybrid method of the upper and
front side regions of the O-ring at a squeeze rate of 20% and assembly gap of 0.5mm when internal pressures
were 1.47MPa (starting of forcing out) and 2.94MPa (end of forcing out). The graphic isochromatic patterns were

obtained from photoelastic hybrid method with the x and y axes being normalized by the contact length (=a). The
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rectangular box (o) in the actual isochromatic fringe pattern refers to the region from which the graphic
isochromatic fringe patterns were obtained. Cross marks “+” on the graphic isochromatic fringe patterns indicate
positions from which experimental data was measured. The actual experimental data were measured along the
center lines of the black and white bands. The results that cross marks “+” are almost located along the center
lines indicate that the photoelastic experimental hybrid method and loading device developed in this research are
effective. It is also observed from Fig. 5-(a) that the isochromatic fringe patterns of the upper side are different
from those of the lower side. This difference can be explained on the basis that the upper side is connected to the
outside while the lower side is not and compressed air exists in the space between the O-ring and the cylinder. Fig.
5-(b) shows the isochromatic fringe patterns of O-ring under uniform squeeze and internal pressures when the
forcing out of the O-ring has already occurred. From Fig. 5-(b), it is known that the shape of the isochromatics of

the upper side of the cylinder front wall had been transformed into opening type.

Fig. 6 and Fig. 7 show the contact stresses distributions along the contact line of the upper and front sides of the
O-ring respectively. Since contact stresses are uniformly distributed, the effectiveness of the sealing function of
the O-ring is ensured. In the Figures, “P” refers to the internal pressure (kg/cm2) while “G” refers to the assembly
gap in mm. It is observed from Figs. 6 and 7 that the contact stresses on the contact portion between the O-ring
and cylinder increased when forcing out of O-ring started. The contact stresses were then recovered into the
general stress distribution after forcing out. Fig. 6 shows that the maximums of o, and o, occurred at the center of
contact line in accordance to the contact theory of Hertz. Fig. 7 on the other hand shows that the maximums of o,
and o, occurred a little distance to the left side from the center of the contact line. These results seem to disagree

with the result where the O-ring made from rubber fractured around assembly fillet.

wlmm]

TiL "*O:;’l:-“‘t‘-. = =
/,é.gf‘::"m,.m'"“::m
il g {""‘

¥ [

(b) Front side (squeeze rate = 20%, P; = 2.94 MPa, gap = 0.5mm)

Fig. 5. Actual and graphic isochromatics of O-ring from photoelastic experimental hybrid method
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Fig. 7. Distributions of contact stresses along the contact line of the front side of O-ring

Fig. 8 shows maximum shear stress distributions along the contact line of front side of the O-ring under a uniform

squeeze rate of 20% and internal pressure. It is observed from Fig. 8 that the maximums of the maximum shear

stresses occurred at the groove fillet. These results are identical to those in which the O-ring made from rubber
is generally weak in shear (rubber is

fractured around assembily fillet. It is therefore demonstrated that the material

a mild material).

Fig. 8.
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5 CONCLUSIONS

Based on the study on actual deformation behaviors and the contact stress distributions of O-ring under uniform

-05 U‘.U
Normalized distance, x/a

(b) Gap: 0.5 mm
Maximum shear stress distributions along the contact line of front side

squeeze rates and internal pressure by transparent type photoelastic experiment, the following conclusions were

made.
1.

O-ring occurred under uniform squeeze rate of 20% and internal pressure.

The space at the corner between the lower side and front side of O-ring is filled up after forcing out of the
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2. The maximums of contact stresses in the O-ring under uniform squeeze rate and internal pressure
occurred a little distance to the left side from the center of the contact line.

3. The maximums of the maximum shear stresses occurred at the groove fillet. These results are identical
to the results in which the O-ring made from rubber fractured around assembly fillet.

4. When forcing out of the O-ring begins, the magnitudes of stress components (o,, g, T,,) in the upper side
region are greater than those in the front side region.

5.  After forcing out of the O-ring occurred, magnitudes of stress components (o, ) in the front side region
are greater than those in the upper side region. Magnitudes of shear stress in the front side are very

similar to those in the upper side region.
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ABSTRACT The theoretical basis of the physical mesomechanical approach of strength physics is described.
Based on a fundamental principle of physics known as local symmetry, this approach is capable of describing
deformation and fracture comprehensively, and applicable to any scale level. It is thus useful to describe strength
physics at the nano/microscopic without relying on phenomenology. An optical interferometric technique capable
of resolving displacement at sub-nanometer level is introduced. Being capable of quantitative measurement, this
technique is useful for characterization of material strength at the nano/microscopic level.

1. Introduction

Much remains unexplained in physics behind the transition from deformation to fracture of solid state materials.
Most prevailing theories of plasticity and fracture are empirical and phenomenological. They can describe
phenomena observed before and after the appearance of a crack respectively, but not comprehensively. In
particular, strength physics of nano/microscopic systems has not yet been systematically formulated. These
systems are too small to apply continuum mechanics, and at the same time, too large to apply quantum
mechanics. It is widely known that constitutive parameters of nan/microscopic systems can be substantially
different form macroscopic systems of the same material. This situation leads to difficulty in designing
nano/microscopic systems for required strength. A breakthrough theoretical development is essential.

In this regard, a field theoretical approach developed by a recent theoretical system called physical
mesomechanics [1, 2] is advantageous. Based on a fundamental physical principle known as local symmetry [3],
this approach has intrinsic mechanism to describe different stages of deformation including the fracturing stage,
and different scale levels comprehensively. This fills the gap between continuum mechanics and quantum
mechanics with respect to discontinuity of materials. Continuum mechanics handles materials as collections of
point masses and therefore does not have a built-in mechanism to formulate defects. Quantum mechanics, on the
other hand, handles materials as groups of molecules connected by electronic orbits or other intermolecular
interactions. Discontinuity could be considered via potentials, but for a large number of molecules there are too
many interactions to be taken into account and it is not practical. From this viewpoint, the concept of mesoscopic
structural level introduced by physical mesomechanics is important. Essentially, the mesoscopic level is the
smallest volume element with finite volume that has rotational degrees of freedom. At one scale level above,
different rotations of these mesoscopic elements represent rotational mode of deformation. This is contrastive to
the formalism of elastic theory where the rotational part of the strain tensor represents rigid body rotation. In the
mesomechanical approach, discontinuities in a bulk material such as defects can be naturally introduced as the
space between neighboring mesoscopic volume elements experiencing different rotations. While allowing these
volume elements to rotate differently, physical mesomechanical approach requests that the underlying physics is
invariant before and after the rotational deformation. This is where the concept of local symmetry is used in the
theory. Moreover, this approach characterizes the progress of deformation as development from a smaller scale
level to a larger scale level where the deformation at the lower scale level serves as a source of deformation at
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the larger scale level. Therefore, advancement in strength physics at nano/microscopic scale level is important for
macroscopic mechanics as well.

Quantitative measurement of displacement and other parameters characterizing strength physics is another
important issue in nano/microscopic level. Recent advancement in microscopy enables us to view extremely small
objects. However, quantitative measurement is not as easy as qualitative observations. Often, the size of the
object is beyond the diffraction limit determined by the wavelength of the light. From this standpoint, optical
interferometry is quite powerful. It uses the phase of light to quantify the size of object without being limited by the
diffraction limit of the light source.

The aim of this paper is to describe the theoretical basis of the physical mesomechanical approach of strength
physics, and introduce an optical interferometric technique useful for measurement of small displacement. After
discussing the deformation theory focusing on the dynamics of defects, the resulting dynamics of deformation at
larger scale level, and the irreversibility of plastic deformation, we will consider an optical interferometric
configuration suitable for out-of-plane displacement at the scale level beyond the diffraction limit of typical light
sources. Note that the same interferometric principle is applicable to other types of measurement such as in-plane
displacement and strain with moderate modification of the optical configuration.

2. Formulation
2.1 Deformation transformation and local symmetry

I7)(x+dx,y+$,z+dz)

770/ / [ﬁ(XZ'yZ'ZZ)
s O

m [B(x1,y1,21)]
V(x,y,2) o

Fig. 1 Line element 7’70 transforms to T;lvia Fig. 2 Different parts of the object transform

coordinate dependent displacement /. coordinate dependent transformation matrix

Consider a line element vector transforms from 770 to 7’71in Fig. 1. By defining displacement vector I7(x, ¥,z), we
can describe this deformation as differential displacement between the tip and tail of the line element vector;
Vix + dx,y +dy,z+dz) — 17(x, v, z). The corresponding distortion matrix [$] can be put as below.

ou Ju Ju
B
ov dv 0
B1=|3 35 5| (1)
v 0w aw |
|-6x dy 6ZJ

Now consider that the transformation varies from location to location, i.e., [8] depends on the coordinates. Since
components of [B] contain derivatives, the coordinates dependence of this matrix indicates that the derivative
depends on the coordinates, and that therefore it is necessary to replace the usual derivatives with covariant
derivatives. In other words, it is necessary to introduce a gauge so that the underlying physics is invariant [1, 4].
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Here is the covariant derivative and is the gauge. In the present context, the gauge represents the inter-
relationship among different parts of the material experiencing different elastic deformation. Dynamics of plastic
deformation can be described as the characteristics of this gauge.

2.2 Defect dynamics

Replacing the usual derivatives in the conventional Lagrangian of elastic deformation with covariant derivatives
and deriving an equation of motion from the resultant Lagrangian, Egorushkin [5] obtained the following set of
equations.

O qja__0

axu]“ = - (Inw,) (3.1)
s _ 94

6#}(5 ox, = ot (32)

oa _

=0 (3.3)

uv
daf _ L« _ pBla

oy, "o T g (3.4)
10w, _ dof _ op) Cap
c2 gt 9x, Odx4 E (3.5)

Here /] and @ are the dimensionless flux density and density of line defects (discontinuities in displacement u).
Egorushkin [6] interprets these equations as follows. The right-hand side of eq. (3.1) is the rate of elastic
deformation, €uys is the Levi-Civita density, ¢? is the velocity of the plastic deformation front, qf‘ is the elastic

stress, Pf is the plastic part of distortion, and ¢ is the sound velocity in the material, Eq. (3.1) is the continuity

equation of a medium with defects. Eq. (3.2) represents the consistency of plastic deformation. Note that it
indicates that the defect density changes over time in proportion to the rotation of the defect flow, not divergence.
Eq. (3.3) represents the continuity of line defects; there is no charge (source) for the rotational component of
plastic deformation field. Eq. (3.4) indicates that either a change in the defect flow rate (the first term on the right-
hand side) or elastic stress (the second term on the right-hand side) produces change in the rotation of defect
density (the left-hand side). The second and third terms on the right-hand side represent the source of plastic
deformation whereas the second term represents the effect that elastic stress yields plasticity and the third term
represents the initial plasticity. Eq. (3.5) indicates that the elastic velocity changes over time due to the elastic
stress minus plastic stress. Also note that in this case the source is elastic stress’s spatial variation, not the stress
itself as is the case of eq. (3.4) (plastic case).

2.3 Continuum mechanics local and global

Requesting local symmetry under transformation [3] and using a different Lagrangian, we can derive another set
of field equations [1, 4]. From the physical point of view, this set of field equations represents the conservation of
translational momentum [7].
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where j° = g7 7" M /I*and j* = g n* (Dvnf)cgg/zz are the time and space components of the symmetry charges
associated with the transformation. g¥ is the metric tensor, C{i‘ﬁv is the dimensionless elastic constant and [ is the
characteristic length of the local area where distortion matrix [] can be considered to be constant.

By putting ¢? = y/p where y and p are the shear modulus and density of the material, we can interpret eq. (4.3) to
be the equation of motion representing the dynamics of a unit volume [7]. With this interpretation, j° appearing on
the right-hand side of eq. (4.1) represents strain concentration. The first term on the right-hand side of eq. (4.3)
represents the recovery force in plasticity whereas the second term j represents longitudinal force on the unit
volume exerted by the ¥ field. In the plastic regime, the longitudinal force is dissipative [4, 7]. Eq. (4.4) indicates
there is no source for rotational mode of deformation.

From egs. (4.2) and (4.3), we can derive a wave equation, which represents the decaying wave characteristic of
the displacement field in the plastic regime [8]. Experiments indicate that when a deformation develops at a
certain level, the ¥ field shows strain concentration represented by j°[8]. When this happens, the field loses
oscillatory character, or the wave decays [7]. Another experiment shows that acoustic emission accompanies the
appearance of this type of strain concentration [9]. This observation can be interpreted as the strain concentration
is generated by the above defect dynamics as an irreversible process as discussed in the next section.

2.4 Irreversibility in plasticity

Irreversibility of plastic deformation must be described in accordance with thermodynamics. According to the
second law of thermodynamics, the entropy change dS of a system undergoing any infinitesimal reversible
process is given by dQ/T, where dq is the heat supplied to the system and T is the absolute temperature of the
system. In a deforming material, part of the material exerts force on the neighboring part causing stress. As an
example, consider a part of a material being stretched by neighboring parts in Fig. 3. The increase in volume of
this part causes the entropy change of this part dS to be positive, because the degree to which the probability of
the system is spread out over different possible microstates increases. Here a microstate specifies all molecular
details about the system including the position and velocity of every molecule. If this deformation process is to be
reversible, this positive change in entropy must be compensated by a negative change in entropy by some other
part of the material so that the total entropy of the whole material is zero and that the entropy must flow from the
other part to this part in the form of heat dQ. Consequently, the temperature of the other part of the material must
decrease. This phenomenon is known as thermo-elastic effect.

i /dQ

= o @ o

I
I
"

Fig. 3 Part of material being stretched by neighboring parts (left). As a consequence, the volume of this
part increases and so does the entropy. The positive change in the entropy can be compensated by a heat
flow in from other parts (right).

If the deformation is irreversible, the entropy of this part must be increased without exchange of heat or the
entropy increase is greater than the heat flow, dS > dQ/T. Egorushkin [6] expresses this situation by the following
expression.



99

das
,OEZ—V'IS-FO'S (5)

where p is the density of the material, I, is the entropy flow and o, is the entropy production. In ref. 6, Egorushkin
derives an expression for the entropy product from egs. (3.2) and (3.4) as

_ XD p i
o5 = = ([av],VT) + p == (6)

s T2

Here yis the thermal conductivity, T is the temperature, p is the density of the material, a is the linear defect

density, o is the elastic stress, v, = —¢j where ¢ being the plastic deformation front velocity and j the flux of linear
defect (the plastic front flows, as the defects flows, in the opposite direction under very high stress associated with
the work needed to push the defects to go through the material [10]), and v, o represents the work associated with
the defect flow due to hydrostatic tension. Note that the right-hand side of entropy production expression (6)
contains elastic stress o, showing the mechanism of transition from elastic to plastic deformation. When the
temperature gradient is zero, the condition of irreversibility becomes

p?>0 (7)

The entropy of metals is associated with lattice vibration [11]. An increase in entropy thus is associated with some
sort of acoustic phenomenon. This is consistent with the above-mentioned observation that when the material
shows irreversible deformation causing energy dissipation, acoustic emission is recorded.

3. Supporting experimental results

Experimental verification of the above theory at the nano/microscopic level is a future subject. However, there is
experimental evidence observed at the macroscopic scale level that supports the gist of the above theory. Fig. 4
showsa plastic deformation wave, a transverse wave solution to the above-mentioned wave equation derived
from egs. (4.2) and (4.3), observed in a tensile experiment on an aluminum alloy thin plate at a constant pulling
rate [8]. The displacement was monitored at three reference points along the tensile axis. It is seen that the
oscillatory characteristic of the displacement at the lowest reference point is advanced indicating that the wave
travels from the lowest part toward the highest part of the specimen. Also shown is the stress variation recorded
simultaneously. The displacement wave rises when the stress level is about to reach the yield stress, indicating
that the wave characteristics are associated with plastic deformation.
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aluminum alloy specimen under a tensile load. experiment as Fig 4 with a notch at the vertical
Displacement perpendicular to the tensile load is center of the specimen.

recorded at three reference points P4 — Ps.
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Fig. 5 shows the temperature rise measured in a similar experiment to Fig. 4, where we applied a tensile load to a
brass thin plate with a notch on one side near the vertical center. The upper plots are the temperatures recorded
near the notch and at an end of the specimen near the grip of the tensile machine, and the lower plot is the
loading curve. Clearly seen is that the temperature constantly decreases from the beginning of the experiment
until the applied load reaches the yield point. This effect, known as the thermo-elastic effect, indicates that even
with the notch, the initial deformation experienced by this specimen is accompanied by heat flow and therefore at
least to some extent reversible. However, when the deformation passes the yield point, the temperature rises.
This indicates that the stretch causes totally irreversible deformation at this point and on.

4. Optical interferometric techniques for measurement of small displacement

1.2
) Laser light )
| 1 @ R=0.7
i t 0.8 @==R=09
I i > S os I
‘ ! I 0a
r /'
0.2
Output Input e N
o ——— N —— |
reflector reflector s 10 m 12 13 1 15 16
d trip ph d
Fig. 6 Optical resonator consisting of a flat round trip phase {rad)

output reflector and curved input reflector Fig. 7 Transmission of optical power as a
function of round trip optical phase

Consider an optical resonator consisting of a pair of mirrors in Fig. 6. A laser light is incident to this resonator from
the right. The amount of the optical power coupled into the resonator depends on the resonator’s reflectance R
and the optical phase corresponding to one round trip in the resonator § = 4nL/A., where L is the resonator length
and A is the laser wavelength. The ratio of the transmitted/reflected power to the incident power can be given by
the following equations.

I _ (1-R)? I _ 4Rsin?(6/2)
I;  (1-R)2+4Rsin2(5/2)’ I;  (1-R)2+4Rsin2(5/2)

(8)

Here I;, I, and I,. are the incident, transmitted and reflected optical intensity. Fig. 7 shows the dependence of I,/1;
on § for R=0.7 and R =0.9. The phase at which the curve shows the peak corresponds to the resonant
resonator length. Thus by monitoring transmitted power, or alternatively the reflected power, we can measure the
mirrors position relative to the resonance.

With a servo control, it is possible to increase the sensitivity drastically. Fig. 8 shows the principle schematically.
This method is known as the Pound-Drever-Hall scheme [12] and used in ground based gravitational wave
detectors of LIGO (Laser Interferometer for Gravitational wave Observatory) project [13]. With the use of a
frequency stabilized laser, the designed sensitivity of initial LIGO detector corresponding to the length change on
the order of 107 m has been achieved [14]. In this scheme, the incident laser is phase modulated to generate a
pair of side bands. The carrier frequency is tuned to resonate when the resonator length is at the nominal value,
whereas the side band frequency is off-tuned and therefore reflected under the resonance condition. The photo
detector picks up the reflected light. When the resonator length is at the resonance, the photo detector signal
contains only the side band; when the resonator is off resonance, it contains both the carrier and side band, and
therefore, the output voltage contains the beat signal as eq. (9) indicates.
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Fig. 8 Optical resonator with servo control .Photo detector picks off reflected power to
create error signal and actuator correct the total reflector position to zero the error signal.

P(t) = cos(wt + Q2t) cos(wt + ¢+ 6;) = §; cos(2t) + sin(2t) (9)

Here ¢=m/2 is an artificially introduced phase, and (2 is the modulation frequency. The electric mixer
demodulates this photo detector output signal at the modulation frequency. The in-phase term of the resultant
voltage (the first term on the right-hand side of the below equation) becomes proportional to §; [15, 16].

[ P(t)dt = [{6, cos(L2¢t) + sin(Q2t)}dt x §, (10)

The actuator corrects the reflector’s position by zeroing the error signal represented by eq. (10). By monitoring the
error signal, we can know the mirror’s location with reference to the resonant location precisely.

5. Summary

We have quickly reviewed physical mesomechanical formulation of strength physics. Based on the physical
principle known as local symmetry, this formalism is capable of describing deformation and fracture
comprehensively, regardless of the scale level. The irreversibility of plasticity is explained as the increase in
entropy as a consequence of linear defects’ motion due to local elastic stress exerted by surrounding materials.
On the larger scale level, plastic deformation is characterized as a transverse, decaying wave nature of the
displacement field. The irreversible motion of the defects at the lower scale level is the source of energy
dissipation in the wave dynamics, causing the displacement wave to decay.

These formulations are yet to be experimentally verified at the nano/microscopic level. There are a number of
experimental observations that support the formulations at the macroscopic level. To conduct experiments at the
nano/microscopic level, quantitative measurement of displacement is essential. We have discussed an optical
interferometric technique suitable for extremely small displacement. It is expected that with various optical
configurations, this or similar interferometric techniques are used in the future for advancement of strength
physics at the nano/microscopic scale level.
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Abstract

The feasibility of recording optical information at the nanometric level was considered for a long
time restricted by the wavelength of light. The concept of wavelength of light in classical optics is
a direct consequence of the standard solution of the Maxwell equations for purely harmonic
functions. Propagating harmonic light waves in vacuum or air satisfy the required mathematical
conditions imposed by the Maxwell equations. Hence, in classical optics, the concept of
wavelength of light was associated with that type of waves. Mathematically speaking, one can
derive solutions of the Maxwell equations utilizing Fourier integrals and show that light generated
in a volume with dimensions much smaller than the wavelength of light will have periods in the
sub-wavelength region. Every oscillator, whether a mass on a spring, a violin string, or a Fabry—
Perot cavity, share common properties deriving from the mathematics of vibrating systems and
the solutions of the differential equations that govern vibratory motions. In this paper, some
common properties of vibrating systems are utilized to analyze the process of light generation in
nano-domains. Although simple, the present model illustrates the process of light generation
without getting into the very complex subject of the solution of quantum resonators.

1. INTRODUCTION

The optical observation of nano-size objects is at the frontier of current optical technology. Many
important advances have been achieved in this field and today it is possible to get results that
less than one decade ago were thought not possible. For a long time, a classical solution of the
Maxwell equations corresponding to a harmonic oscillator yield the basic concept of wavelength
leading to the well known limits of optical resolution. However, one can derive solutions of
Maxwell equations utilizing Fourier integrals and show that light generated in a volume with
dimensions much smaller than the wavelength of light will have periods falling in the sub-
wavelength region. In [1,2], there are presented experimental investigations resulting in the
reconstruction of simple geometry objects (prisms and spheres) with accuracies within few
nanometers. In more recent work [3, 4], a similar methodology was applied to complex
geometries of microscopic surfaces reaching nanometer accuracy. The paper returns to some of
the original work presented in [1,2] to illustrate some of the mechanisms through which
information in the nano-range can be obtained. These mechanisms are based on the phenomena
related with the evanescent optical fields and the properties of optical resonators. Complex
optical processes and intricate systems are briefly described and then analyzed in view of
resonator models. The goal is to provide an overview of complex optical phenomena that would
require quantum optics to be correctly and completely explained. However, a heuristic overview
can be given in terms of classical oscillator systems.

2. OPTICAL SYSTEM TO VIEW IMAGES

Figure 1 shows the optical system utilized to observe objects at the nanometric range. An optical
microscope is used to view the interface between the microscope slide and the saline solution.
The observed objects are located on the microscope slide. Following the classical arrangement of
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TIR, a He-Ne laser beam with nominal wavelength 632.8 nm impinges normally to the face of a
prism designed to produce limit angle illumination on the interface between a microscope slide
(supported by the prism itself) and a saline solution of sodium chloride contained in a small cell
supported by this slide. Consequently, evanescent light is generated inside the saline solution.
The resulting effect of this particular optical system is complex. The prism has residual stresses
that provide one of the important tools in the process of observation. Figure 2 presents an
approximate model of the glass prism boundary.

:Optical axis

Sealing compound
Metallic ring

e, Glass slide

Matching index
Supporting prism

Ei

ROV \ | Multiple retlection beams
RN .
n~1.36 & : Saline solution
—— = ) - - Dl : J\
- 1.55" == ,“"/ i Glasgs shide | 1 mm
! ~_ M - v

_— Matchimg mdex oil _— . ) ! .
- ) Cross grating sunulating

: e the outer layer of prism

n,~1.53 Limit ray

Supporting prism

Figure 2. Schematic representation of interfaces: 1) prism-microscopic slide, 2) microscopic slide-saline solution

The presence of residual stresses can be approximately modeled by the presence of a grating
that produces different diffraction orders. However, these diffraction orders correspond to
evanescent optical waves and not to ordinary waves. The effect of the evanescent diffraction



orders is to excite electromagnetic oscillations in the inner space of the microscope slide that acts
as a Fabry-Pérot interferometer. The electromagnetic oscillations of the Fabry-Pérot result in the
generation of interference fringes that are actually photoelastic fringes that play an important role
in the sub-wavelength observations.

Sine of emerging wave front angle

0 10 20 0 40 50 60 70 20 | 100 110 120
Fringe order

Figure 3. Plot of sin6, vs. fringe order for the p-polarization plane wavefronts generated by the evanescent
waves. The order 0 corresponds to the direction of the impinging laser beam.

In Figure 3, the sine of the emerging wavefronts is plotted with respect to fringe orders
recorded from the FT of the analyzed image. It can be seen that all the emerging orders except
the first one are in the range of complex sine. Since values of sin6, are greater than 1, then
angles 6, are complex numbers, with a real part and an imaginary part. This implies a
generalization of the trigonometric function to complex values of the argument. Utilizing the plane
wave complex solutions of the Maxwell equations, one arrives to a system of fringes whose
variable intensity which will be recorded by the sensor can be expressed as follows:

2
0

I(x)=1,+1, cos
g

where: p, is the pitch of the fringes, N, is the fringe order, ng, is the index of refraction of the
saline solution, ny is the index of refraction of the microscope slide. The relationship between p,
and the wavelength of light is given by the equation:

sind =
n

= (2)
2p,
sol No
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where ¢ is the angle of the diffraction order with respect to the zero order. The effective
wavelength A, given by the ratio:

A= (3)

In the above equation, A, is the actual wavelength of the light generating the evanescent wave
and the integers N=1,2,3 represent the fraction of the wavelength generating interference fringes.
In Figure 4, the theoretical results provided by Eq. (1) are plotted in abscissas vs. the
experimental values represented in ordinates. The cross correlation indicates an excellent
matching between the experimental and the theoretical values (“System 1” and “System 2” refer
to p-polarization and s-polarization beams, respectively). In the present case, the effective
wavelength was obtained by setting N=2: that is, interference fringes correspond to an effective
wavelength which is half of the actual wavelength of light. It appears from the figure that the
experimental values are in excellent agreement with theoretical computations done with Eq. (1).
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Figure 4. Measured fringe spacing vs. theoretical values of pitch computed via Eq. (1)

Figure 5 shows the values of the measured pitches as a function of the fringe order. This
relationship can be put in the following analytical form:

P, (4)

_ Do
NO

The values of the resulting hyperbolic law written above provide, for each order N,, the pitch p, of
fringes as a function of the fundamental pitch p, of each of the two families of interference fringes
generated by the p-polarized and the s-polarized waves, respectively. Point and triangle dots in



the figure correspond to values measured experimentally. The continuous curves portray the
correlation equations shown in Figure 5.
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Figure 5. Orders plotted vs. measured fringes pitches

The process of formation of fringes that are multiple interference fringes produced by the
interaction between the outer layers of the prism and the microscope glass slide is now analyzed.
In Ref. [5], there is thorough discussion on the multiple interference fringes arising from light
incident at the limit angle at an interface where there are high gradients of the index of refraction
caused by residual stresses in the glass. The region of high gradient behaves as a diffraction
grating that generates a number of wavefronts that emerge at different angles (Figure 2) and then
enter the microscope.

3. ANALYSIS OF THE BIREFRINGENCE THAT PRODUCES THE OBSERVED FRINGES
Figure 6 shows the laser light incident at the interface between the saline solution and the
microscope slide. Two beams are entering the saline solution at angles ¢, and ¢, for the p and s-
polarized waves, respectively. These two beams have originated in the prism due to the
birefringence generated by residual stresses at the boundary between glass slide and prism. It
will be shown that these two beams experience a /2 rotation inside the glass slide and continue
their trajectory to the interface between the glass slide and the saline solution as they were
originated at the interface between the glass slide and the prism. Since there is not a significant
difference between the index of refraction of the prism and the glass slide, the beams will
continue approximately with the same direction impinging in the boundary region between the
microscope slide and the saline solution.
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Figure 7 shows again the wavefronts involved in the formation of the observed images. The
illuminating beam is totally reflected at the interface microscope slide — saline solution. The
illuminating beam generates the evanescent waves that, according to the preservation of the
momentum, will produce in the medium in contact with the interface (i.e. the saline solution)
propagating wavefronts. As stated earlier, two beams were observed: the ordinary and the
extraordinary beams entering the saline solution (Figure 6). The angles of inclination of these

beams are respectively ¢, and ¢, where the first subscripts “p” and “s” indicate the type of
polarization while the second subscript indicates that these wavefronts come from the prism. The
two wavefronts are originated by the p-polarized beam and the s-polarized beam produced by the
birefringence of the prism outer layers. The p-wave front order emerges at the angle ¢ in the
saline solution while the s-wave front emerges at the angle ¢, in the saline solution. Those

angles can be determined experimentally by utilizing the following relationships:



. sper }\'
sing,, ™" = ——
p m
; (5)
sin¢, " =
Pom

where p,, and psn,, respectively, correspond to the spatial frequencies of the two families of
fringes formed by the p and s-waves travelling through the thickness of the glass slide. The
pitches p,m and ps, were measured experimentally by retrieving the sequence of orders produced
by the two beams from the FT of the formed images as shown in Figure 5.

The experimental values hence are:

e 0.6328
S Q=g _ [ =asin(0.1886)=10.860° 6
sing_ ™ = 0.6328 b, " = asin(0.2828) =16.425°

2238

4. ROLE OF THE MICROSCOPE SLIDE AS A FABRY-PEROT INTERFEROMETER

An optical cavity or optical resonator is a system of mirrors that produces standing waves. The
electrical field confined in the cavity is reflected multiple times inside the cavity producing
standing waves for certain resonance frequencies that depend on the geometry of the cavity and
properties of the mirrors. The standing wave patterns thus generated are called modes: each
mode is characterized by a frequency f,, where the subscript n is an integer. Optical cavities are
characterized by the quality factor, or Q factor. The Q factor is a dimensionless parameter that
characterizes the resonator's bandwidth relatively to its center frequency. Low Q'’s indicate high
losses of energy in the cavity and a wide bandwidth. High values of Q indicate a low rate of
energy loss in the cavity with respect to the stored energy of the oscillator and a narrow
bandwidth. In general, Q is defined in terms of the ratio of the energy stored in the resonator to
the energy being lost in one cycle:

Energy Stored

Q=2n (7)

Energylosspercycle
For a simple type of resonator with two flat surfaces, the Q factor is given by [6]:

_ 2nfyl

Q cT

(8)

where f, is the resonance frequency, / is the length of the cavity, ¢ is the speed of light in the
vacuum, and T is the transmittance of the faces of the cavity. The behavior of the resonator is
described by the eigen-values that characterize the system. If separation of variables is possible,
the eigen-function can be defined in terms of a geometrical factor G(r), with r indicating the spatial

coordinates, and a temporal factor ¢(t):
¥(t,r) =o(t)G(r) 9)

The o(t) function is the solution of the harmonic oscilator:
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d’¢ 4 do
et 1e1akE+O%<P=0 (10)

where o, is the resonant angular frequence and Q,_cfik is the energy leaked, in the present case,

to the saline solution. In the case analyzed in the paper there will be many wave solutions
because the actual phenomena depend on the solution of the forced equation:

d’e . do
FJF 1elaka+60o(P=F(t) (11)

where F(t) represents the different harmonics that enter the oscilator and create resonances at
different frequencies.

It can be proven that the maximum energy will concentrate in the direction of the normal to the
face of the slide. Say a the inclination of the rays with respect to the normal, ¢ the thickness of

the interferometer. The transmission reaches unity if /=m\/2cosa and a=0 [6]. Hence there will
be a 0, or fundamental resonance mode, with maximum energy. As a consequence of the
resonator oscillations, the beams generating the interference fringes emerge as they have
experienced a change in direction of /2, as it was concluded by analysis of the experimental
results.

5. FORMATION OF THE INTERFERENCE FRINGES

The mechanism of formation of interference fringes can be explained as follows. At the interface
between the prism and the glass slide the p and s-waves arrive at angles larger than the critical
angle, Figure 2. If we neglect birefringence in the glass slide, the following relationships can be
written at the boundary between the glass slide and the prism taking into consideration the n/2
rotation of the wavefronts:

n_sino, =n_ sin¢
{ pp s g ps (12)

ng sina, =n,sind,

where: n,, and ng, are respectively the indices of refraction for the p and s-waves travelling in the
prism; ng is the refraction index in the glass slide; o, and os indicate the equivalent angles of
incidence of the p and s-waves, respectively, due to the n/2 rotation. It can be written:

. (13)
sino, =cosq,,

{sm o, =cosd,,

where ¢, is the inclination angle of the ray of p-polarization in the prism and ¢, is the
corresponding inclination angle of the ray of s-polarization.
Equations (13) can be rewritten as:

. _ _ s 2
sino, =cosd,, =,/1-sin"¢
sina, =cos,, =4/1-sin’ ¢,

(14)



By substituting equations (12) in (14), we obtain:

(16)

At the interface between the prism and the glass slide, the law of refraction for the two

propagating p and s-waves yields:

{npp sino., =n,sind,

ng sino, =n,sind,

(17)

At the interface between glass and the saline solution, the law of refraction for the two waves

can be written as:

{ng Sin¢ps = nsol Sin (I)pm

ng Sin(I)ss = nsol Sin (I)sm

By combining equations (17) and (18), it follows:

{npp sino, =ng,sing,,

ng sino, =n,sinQ,,
By combing equations (16) and (19), we obtain:

2 2 .
n ~—n, =n,sind,,

2 2 .
nsp - ng =Ny, sm (I)sm

(18)

(19)

(20)

Finally, from Eq. (20), the angles of the p and s-wave fronts emerging in the saline solution

can be expressed as:
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2 n 2
: pp g
sin ¢pm =
1
J S0 (21)
n 2 n ?
sing, =42 &
L nsol

The theoretical values of the angles of inclination of the p and s-wavefronts can be compared
with the corresponding values measured experimentally. There are two unknowns in Egs. (21):
the indices of refraction n,, and ng, The index of refraction of the glass slide ny was provided by
the manufacturer: 1.5234. The index of refraction of the saline solution was determined from the
solution concentration: 1.36.

The Maxwell-Neumann equations can be written for the p and s-wave fronts travelling through
the stressed region of the prism,

n, —n, =Ac, +Bo, (22)

n, —n, = Bo, + Ao, (23)

where n, is the index of refraction corresponding to the prism in the unstressed state while np,
and ng, correspond to the indices of refraction of the extraordinary wavefronts in the stressed
prism. Equations (22) and (23) contain also the constants A and B and the residual compressive
stresses o7 and o» generated in prism by the manufacturing process.

By comparing the expressions of the index of refraction n, of the ordinary beam it follows:

n,=n, —(Ac, +Bo,) = n,=n ~(Bo, + Ac,) (24)

o p

where the two members of equation (24) must coincide.

The optimization problem can be stated in fashion of Eq. (25). The objective function ¥
represents the average difference between the theoretical angles at which the p and s-wave
fronts emerge in the saline solution and their counterpart measured experimentally. The Maxwell-
Neumann equations are included as constraints in the optimization process: the equality
constraint on the ordinary wave, equation (24), must be satisfied within 2% tolerance. There are 6
optimization variables: the two indices of refraction ng, and ng, in the error function; the two
constants A and B and the residual stresses oy and o in the constraint equation. The last
unknown of the optimization problem, the refraction index n, corresponding to the unstressed
prism, was instead removed from the vector of design variables by combing the Maxwell-
Neumann relationships into the constraint equation (24).

Optimization runs were started from three different initial points: (i) lower bounds of design
variables (Run A); (ii) mean values of design variables (Run B); (iii) upper bounds of design
variables (Run C).

The optimization problem (25) was solved by combining response surface approximation and
line search [7]. Sequential Quadratic Programming performed poorly as design variables range
over very different scales. Results of different optimization runs are reported in Table 1. Besides
the residual error on the optimized value of W and the value of constraint margin (24), the table
shows also the resulting value of the index of refraction of the ordinary beam n,, the photoelastic
constant C=A-B and the shear stress 1 in the prism determined as |(c1-02)/2)|.

It can be seen that the residual error on the emerging wave angles is always smaller than
0.4%. The error on the refraction index of the ordinary beam is less than 1.8%.

The convergence curves corresponding to the three optimization runs are shown in Figure 8.
The optimization process was completed within an average number of 20 iterations. Some



oscillations in the error function were seen only in the first iterations but were progressively
reduced as the search algorithm approached the optimum design.

_ —
2 —n 2 —n 2
pp _ Sin(l) sper sp g _ Sin(I) sper
1 n pm n sm
Min | ¥(n ,.n,.A,B,6,,6,)= | sol ‘ sol ‘
2 sin (1)pmbper sing_ "
0.98< [ ~ (A0, + Boy)| <1.02
|nsp - (Bo, + A62)|
1.5235<n_, <1.575
1.5235<n,, <1.575
-0.8-10"<A<-03-107"
-35-10" <B<-25-10™"
~180-10° <5, <-120-10°
~180-10° <5, <—120-10°
Table 1. Results of optimization runs
Design parameter Run A Run B Run C
ny, 1.5447 1.5447 1.5468
ng, 1.5716 1.5709 1.5699
No 1.5399 1.5399 1.5405
A (m°/N) -0.5167-10""  -0.3017-10""  -0.6994.10"
B (m’/N) -2.8096-10""  -2.964510""  -3.1390-10"
C=AB (m%N) 2.2929-10"  2.6628-10""  2.4396-10"
o1 (MPa) -135.30 —142.50 -161.85
o2 (MPa) —-145.01 —145.83 -164.90
T (MPa) 4.8549 1.6657 1.5279
Error ¥ (%) 0.3872 0.2732 0.3394
Error on n, (%) 1.730 1.673 1.485

6. CONCLUSIONS
As stated in the introduction of the paper, light generation at the nano-level is one key in the
process of making optical measurements at the nano-range. In the case analyzed in this paper,
the light generation occurs by a complex process involving several fundamental aspects.
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1) Creation of excitation or forcing function F(t) by generating diffraction orders via evanescent
light fields.

2) Presence of a resonator, in this case a Fabry-Perot interferometer, that provides the
mechanism of linkage between two medias, glass slide and saline solution.

3) Introduction of a medium, in this case the saline solution, capable of generating propagating
waves from the excitation generated by the evanescent fields.

The presence of a resonator is a fundamental step in the process of creating sub-wavelength light

fields. The resonator produces eigen-modes that are localized in the space. The localization of

modes in this example was implemented by a simple mirror-cavity-mirror structure. The resonator

must be a leaking resonator because its role is to transmit energy from the evanescent fields to a

medium capable to convert evanescent field electromagnetic waves to light propagating waves.

Lower bound

—a— Mean value

= = Upper bound

Error on PSI (%)
S
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— > -
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Figure 8. Convergence curves for different optimization runs

Through the above presented analysis we have successfully supported the model of
conversion of evanescent field energy into propagating light energy. The analysis relates the pitch
of the observed fringes and the residual stresses at the boundary between the glass prism and
the glass microscope slide. The solution shows two principal stresses that are almost equal as it
should be in the case of a rectangular block of glass cooled down from the molten state to room
temperature. Away from edges the residual stresses are equal in magnitude and both
compressive as was found by optimization. The numerical values of the residual stresses are low
and well within acceptable limits. The photoelastic constants of the glass are also of the correct
magnitude and very close to the values found in the literature for glass. The optimization process
has been a fundamental and powerful tool to verify that the model can predict successfully the
observed phenomena.
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Abstract

A new experimental method is introduced in order to characterize the mechanical properties of metallic nanowires.
An accurate mechanical characterization of nanowires requires the imaging with scanning electron microscope
(SEM) and the bending of nanowires with an atomic force microscope (AFM). In this study, an AFM is located
inside an SEM in order to establish the visibility of the nanowires. The tip of the AFM cantilever is utilized to bend
and break the nanowires. Nanowire specimens are prepared by electroplating of metal ions into the nanoscale
pores of the alumina membranes. The mechanical properties are extracted by using existing analytical
formulation along with the experimental force versus bending displacement response. Preliminary results
revealed that copper nanowires have unique mechanical properties such as high flexibility in addition to high

strength compared to their bulk counterparts.

1. Introduction

Nanowires offer broad range of applications due to their unique properties especially in the fields of nano-
electronics and computing technology. Mechanical characterization of nanowires is necessary in order to
establish the feasibility of replacement of current electrical, mechanical and optical devices with nanowire
integrated devices based on the reliability requirement. Although the characterization of electrical and optical
properties of different types of nanowires has been studied extensively, mechanical characterization of nanowires
still poses challenges to many existing testing and measurement techniques because of their small length scale.
Manipulation and installation of individual nanowires in a test setup is rather challenging. Therefore, new
mechanical characterization methods must be developed to quantify the mechanical properties of these

nanostructures.
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Existing nanowire mechanical characterization techniques in the literature can be grouped as: 1) resonation of
nanowires in an electron microscope, 2) mechanical characterization via axial loading and 3) bending of
nanowires using atomic force microscope. The first technique involves the oscillation of nanowires inside an
electron microscope by applying alternating voltage and examining the corresponding natural frequencies of
nanowires [1-4]. Frequencies are then related to elastic properties. Although this method is easy to perform, it is
limited only to elastic properties of nanowires. Therefore, the yield and failure stresses, deformation and defect
initiation mechanisms cannot be obtained. Mechanical characterization of nanowires has been performed by
applying axial loading as well [5, 6]. In this method, nanowires or nanotubes are clamped in between two
cantilevers and subjected to tension or compression loads in electron microscope. This technique requires
significant amount of specimen preparation time and is not practical for testing of high number of nanowire
specimens. The last group of mechanical characterization techniques involves bending of nanowires by using the
tip of a commercially available AFM cantilever and this technique has been used successfully by several
researchers [7-9]. However, commercial AFMs used in these studies are not capable of real time imaging of
nanowires during testing. The correct alignment of nanowires according to AFM test probe poses a challenge due
to the lack of nanowire visibility during testing. Also, deformation mechanism of nanowires cannot be investigated
during testing. Therefore, there is a need for a new testing technique for mechanical characterization of
nanowires that provides coexistence of two components of experimental analysis which are imaging and

mechanical testing. A custom AFM placed in SEM for improved visibility can satisfy this requirement.

This study presents a new experimental test setup for bending test of nanowires involving a cus